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## PREFACE.

Diophantine analysis was named after the Greek Diophantus, of the third century, who proposed many indeterminate problems in his arithmetic. For example, he desired three rational numbers, the product of any two of which increased by the third shall be a square. Again, he required that certain combinations of the sides, area, and perimeter of a right triangle shall be squares or cubes. He was content with a single numerical rational solution, although his problems usually have an infinitude of such solutions. Many later writers required solutions in integers (whole numbers), so that the term Diophantine analysis is used also in this altered sense. For the case of homogeneous equations, the two subjects coincide. But in the contrary case, the search for all integral solutions is more difficult than that for all rational solutions. In his first course in the theory of numbers, a student is surprised at the elaborate theory relating to the equation which in analytic geometry represents a conic; but it is a real difficulty to pick out those points of the conic whose coordinates are rational and a greater difficulty to pick out those points whose coordinates are integral.

Our subject has appeared not only in works on arithmetic and geometry, but also in algebras; to it was devoted the larger part of Euler's famous Algebra. Some of its topics, as the theory of partitions, belong equally well to analysis. Although most of the problems in this domain may be stated in simple language free of technical mathematics, their investigation has quite often required the aid of many branches of advanced mathematics. A mere reference to the extensive subject index will show how frequently use has been made of elliptic functions and integrals, infinite series and products, algebraic and complex numbers, covariants, invariants, and seminvariants, Cremona and birational transformations, geometrical methods, matrices, gamma and theta functions, cyclotomy, linear differential and difference equations, integration, approximation, limits, minima, asymptotic and mean values.

Following the plan used in Volume I, we proceed to give an account in untechnical language of the main landmarks in the successive chapters. If a reader will not pause to read this entire introduction, let him sample it by selecting the account of the final chapter. This introduction is followed by an explanation of the author's point of view in producing a work quite different from conventional histories.

The notion of triangular numbers 1, 3, 6, . . . goes back to Pythagoras, who represented them by points arranged as are the shot in the base of a triangular pile of shot. The number of shot in such a pile is called a tetrahedral number. In an analogous manner we may define a polygonal number of $m$ sides ( $m$-gonal number) and a pyramidal number. Simple theorems concerning these numbers occur in the Greek arithmetics of Theon of Smyrna, Nicomachus (each about 100 A.D.), and Diophantus (250 A.D.), who wrote also a special tract about them. Thev were treated
two centuries later by Roman and Hindu writers. The most important theorem on the subject is that first stated by Fermat: Every positive integer is either triangular or a sum of 2 or 3 triangular numbers; every positive integer is either a square or a sum of 2 , 3 , or 4 squares; either pentagonal or a sum of $2,3,4$, or 5 pentagonal numbers; and similarly for any polygonal numbers. Throughout his half century of mathematical activity, the great Euler was engaged on the subject of polygonal numbers and solved many questions concerning them, but was able to prove Fermat's above theorem only for the case of squares, and noted that the theorem for the case of triangular numbers is equivalent to the fact that every positive integer of the form $8 n+3$ is a sum of three squares. This fact is a case of the theorem that every positive integer, not of one of the forms $8 n+7$ and $4 n$, is a sum of three squares, which was proved in a complicated manner by Legendre in 1798 and more clearly by Gauss in 1801, by means of the theory of ternary quadratic forms. Gauss showed how to find the number of ways in which a number $N$ is a sum of three triangular numbers, by means of the number of classes of binary quadratic forms of determinant $-8 N-3$.

Cauchy gave in 1813-15 the first proof of Fermat's theorem that every number is a sum of $m m$-gonal numbers (all but four of which may be taken to be 0 or 1). Legendre immediately simplified this proof and showed that every sufficiently large number is a sum of four or five $m$-gonal numbers according as $m$ is odd or even. In 1892 Pepin gave another proof of Cauchy's result. In 1873 Realis proved that every positive integer is a sum of four pentagonal or hexagonal numbers extended to negative arguments. In 1895-96 Maillet proved that every integer exceeding a certain function of the relatively prime odd integers $\alpha$ and $\beta$ is a sum of four numbers of the form $\frac{1}{2}\left(\alpha x^{2}+\beta x\right)$; also, if $\phi(x)=a_{0} x^{5}+\ldots+a_{5}$, where the $a$ 's are given rational numbers, is integral and positive for every integer $x$ sufficiently large, then every integer exceeding a fixed function of the $a$ 's is a sum of at most $\nu$ positive numbers $\phi(x)$ and a limited number of units, where $\nu=6,12,96$, or 192 , according as the degree of $\phi$ is $2,3,4$, or 5 .

From formulas in his treatise on elliptic functions of 1828, Legendre concluded that the number of ways in which $N$ is a sum of four triangular numbers equals the sum of the divisors of $2 N+1$, and found the number of ways in which $N$ is a sum of eight triangular numbers. In 1918 Ramanujan obtained expressions for the number of representations of any number as a sum of $2 s$ triangular numbers.

In $1772 \mathrm{~J} . \mathrm{A}$. Euler, the son of L. Euler, remarked that, to express every number as a sum of squares of triangular numbers, at least twelve terms are required, and stated that, to express every number as a sum of figurate numbers

$$
1, \quad n+a, \quad \frac{(n+1)(n+2 a)}{1 \cdot 2}, \quad \frac{(n+1)(n+2)(n+3 a)}{1 \cdot 2 \cdot 3}, \quad \cdots
$$

at least $a+2 n-2$ terms are necessary. About the same time, N. Beguelin stated erroneously that at most $a+2 n-2$ terms are sufficient. In 1851

Pollock stated that $5,7,9,13,21,11$ terms are needed to express every number as a sum of tetrahedral, octahedral, cubic, icosahedral, dodecahedral, and squares of triangular, numbers, and related facts. In 1862-63 Liouville proved that the only linear combinations of three triangular numbers $\Delta$ which represent all numbers are $\Delta+\Delta^{\prime}+c \Delta^{\prime \prime}(c=1,2,4,5)$ and $\Delta+2 \Delta^{\prime}+d \Delta^{\prime \prime}(d=2,3,4)$.

Chapter II opens with an account of the method of solving $a x+b y=c$ given by the Hindu Brahmegupta in the seventh century. It was based on the mutual division of $a$ and $b$, as in Euclid's process of finding their greatest common divisor. Essentially the same method was rediscovered in Europe by Bachet de Méziriac in 1612, and expressed in the convenient notation of the development of $a / b$ into a continued fraction by Saunderson in England in 1740 and by Lagrange in France in 1767. The simplest proof that the equation is solvable when $a$ and $b$ are relatively prime is that given by Euler in 1760, who noted that, on dividing $c-a x(x=0,1, \ldots, b-1)$ by $b$, we obtain $b$ distinct remainders which are therefore $0,1, \ldots, b-1$ in some order, the remainder zero leading to a solution. Since the same principle underlies the most elegant proof of Euler's generalization $a^{\beta} \equiv 1$ $(\bmod b)$ for $\beta=\phi(b)$ of Fermat's theorem, it was a simple step to solve our equation, or-what is the same thing-the congruence $a x \equiv c(\bmod b)$, by multiplying its members by $a^{\beta-1}$. This step was made about 1829 by Binet, Libri, and Cauchy. Or we may evidently employ Wilson's generalized theorem, which states that the product of the positive integers less than and prime to $b$ is $\equiv \pm 1(\bmod b)$. In 1905 Lerch expressed the solution of $a x \equiv 1(\bmod b)$ as a sum involving the greatest integer function.

In the Chinese arithmetic of Sun-Tsŭ, about the first century, occurs the problem of finding a number having the remainders $2,3,2$ when divided by $3,5,7$, respectively, with a rule leading to the answers $23+3 \cdot 5 \cdot 7 n$. The same problem and answer 23 occur in the Greek arithmetic of Nicomachus, about 100 A.D. The rule is essentially the following, given centuries later by Beveridge, Euler, and Gauss: To obtain a number $x$ having the remainders $r_{1}, r_{2}, \ldots$ when divided by $m_{1}, m_{2}, \ldots$, respectively, where $m_{1}, m_{2}, \ldots$ are relatively prime in pairs, find numbers $\alpha_{1}, \alpha_{2}, \ldots$. such that $\alpha_{i} \equiv 1\left(\bmod m_{i}\right), \alpha_{i} \equiv 0\left(\bmod m / m_{i}\right)$, where $m$ is the product $m_{1} m_{2} \ldots$. then $x=\alpha_{1} r_{1}+\alpha_{2} r_{2}+\ldots$ is an answer. In the seventh century, the Chinese priest Yih-hing extended this rule to the case in which $m_{1}, m_{2}, \ldots$ are any integers: express the least common multiple of $m_{1}, m_{2}$, . . . as a product $m=\mu_{1} \mu_{2}$. . . of factors relatively prime in pairs (some of which may be unity), such that $\mu_{i}$ divides $m_{i}$, and find $\alpha_{1}, \alpha_{2}, \ldots$ such that $\alpha_{i} \equiv 1\left(\bmod \mu_{i}\right), \alpha_{i} \equiv 0\left(\bmod m / \mu_{i}\right) ;$ then $x=\alpha_{1} r_{1}+\alpha_{2} r_{2}+$

The Hindus Brahmegupta and Bháscara found the correct answer 59 to the "popular problem" of finding a number having the remainders 5, 4, 3, 2 when divided by 6, 5, 4, 3, respectively; Leonardo Pisano in 1202 added the condition that the number be a multiple of 7. He treated the problem of Ibn al-Haitam (about 1000 A.D.) of finding a multiple of 7 which has the remainder unity when divided bv 2.3.4. 5 or 6 a nrohlam nnourninm
in many later books. This subject of the Chinese remainder problem found application in questions on the calendar; for example, to find the year $x$ of the Julian period when the solar cycle, lunar cycle, and Roman indiction are given numbers $r_{1}, r_{2}, r_{3}$, we seek a number which has the remainders $r_{1}, r_{2}, r_{3}$ when divided by $28,19,15$, respectively, these being the periods of the solar, lunar, and indiction, cycles.

The problem of finding the number of positive integral solutions of $a x+b y=c$, where $a, b, c$ are positive integers, was treated by Paoli in 1780, Hermite in 1855-58, and many others. There is the corresponding question for a system of such equations.

Systems of equations of the type $x+y+z=m, a x+b y+c z=n$, where $m, n, a, b, c$ are given positive integers and the unknowns are to have positive integral values, occurred in Chinese and Arabic manuscripts of the sixth and tenth centuries respectively, in Leonardo Pisano's writings, and in many of the early printed books on algebra and arithmetic. The usual method of solution, which began with the elimination of one unknown, was called regula Coeci, or the rule of the virgins, a term later applied to a system of any number of linear equations in any number of unknowns with positive integral coefficients. The most important papers on general systems of linear equations or congruences are those by Heger (1858), H. J. S. Smith (1859, 1861, 1871), Weber (1872, 1896), Frobenius (1878-79), Kronecker (1886), and Steinitz (1896).

Chapter II closes with a series of modern theorems, such as the fact that, if $\omega$ is irrational, there exist infinitely many pairs of integers $x, y$, for which $y-\omega x$ is numerically less than the reciprocal of $\sqrt{5} x$; and Minkowski's theorem (of prime importance for the theory of algebraic numbers) that, if $f_{1}, \ldots$., $f_{n}$ are linear homogeneous functions of $x_{1}, \ldots, x_{n}$ with any real coefficients whose determinant is unity, we can assign integral values not all zero to $x_{1}, \ldots, x_{n}$, such that each $f_{i}$ taken positively does not exceed unity.

Chapter III treats of partitions, which have important applications to symmetric functions and algebraic invariants. The first investigation was that by Euler in 1741, who discussed the two problems of finding the number of ways in which a number $n$ (as 6 ) is a sum of a given number $m$ (as 2) of distinct parts ( $6=5+1=4+2$ ), and the number of ways $n$ is a sum of $m$ equal or distinct parts (so that also $6=3+3$ is counted). The numbers in question are the coefficients of $x^{n}$ in the expansions of $x^{m(m+1) / 2} / D$ and $x^{m} / D$, respectively, into series of powers of $x$, where

$$
D=(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{m}\right) .
$$

Functions like these which serve to enumerate all the partitions of a specified kind are now called generating functions. In his more attractive exposition in his Introductio in Analysin Infinitorum of 1748, Euler noted that $1 / D$ is the generating function giving the number of partitions of $n$ into parts $\leqq m$ which need not be distinct. For $n=5, m=3$, these partitions are $3+2$, $3+1+1,2+2+1,2+1+1+1,1+1+1+1+1$. Similarlv. the recinrocal
of $\prod_{j=1}^{j=\infty}\left(1-x^{j}\right)$ is the generating function for the number of unrestricted partitions of $n$, where now also 5 and $4+1$ are counted. Again, the number of partitions of $n$ into $m$ or fewer parts $\leqq t$ is the coefficient of $x^{n}$ in the expansion of

$$
\left(1-x^{t+1}\right)\left(1-x^{t+2}\right) \ldots\left(1-x^{t+m}\right) / D,
$$

where $D$ is the above product. Euler stated empirically the important fact that

$$
\prod_{k=1}^{\infty}\left(1-x^{k}\right)=\sum_{n=-\infty}^{+\infty}(-1)^{n} x^{\left(3 n^{n} \pm n\right) / 2},
$$

which has since been proved by many writers, in particular by Jacobi in his Fundamenta Nova of 1829, where he made important applications of elliptic functions to the theory of partitions. As noted by Legendre in 1830, the last formula implies that every number, not a pentagonal number ( $3 n^{2} \pm n$ )/2, can be partitioned into an even number of distinct integers as often as into an odd number, while ( $3 n^{2} \pm n$ )/2 can be partitioned into an even number of parts once oftener or once fewer times than into an odd number of parts, according as $n$ is even or odd. Jacobi in 1846 extended this result to partitions into any given distinct elements.

In 1853 Ferrers gave a diagram which establishes a reciprocity between the partitions of the same number. The partition $3+3+2+1$ is represented by four rows of dots containing $3,3,2,1$ dots, respectively, such that the left-hand dots are in the same vertical column. Reading the diagram by columns, we get the partition $4+3+2$.

Sylvester stated in 1857 that the number of partitions of $n$ into given positive integral elements $a_{1}, \ldots$, $a_{r}$ with repetitions allowed is $\Sigma W_{q}$, where the "wave" $W_{q}$ is the coefficient of $1 / t$ in the development in ascending powers of $t$ of

$$
\Sigma \rho^{-n} e^{n t} \prod_{j=1}^{r}\left(1-\rho^{a} i e^{-a_{j} t}\right)^{-1}
$$

the summation extending over the various primitive $q$ th roots $\rho$ of unity. Proofs were soon given by Battaglini, Brioschi, Roberts, and Trudi; Sylvester published his own method in 1882. Cayley wrote several papers on the theory and its applications.

During the years 1882-84, Sylvester and his pupils at Johns Hopkins University published many papers on partitions, in particular on their graphical representation, with the aim to derive the chief theorems constructively without the aid of analysis.

Beginning with his paper of 1886 on perfect partitions, Major MacMahon has made numerous contributions to the thoery of partitions and the more general subject of combinatory analysis, culminating in his treatise in two volumes published in 1915-16 (see the report, pp. 161-2).

Vahlen proved in 1893 that, among the partitions of $s$ into distinct parts the sum of whose absolutely least residues modulo 3 equals a given integer $h$, there occur as many partitions into an even number of parts as into an odd number of parts, except only when $s$ is the pentagonal number $\left(3 h^{2}-h\right) / 2$.
for which there exists an additional partition into an even or odd number of parts according as $h$ is even or odd. This implies the corollary of Legendre mentioned above. Analogous theorems were obtained by von Sterneck in 1897 and 1900.

Mention should be made of the various papers by Glaisher of 1875-76 and 1909-10, that of Csorba of 1914, and the asymptotic formulas obtained by Hardy and Ramanujan jointly in 1917-18.

Chapter IV reports on the extensive, mostly old, literature on rational right triangles, a subject which was the source of various problems treated in later chapters. Diophantus knew that if the sides of a right triangle are expressed by rational numbers they are proportional to $2 m n, m^{2}-n^{2}$, $m^{2}+n^{2}$, and referred to the right triangle having the latter sides as that "formed from the two numbers $m$ and $n$." Pythagoras and Plato had given special cases. Among the many problems on rational right triangles treated by Diophantus, Vieta, Bachet, Girard, Fermat, Frenicle, De Billy, Ozanam, Euler, and others, are the following: Find $n(n \geqq 3)$ rational right triangles of equal areas; two whose areas have a given ratio; one whose area is given or becomes a square on adding a given number or a certain function of the sides; one whose legs exceed the area by squares; one whose legs differ by unity or by a given number; right triangles the sum of whose legs is given; or with a rational angle-bisector.

Chapter V deals with rational triangles, whose sides and area are rational, and rational quadrilaterals, having also rational diagonals. By the juxtaposition of two rational right triangles with a common leg, we obtain a rational triangle. During 1773-82, Euler wrote a series of four papers on triangles whose sides and medians are all rational, while Bachet in 1621 had been content when a single median or single angle-bisector is rational. The Hindus Brahmegupta and Bháscara showed how to form a rational quadrilateral by juxtaposing four right triangles with pairs of equal legs such that the right angles have a common vertex and do not overlap. In 1848 Kummer showed how to obtain all rational quadrilaterals. Euler gave (p. 221) a construction for a polygon of $n$ sides inscribed in a circle of radius unity such that the sides, diagonals, and the area are all rational. No mention will be made of the 160 further papers reported on in this chapter, which closes with the papers on rational pyramids, trihedral angles, and spherical triangles.

Chapters VI-IX deal with the specially interesting literature on the representation of numbers as sums of $2,3,4, n$ squares. Diophantus knew how to express the product of two sums of two squares as a sum of two squares in two ways:

$$
\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)=(a c \pm b d)^{2}+(a d \mp b c)^{2} .
$$

He knew that no number of the form $4 n-1$ is a sum of two squares. But Girard in 1625 and Fermat a few years later were the first to recognize that a number is a sum of two squares if, and only if, its quotient by the
double of such a product. Fermat also knew how to determine the number of ways in which a given number of the proper form is a sum of two squares. He stated that he could prove that every prime $4 n+1$ is a sum of two squares by the method of indefinite descent, i.e., if a prime $4 n+1$ is not a sum of two squares there exists a smaller prime of the same nature, etc., until 5 is reached. Euler wrestled with this theorem for seven years before he succeeded in finding a complete proof in 1749. He published more elegant proofs in 1773 and 1783. In the meantime, Lagrange gave several proofs in 1771-75. An expression for the number of representations of an integer as a sum of two squares was given by Legendre in 1798 and by Gauss in 1801, while a more elegant expression was deduced by Jacobi in 1829 from infinite series for elliptic functions and proved arithmetically by him in 1834 and by Dirichlet in 1840. In a posthumous paper, Gauss left a formula for the number of sets of integers $x, y$ for which $x^{2}+y^{2} \leqq A$, i.e., the number of lattice points inside or on the circumference of a given circle; the same subject was studied by Eisenstein in 1844, Suhle in 1853, Cayley in 1857, Ahlborn in 1881, and Hermite in 1884 and 1887, while asymptotic formulas were proved by Sierpinski in 1906, Landau in 1912-13, Hardy in 1915-19, and Szilysen in 1917.

Diophantus stated in effect that no number of the form $8 m+7$ is a sum of three squares, a fact easily verified by Descartes. Fermat gave in effect the complete criterion that a number is a sum of three squares if, and only if, it is not of the form $4^{n}(8 m+7)$. For many years Euler tried in vain to prove this theorem, nor did Lagrange find a proof for all cases. In 1798 Legendre gave a complicated proof by means of theorems on the quadratic divisors of $t^{2}+c u^{2}$. In 1801 Gauss published a proof which also expresses the number of ways a number $n$ is a sum of three squares in terms of the number of classes in the principal genus of the properly primitive binary quadratic forms of determinant $-n$. Other such expressions were obtained by Dirichlet in 1840 by means of his formulas for the number of classes of binary quadratic forms; also by Kronecker in 1860 by use of series for elliptic functions and in 1883 by means of the number of classes of bilinear forms in two pairs of cogredient variables. In 1850 Dirichlet gave an elegant proof of Fermat's criterion by means of reduced ternary quadratic forms. Many writers have discussed the solution of $x^{2}+y^{2}+z^{2}=n^{2}$; a simple expression for the number of solutions was given by A. Hurwitz in 1907. The problem of the number of integers $\leqq x$ which are sums of three squares was investigated by Landau in 1908, while he (in 1912) and Sierpinski in 1909 found asymptotic formulas for the number of sets of integers $u, v, w$ for which $u^{2}+v^{2}+w^{2} \leqq x$.

In the three problems in which Diophantus employed sums of four squares, he expressed 5,13 , and 30 as sums of four rational squares in two ways without mention of any condition on a number in order that it be a sum of four squares, although he gave necessary conditions for representation as a sum of two or three squares in the problems where the latter occur. Hence Bachet and Fermat ascribed to Diophantus a knowledge
of the beautiful theorem that every positive integer is a sum of four integral squares. In 1621 Bachet verified this theorem for integers up to 325 . The theorem was stated to be true by Girard in 1625 and as an unproved fact by Descartes in 1638. Fermat stated that he possessed a proof by indefinite descent.

This theorem engaged the serious attention of Euler for more than forty years, as appears from his life-long correspondence with Goldbach; in vain did he convert the problem into an equivalent, but equally baffling, question. Not until twenty years after he began the study of the theorem did he publish in 1751 some important facts bearing on it, including his formula which expresses the product of two sums of four squares as such a sum. The first proof published was that by Lagrange in 1772, who acknowledged his indebtedness to ideas in Euler's paper. The next year Euler published an elegant proof, which is much simpler than Lagrange's and which has not been improved upon to date. Gauss noted in 1801 that the theorem follows readily from the fact that any number having the remainder $1,2,5$, or 6 , when divided by 8 , is a sum of three squares; but the latter fact has not yet been proved in so simple and elementary a manner as the former. In 1853-54 Hermite gave two proofs by means of the theory of quadratic forms in four variables and a proof by means of a Hermitian form with complex integral coefficients and two pairs of two conjugate complex variables.

In 1828-29 Jacobi compared two infinite series for the same elliptic function to show that, if $p$ is odd and $\sigma(p)$ is the sum of the divisors of $p$, the number of representations of $2^{\alpha} p$ as a sum of four squares is $8 \sigma(p)$ or $24 \sigma(p)$, according as $\alpha=0$ or $\alpha>0$, where in a representation the signs of the roots and their arrangement are taken into account. In a similar manner, he and Legendre proved simultaneously that there are exactly $\sigma(p)$ sets of four positive odd numbers the sum of whose squares is $4 p$. For the latter theorem Jacobi gave an arithmetical proof in 1834, which was simplified by Dirichlet in 1856 and by Pepin in 1883 and 1890. For the former theorem on the representations of $2^{\alpha} p$, elementary proofs have been given by Stern in 1889, Vahlen in 1893, Gegenbauer in 1894, and Lr. Aubry in 1914, while Mordell gave in 1915 a proof by means of theta functions.

Cauchy proved in 1813 that any odd number $k$ is a sum of four squares the algebraic sum of whose roots equals any assigned odd number between $\sqrt{3 k-2}-1$ and $\sqrt{4 k}$. In 1873 Réalis proved also that every number $N=4 n+2$ is a sum of four squares the algebraic sum of whose roots is any assigned one of the numbers $0,2,4, \ldots, 2 \mu$, where $\mu^{2}$ is the largest square $<N$. Mention should be made of papers by Torelli (p. 294), Glaisher (p. 296, p. 301), and Petr (p. 300).

Many of the papers in this long Chapter VIII prove the existence of solutions of the congruence $a x^{2}+b y^{2}+c z^{2} \equiv 0(\bmod p)$, in which $a, b, c$ are not divisible by the prime $p$, while some determine the number of sets of solutions. The corresponding question for $n$ unknowns is discussed in the brief Chapter X.

In Chapter IX the material on representation as sums of $n$ squares is separated from the reports on the more elementary papers giving relations between squares and mainly concerning $n$ squares whose sum is a square. Following a hint by Jacobi, Eisenstein stated in 1847 that the number of representations of an odd number as a sum of eight squares equals 16 times the sum of the cubes of its divisors, and theorems almost as simple for six and ten squares. He also gave, without proof, formulas which express the number of representations of $m$ by 5 and 7 squares as sums of Legendre-Jacobi symbols of quadratic residue character modulo $m$. In 1860-65 Liouville stated various theorems on representation by 10 and 12 squares, which he apparently deduced from series for elliptic functions, and which have been so proved and generalized by Bell in 1919, and were proved by means of theta functions by Humbert and Petr in 1907. In 1867 H. J. S. Smith stated general results on representation by 5 and 7 squares. This paper was unknown to the members of the commission whose recommendation led the Paris Academy of Sciences to propose for its grand prix des sciences mathematiques for 1882 the subject of representation by 5 squares. Prizes of the full amount were awarded both to Smith and to Minkowski (the latter being then 18 years of age), each of whom developed the theory of quadratic forms in $n$ variables and evaluated the number of representations by 5 squares. There are further papers on the last topic by Stieltjes, Hermite, Pepin, and Hurwitz (pp. 310-1). Mention should be made of the papers by Gegenbauer (p. 313), Boulyguine (p. 317), Mordell, Hardy, and Ramanujan (p. 318) on representation by $n$ squares.

Chapter XI, which is closely related to the last topic, gives a summary of Liouville's series of eighteen articles published in 1858-65, in which he stated results (apparently found from expansions of elliptic functions) which express many equalities between sums of the values of quite general arithmetical functions when the arguments of the functions involve the divisors of two (or more) numbers whose sum is given. The chapter closes with a citation of papers which together give proofs of all the formulas, except only $(Q)$ of the sixth article, besides proving a few related theorems.

The sixty pages of Chapter XII give reports on more than 300 papers on $a x^{2}+b x+c=y^{2}$. Diophantus was led to such an equation in at least forty of his problems. He was content with rational solutions, which he showed how to find if $a$ or $c$ is a square, or if $b=0$ and one set of solutions is known. It is a remarkable fact that the Hindu Brahmegupta in the seventh century gave a tentative method of solving $a x^{2}+c=y^{2}$ in integers, which is a far more difficult problem than its solution in rational numbers. His method was explained more clearly by the Hindu Bháscara in the twelfth century. Much earlier, the Greeks had given approximations to square roots which may be interpreted as yielding solutions of $a x^{2}+1=y^{2}$ for $a=2$ and $a=3$. Moreover, the famous cattle problem of Archimedes, which imposed nine conditions upon eight unknowns, leads in its final analysis to the difficult equation $a x^{2}+1=y^{2}$, where $a=4729494$, and has been solved in modern times.

Such an equation $x^{2}-A y^{2}=1$ has long borne the name Pellian equation, after John Pell, due to a confusion on the part of Euler; it would have been more appropriately named after Fermat, who stated in 1657 that it has an infinitude of integral solutions if $A$ is any positive integer not a square, and who stated in 1659 that he possessed a proof by indefinite descent. He proposed it as a challenge problem to the English mathematicians Lord Brouncker and John Wallis, who finally succeeded in discovering a tentative method of solution, without giving a proof of the existence of an infinitude of solutions. This theorem is really only the simplest and first known case of Dirichlet's elegant and very general theorem on the existence of units in any algebraic field or domain. The former theorem is also of great importance in the theory of binary quadratic forms. Moreover, the problem to find all the rational solutions of the most general equation of the second degree in two unknowns reduces readily to that for $x^{2}-A y^{2}=B$, all of whose solutions follow from one solution and the solutions of $x^{2}-A y^{2}=1$.

In 1765 Euler exhibited the method of solving a Pellian equation due to Brouncker and Wallis in a more convenient form by use of the continued fraction for $\sqrt{A}$ and found various important facts, but gave no proof that the process leads always to a solution in positive integers. This fundamental fact of the existence of solutions was first proved by Lagrange a year or two later; while in 1769 and 1770 he brought out his classic memoirs which give a direct method to find all integral solutions of $x^{2}-A y^{2}=B$, as well as of an equation of degree $n$, by developing its real roots into continued fractions.

Of the further extensive literature on the Pellian equation, the most notable papers are those by Legendre, Gauss, Dirichlet, Jacobi, and Perott; limits for the least positive solution were obtained by Tchebychef in 1851 and by Remak, Perron, Schmitz, and Schur in 1913-18. Useful tables have been given by Euler, Legendre, Degen, Tenner, Koenig, Arndt, Cayley, Stern, Seeling, Roberts, Bickmore, Cunningham, and Whitford.

Chapter XIII treats of further single equations of the second degree, including $a x y+b x+c y+d=0, x^{2}-y^{2}=g, a x^{2}+b x y+c y^{2}=d z^{2}$ or $d$, the most general equation of the second degree in $x, y$, and its homogeneous form $a X^{2}+b Y^{2}+c Z^{2}+d X Y+e X Z+f Y Z=0$. Criteria for integral solutions of the latter were stated by H. J. S. Smith (p. 431) and proved by Meyer for the case of an odd determinant, while its complete solution was given by Desboves (p. 432) when one solution is known. Lagrange's method for $x^{2}-A y^{2}=B$, cited above, was employed by Legendre in 1785 to prove the important theorem that, if no two of the integers $a, b, c$ have a common factor and if each is neither zero nor divisible by a square, then $a x^{2}+b y^{2}+c z^{2}=0$ has integral solutions not all zero if, and only if, $-b c,-a c$, - $a b$ are quadratic residues of $a, b, c$, respectively, and $a, b, c$ are not all of the same sign. Gauss gave a proof by means of ternary quadratic forms, while a generalization was made by Dirichlet (p. 423) and Goldscheider (p. 426). Meyer gave criteria (pp. 432-3) for integral solutions of $f=0$,
where $f$ is any quadratic form in four variables, with simple criteria in the case of $a x^{2}+b y^{2}+c z^{2}+d u^{2}=0$; and noted that, when there is a fifth term $e v^{2}$, the equation is solvable in integers not all zero if the coefficients are odd and not all of the same sign. Minkowski (p. 433) proved the generalization that zero can be represented rationally by every indefinite quadratic form in five or more variables, and gave invariantive criteria for four or fewer variables.

Chapter XIV reports on many elementary papers on squares in arithmetical or geometrical progression. While there is a simple, general, formula for three squares in arithmetical progression, known by Vieta, Fermat, and Frenicle, there do not exist four distinct squares in arithmetical progression.

Chapter XV opens with a collection of the problems from Diophantus, in which it is a question of finding values of the unknowns for which several linear functions of them become equal to squares. Such problems were treated by Brahmegupta in the seventh century, by Vieta in 1591, and by Bachet, Fermat, Prestet, Ozanam, and others, in the seventeenth century. One of the problems studied most frequently is that of finding three numbers such that the sum and difference of any two of them are squares; it was treated by Petrus in 1674, Leibniz in 1676, Rolle in 1682, Landen in 1775, by Euler in his Algebra and elsewhere, as well as by various later writers (all cited in note 28, p. 448).

The story of congruent numbers, given in Chapter XVI, is a long one, beginning with Diophantus. If $x$ and $k$ are rational numbers such that $x^{2}+k$ and $x^{2}-k$ are both rational squares, $k$ is called a congruent number. Diophantus knew that $x^{2}+y^{2}=z^{2}$ implies $z^{2} \pm 2 x y=(x \pm y)^{2}$, so that $2 x y$ is a congruent number. This topic was the chief subject of two Arabic manuscripts of the tenth century. Leonardo Pisano, in his Liber Quadratorum of 1225 , treated the subject at length and with skill, making repeated use of the fact that any integral square is a sum of consecutive odd numbers beginning with unity. In particular, he stated, but did not completely prove, that no congruent number is a square, which implies that the area of a rational right triangle is never a square and that the difference of two biquadrates is not a square, results of special importance historically. Although part of Leonardo's work was incorporated in the arithmetics of Luca Paciuolo, Ghaligai, Feliciano, and Tartaglia, the original seemed to be lost and Cossali made a laborious, but unsuccessful, attempt to reconstruct it. The original was found and published by Prince Boncompagni in 1854 and in the Scritti di Leonardo Pisano, II, 1862. The most important later papers on congruent numbers are those by Euler, Genocchi, Woepcke, Collins, and Lucas.

The related problem of concordant forms is to make $x^{2}+m y^{2}$ and $x^{2}+n y^{2}$ both squares and was studied by the same writers, especially by Euler in several of his memoirs. The remaining problems of this chapter
and those of Chapter XVII relate to special systems of two quadratic functions or equations and do not possess sufficient general interest to warrant mention here. The last remark applies also to Chapter XVIII, which treats of three or more quadratic functions.

Chapter XIX begins with the history of the problem of finding three integers $x, y, z$ such that $x^{2}+y^{2}, x^{2}+z^{2}, y^{2}+z^{2}$ are all perfect squares. Solutions involving arbitrary parameters, but obtained under special assumptions, were found by Saunderson (who was blind from infancy) and Euler in their Algebras of 1740 and 1770. The problem is equivalent to that of finding a rectangular parallelopiped having rational values for the edges and the diagonals of the faces. If we impose the further restriction that also a diagonal of the solid shall be rational, we have a difficult problem which has been recently attacked but not solved.

The problem of finding $n$ squares the sum of any $n-1$ of which is a square was treated at length by Euler for $n=4$, and for any $n$ by Gill by use of trigonometric functions. The problem of finding three squares the sum of any two of which exceeds the third by a square was treated by four special methods by Euler in a posthumous paper, as well as by Legendre and others. The problem of making a quadratic form in $x$ and $y$, one in $x$ and $z$, and one in $y$ and $z$ simultaneously equal to squares has received much attention during the past hundred years. Beginning with Diophantus, there is an extensive early literature on the problem of finding $n$ numbers such that the product of any two of them increased by a given number shall be a square.

Euler developed an interesting method (p. 522) to make several functions simultaneously equal to squares. He selected a suitable auxiliary function $f$ such that solutions of $f=0$ can be readily found. For any set of solutions, $P^{2}-f$ is evidently a square, whatever be the function $P$. Many further problems occur in this long chapter, which closes with an account of rational orthogonal substitutions.

The nature of Chapter XX will be illustrated by means of an example of considerable interest for the history of algebraic numbers. Fermat stated that he had a proof that 25 is the only integral square which if increased by 2 becomes a cube. Euler, in attempting a proof in his Algebra of 1770 , assumed that $x^{2}+2=t^{3}$ implies that each factor $x \pm \sqrt{-2}$ is the cube of a number $p+q \sqrt{-2}$, where $p$ and $q$ are integers, although he knew that a like assumption is not valid when 2 is replaced by other numbers. The justification of his assumption in the first example is due to the fact that for these numbers $p+q \sqrt{-2}$ factorization into primes is unique and to the further fact that $\pm 1$ are the only ones of these numbers which divide unity. Instead of this explanation by means of algebraic numbers, we may employ the theory of classes of binary quadratic forms, as was done by Pepin (p. 541).

In the 69 pages of Chapter XXI report is made on about 500 papers on Diophantine equations of degree 3. The method by which Diophantus
expressed the difference of two given rational cubes as a sum of two positive rational cubes was given in his Porisms, a work which has not been preserved. The formula (p. 550) which Vieta used in 1591 for this purpose is valid only when the greater of the given cubes exceeds the double of the smaller. While also Bachet could solve only this case, Girard and Fermat showed how, by employing Vieta's three formulas in turn, to solve the remaining case as well as the problem to express a sum of two given rational cubes as another such sum. The last problem had been proposed by Fermat to the English mathematicians Brouncker and Wallis, who gave merely solutions derived from known solutions by multiplication by a constant. The general solution in integers of this problem was first given by Euler in 1756-57. His solution was expressed in a simpler form by Binet in 1841 and deduced elegantly by Hermite in 1872 by means of the ruled lines on the corresponding cubic surface (a method extended to a certain equation of degree $n$ by Brunel, p. 556). Report is made on pp. 560-1 on Japanese writings during 1826-45 on this subject. The related problem of finding three equal sums of two cubes arose in the question of finding four integers the sum of any two of which is a cube.

There are many minor papers of recent decades which give relations between five or more cubes, or express a sum of three cubes as a square. The problem of making a binary cubic form equal to a cube was treated by obvious elementary methods by Fermat and Euler, and recently by birational transformation by von Sz. Nagy, and by covariants by Haentzschel. To make a binary cubic form equal to a square, Fermat and Euler equated it to the square of a linear or quadratic function, and Lagrange used the norm of an algebraic number (p. 570), while Mordell in 1913 employed the theory of invariants.

Since every rational number is a sum of three rational cubes (p. 726), it is an interesting question to determine the rational numbers which are sums of two rational cubes, or, if we prefer, the integers $A$ for which $x^{3}+y^{3}=A z^{3}$ is solvable in integers. Reports on fifty papers on this subject are given on pp. 572-8. Euler proved that the problem is impossible if $A=1$ and $A=4$, and that $x= \pm y$ if $A=2$. Legendre erred in his statement that it is impossible if $A=6$. In 1856 Sylvester stated that it is impossible if $A=p, 2 p, 4 p^{2}, 4 q, q^{2}, 2 q^{2}$, where $p$ and $q$ are primes of the respective forms $18 l+5$ and $18 l+11$. In 1870 Pepin proved these and similar results. Using also analogous facts proved by Sylvester in 1879, we can state whether or not any proposed number, not exceeding 100, is a sum of two rational cubes.

There are 42 papers ( $\mathrm{pp} .582-8$ ) on the problems of finding numbers in arithmetical progression the sum of whose cubes is a cube or a square.

If $F(x, y, z)=0$ is a homogeneous cubic equation with rational coefficients and if $P$ is a rational point (i.e., having rational coordinates) on the curve $F=0$, the tangent at $P$ cuts the curve in a new rational point, called the tangential to $P$. Similarly, the secant through two rational points on the curve cuts it in a third rational point. Curiously enough, the analytic
equivalents of these facts were obtained by Cauchy in 1826 without their geometrical setting. Levi in 1906-9 defined a configuration of rational points on a cubic curve without double points to be the set of all rational points which can be derived from one or more rational points by the operations of finding the tangential to a point of the set and of finding the third intersection of the curve and the secant joining two points of the set. In 1917 A. Hurwitz called such a set of points a complete set and obtained theorems on the number of rational points on the cubic curve. Mordell made use of the invariants of $F$.

The problem of finding $n$ rational numbers the cube of whose sum increased (or decreased) by any one of the numbers gives a cube was treated for $n=3$ by Diophantus and his commentators, by Ludolph van Ceulen in his Dutch work on the circle, by van Schooten, J. Pell and others-the simplest answer being that by Hart (p. 611).

Chapter XXII devotes 57 pages to reports on 400 papers on Diophantine equations of degree 4. Fermat's proof of his challenge theorem that no rational right triangle has an area which is a rational square is of special interest, as it illustrates in detail his method of indefinite descent; his proof also shows that the difference of two biquadrates is never a square. Leibniz left a manuscript giving a proof.

Fermat affirmed that the smallest rational right triangle whose hypotenuse and the sum of whose legs are squares has its sides expressed by numbers of thirteen digits. The problem is equivalent to that of finding two numbers (for $n$ numbers, pp. 665-7) whose sum is a square and whose sum of squares is a biquadrate, and was proposed in this form by Leibniz and treated several times by Euler, and at great length by Lagrange in 1777, who found it necessary to solve several equations of the form $a x^{4}+b y^{4}=c z^{2}$. Thie extensive literature on the latter equation is reviewed on pp. 627-634; some of the methods employed apply also when there occurs a term $d x^{2} y^{2}$ in the equation (pp. 634-9).

Just as in algebra no general equation of degree exceeding 4 can be solved by radicals, so in Diophantine analysis nearly all the problems for which solutions have been found are those which reduce finally to the question of making a given binary form $f$ of degree $\leqq 4$ equal to a square or higher power. Among the methods (pp. 639-644) of making a quartic function $f(x)$ of special type equal to a square are the rather obvious methods of Fermat; the method of Euler of reducing $f$ to the form $P^{2}+Q R$, where $P, Q, R$ are quadratic functions of $x$, so that $f=(P+Q y)^{2}$ becomes an equation quadratic in $x$ and in $y$; and the invariantive methods of Mordell and Haentzschel. Euler's method is similar to that employed by him in the problem of the multiplication of an elliptic integral; Jacobi noted a generalization by use of Abel's theorem (p. 641).

Euler, after solving $A^{4}+B^{4}=C^{4}+D^{4}$ by several methods, stated (p.648) that it is impossible to find three biquadrates whose sum is a biquadrate, and that he believed it possible to assign four biquadrates whose sum is a biquadrate': "But his investigation was incomplete and led to no example.

The first example, $30^{4}+120^{4}+272^{4}+315^{4}=353^{4}$, was found by Norrie in 1911. In the meantime various writers gave examples of five or more biquadrates whose sum is a biquadrate and cases of equal sums of biquadrates.

Chapter XXIII, on equations of degree $>4$, will doubtless be more useful than any other chapter in the volume since it reports on the papers which offer general methods of attacking Diophantine equations. Lagrange showed how to use continued fractions to solve $f=c$, where $f$ is a binary form of any degree. Runge and Maillet obtained conditions for the existence of infinitely many pairs of integral solutions of $f(x, y)=0$, where $f$ is an irreducible polynomial with integral coefficients. Thue proved the useful theorem that, if $U(x, y)$ is an irreducible homogeneous polynomial of degree $>2$ with integral coefficients and $c$ is a given constant, $U=c$ has only a finite number of pairs of integral solutions. Maillet gave a generalization ( p .675 ) to non-homogeneous polynomials $U$.

Hilbert and Hurwitz, in their joint paper of 1890-1, proved that any homogeneous equation with integral coefficients which represents a curve of genus zero can be transformed birationally into a linear or quadratic equation. Poincare in 1901 proved the same theorem and found when a curve of genus unity can be transformed birationally into a curve of order $p$. The related later papers are cited on p. 677.

It is convenient to define at this point the product

$$
F(x, y, \ldots, z) \equiv \Pi\left(x+\alpha y+\ldots+\alpha^{n-1} z\right)
$$

extended over all the roots $\alpha$, . . of any irreducible equation of degree $n$ with integral coefficients, to be the norm of the general number $x+\alpha y+\ldots$. of the algebraic field determined by $\alpha$. Dirichlet noted that $F=1$ has infinitude of integral solutions except when the field is an imaginary quadratic field. If the field is real and if $F$ can take a given value, it takes that value for an infinitude of sets of integers $x, \ldots, z$. Also Poincaré (p. 678) discussed this problem $F=g$. Lagrange (pp. 570, 691) proved in effect that the norm of a product equals the product of the norms of the factors and hence solved $F(X, Y, \ldots, Z)=V^{m}$, where $V=F(x, y, \ldots, z)$. This method is of considerable power in seeking special solutions of various types of equations. The particular case $x^{3}+n y^{3}+n^{2} z^{3}-3 n x y z$ occurs in the papers on pp. 593-5. This case is also a special case of another type of equations of general degree obtained by Maillet from the theory of recurring series (p. 695). A. Hurwitz's complete discussion (p.697) of the positive integral solutions of $x_{1}^{2}+\ldots+x_{n}^{2}=x x_{1} \ldots x_{n}$ furnishes a model for thoroughness which may well be imitated by writers on Diophantine equations, too many of whom seem to be content with a special solution of their problems.

Chapter XXIV deals with sets of integers with equal sums of like powers. For example, $a, b, c$ and $a+b+c$ have the same sum and same sum of squares as $a+b, a+c, b+c$. Of the seventy papers on this topic, only five are prior to 1878 . On pp. 714-6 is noted the connection of this
problem with the older one of rapidly converging series convenient for the computation of logarithms, in which we desire two polynomials in $x$ which differ only in their constant terms and have exclusively integers as their roots.

Chapter XXV furnishes a typical example in the theory of numbers of the contrast between the ease with which empirical theorems are discovered and the difficulty attending a complete mathematical proof. On the basis of numerical experiments, Waring announced in 1770 the empirical theorem that every positive integer is a sum of at most 9 positive cubes, a sum of at most 19 biquadrates, and in general a sum of a limited number of positive $m$ th powers. The last fact was first proved in 1909 by Hilbert, although his investigation does not determine the precise value of the number $N_{m}$ such that every positive integer is a sum of at most $N_{m}$ positive $m$ th powers. About the year 1772, J. A. Euler stated that $N_{m} \geqq \nu+2^{m}-2$, where $\nu$ is the largest integer $<(3 / 2)^{m}$. Just before 1859, Liouville proved that $N_{4} \leqq 53$ by means of an identity equivalent to

$$
6\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{2}=\sum_{6}\left(x_{1}+x_{2}\right)^{4}+\sum_{6}\left(x_{1}-x_{2}\right)^{4}
$$

and the fact that any positive integer $n$ is expressible in the form $x_{1}^{2}+x_{2}^{2}$ $+x_{3}^{2}+x_{4}^{2}$, so that $6 n^{2}$ is a sum of 12 biquadrates. But any positive integer is of one of the six forms $6 p, 6 p+1, \ldots, 6 p+5$, while $p=n_{1}^{2}+n_{2}^{2}+n_{3}^{2}+n_{1}^{2}$. Thus $6 p$ is a sum of $4 \times 12$ biquadrates. Since $1, \ldots, 5$ are sums of as many units, each a biquadrate, we have $N_{4} \leqq 4 \times 12+5$. Maillet was the first to prove, in 1895, that $N_{3}$ is finite, in fact $\leqq 21$. Later writers succeeded in proving that $N_{3}=9$. In his proof that $N_{m}$ is finite, Hilbert employed a five-fold integral, while later writers have given an algebraic proof. Quite recently, Hardy and Littlewood gave a proof by use of the theory of analytic functions and showed that $N_{m} \leqq(m-2) 2^{m-1}+5$, which gives 9 cubes, 21 biquadrates, 53 fifth powers, etc. Earlier papers (pp. 726-9) gave elementary proofs that every positive rational number is a sum of three rational cubes and a sum of four positive rational cubes.

The final chapter devotes 46 pages to reports on more than 300 papers on Fermat's last theorem, which states that it is impossible to separate any power higher than the second into two powers of like degree, and the more general trinomial equation $a x^{r}+b y^{s}=c z^{t}$, and congruence of the same form. In letters and in annotations to his copy of Diophantus, Fermat announced many interesting discoveries in the theory of numbers, usually with the statement that he possessed a proof. All of these facts have since been proved with the exception of his "last theorem" above, for which he stated that he had found a truly remarkable proof. If there was an oversight in his proof it was certainly not one of the foolish errors committed in the past decade in the thousands of efforts to secure a large cash prize. Fermat proposed the cases of exponents 3 and 4 (p. 545, pp. 616-7) as challenge problems to the mathematicians of his time. The general case has remained a challenge problem to the mathematicians of the sub-
sequent three centuries. At intervals during the past century, leading scientific academies offered one of their prizes for a proof. The dignity of this famous theorem was injured by the offer of a very large prize in 1908. Since only printed proofs may compete, the gain thus far has gone to the printers; in this history no mention will be made of the very numerous false proofs called forth by this last prize.

Fermat's last theorem is not of special importance in itself, and the publication of a complete proof would deprive it of its chief claim to attention for its own sake. But the theorem has acquired an important position in the history of mathematics on account of its having afforded the inspiration which led Kummer to his invention of his ideal numbers, out of which grew the general theory of algebraic numbers, which is one of the most important branches of modern mathematics.

Although Gauss had proved in 1832 that the laws of elementary arithmetic hold also for complex integers (numbers like $5+7 \sqrt{-1}$ ) and made a brilliant application of them in his investigation of biquadratic residues, the theory of algebraic numbers was really born in the year 1847. For it was then (pp. 739, 740) that the mathematical world became definitely conscious of the fact that complex integers $a_{0}+a_{1} r+\ldots+a_{n-1} r^{n-1}$, where the $a$ 's are ordinary integers and $r$ is an imaginary $n$th root of unity, do not in general decompose into complex primes in a single manner, do not possess a greatest common divisor, and hence do not obey the laws of elementary arithmetic. This historical fact came to light through discussions of lacunæ in the attempted proof by Lame that, if $n$ is an odd prime, $x^{n}+y^{n}=z^{n}$ is not satisfied by such complex integers. Other errors of the same nature were made in the same year by Wantzel and by so great a mathematician as Cauchy. Curiously enough, Kummer himself made the error, in a letter of about 1843 to Dirichlet, of assuming that factorization is unique, so that his initial proof of Fermat's last theorem was incomplete. But Kummer did not stop with the mere recognition of the fact that algebraic numbers do not obey the laws of arithmetic; he succeeded in restoring those laws by the introduction of ideal elements, this restoration of law in the midst of chaos being one of the chief scientific triumphs of the past century.

Although the theory of algebraic numbers appears to be a powerful tool especially adapted to attack Fermat's last theorem, it has not yet led to a complete proof of it. Numerous facts have been obtained by a variety of more elementary methods. Until the theorem is actually proved, it will obviously be unwise to attempt to weigh the importance of any particular fact or method. Hence no further analysis will be given here of the contents of the long Chapter XXVI which is itself a condensed history of Fermat's last theorem. Moreover this subject is one of those for which the subject index gives a rather minute classification of the subject matter.

In the preceding summary mention was made of only the most important of the upwards of 5,000 writings upon which report has been made
in the text. While many of these papers are of minor importance, the aim has been to give an exhaustive account of the literature on the subject rather than a selective account reflecting the author's imperfect views as to relative importance. This work is intended as a source book not merely for the fastidious professional mathematician, but also for the larger number of amateurs who find endless fascination for the "queen of the sciences," whose rule began centuries ago and has continued without interruption to the present.

Unfortunately, following the practice of Diophantus, many writers on this subject have been content with a special solution of their problem, obtained by making various assumptions which simplify the analysis. A report which would give merely the final formulas in such a paper, without indicating also the restrictive assumptions, would be useless. Instead, there is given here a summary of the essential steps in the proof, and this plan is followed especially in the case of papers not to be found in the average large library. These papers which give only special solutions of the problem attacked have at least the value of showing that the problem is not impossible. Moreover, an examination of many such papers reveals the fact that there are a few constantly recurring types of auxiliary Diophantine problems (such as that of making a quartic function equal to a square), whose complete solution would permit the complete treatment of a very large number of problems, and hence suggest specially useful subjects for thorough investigation. Since there already exist too many papers on Diophantine analysis which give only special solutions, it is hoped that all devotees of this subject will in future refrain from publication until they obtain general theorems on the problem attacked if not a complete solution of it. Only in this way will the subject be able to retain its proper position by the side of other virile branches of mathematics.

It was initially planned to give this work the title "topical history of the theory of numbers"; but the word topical was omitted at the advice of a prominent historian. It is inconceivable that any one would desire this vast amount of material arranged other than by topics. Again, conventional histories take for granted that each fact has been discovered by a natural series of deductions from earlier facts and devote considerable space in the attempt to trace the sequence. But men experienced in research know that at least the germs of many important results are discovered by a sudden and mysterious intuition, perhaps the result of subconscious mental effort, even though such intuitions have to be subjected later to the sorting processes of the critical faculties. What is generally wanted is a full and correct statement of the facts, not an historian's personal explanation of those facts. The more completely the historian remains in the background or the less conscious the reader is of the historian's personality, the better the history. Before writing such a history, he must have made a more thorough search for all the facts than is necessary for the conventional history. With such a view of the ideal self-effacement of the historian, what induced the author to interrupt his own investigations
for the greater part of the past nine years to write this history? Because it fitted in with his conviction that every person should aim to perform at some time in his life some serious, useful work for which it is highly improbable that there will be any reward whatever other than his satisfaction therefrom. Certainly, the eight mathematicians mentioned below, who cooperated with the author, are justly entitled to enjoy the same satisfaction from their work.

Concerning the various sources of references consulted and the various libraries in America and Europe in which the material was collected, the remarks made on page XI of the Preface to Volume I apply also to the present volume. In particular, those references in the Subject Index of the Royal Society Catalogue of Scientific Papers, Volume I, 1908, which relate to Diophantine analysis were used not only in the preparation of the manuscript, but were checked on the proof-sheets. The references to Diophantus follow the usual numbering and hence not that in the second edition by Heath.

The reports in Chapters XI-XXVI have been checked by the original papers in case they are to be found in Chicago. The computations occurring in the reports in Chapters XXI-XXIV were checked by the author and various errors in the original papers were detected. Moreover the reports in four chapters were read carefully and critically by an authority on the subject of the chapter as follows: Chapter III on partitions by Major P. A. Mac Mahon, Chapter XXIV on sets of integers with equal sums of like powers by E. B. Escott, Chapter XXV on Waring's problem by A. J. Kempner, and Chapter XXVI on Fermat's last theorem by H. S. Vandiver. A high degree of accuracy and clearness for these Chapters III, XXI-XXVI was especially desired since they are the ones which will be most frequently consulted. Also Chapters I-XII were read minutely by Kempner, thanks to whom various imperfections and errors have been removed. Furthermore, the proof-sheets of the entire volume were read by R. D. Carmichael, A. Cunningham, E. B. Escott, A. Gérardin, and E. Maillet, each of whom has written extensively on Diophantine equations and made very valuable suggestions on the present work. To these eight experts, who gave so generously of their time to perfect this volume, is due the gratitude not merely of the author but also of every devotee of Diophantine analysis who may derive benefit or pleasure from this history.

Miss Minna J. Schick read the proof-sheets of the first eleven chapters and compared them with the original manuscript, for which purpose the authorities at the University of Chicago considerately relieved her of the duties connected with her fellowship in mathematics. Mrs. Louise M. Swain, who had just completed a year of postgraduate studies in mathematics at the University of Chicago, read the proof-sheets of the last fifteen chapters, checked the many cross-references throughout the volume, constructed and checked the author indexes, helped to check the references with the Royal Society Catalogue, and checked the page-proofs with the galleys and separately for various types of faults. The author is under
great obligations to these gifted young women for the many improvements in the book due to their accuracy and alertness. In addition to all this help, the author has devoted a large part of his time for fifteen months to the proof-sheets, comparing them with his original notes, checking computations, comparing reports and readers' suggestions with the original papers, adding reports on current papers, repeating the work done on the manuscript of examining minutely all the reports for results needing citation elsewhere by cross-reference, and inspecting every change made in the proof.

Readers are requested to supply, for insertion in a concluding Volume III on quadratic and higher forms, residues, and reciprocity laws, notices of errata or omissions, as well as abstracts of the few papers marked by the symbol * before authors' names to signify that the papers were not available for report.
L. E. Dickson

April, 1920.
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## CHAPTER I.

## POLYGONAL, PYRAMIDAL AND FIGURATE NUMBERS.

The formation of triangular numbers $1,1+2,1+2+3, \cdots$, and of square numbers $1,1+3,1+3+5, \cdots$, by the successive addition of numbers in arithmetical progression, called gnomons, is of geometric origin and goes back to Pythagoras ${ }^{1}$ (570-501 B.C.):


If the gnomons added are $4,7,10, \cdots$ (of common difference 3 ), the resulting numbers $1,5,12,22, \cdots$ are pentagonal. If the common difference of the gnomons is $m-2$, we obtain $m$-gonal numbers or polygonal numbers with $m$ sides.


In the cattle problem of Archimedes (third century B.C.), the sum of two of the eight unknowns is to be a triangular number (see Ch. XII).

Speusippus, ${ }^{2}$ nephew of Plato, mentioned polygonal and pyramidal numbers: 1 is point, 2 is line, 3 triangle, 4 pyramid, and each of these numbers is the first of its kind; also, $1+2+3+4=10$.

About 175 B.C., Hypsicles gave a definition of polygonal numbers which was quoted by Diophantus ${ }^{8}$ in his Polygonal Numbers, "If there are as many numbers as we please beginning with one and increasing by the same common difference, then when the common difference is 1 , the sum of all the terms is a triangular number; when 2, a square; when 3, a pentagonal number. And the number of the angles is called after the number exceeding the common difference by 2 , and the side after the number of terms including 1." Given therefore an arithmetical progression with the first term 1 and common difference $m-2$, the sum of $r$ terms is the $r$-th $m$-gonal number ${ }^{3} p_{m}^{r}$.

The arithmetic of Theon of Smyrna ${ }^{4}$ (about 100 or 130 A.D.) contains 32 chapters. In Ch. 15, p. 41, the squares are obtained from $1+3=4$,

[^0]$1+3+5=9$, etc. In Ch. 19, p. 47, the triangular numbers are defined to be $1,1+2,1+2+3, \cdots$. In Ch. 20, p. 52 , the squares are obtained as before and the pentagonal numbers are obtained by addition of $1,4,7$, $10, \cdots$. In Chapters 26 and 27, pp. 62-64, pentagonal and hexagonal numbers are shown by dots forming regular pentagons (as in the figure on the preceding page) or hexagons. Ch. 28, p. 65, gives the theorem that the sum of two consecutive triangular numbers is a square. In Ch. 30, p. 66 , is defined the pyramidal number $P_{m}^{r}=p_{m}^{1}+p_{m}^{2}+\cdots+p_{m}^{r}$.

Nicomachus ${ }^{5}$ (about 100 A.D.) gave the same definitions and results as did Theon of Smyrna and perhaps gave them slightly earlier. Ch. 12 gives the theorem on consecutive triangular numbers:

also the corresponding theorem that the sum of the $r$ th square and $(r-1)$ th triangular number is the $r$ th pentagonal number, just as a pentagon is obtained by annexing a triangle to a square. He gave the generalization (apart from the notation):

$$
p_{m}^{r}+p_{3}^{r-1}=p_{m+1}^{r} .
$$

These theorems are illustrated by means of the following table:

| Triangles | 1 | 3 | 6 | 10 | 15 | 21 | 28 | 36 | 45 | 55 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Squares | 1 | 4 | 9 | 16 | 25 | 36 | 49 | 64 | 81 | 160 |
| Pentagons | 1 | 5 | 12 | 22 | 35 | 51 | 70 | 92 | 117 | 145 |
| Hexagons | 1 | 6 | 15 | 28 | 45 | 66 | 91 | 120 | 153 | 190 |
| Heptagons | 1 | 7 | 18 | 34 | 55 | 81 | 112 | 148 | 189 | 235. |

Each polygon equals the sum of the polygon immediately above it in the table and the triangle with 1 less in its side [triangle in the preceding column]; for example, heptagon 148 is the sum of hexagon 120 and triangle 28.

Each vertical column is an arithmetical progression whose common difference is the triangle in the preceding column.

In Ch .13 he remarked that just as polygonal numbers arise by summing the simple arithmetical progressions, so by summing the polygonal numbers one obtains the like named pyramidal numbers,-triangular pyramid from the triangular numbers, pyramid with square base from the squares, etc., the base being the largest polygon.

[^1]Plutarch, ${ }^{6}$ a contemporary of Nicomachus, gave the theorem that if we multiply a triangular number by 8 and add 1 , we obtain a square:

$$
8 \frac{r(r+1)}{2}+1=(2 r+1)^{2} .
$$

This theorem was given by Lamblichus ${ }^{7}$ (about $283-330$ A.D.), who treated at length (pp. 82-176) polygonal and pyramidal numbers.

Diophantus ${ }^{8}$ (about 250 A.D.) generalized this theorem and proved by a cumbersome geometric method that

$$
\begin{equation*}
8(m-2) p_{m}^{r}+(m-4)^{2}=\{(m-2)(2 r-1)+2\}^{2}, \tag{1}
\end{equation*}
$$

and spoke of this result as a new definition of $p$ equivalent to that of Hypsicles. Diophantus gave a rule for finding $r$, equivalent to the solution of (1) for $r$, and a rule for finding $p$ equivalent to

$$
\begin{equation*}
p_{m}^{r}=\frac{[(m-2)(2 r-1)+2]^{2}-(m-4)^{2}}{8(m-2)} \tag{2}
\end{equation*}
$$

but did not give the equal simpler expression

$$
\begin{equation*}
p_{m}^{r}=\frac{1}{2} r\{2+(m-2)(r-1)\} . \tag{3}
\end{equation*}
$$

In fact, starting with (2), he gave a long geometric discussion to find the number of ways a given number can be polygonal, but made little headway before the abrupt termination of the fragment. G. Wertheim ${ }^{9}$ gave a lengthy continuation in the same geometric style which eventually leads to the geometric equivalent to (3) and remarked that we can readily find from (3) the ways in which a given number $p$ can be polygonal: Express $2 p$ as a product of two factors $>1$ in all possible ways; call the smaller factor $r$; subtract 2 from the larger factor and find whether or not the difference is divisible by $r-1$; if it is, the quotient is $m-2$, and $p$ is a $p_{m}^{r}$. Since $m-2$ equals $2(p-r) /[r(r-1)]$, the latter must be an integer $\geqq 1$, so that

$$
r \leqq \frac{1}{2}(\sqrt{8 p+1}-1)
$$

For example, if $p=36$, then $r \leqq 8$. Since $r$ divides $2 p=72$, we have $r=2,4,8,3,6$, of which $r=4$ is excluded. We get

$$
36=p_{3 \mathrm{c}}^{2}=p_{13}^{3}=p_{4}^{6}=p_{3}^{8} .
$$

In the Roman Codex Arcerianus ${ }^{10}$ ( 450 A.D.?) occur a number of special cases of the remarkable formula for pyramidal numbers

$$
P_{n}^{r}=\frac{r+1}{6}\left(2 p_{m}^{r}+r\right) .
$$

[^2]It gave $p_{s}^{*}=\frac{1}{2}\left(3 r^{2}+r\right), p_{6}^{*}=\frac{1}{2}\left(4 r^{2}+2 r\right)$, where the plus signs should be minus. M. Cantor ${ }^{11}$ suggested the following probable derivation. By factoring the numerator of (2), we obtain

$$
\begin{gathered}
p_{m}^{r}=\frac{(m-2)}{2} r^{2}-\frac{(m-4)}{2} r \\
P_{m}^{r}=\frac{(m-2)}{2}\left(1^{2}+2^{2}+\cdots+r^{2}\right)-\frac{(m-4)}{2}(1+2+\cdots+r)
\end{gathered}
$$

As known by Archimedes (b. Syracuse about 287 B.C.),
$1+2+\cdots+r=\frac{r(r+1)}{2}, \quad 1^{2}+2^{2}+\cdots+r^{2}=\frac{r(r+1)(2 r+1)}{6}$.
Hence

$$
P_{m}^{r}=\frac{r+1}{6}\left[\frac{2(m-2)}{2} r^{2}-\frac{2(m-4)}{2} r+r\right]=\frac{r+1}{6}\left(2 p_{m}^{r}+r\right) .
$$

The Hindu Aryabhatta ${ }^{12}$ (b. 476 A.D.) gave the formula

$$
1+3+6+\cdots+\frac{r(r+1)}{2}=\frac{r(r+1)(r+2)}{6}=\frac{(r+1)^{3}-(r+1)}{6}
$$

for the number of spheres in a triangular pile, and hence for the $r$ th pyramidal number $P_{3}^{r}$ of order 3, called also a tetrahedral number. The Hindus of his time knew ${ }^{13}$ also that $P_{4}^{r}=P_{3}^{r}+P_{3}^{r-1}$, whence

$$
6 P_{4}^{r}=r(r+1)(2 r+1)
$$

The above general formulas relating to polygonal and pyramidal numbers were collected about 983 A.D. by Gerbert ${ }^{14}$ (Pope Sylvester II).

Yang Huil ${ }^{15}$ gave in his Suan-fa, 1261, the formulas

$$
\begin{aligned}
1+(1+2)+(1+2+3)+\cdots+(1+2+\cdots+n) & =n(n+1)(n+2) / 6 \\
1^{2}+2^{2}+\cdots+n^{2} & =\frac{1}{3} n\left(n+\frac{1}{2}\right)(n+1)
\end{aligned}
$$

for the sums of triangular numbers and squares.
Chu Shih-chieh, ${ }^{16}$ in 1303, tabulated in the form of a triangle the binomial coefficients as far as those for eighth powers. This arithmetical triangle was known ${ }^{17}$ to the Arabs at the end of the eleventh century. Such a triangle was published by Petrus Apianus. ${ }^{18}$

Many of the early arithmetics mentioned (some with fuller titles) in Vol. I, Ch. I, of this History, gave definitions and simple properties of
${ }^{11}$ Die Römischen Agrimensoren, 1875, 122; Geschichte der Math., 1, ed. 2, 519; ed. 3, 558. Cf. H. G. Zeuthen, Bibliotheca Mathematica, (3), 5, 1904, 103.
${ }^{12}$ French transl. by L. Rodet, Jour. Asiatique, 13, 1879; Legons de calcul d'Aryabhatta, p. 13, p. 35.
${ }^{13}$ E. Lucas, La Nature (Revue des Sciences), 14, 1886, II, 282-6: L'Arithmétique en Batons dans l'Inde au temps de Clovis.
${ }^{14}$ Geometrie, Chs. 55-65.
${ }^{15}$ Y. Mikami, Abh. Geschichte Math. Wiss., 30, 1912, 85.
${ }^{16}$ Ibid., 90. Cf. K. L. Biernatzki, Jour. für Math., 52, 1856, 87; Stifel. ${ }^{24}$
${ }^{17}$ M. Cantor, Geschichte der Math., 1, ed. 3, 1907, 687.
${ }^{18}$ Ein newe . . . Kauffmans Rechnung . . ., Ingolstadt, 1527, title page. The latter was reproduced by D. E. Smith, Rara Arith., 1908, 156, who remarked that he knew of no earlier publication of this Pascal triangle.
polygonal numbers; for example, Boethius, ${ }^{19}$ G. Valla, ${ }^{20}$ Martinus, ${ }^{21}$ Cardan, ${ }^{22}$ J. de Muris, ${ }^{223}$ Willichius, ${ }^{23}$ Michael Stifel, ${ }^{24}$ who gave a table of figurate numbers (binomial coefficients), Faber Stapulensis, ${ }^{25}$ and F. Maurolycus, ${ }^{26}$ who gave

$$
\begin{gathered}
p_{5}^{r}=3 p_{3}^{r-1}+r, \quad p_{6}^{r}=2 p_{3}^{r-1}+r^{2}, \\
P_{3}^{n}+P_{3}^{n-1}=P_{4}^{n}, \quad P_{5}^{n}=P_{3}^{n}+2 P_{3}^{n-1}, \quad P_{6}^{n}=P_{5}^{n}+P_{3}^{n-1}
\end{gathered}
$$

and treated (pp. 32-74) polygonal numbers of the second order or central polygonal numbers (the pentagonal being $1,6,16,31,51,76, \cdots$, when in the second are counted the vertices and center of a pentagon), as well as central pyramidal numbers (the pentagonal being 1, 7, 23, 54, 105, ...). Also I. Unicornus, ${ }^{27}$ and G. Henischiib. ${ }^{28}$

Johann Faulhaber ${ }^{29}$ treated polygonal and pyramidal numbers.
Johann Benzius ${ }^{30}$ devoted twenty chapters to these and figurate numbers.
J. Rudolff von Graffenried ${ }^{31}$ noted that

$$
\left(p_{3}^{r}\right)^{2}-\left(p_{3}^{r-1}\right)^{2}=r^{3}, \quad\left(p_{3}^{r}\right)^{2}+\left(p_{3}^{r-1}\right)^{2}=p_{3}^{r 2}
$$

the final number being 666 for $r=6$.
C. G. Bachet ${ }^{32}$ wrote a supplement of two books to the Polygonal Numbers of Diophantus. The most important ones of his theorems (when expressed as formulas) are as follows:

| I, 10. | $p_{m}^{k+r}=p_{n}^{k}+p_{m}^{r}+k r(m-2), \quad p_{m}^{r}=p_{3}^{r}+(m-3) p_{3}^{r-1}$. |
| ---: | :--- |
| II, 18. | $p_{m}^{r}+p_{m}^{2 r}+\cdots+p_{m}^{n r}=p_{m}^{r} p_{3}^{n}+r^{2}(m-2)\left(p_{3}^{1}+p_{3}^{2}+\cdots+p_{3}^{n-1}\right)$. |
| II, 21. | $3\left(p_{m}^{r}+p_{m}^{2 r}+\cdots+p_{m}^{n r}\right)=p_{m}^{r} p_{3}^{n}+(n+1) p_{m}^{r n}$. |
| II, 25. | $1^{3}+2^{3}+\cdots+n^{3}=\left[\frac{n(n+1)}{2}\right]^{2}=\left(p_{3}^{n}\right)^{2}$. |
| II, 28. | $n^{3}+6 p_{3}^{n}+1=(n+1)^{3}$. |
| II, 31, 32. | $k^{3}+(2 k)^{3}+\cdots+(n k)^{3}=k^{3}\left(p_{3}^{n}\right)^{2}=k(k+2 k+\cdots+n k)^{2}$. |

${ }^{10}$ Arithmetica boetij, 1488, etc., Lib. 2, Caps. 7-17.
${ }^{20}$ De expetendis et fvgiendis rebvs opvs, Aldus, 1501, Lib. III.
${ }^{21}$ Ars Arithmetica, 1513, 1514; Arithmetica, 1519, 15-18.
${ }^{23}$ Practica Arith., 1537, etc.
${ }^{22}$ Arith. Speculativae, 1538, 53-62.
${ }^{21}$ I. Vvillichii Reselliani, Arith. libri tres, 1540, 95-111.
$\boldsymbol{u}$ Arith. Integra, 1544. See references 16-18, 50-52.
${ }^{25}$ Stapulensis, Jacobi Fabri, Arith. Boëthi epitome, 1553, 54-65.
${ }^{28}$ Arith. libri dvo, 1575, 6-8, 14-21. Historical remarks on same by M. Fontana, Memorie dell' Istituto Nazionale Ital., Mat., 2, Pt. 1, 1808, 275-296.
${ }^{27}$ De l'Arithmetica Vniversale, 1598, 67-70.
${ }^{88}$ Arith. Perfecta et Demonstrata [1605], 1609, 133.
${ }^{20}$ Cubicoss Lustgarten, 1604 (also in part 2 of Petrum Rothen, Arithmetica Philosophica, Nürnberg, 1608); Neuer Math. Kunstspiegel, Ulm, 1612, which notes that 1335 (mentioned in the Bible, Daniel, XII, 12) is a pentagonal number whose root 30 is a pronic ${ }^{35}$ number with the pentagonal root 5 whose root 2 is pronic, while 2300 (Daniel, VIII, 14) is tetradecagonal whose root 20 is pronic, etc.; Numerus Figuratus, 1614, 24 pp.; Miracula Arithmetica, Augspurg, 1622, a book chiefly on arithmetical combinations giving the "Wunder Zahl" 666, the Apocalyptic number mentioned in the Bible, Revelations, XIII, 18; cf. Remmelin, ${ }^{35}$ A. G. Kästner, Geschichte Math., III, 111-52.
${ }^{20}$ Manuductio ad Nvmervm Geometricvm, Kempten, 1621.
${ }^{11}$ Arith. Logistica Popularis, 1618, 238, 627.
${ }^{21}$ Diophanti Alex. Arith., 1621.

His II, 27 , relates to the formula of Nicomachus ${ }^{5}$ (Ch. 20)
$1=1^{3}, \quad 3+5=2^{3}, \quad 7+9+11=3^{3}, \quad 13+15+17+19=4^{3}, \quad \cdots$,
from which follows the above formula II, 25, by addition (as in the Codex Arcerianus ${ }^{10}$. Fermat ${ }^{33}$ generalized this proposition by introducing "colonne": In the arithmetical progression $1,1+(m-2), 1+2(m-2)$, $\cdots$ leading to $m$-gonal numbers, the first term 1 gives the first colonne; the sum of the next two terms diminished by $m-4$ times the first triangular number 1 gives the second colonne $2 m$; the sum of the fourth, fifth and sixth terms diminished by $m-4$ times the second triangular number 3 gives the third colonne $9 m-9$; similarly, the fourth colonne is $8(3 m-4)$ and the $r$ th is $r^{2}+r^{2}(r-1)(m-2) / 2$. It follows (as noted by Editor Tannery) that the $r$ th colonne is the product of the $r$ th $m$-gonal number by $r$, and for $m=4$ is $r^{3}$. The term colonne was not coined by Fermat, as Tannery thought, but ${ }^{34}$ was used by Maurolycus. ${ }^{26}$
J. Remmelin ${ }^{35}$ noted that 666 (cf. Faulhaber ${ }^{29}$ ) is a triangular number with the root 36 , which is a square with the root 6 , while 6 is a pronic number [of the form $n^{2}+n$ ] whose base 2 is also a pronic number.

Later we shall quote Bachet's empirical theorem that any integer is the sum of four squares, made à propos of Diophantus IV, 31. In this connection Fermat ${ }^{36}$ made the famous comment: "I was the first to discover the very beautiful and entirely general theorem that every number is either triangular or the sum of 2 or 3 triangular numbers; every number is either a square or the sum of 2,3 or 4 squares; either pentagonal or the sum of $2,3,4$ or 5 pentagonal numbers; and so on ad infinitum, whether it is a question of hexagonal, heptagonal or any polygonal numbers. I can not give the proof here, which depends upon numerous and abstruse mysteries of numbers; for I intend to devote an entire book to this subject and to effect in this part of arithmetic astonishing advances over the previously known limits." But such a book was not published. Fermat ${ }^{37}$ stated the theorem in a letter to Mersenne, Sept., 1636 (to be proposed to St. Croix); to ${ }^{38}$ Pascal, Sept. 25, 1654, and Digby, June 19, 1658. The theorem was attributed to St. Croix by Descartes ${ }^{39}$ in a letter to Mersenne, July 27 , 1638. Descartes ${ }^{40}$ gave an algebraic proof of Plutarch's ${ }^{6}$ theorem that $8 \Delta_{r}+1=(2 r+1)^{2}$. We shall often write $\Delta_{r}$ or $\Delta(r)$ for the $r$ th triangular number $r(r+1) \not 2, \Delta$ or $\Delta^{\prime}$ for any triangular number, $\square$ for


[^3]The $r$ th figurate number of order $n$ is the binomial coefficient

$$
f_{n}^{r}=\binom{r+n-1}{n}=\frac{(r+n-1)(r+n-2) \cdots r}{1 \cdot 2 \cdots n} .
$$

Thus $f_{2}^{r}$ is the $r$ th triangular number $p_{3}^{r}$, while $f_{3}^{r}$ is the $r$ th pyramidal or tetrahedral number $P_{3}^{r}$. In a comment on the Polygonal Numbers of Diophantus, Fermat ${ }^{41}$ stated a theorem which, in the present notation, is

$$
r f_{n}^{r+1}=(n+1) f_{n+1}^{r}
$$

and called $f_{4}^{r}$ the $r$ th triangulo-triangular number.
In April, 1638, St. Croix proposed to Descartes the problem: "Trouver un trigone [triangular number] qui, plus un trigone tétragone, fasse un tétragone [square], et de rechef, et que de la somme des côtés des tétragones résulte le premier des trigones et de la multiplication d'elle par son milieu le second. J'ai donné 15 et 120. J'attends que quelqu'un y satisfasse par d'autres nombres ou qu'il montre que la chose est impossible." The problem, without the example, was proposed to Fermat (Oeuvres, II, 63) in 1636, who did not solve it.

Descartes ${ }^{42}$ understood a trigone tétragone to be the square $\Delta^{2}$ of a triangular number, and proved that 15,120 is the only solution if the problem is understood to require two triangular numbers such that, if either be added to the same $\triangle^{2}$, the sum is a square; while if one is permitted to add both $\Delta^{2}$ and a new $\Delta^{\prime 2}$ to the second required triangular number, the two triangular numbers may be taken to be 45 and 1035, since $45+6^{2}=9^{2}, \quad 1035+6^{2}+15^{2}=36^{2}, \quad 36+9=45, \quad 45 \cdot 46 / 2=1035$.

St. Croix did not admit the validity of Descartes' solution, and probably meant a trigone tétragone to be a number both triangular and square (like $1,36)$. The question would then be to find two numbers of the form $n(n+1) / 2$ such that, if a number both triangular and square be added to each, there result two squares; further, the sum of the square roots of these squares must equal the first required triangular number and must also be the first factor $n$ used in forming the second triangular number. If, as seems intended, the numbers to be added to the triangular numbers are to be identical, the only solution is 15,120 . Cf. Gérardin. ${ }^{220}$

Fermat ${ }^{43}$ proposed to Frenicle the problem to find a number which shall be polygonal in a given number of ways. Neither gave a solution. [Cf. Euler, ${ }^{59}$ end.]

John Wallis ${ }^{44}$ derived by summation the expression for the general triangular number (p. 139), pyramidal number with triangular base $P_{3}^{r}$ (p. 143), the sum (called trianguli-pyramidal number) of the latter for $r=1,2, \cdots, l$ (p. 145), and the sum (called pyramidi-pyramidal number) of these last for $l=1,2, \cdots$. The values found are the expanded forms of

[^4]the figurate numbers $f_{2}^{r}, f_{3}^{r}, f_{4}^{r}, f_{5}^{r}$, so that his work amounts to a verification of cases of
$$
f_{n+1}^{r}=f^{1}+f^{2}+\cdots+f_{n}^{r} .
$$

Frans van Schooten ${ }^{45}$ quoted three of Bachet's rules, proving one. On certain hexagons whose sum is a cube, see Frenicle ${ }^{6}$ of Ch . XXI.
Fermat ${ }^{46}$ proposed that Brouncker and Wallis find a proof of the proposition (which he himself could prove): There is no triangular number, other than unity, which is a biquadrate.

Diophantus, IV, 44, desired three numbers which if multiplied in turn by their sum give a triangular number, a square, and a cube. Let the sum be $x^{2}$. Then the numbers are $\alpha(\alpha+1) /\left(2 x^{2}\right), \beta^{2} / x^{2}, \gamma^{3} / x^{2}$. Thus

$$
\Delta_{a}+\beta^{2}+\gamma^{3}=x^{4} .
$$

Take $\beta=x^{2}-1$. Then $\Delta_{\alpha}=2 x^{2}-\gamma^{3}-1$. But

$$
8 \Delta_{a}+1=(2 \alpha+1)^{2}=16 x^{2}-8 \gamma^{3}-7=(4 x-\delta)^{2}
$$

if $x=\left(8 \gamma^{3}+\delta^{2}+7\right) /(8 \delta)$. Take $\gamma=2, \delta=1$; then $x=9$ and the desired numbers are $153 / 81,6400 / 81,8 / 81$.

Bachet convinced himself by trial that $\delta$ must be unity in order that $\alpha=\left(8 \gamma^{3}+7-\delta^{2}-2 \delta\right) /(4 \delta)$ be integral.

Fermat remarked that "Bachet's conclusion is not rigorous. Indeed, let $\gamma$ be any number of the form $3 n+1$, say $\gamma=7$. To make

$$
2 x^{2}-7^{3}-1=\Delta
$$

and hence $16 x^{2}-8 \cdot 7^{3}-7=\square$, we may take the latter to be the square of $4 x-3$ [whence $x=115, \delta=3$ ]. Nothing prevents us from generalizing the method, taking instead of 3 any odd number and making a suitable choice of $\gamma$."
G. Loria ${ }^{47}$ remarked that the solution becomes evident if we replace $x^{2}$ by $x$; the problem did not require that the sum of the numbers be a square.

Bachet ${ }^{32}$ ( $p .274$ ) proposed the problem to find five numbers which if multiplied in turn by their sum give a triangular number $\Delta$, a square, a cube, a pentagonal number, and a biquadrate. The sum of the latter shall be $x^{4}$. Let the square be $\left(x^{2}-1\right)^{2}$, the cube 8 , the pentagonal number 5 , and the biquadrate 1 . Then $\Delta=2 x^{2}-15$. Thus

$$
8 \Delta+1=16 x^{2}-119=\square
$$

say $(4 x-1)^{2}$. Hence $x=15$.
René F. de Sluse ${ }^{48}$ (1622-1685) employed the triangular number $q$, the square $b^{2}$ and cube $z^{3}$. Then $q+b^{2}+z^{3}=\square=(b+n)^{2}$, whence

$$
b=\left(q+z^{3}-n^{2}\right) /(2 n)
$$

[^5]Hence we may assign any values to $q, z^{3}, n$ and find $b$. Likewise for Bachet's generalization, we may assign any values to all five products other than the square $b^{2}$, and find $b$.
A. Gérardin ${ }^{49}$ noted that the simplest solution of Diophantus' problem is furnished by the three numbers $\left(x^{2}+1\right) / 2, \theta^{2}, x$, with $\alpha=x^{2}, \beta=x \theta, \gamma=x$,

$$
\frac{1}{2}\left(x^{2}+1\right)+\theta^{2}+x=x^{2} .
$$

Set $x=2 H+1$. Then $\theta^{2}-2 H^{2}=-1$, with the solutions $(H, \theta)=(1,1)$, $(5,7),(29,41)$, etc., giving the numbers $5,1,3 ; 61,49,11 ; 1741,1681,59$. René F. de Sluse ${ }^{50}$ gave the table [cf. Stifel ${ }^{24}$ ]

| 0 | 1 | 1 | 1 | 1 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |  |
| 1 | 3 | 6 | 10 |  |  |
| 1 | 4 | 10 |  |  |  |
| 1 | 5 |  |  |  |  |
| 1 |  |  |  |  |  |

in which the numbers (like $1,3,3,1$ ) in a diagonal are binomial coefficients, those in the third column are triangular numbers, those in the fourth column are pyramidal numbers with triangular base, those in the fifth are triangular pyramids of the second order.
B. Pascal ${ }^{51}$ gave the same table and noted that any number in it is the sum of the numbers in the preceding column and hence ( p .504 ) is the sum of the number above it and that immediately to its left. He noted (p.533) that $n(n+1) \cdots(n+k-1)$ is divisible by $k$ !, the quotient being a figurate number.
G. W. Leibniz ${ }^{52}$ gave a table formed by the diagonals (as $1,2,1$ ) of the above table.
J. Ozanam ${ }^{53}$ found pairs* of triangular numbers 15 and 21, 780 and 990, 1747515 and 2185095, whose sum and difference are triangular. Their sides are 5 and 6, 39 and 44, 1869 and 2090. Polygonal numbers are treated in the English translation by C. Hutton, London, 1803, pp. 40-47, p. 60.

Pierre Rémond de Montmort ${ }^{54}$ cited special cases of (1), due to Diophantus.
F. C. Mayer ${ }^{55}$ defined "generalized figurate" numbers

$$
a \frac{x(x+1) \cdots(x+n-1)}{1 \cdot 2 \cdots n}+(1-a) \frac{x(x-1) \cdots(x+n-2)}{1 \cdot 2 \cdots(n-1)},
$$

[^6]which for $n=2,3,4$ include the polygonal numbers and the pyramidal numbers of the first and second kind, the number of sides being $a+2$.
L. Euler ${ }^{58}$ investigated polygonal numbers which are also squares. The problem is a special case of that to make a quadratic function a square. The triangular numbers equal to squares are those with sides $0,1,8,49$, $288,1681,9800, \cdots$ and equal the squares of $0,1,6,35,204,1189,6930, \cdots$. The $x$ th polygonal number with $l$ sides is $\left\{(l-2) x^{2}-(l-4) x\right\} / 2$. To make it a square, set $2(l-2) p^{2}+1=q^{2}$. Then the product of the polygonal number by 4 is the square of $0,(l-4) p, 2(l-4) p q, \cdots$ if
\[

$$
\begin{equation*}
x=0, \quad \frac{-(l-4)}{2(l-2)}(q-1), \quad \frac{-(l-4)}{l-2}\left(q^{2}-1\right), \tag{4}
\end{equation*}
$$

\]

Euler gave a law for the derivation of any solution $x$ in terms of two solutions. It remains to make the expressions (4) integers. For $l=5, q$ is to be chosen from 1, 5, 49, $\cdots$ and hence $p$ from $0,2,20, \cdots$. The first fraction (4) is here* $(1-q) / 6$ and is an integer for $q=49$, whence $x=-8$. But Euler had previously stated that, for $l>4, q$ was to be taken negative. The value $q=-5$ gives $x=1$ and the pentagonal number 1 .

Euler ${ }^{57}$ proved Fermat's theorems that no triangular number except unity is a cube (since $x^{6} \pm y^{6}$ is not a square), and no triangular number $x(x+1) / 2>1$ is a fourth power. According as $x$ is even or odd, $x / 2$ or $(x+1) / 2$ must equal a fourth power $m^{4}$, if the $\Delta$ is to be a fourth power. Thus $2 m^{4} \pm 1=n^{4}$. But he had just proved that $2 n^{4} \pm 2=\square$ only when $n=1$, whence $m=0$ or $1, x=0$ or 1 .

Abbe Deidier ${ }^{58}$ gave the simplest properties of polygonal numbers and derived central polygonal numbers as follows: adding unity to the products of the triangular numbers $0,1,3,6,10, \cdots$ by 3,4 or 5 , we get central triangular, square or pentagonal numbers, respectively.

We shall now quote from the correspondence ${ }^{59}$ between Euler and Goldbach remarks on polygonal numbers, reserving for later use the comments in which the interest is chiefly on sums of squares. June 25,1730 (p.31), Euler noted that $\left(x^{2}+x\right) / 2$ equals $(6 / 7)^{4}$ for $x=32 / 49$, but said this does not disprove Fermat's assertion that no (integral) triangular number is a biquadrate. Aug. 10, 1730 (p. 36), Euler noted that if

$$
a=(3+2 \sqrt{2})^{n}, \quad b=(3-2 \sqrt{2})^{n}
$$

the square of $(a-b) /(4 \sqrt{2})$ is a triangular number with the side $(a+b-2) / 4$ [evident since $a b=1$ ]. Chr. Goldbach stated April 12, 1742 (p. 122) that $4 m n-m-n^{a} \neq \triangle$. Euler remarked May 8, 1742 (p. 123) that $4 m n-m-n$ is not a heptagonal number. June 7, 1742 (p. 126), Gold-

[^7]bach inferred that every number is of the form $2 \Delta \pm \square$, and incorrectly (Euler, p. 134) that every number is a sum of three triangular numbers. Euler, June 30,1742 (p. 133) noted that every number is of the form $y^{2}+y-x^{2}=2 \triangle_{y}-x^{2}$. April 6, 1748 (pp. 447-9, 468), Goldbach stated that every number can be expressed in each of the eight forms
\[

$$
\begin{gathered}
\square+2 \square^{\prime}+\Delta, \quad \square+2 \square^{\prime}+2 \Delta, \quad \square+\square^{\prime}+2 \Delta, \\
2 \square+\Delta+2 \Delta^{\prime}, \quad \text { etc. }
\end{gathered}
$$
\]

June 25, 1748 (pp. 458-460), Euler gave the identity

$$
\frac{a^{2}+a}{2}+\frac{b^{2}+b}{2}=e^{2}+2\left(\frac{d^{2}+d}{2}\right), \quad \text { for } a=d+e, \quad b=d-e .
$$

Hence [Fermat's ${ }^{36}$ theorem] every $n$ is a sum of three $\triangle$ 's implies

$$
n=\square+2 \Delta+\Delta^{\prime} .
$$

Euler expressed his belief that every number of the form $4 n+1$ is a sum (3) of three squares, whence $n=\square+\square^{\prime}+2 \Delta$. Replacing $n$ by $2 n$, we see that every $n=\square+\square^{\prime}+\Delta$. Euler gave fourteen such formulas. June 9, 1750 (p. 521), Euler remarked that an algebraic discussion of the theorem that any number $n$ is a sum of three triangular numbers is of no help, since the theorem is not true if $n$ is fractional (unlike the theorem on (4)). Dec. 16, 1752 (p. 597), Euler noted as facts, of which he had no proof, that every prime $8 n+1$ or $8 n+3$ is of the form $x^{2}+2 y^{2}$, whence if $n \neq \square+\Delta, 8 n+1 \neq$ prime, and if $n \neq 2 \Delta+\Delta^{\prime}, 8 n+3 \neq$ prime. Also (p. 630), if $n \neq \square+2 \Delta, 4 n+1 \neq$ prime.

April 3, 1753 (pp. 608-9), Euler treated the problem [of Fermat ${ }^{43}$ ] to find a number $z$ which is polygonal in a given number of ways. Let $n$ be the number of sides of the polygonal number, $x$ its root. Then

$$
2 z=(n-2) x^{2}-(n-4) x, \quad n=2-\frac{2 z}{x}+\frac{2(z-1)}{x-1} .
$$

Thus $2 z$ must be divisible by $x$, and $2 z-2$ by $x-1$. Hence we desire two numbers differing by 2 which have divisors differing by 1 . For example, 450 and 448 have such divisors 3 and 2,5 and 4,9 and 8,15 and 14. Thus 225 is a square, 8 -gon, 24 -gon, and 76 -gon.

Euler ${ }^{60}$ noted that, if $4 n+1$ is a sum of two squares, $8 n+2$ is a sum of two odd squares $(2 x+1)^{2},(2 y+1)^{2}$, whence $n=\Delta_{x}+\Delta_{y}$. S. Réalis ${ }^{60 a}$ noted that conversely this expression for $n$ implies

$$
4 n+1=(x+y+1)^{2}+(x-y)^{2} .
$$

In Ch. III are cited Euler's ${ }^{3}$ theorem $\Pi\left(1-x^{k}\right)=\Sigma(-1)^{i} x^{p}$, where $p=\left(3 j^{2} \pm j\right) / 2$ is a pentagonal number, and theorems by Legendre, ${ }^{23}$ Vahlen, ${ }^{150}$ and von Sterneck, ${ }^{169}$ on the partitions of $N$, in which an exceptional rôle is played by the $N$ 's which are pentagonal or triangular.

[^8]G. W. Kraft ${ }^{61}$ and A. G. Kästner ${ }^{62}$ proved that
$$
\frac{2^{4 m+1}-2^{2 m}-1}{9}=\frac{(2 N)(2 N+1)}{2}=\Delta
$$
since $\left(2^{2 m}-1\right) / 3$ is an integer $N$.
M. Gallimard ${ }^{63}$ obtained "central polygons" by multiplying each term of $0,1,3,6,10,15, \cdots$ by the number $n$ of angles of any polygon whatever and adding unity to each product. Given a central polygon, he treated the problem to find the number of angles if the side be given, or vice versa.
L. Euler ${ }^{64}$ proved that a number not the sum of a square and a triangular number $\triangle$ is composite; one not $\Delta+2 \Delta^{\prime}$ is composite.

Nicolas Engelhard ${ }^{65}$ treated Plutarch's ${ }^{6}$ questions on triangular numbers.
Elie de Joncour ${ }^{66}$ gave a table of triangular numbers $N(N+1) / 2, N$ up to 20000 , and showed how the table may be used to test if a number less than a hundred million is a square or not, and to extract square roots approximately.
L. Euler ${ }^{67}$ noted that, if $N-a b=\Delta_{p}+\Delta_{q}+\Delta_{r}$ and $p-q=a-b$, then $N=\Delta_{p+b}+\Delta_{p-a}+\Delta_{r}$. N. Fuss, I, (pp. 191-6) also gave an incomplete argument to show that $N$ is a sum of three triangular numbers if every integer $<N$ is. Let $N-p=\Delta_{a}+\Delta_{b}+\Delta_{c}$ and

$$
p=(b-a) n+n^{2}
$$

[a restriction]; then $N=\Delta_{a-n}+\Delta_{b+n}+\Delta_{c}$. He gave a similar incomplete discussion of the problem to express $N$ as a sum of $m m$-gonal numbers, given that every integer $<N$ is such a sum. He noted (p. 201) that $9 n+5,8 ; 49 n+5,19,26,33,40,47 ; 81 n+47,74$; etc., are not sums of two triangular numbers; thus, $49 n+19=\Delta_{a}+\Delta_{b}$ would imply $(2 a+1)^{2}+(2 b+1)^{2}=8(49 n+19)+2$, whereas the factor 7 of the latter is not a divisor of a sum of two squares. L. Euler (p. 214) noted that $\Delta_{x} \Delta_{y}=\Delta_{z}$ is satisfied* if $p x(y+1)=2 q z, q y(x+1)=p(z+1)$; the resulting values of $z$ are equal if $\left\{\left(2 q^{2}-p^{2}\right) x+2 q^{2}\right\} y=p^{2} x+2 p q$. L. Euler (pp. 264-5, about 1775) noted that

$$
\begin{array}{rlrl}
9 \Delta_{a}+1 & =\Delta_{3 a+1}, & & 49 \Delta_{a}+6 \\
25 \Delta_{a}+3 & =\Delta_{1 a+3}, \\
5 a+2
\end{array}, ~ 81 \Delta_{a}+10=\Delta_{9 a+4} .
$$

J. A. Euler ${ }^{68}$ (the son of L. Euler) stated that to express every number as a sum of terms of $1^{2}, 3^{2}, 6^{2}, 10^{2}, 15^{2}, \cdots$, at least 12 terms are required.

[^9]To express every number as a sum of figurate numbers

$$
\begin{gathered}
1, \quad \frac{n+a}{1}, \quad \frac{(n+1)(n+2 a)}{1 \cdot 2}, \quad \frac{(n+1)(n+2)(n+3 a)}{1 \cdot 2 \cdot 3}, \\
\frac{(n+1)(n+2)(n+3)(n+4 a)}{1 \cdot 2 \cdot 3 \cdot 4}, \\
\cdots,
\end{gathered}
$$

at least $a+2 n-2$ terms are necessary. Cf. Beguelin, ${ }^{72}$ Pollock, ${ }^{117}$ Maillet. ${ }^{181-2}$
L. Euler ${ }^{69}$ remarked that Fermat' $s^{36}$ theorem that every integer is a sum of $m m$-gonal numbers would follow if we could prove that every integer occurs among the exponents in the expansion of the $m$ th power of $1+x+x^{m}+x^{3 m-3}+\cdots$, whose exponents are the $m$-gonal numbers. Fermat's theorem that every integer is a sum of three triangular numbers would follow if it were shown that in

$$
1 /\left\{(1-z)(1-x z)\left(1-x^{3} z\right)\left(1-x^{6} z\right) \cdots\right\}=1+P z+Q z^{2}+R z^{3}+\cdots,
$$

all integers occur as exponents of $x$ in the series for $R$.
Euler ${ }^{70}$ found squares which are triangular or pentagonal. If $\Delta_{z}=x^{2}$, then $y^{2}=8 x^{2}+1$ for $y=2 z+1$. If $\left(3 z^{2}-z\right) / 2=x^{2}, y^{2}=24 x^{2}+1$ for $y=6 z-1$. If $\left(3 q^{2}-q\right) / 2=\Delta_{p},(6 q-1)^{2}=3 x^{2}-2$ for $x=2 p+1$. Special solutions of the three equations $y^{2}=a x^{2}+b$ are found by his general method of treating the latter (Ch. XII, below).

Euler ${ }^{71}$ admitted that he had no proof of Fermat's assertion that every number is a sum of three or fewer triangular numbers and noted that this is true only of whole numbers, since no one of $\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \frac{7}{2}$, etc., can be resolved into three triangular numbers. There are no rational solutions $x, y, z$ of

$$
\frac{1}{2}=\frac{x^{2}+x}{2}+\frac{y^{2}+y}{2}+\frac{z^{2}+z}{2} .
$$

Nicolas Beguelin ${ }^{72}$ attempted to prove Fermat's theorem that every integer is a sum of $s$ polygonal numbers of $s$ sides. For $s=d+2$, the latter are 0 and $1, A=d+2, B=3 d+3, C=6 d+4, D=10 d+5$, $\cdots$, a series whose second order of differences are $d$. Let $t$ be the number of terms $>0$ needed to produce a given sum $e$. For $1<e<A$, evidently $t \bar{\equiv} A-1$. For $e=A+\epsilon$, where $1 \leqq \epsilon \leqq A-1, t \overline{\text { § }}$; for $e=2 A+\epsilon$, $0 \leqq \epsilon \leqq d-2, t \leqq d$. Next, let $B<e<C$. For $e=B+\epsilon, 1 \leqq \epsilon$ $\leqq A-1, t \leqq A$; for $e=B+A+\epsilon, 0 \leqq \epsilon \leqq A-2, t \leqq A$; for the "doubtful case" $e=B+A+A-1$, we replace $B$ by its equal $2 A+d-1$ and have $e=4 A+d-2, t=d+2$; finally, for $e=B+2 A+\epsilon$,

[^10]$0 \leqq \epsilon \leqq d-4, t \equiv d-1$. After this expansion of the argument by Beguelin, we are ready to admit that if $e$ is in one of the intervals 1 to $A$, $A$ to $B, B$ to $C$, it is a sum of $d+2$ or fewer terms $1, A, B$. He treated four more intervals with a rapidly increasing number of "doubtful cases" for which linear relations between the polygonal numbers were employed, and found in every case that $t \leqq d+2$. But he finally admitted (p. 405) that this method does not lead to a proof of the general theorem of Fermat.

On p. 411, Beguelin stated without proof the erroneous generalization [cf. J. A. Euler, ${ }^{68}$ L. Euler ${ }^{73}$ ] that any number is the sum of at most $t=d+2 n-2$ terms of the series

$$
1, \quad n+d, \quad \frac{(n+1)(n+2 d)}{2}, \quad \frac{(n+1)(n+2)(n+3 d)}{1 \cdot 2 \cdot 3}, \cdots,
$$

a series whose $n$th order of differences are constant and equal to $d$. For $n=2$, we have the case of polygonal numbers just considered. For $n=3$, we have the pyramidal numbers $P_{d+2}^{r}$ for $r=1,2,3, \cdots$; for $n=4$, their sums, etc. For $n=4, d=1$, the series is $1,5,15,35,70, \cdots$ and the theorem gives $t=7$, whereas 8 terms are evidently required to produce the sum 64 (since 4 terms must be unity), as expressly mentioned on p. 412. Thus Beguelin contradicts himself in his generalization of Fermat's theorem to pyramidal and figurate numbers.
L. Euler ${ }^{73}$ probably overlooked the last remark, since he stated that the unproved generalization merits great attention. He extended Beguelin's tentative process to any series $1, A, B, \cdots$. We must employ $A+n-2$ summands $1, A$ to produce $n A-1$. Thus if

$$
n A-1 \leqq B<(n+1) A-1
$$

we need $A+n-2$ summands $1, A$ to produce all numbers $1,2, \cdots, B$. Then

$$
A-1+\frac{B-2 A+1}{A}<A+n-2 \leqq A-1+\frac{B-A+1}{A}
$$

Denote by $\{x\}$ the least integer $>x$, and by $t_{1}$ the number of terms $1 . A$ needed to produce $1, \cdots, B$. Hence

$$
t_{1}=A-1+\left\{\frac{B-2 A+1}{A}\right\}
$$

Bringing in also the summand $B$, let $b$ be the least positive integer such that $B+b$ requires $t_{1}+1$ summands $1, A, B$. If $C<B+b$, we need only $t_{1}$ summands to produce the numbers $\leqq C$. But if $C \geqq B+b$, let

$$
(m+1) B+b \geqq C>m B+b
$$

To produce the numbers $\leqq C$ from $1, A, B$, we need

$$
t_{1}+m=t_{1}+\left\{\frac{C-B-b}{B}\right\} \equiv t_{2}
$$

summands. Next, bring in the summand $C$ and let $c$ be the least positive integer such that $C+c$ requires $t_{2}+1$ summands from $1, A, B, C$. To produce the numbers $\leqq D$, we need

$$
t_{2}+\left\{\frac{D-C-c}{D}\right\} \equiv t_{3}
$$

summands, etc. In the case of an infinite series $1, A, B, \cdots$, the process furnishes a lower limit to the number $t$ of summands. Euler showed that, for series whose $n$th order of differences are constant, Beguelin's rule is often quite erroneous, but did not treat the series $1, n+d, \cdots$ of polygonal and pyramidal numbers.
N. Beguelin ${ }^{74}$ made a puerile illogical attempt to prove that every number is the sum of three triangular numbers. Admitting the last theorem, Beguelin ${ }^{75}$ deduced Bachet's theorem that every integer is a 4 . For,

$$
\begin{equation*}
n=\Sigma\left(a^{2}+a\right) / 2 \quad \text { implies } \quad 8 n+3=\Sigma(2 a+1)^{2} \tag{5}
\end{equation*}
$$

Adding 1, we conclude that $8 n+4$ is a 困. But it is known that the half or double of a 44 is a 4 . Hence $2 n+1$ and its product by any power of 2 are 囵. Since Lagrange had given in 1770 an independent proof of this theorem of Bachet, Beguelin next attempted, but failed completely, to deduce from it the result that every integer is a sum of three triangular numbers $\Delta$. On p. 338, he gave the equivalent formulas

$$
q=\frac{a^{2}+a}{2}+\frac{b^{2}+b}{2}, \quad 4 q+1=(a-b)^{2}+(a+b+1)^{2} .
$$

He concluded without adequate proof that every number is a sum of a $\Delta$ and two squares, and also is $\Delta+2 \Delta^{\prime}+2 \Delta^{\prime \prime}$ (p. 345); further, that every integer $\equiv 1,2,3,5$ or $6(\bmod 8)$ is a $\left[3\right.$, later proved by Legendre ${ }^{19}$ of Ch. VII. A fitting sample of the lack of insight of Beguelin is furnished by his final theorem* ( p .368 ): If any number $4 m+1$ is a sum of three squares [each $\neq 0$ ], it is composite [but $17=9+4+4$ is prime]. Curiously enough, he supposed he had verified the theorem for all numbers $<200$; but his tables (pp. 363-4) imply that he assumed that a number can be expressed in a single way as a sum of squares. On this he based a new "proof" that every prime $4 m+1$ is a 2 .
L. Euler ${ }^{76}$ noted the result (5).

Euler ${ }^{77}$ noted that $\frac{1}{2}$ is not the sum of three fractional triangular numbers $\left(x^{2}+x\right) / 2$, since 7 is not the sum of three odd squares $(2 x+1)^{2}$. But every

[^11]number $N$ is the sum of four fractional pentagonal numbers $\left(3 x^{2}-x\right) / 2$, since
$$
24 N+4=\Sigma a^{2}=\Sigma(6 x-1)^{2}, \quad x=\frac{a+1}{6}, \cdots
$$

To prove the theorem that any number is the sum of three integral triangular numbers $\Delta$, it would be sufficient to show that the coefficient of every term $x^{k}$ in the expansion of

$$
\left(1+x+x^{3}+x^{6}+\cdots+x^{\Delta}+\cdots\right)^{3}
$$

is not zero; similarly for squares, pentagons, etc. [Euler ${ }^{69}$ ]. Let the polygonal numbers with $\pi$ sides be $0, \alpha=1, \beta=\pi, \gamma=3 \pi-3, \cdots$, and denote by $[n]$ the coefficient of $x^{n}$ in $\left(1+x^{a}+x^{\beta}+\cdots\right)^{x}$. Euler proved by logarithmic differentiation the recursion formula

$$
n[n]=\sum_{j=a, \beta, \ldots}\{\pi j-(n-j)\}[n-j]
$$

F. W. Marpurg ${ }^{78}$ treated (pp. 185-257) polygonal numbers, giving special cases of formula (1) of Diophantus, pyramidal numbers and central polygonal numbers, viz., unity more than the number of the angles and division points on $m$-gons drawn about a common mid point. Also (p. 307) polyhedral numbers, the $r$ th hexahedral, octahedral, dodecahedral and icosahedral being

$$
r^{3}, \quad \frac{r}{3}\left(2 r^{2}+1\right), \quad \frac{r}{2}\left(9 r^{2}-9 r+2\right), \quad \frac{r}{2}\left(5 r^{2}-5 r+2\right)
$$

Euler ${ }^{79}$ proved that $\left(x^{2}+x\right) / 2$ is a square $y^{2}$ only when
$x=\frac{\alpha+\beta-2}{4}, \quad y=\frac{\alpha-\beta}{4 \sqrt{2}}, \quad \alpha=(3+2 \sqrt{2})^{n}, \quad \beta=(3-2 \sqrt{2})^{n}$.
For $n=0,1,2$, we get $x=0,1,8 ; y=0,1,6$. We have the recursion formulas

$$
x_{n}=6 x_{n-1}-x_{n-2}+2, \quad y_{n}=6 y_{n-1}-y_{n-2} .
$$

Certain squares $x^{2}$ which exceed $\left(y^{2}+y\right) / 2$ by unity are given by

$$
x=\frac{(2 \sqrt{2}+1) \alpha+(2 \sqrt{2}-1) \beta}{4 \sqrt{2}}, \quad y=\frac{(2 \sqrt{2}+1) \alpha-(2 \sqrt{2}-1) \beta}{4}-\frac{1}{2} .
$$

For $n=0, x=1, y=0$; for $n=1, x=4, y=5$. The recursion formula is

$$
x_{n}=6 x_{n-1}-x_{n-2}, \quad y_{n}=6 y_{n-1}-y_{n-2}+2
$$

A second series of solutions is obtained by use of these formulas for negative $n$ 's. Thus $x_{-1}=2, y_{-1}=-3 ; x_{-2}=11, y_{-2}=-16$. Since the triangular number $\Delta_{-m}$ equals $\Delta_{m-1}$, we replace $y=-m$ by $m-1$ and get the sets of positive solutions 2,$2 ; 11,15$; etc.

[^12]To find triangular numbers whose triples are triangular, Euler proved that $3\left(x^{2}+x\right)=y^{2}+y$ has only the solutions

$$
\begin{array}{ll}
x=\frac{r+s}{4 \sqrt{3}}-\frac{1}{2}, & r=(3 \sqrt{3}+5)(2+\sqrt{3})^{n}, \\
y=\frac{r-s}{4}-\frac{1}{2}, & s=(3 \sqrt{3}-5)(2-\sqrt{3})^{n},
\end{array}
$$

for $n=0, \pm 1, \pm 2, \cdots$. Examples are $x=1, y=2 ; x=5, y=9$.
It was proposed as a prize problem in the Ladies' Diary for 1792 to find $n(n>1)$ such that $1^{2}+2^{2}+\cdots+n^{2}=\square$. The sum is $n(n+1)(2 n+1) / 6$. T. Leybourn ${ }^{80}$ took $2 n+1=z^{2}$, whence $\left(z^{4}-1\right) / 24$ is to be a square $y^{2}$. Thus $z^{4}=24 y^{2}+1=\square=(x y-1)^{2}$, say. Thus $y=2 x /\left(x^{2}-24\right)>0$. It is stated that $x=5$ or 6 . Since $x=6$ is excluded, $n=24$. C. Brady took $n=6 r^{2}$. Then the condition is $\left(6 r^{2}+1\right)\left(12 r^{2}+1\right)=\square$. Thus $\left(9 r^{2}+1\right)^{2}-\left(3 r^{2}\right)^{2}=\square$, so that $9 r^{2}+1$ and $3 r^{2}$ equal the hypotenuse and one leg of a right triangle. Thus the other leg is $9 r^{2}-1$, whence $r=2, n=24$.
A. M. Legendre ${ }^{81}$ proved Fermat's theorems that no triangular number $x(x+1) / 2$, except unity, is a fourth power or cube. For, in the first problem, $x$ or $x+1$ is of the form $2 m^{4}$, whence either $1=n^{4}-2 m^{4}$, contrary to $1+2 m^{4} \neq \square$, or $1=2 m^{4}-n^{4}, m^{8}-n^{4}=\left(m^{4}-1\right)^{2}$, contrary to $p^{4}-n^{4} \neq \square$ unless $m=1=x$. In the second problem, one of $1+x, x$ is a cube and the other the double of a cube, whence $n^{3} \pm 1=2 m^{3}$, which is impossible if $n \neq 1$.
C. F. Gauss ${ }^{82}$ proved by means of the theory of ternary quadratic forms that every number $n=8 M+3$ is a sum of three odd squares, so that, by (5), $M$ is a sum of three triangular numbers. The number of ways $M$ can be so decomposed depends in a definite manner on the prime factors of $n$ and the number of classes of binary quadratic forms of determinant $-n$.
G. S. Klügel ${ }^{83}$ gave an account of figurate, polygonal, polyhedral, and pyramidal numbers $P_{m}^{r}$ of the first order, those of the second order being $P_{m}^{1}+\cdots+P_{m}^{r}$, etc.

John Gough ${ }^{84}$ attempted to prove Fermat's theorem that every number is a sum of $m$-gonal numbers. P. Barlow ${ }^{85}$ noted that the first three propositions by Gough are correct, but are not used in his defective proof of Fermat's theorem, while various points are not proved, as the Cor. 2 to Prop. 4: every number is a sum of a limited number of polygonal numbers. As to Gough's reply (pp. 241-5), Barlow ${ }^{86}$ stated that the defense

[^13]is on grounds not proved. As to the revised version by Gough ${ }^{877}$, Barlow noted (p. 44) that the argument is correct and trivial to within 12 lines of the end; the proof is valid for numbers $\leqq 3 m$, but not for those $>3 m$.
E. Barruel ${ }^{88}$ noted that sums of $1,2,3, \cdots$ give the triangular numbers $1,3,6, \cdots$, whose sums give the pyramidal numbers $1,4,10,20, \cdots$, etc. Forming these sums, we get the general triangular and pyramidal numbers $n(n+1) / 2, n(n+1)(n+2) / 6$, etc. Application is made to prove the ordinary rule for deriving a binomial coefficient from the preceding coefficients.
F. T. Poselger ${ }^{89}$ gave (pp. 19-31) various properties of numbers from the writings of Theon of Smyrna, and (pp. 32-60) gave algebraic expressions for polygonal and figurate numbers, with a discussion of arithmetical series of general order.
P. Barlow ${ }^{90}$ noted that, if $N$ is a sum of five pentagons $\left(3 u^{2}-u\right) / 2$, and $M$ a sum of six hexagons $2 x^{2}-x$, then
$$
24 N+5=\sum_{i=1}^{5}\left(6 u_{i}-1\right)^{2}, \quad 8 M+6=\sum_{i=1}^{6}\left(4 x_{i}-1\right)^{2} .
$$

In general, if $P$ is a polygonal number of $\alpha+2$ sides, Fermat's ${ }^{36}$ theorem is equivalent to

$$
8 \alpha P+(\alpha+2)(\alpha-2)^{2}=\sum_{i=1}^{\alpha+2}\left(2 \alpha x_{i}-\alpha+2\right)^{2} .
$$

He erred ${ }^{1000}{ }^{107}$ ( p . 258) in saying that no triangular number $>1$ is pentagonal.
J. Struve ${ }^{91}$ discussed figurate numbers (binomial coefficients).
J. D. Gergonne ${ }^{92}$ noted that the number of terms of a polynomial of degree $m$ in $n$ unknowns is $(m+n)!\div(m!n!)$. If the latter be designated ( $m, n$ ), then $(m, n)=(m-1, n)+(m, n-1)$.
A. Cauchy ${ }^{93}$ gave the first proof of Fermat's theorem that every number is a sum of $m m$-gonal numbers. The proof shows that all but four of the $m$-gons may be taken to be 0 or 1 . The auxiliary theorems on sums of four squares will be quoted in Ch. VIII. In the simplified proof by Legendre, ${ }^{94}$ the case $m=3$ is not presupposed, as was done by Cauchy. Moreover, Legendre proved (p. 22) in effect that every integer > $28(m-2)^{3}$ is a sum of four $m$-gonal numbers if $m$ is odd; while, for $m$ even, every integer $>7(m-2)^{3}$ is a sum of five $m$-gonal numbers one of which is 0 or 1 .

[^14]Cauchy ${ }^{95}$ denoted the $x$ th polygonal number of order $m+2$ by

$$
\bar{x}^{m}=\frac{x(x-1)}{2} m+x,
$$

and proved that if $A, B, \cdots, F$ are integers, not divisible by the odd prime $p$, there exist integers $x_{1}, \cdots, x_{n}$, such that

$$
A \bar{x}_{1}^{m}+B \bar{x}_{2}^{m}+\cdots+E \bar{x}_{n}^{m}+F \equiv 0(\bmod p)
$$

where $n=m$ if $m$ is even, and $n=2 m$ if $m$ is odd. The case $m=2$ shows that there exist integral solutions of [Lagrange, ${ }^{9}$ etc., of Ch. VIII]

$$
A x_{1}^{2}+B x_{2}^{2}+C \equiv 0(\bmod p)
$$

L. M. P. Coste ${ }^{96}$ showed that the problem to make two integral functions of one variable equal to polygonal numbers of a given order can be reduced to the problem to make two functions equal to squares. Let
$P(Z)=\left(p Z^{2}+q Z\right) / 2, \quad f_{1}=A z^{2}+A^{\prime} z+P(a), \quad f_{2}=B z^{2}+B^{\prime} z+P(b)$. Then to make $f_{1}$ and $f_{2}$ equal to numbers $P(Z)$, take $Z=\alpha z+a$ and $Z=\beta z+b$ in the respective cases. We obtain a quadratic equation for $\alpha$ and one for $\beta$, each linear in $z$. Solving for $\alpha$ and $\beta$, we require that the quantities under the radical signs be squares, viz., $8 p f_{1}+q^{2}=\square$, $8 p f_{2}+q^{2}=\square$. Next, if $f_{1}$ and $f_{2}$ are of the form $2 a^{2} p z^{2}+A z+A^{\prime}$, use $Z=2 a z+\alpha$. We can make two quadratic functions equal to $P(Z)$ if a particular solution is known.

Several solvers ${ }^{97}$ readily found two pentagonal numbers $P_{x}=\left(3 x^{2}-x\right) / 2$ and $P_{y}$ whose sum and difference are triangular by solving

$$
8\left(P_{x} \pm P_{y}\right)+1=\square
$$

A. M. Legendre ${ }^{98}$ concluded from the formula

$$
\begin{equation*}
\left(1+q+q^{3}+q^{6}+q^{10}+\cdots\right)^{4}=\frac{1}{1-q}+\frac{3 q}{1-q^{3}}+\frac{5 q^{2}}{1-q^{5}}+\cdots \tag{6}
\end{equation*}
$$

that every integer $N$ is a sum of four triangular numbers in $\sigma(2 N+1)$ ways, where $\sigma(k)$ denotes the sum of the divisors of $k$. He gave an identity which shows the number of ways $N$ is a sum of eight triangular numbers. Cauchy ${ }^{99}$ gave (6); it was attributed to Jacobi by Bouniakowsky (see Vol. I, Ch. X ${ }^{12,19}$ of this History). Cf. Plana. ${ }^{123}$

Several ${ }^{100}$ found numbers $>1$ which are simultaneously triangular, pentagonal and hexagonal. Let $\frac{1}{2} m(m+1)=\frac{1}{2}\left(3 n^{2}-n\right)=2 p^{2}-p$. Then $m=2 p-1, n=(1+R) / 6$, where $R^{2}=48 p^{2}-24 p+1$. Thus $1+R=6 k p$, whence $p=(2-k) /\left(4-3 k^{2}\right)$. Take $k=b / a$. Then $p$ is integral if $4 a^{2}-3 b^{2}=1$. By the continued fraction for $\sqrt{3}$, we get

[^15]$(2 a, b)=(2,1),(26,15),(362,209),(5042,2911), \cdots$, whence $p=1,143$, $27693, \cdots$, so that answers are $1,40755,1533776801, \cdots$.
J. Whitley ${ }^{101}$ found pairs of pentagonal numbers $p, q$ whose sum and difference are pentagonal. The conditions are
$24 p+1=x^{2}, \quad 24 q+1=y^{2}, \quad 24(p+q)+1=z^{2}, \quad 24(p-q)+1=v^{2}$. Hence $z^{2}=x^{2}+y^{2}-1, v^{2}=x^{2}-y^{2}+1$. Let $x^{2}=n^{2}+m^{2}, y^{2}=2 n m+1$. Then $z=n+m, v=n-m$. Take $n=r^{2}-s^{2}, m=2 r s$, whence $x=r^{2}+s^{2}$. There remains the condition
$$
4 r s\left(r^{2}-s^{2}\right)+1=\square=y^{2}
$$

This is said to hold if $r=\frac{1}{2}\left(\phi^{5}-\phi\right), s=\frac{1}{2}\left(\phi^{5}-3 \phi\right)$, which lead to larger numbers than those found by trial, using $(r, s)=(3,2),(6,1),(8,5)$, $(13,2),(13,8),(19,14)$. [But the resulting numbers $p=7,37,330, \cdots$ are not pentagonal.] See Gill. ${ }^{108}$
C. G. J. Jacobi ${ }^{22}$ of Ch. VII gave in 1829 the result

$$
\left\{\sum_{m=-\infty}^{+\infty}(-1)^{m} x^{\left(3 m^{2}+m\right) / 2}\right\}^{3}=\sum_{n=0}^{\infty}(-1)^{n}(2 n+1) x^{\left(n^{2}+n\right) / 2}
$$

the exponents on the left being pentagonal numbers for $m$ negative, and those on the right triangular. Polygonal numbers appear incidentally in Jacobi's paper of 1848 [see Ch. III].
J. Huntington, ${ }^{102}$ given a pentagonal number $P=r(3 r-1) / 2$ of $n$ digits, found another number $p$ also of $n$ digits such that if $p$ is prefixed to $P$ there results a pentagonal number. Let $x$ be the root of the latter. Then shall $10^{n} p+P=x(3 x-1) / 2$. Taking $p=x-r$, we get

$$
x=\frac{1}{3}\left(2 \cdot 10^{n}+1\right)-r .
$$

For example, let $r=1$; then $n=1, x=6, p=5$ and 51 is pentagonal.
A. Cauchy ${ }^{103}$ defined triangular and pyramidal numbers as binomial coefficients.
J. Baines ${ }^{104}$ found two squares $x^{2}, y^{2}$ whose sum and difference are hexagonal. Take $8\left(x^{2}-y^{2}\right)+1=\{2(x+y) \pm 1\}^{2}$, whence $x=3 y \pm 1$. Then $8\left(x^{2}+y^{2}\right)+1=80 y^{2} \pm 48 y+9=(n y \pm 3)^{2}$ determines $y$.
A. Bernerie ${ }^{105}$ gave a table of triangular numbers.
A. Casinelli ${ }^{108}$ noted that every triangular number is of one of the three forms

$$
\begin{aligned}
\left(9 m^{2}+3 m\right) / 2= & \Delta_{m-1}+2 \Delta_{2 m}, \quad\left(9 m^{2}+9 m+2\right) / 2=\Delta_{m}+\Delta_{2 m}+\Delta_{2 m+1} \\
& \left(9 m^{2}+15 m+6\right) / 2=\Delta_{m+1}+2 \Delta_{2 m+1}
\end{aligned}
$$

also a sum of four $\Delta$ 's, and hence a sum of any number of $\triangle$ 's. By adding

[^16]the first two or the second and third equations, we get
\[

$$
\begin{gathered}
(3 m+1)^{2}=m^{2}+(2 m+1)^{2}+2 \Delta_{2 m}, \\
(3 m+2)^{2}=(m+1)^{2}+2 \Delta_{2 m+1}+(2 m+1)^{2} .
\end{gathered}
$$
\]

Also, $(3 m+3)^{2}=(m+1)^{2}+2(2 m+2)^{2}$. Hence every square is a sum of three squares or a sum of two squares and two $\triangle$ 's. Further, every $\Delta$ is a sum of a square and two equal $\Delta$ 's. Next,
$\Delta_{m}+\Delta_{n}+m n=\Delta_{m+n}, \quad \Delta_{m}+\Delta_{n}+(m+1)(n+1)=\Delta_{m+n+1}$, and similarly for three or more $\Delta^{\prime}$ 's. Also, $\Delta_{m}+\Delta_{n}-m(n+1)=\Delta_{n-m}$.
C. Gill ${ }^{107}$ found numbers both $m$-gonal and $n$-gonal, and the generalization

$$
T=a x^{2}-a^{\prime} x=b y^{2}-b^{\prime} y,
$$

where $a, a^{\prime}, b, b^{\prime}$ are given integers with no common factor. Take

$$
a x-a^{\prime}=y p / q, \quad x=\left(b y-b^{\prime}\right) q / p,
$$

so that

$$
x=q\left(b^{\prime} p+a^{\prime} b q\right) / N, \quad y=q\left(a^{\prime} p+b^{\prime} a q\right) / N, \quad-N=p^{2}-a b q^{2}
$$

Let $p^{\prime}, q^{\prime}$ give a particular solution of the last equation such that

$$
A=\left(a^{\prime} p^{\prime}+a b^{\prime} q^{\prime}\right) / N, \quad B=\left(b^{\prime} p^{\prime}+b a^{\prime} q^{\prime}\right) / N
$$

are integers. Take $p=p^{\prime} t+a b q^{\prime} u, q=q^{\prime} t+p^{\prime} u$. Then

$$
p^{2}-a b q^{2}=-N F
$$

where $F=t^{2}-a b u^{2}$, and $x=q(B t+A b u) / F, y=q(A t+B a u) / F$. From the initial solution $t_{0}=1, u_{0}=0$, of $F=1$, we get as usual the solution

$$
t_{i}=2 t_{1} t_{i-1}-t_{i-2}, \quad u_{i}=2 t_{1} u_{i-1}-u_{i-2} .
$$

It remains only to find a solution $p^{\prime}, q^{\prime}$ of $p^{2}-a b q^{2}=-N$. While one may employ the continued fraction for $\sqrt{a b}$, it suffices for our initial problem to note the solution $p^{\prime}=a-a^{\prime}, q^{\prime}=1$, for the case $a-a^{\prime}=b-b^{\prime}$; then $N=a b^{\prime}+b a^{\prime}-a^{\prime} b^{\prime}, A=B=1$. First, if $m$ and $n$ are both odd, we may take

$$
a=m-2, \quad a^{\prime}=m-4, \quad b=n-2, \quad b^{\prime}=n-4
$$

which have no common factor. Then $a-a^{\prime}=b-b^{\prime}=2$. For $P_{i}=\frac{1}{2} T_{i}$,

$$
\begin{gathered}
P_{0}=1, \quad P_{i}=2 t_{4} P_{i-1}-P_{i-2}+(2 d-1)\left(t_{4}-1\right) \\
d=\frac{(m+n-4)(m n-2 m-2 n+8)}{16(m-2)(n-2)}
\end{gathered}
$$

But if $m$ and $n$ are both even, take $a=\frac{1}{2} m-1, a^{\prime}=\frac{1}{2} m-2, b=\frac{1}{2} n-1$, $b^{\prime}=\frac{1}{2} n-2$, whence $a-a^{\prime}=b-b^{\prime}=1$, and $P_{i}=T_{i}$ satisfies the same recursion formula. Also,

$$
P_{1}=\frac{1}{2}\left(t_{4}+1\right)+d\left(t_{4}-1\right)+\frac{1}{e} m n u_{4}
$$

where $e=8$ in the former case and $e=16$ in the present case. For example, 1, 210, 40755 are both triangular and pentagonal, whereas Barlow ${ }^{90}$ stated that this is true only for unity.

Gill ${ }^{108}$ found $n$-gonal numbers whose sum and difference are $n$-gonal, i. e., $P_{x}+P_{y}=P_{z}, P_{x}-P_{y}=P_{v}$, where $P_{x}=(n-2) x^{2}-(n-4) x$. As a generalization, take $P_{x}=m x^{2}-m^{\prime} x$, where $m$ and $m^{\prime}$ are relatively prime. The first condition is satisfied if

$$
z-y=\frac{b}{a}\left(m x-m^{\prime}\right), \quad m(z+y)-m^{\prime}=\frac{a}{b} x .
$$

Each of these linear equations is solved separately and the resulting $x$ 's equated. The second of our conditions is treated similarly and the two sets of values of $x$ and $y$ are compared. But the resulting solution does not lead to "convenient numbers." Another method is to assume that $x=a w-h, y=b w, z=c w-h$, where

$$
a^{2}+b^{2}=c^{2}, \quad 2 m h(c-a)=m^{\prime}(a+b-c)
$$

whence our first condition is satisfied. Thus take

$$
a=2 k l, \quad b=k^{2}-l^{2}, \quad c=k^{2}+l^{2}, \quad l=m h, \quad k=m h+m^{\prime}
$$

The second of our initial conditions now becomes

$$
4 m^{2}\left(d^{2}-2 m^{r}\right) w^{2}-4 m\left(2 m h+m^{\prime}\right) d w+\left(2 m h+m^{\prime}\right)^{2}=\left(2 m v-m^{\prime}\right)^{2}
$$

where $d=a-m^{\prime 2}$. Take $2 m v-m^{\prime}=2 w t / u+2 m h+m^{\prime}$. We get $w$ and then $v$ rationally. By choice of the denominator $t^{2}-\left(d^{2}-2 m^{\prime}\right) m^{2} u^{2}$ we get integral answers unless $m^{\prime}=0$.

Many ${ }^{109}$ found two squares $x^{2}, y^{2}$ such that $x^{2} \pm y^{2}$ are pentagonal. Let $24\left(x^{2}-y^{2}\right)+1=\{4(x+y) \pm 1\}^{2}$, whence $x=5 y \mp 1$. Then

$$
24\left(x^{2}+y^{2}\right)+1=624 y^{2} \mp 240 y+25=(5-y r / s)^{2}
$$

determines $y$. Again, to find pentagonal numbers $p, q$ whose sum and difference are squares $x^{2}, y^{2}$, take $12\left(x^{2}-y^{2}\right)+1=\{3(x+y) \pm 1\}^{2}$ and $12\left(x^{2}+y^{2}\right)+1=(7-y r / s)^{2}$, whence $x=7 y \pm 2$.

0 . Terquem ${ }^{110}$ proved that no triangular number $>1$ is a biquadrate.
The ordinary definitions of polygonal and figurate numbers as sums of series were repeated by F. Stegmann, ${ }^{111}$ George Peacock, ${ }^{112}$ A. Transon, ${ }^{113}$ H. F. Th. Ludwig, ${ }^{114}$ Albert Dilling, ${ }^{115}$ and V. A. Lebesgue. ${ }^{116}$
F. Pollock ${ }^{117}$ stated that every integer is a sum of at most 10 odd squares, and a sum of at most 11 triangular numbers $1,10,28,55, \cdots$ of rank $3 n+1$,

[^17]while $5,7,9,13,21,11$ terms are needed to express every number as a sum of tetrahedral, octahedral, cubic, icosahedral, dodecahedral, and squares of triangular, numbers. Legendre had proved that $8 n+3$ is a sum of three odd squares, each being $8 \Delta+1$. Pollock gave the generalization that, if $F_{x}$ is any figurate number of order $x, 8 F_{x}+3$ is a sum of 3 or $3+8, \cdots$, or $3+8 n$ terms of a series whose general term is $8 F_{y}+1$.
V. Bouniakowsky ${ }^{118}$ employed (1) and (9) of Vol. 1, Ch. X, of this History, to prove that every odd pentagonal number can be expressed as a sum of another pentagonal number and either a square or the double of a square; every odd square not a triangular number is a sum of double a triangular number and either a square or the double of a square. Similarly,
$$
(1,2) a^{2}=\Delta_{\lambda}+(1,2) u^{2}, \quad \Delta_{\lambda}=\Delta_{\mu}+(1,2) u^{2},
$$
the factor $(1,2)$ denoting 1 or 2 .
F. Pollock ${ }^{119}$ stated without proof that any integer between two consecutive triangular numbers is the sum of four triangular numbers the sum of whose bases is constant.
J. B. Sturm ${ }^{120}$ gave the relations
$$
(2 n+1)^{2}+\left(4 \Delta_{n}\right)^{2}=\left(4 \Delta_{n}+1\right)^{2},
$$
$$
(2 n+1)^{2}(2 m+1)^{2}+\left(4 \Delta_{n}-4 \Delta_{m}\right)^{2}=\left(4 \Delta_{n}+4 \Delta_{m}+1\right)^{2} .
$$
V. A. Lebesgue ${ }^{121}$ gave two proofs of the final theorem under Wallis. ${ }^{44}$
J. Liouville ${ }^{122}$ proved readily that the only forms $a \Delta+b \Delta^{\prime}+c \Delta^{\prime \prime}$ which represent all numbers, where the $\Delta$ 's are triangular numbers and $a, b, c$ are positive integers, are $\Delta+\Delta^{\prime}+c \Delta^{\prime \prime}(c=1,2,4,5)$ and $\Delta+2 \Delta^{\prime}+d \Delta^{\prime \prime}(d=2,3,4)$. That conversely each of these seven forms represents all numbers is proved by use of Legendre's theorem that a number $\equiv 1,2,3,5,6(\bmod 8)$ is a ${ }^{3}$. The case $c=1$ was treated by Gauss. ${ }^{82}$ Next,
\[

$$
\begin{aligned}
2(2 n+1) & =4 u^{2}+(2 t+1)^{2}+(2 z+1)^{2} \\
8 n+4 & =(2 u+2 t+1)^{2}+(2 t-2 u+1)^{2}+2(2 z+1)^{2} \\
n & =\Delta_{u+t}+\Delta_{t-u}+2 \Delta_{z}
\end{aligned}
$$
\]

proves the case $c=2$. Next,

$$
\begin{aligned}
8 n+6 & =(2 x+1)^{2}+(2 y+1)^{2}+4(2 z+1)^{2}, \quad n=\Delta_{x}+\Delta_{y}+4 \Delta_{z} \\
8 n+5 & =(2 x+1)^{2}+4(2 s+1)^{2}+16 t^{2} \\
& =(2 x+1)^{2}+2(2 s+1+2 t)^{2}+2(2 s+1-2 t)^{2} \\
n & =\Delta_{x}+2 \Delta_{s+t}+2 \Delta_{s-t}
\end{aligned}
$$

or case $d=2$. Next, as shown by Gauss,

$$
\begin{aligned}
8 n+7 & =\square+\square+2 \square=(2 x+1)^{2}+4(2 z+1)^{2}+2(2 y+1)^{2} \\
n & =\Delta_{x}+2 \Delta_{y}+4 \Delta_{z} .
\end{aligned}
$$

The proofs for the remaining cases $c=5$ and $d=3$ are longer.

[^18]J. Plana ${ }^{123}$ wrote $\xi^{4}$ for the left member of (6). By expanding the second member as a power series in $q$ and examining the earlier terms, he verified that
$$
\xi^{4}=1+\sum_{n=1}^{\infty} q^{n} \sigma(2 n+1),
$$
where $\sigma(k)$ is the sum of the divisors of $k$. Hence any integer $n$ is a sum of 4 triangular numbers in $\sigma(2 n+1)$ ways. Give to $\xi^{3}$ the notation of a power series in $q$, multiply it by $\xi$ and compare with the above series for $\xi^{4}$; we get a recursion formula for the coefficients of $\xi^{3}$. He states without proof that the coefficient of every power of $q$ is not zero, and so concludes that every integer is a sum of three triangular numbers.
F. Pollock ${ }^{124}$ verified for small values that any number may be expressed in the form $s-s^{\prime}$, where $s$ and $s^{\prime}$ are sums of two triangular numbers. Now $s$ is always the sum of a square and the double of a triangular number. Thus the theorem is that
\[

$$
\begin{equation*}
a^{2}+a+b^{2}-\left(m^{2}+m+n^{2}\right) \tag{7}
\end{equation*}
$$

\]

represents any number. Take $p^{2}-c^{2}-c+q$ as the number. Then

$$
a^{2}+a+b^{2}+c^{2}+c=m^{2}+m+n^{2}+p^{2}+q .
$$

Double and add unity. Thus $A=M+2 q$, where

$$
A=2 a^{2}+2 a+1+2 b^{2}+2 c^{2}+2 c, \quad M=2 m^{2}+2 m+1+2 n^{2}+2 p^{2} .
$$

Since $q$ is arbitrary, it is concluded that any odd number can be represented by either of the forms $A$ or $M$. But $M$ is the sum of four squares.

Again, represent $p^{2}-\frac{1}{2}\left(c^{2}+c\right)+q$ by (7). As before,

$$
2 a^{2}+2 a+1+2 b^{2}+c^{2}+c
$$

represents any odd number $2 n+1$. But $a^{2}+a+b^{2}$ is the sum of two triangular numbers. Hence $n$ is the sum of three triangular numbers.

Pollock ${ }^{33}$ of Ch . VIII noted that the theorem that every number $4 n+2$ is a sum of four squares implies that every integer $n$ is a sum of four $\Delta$ 's.
J. Liouville ${ }^{125}$ considered the partition of any number into a sum of ten triangular numbers.
S. Bills ${ }^{126}$ solved $\Delta_{x}+\Delta_{y}=\Delta_{a}$ by setting $y=a-x r / s$ and finding $x$ rationally.
E. Lionnet stated and V. A. Lebesgue and S. Realis ${ }^{127}$ proved that every integer is a sum of a square and two $\Delta$ 's, also a sum of two squares and a $\Delta$.
A. Hochheim ${ }^{188}$ gave linear relations between polygonal and polyhedral numbers.

[^19]S. Realis ${ }^{129}$ proved that every integer is a sum of four numbers of the form $\left(3 z^{2} \pm z\right) / 2$ and also of four of the form $2 z^{2} \pm z$, i. e., pentagons and hexagons extended to negative arguments. Use was made of the theorems that any odd number $\omega$ is a sum of four squares the algebraic sum of whose roots is 1 or 3 , and its double $2 \omega$ is a sum of four squares the algebraic sum of whose roots is zero. Further, every odd number divisible by $h$, or the double of every odd number divisible by the even number $h$, is a sum of four polygonal numbers of order $h+2$, extended to negative arguments.
E. Lucas ${ }^{130}$ stated that [cf. Leybourn ${ }^{80}$ ] $1^{2}+\cdots+n^{2}$ is a square only when $n=24$ [and $n=1]$, and is never a cube or fifth power. A triangular number [ $>1$ ] is never a cube, biquadrate or fifth power [Euler ${ }^{57}$ ]. No pyramidal number is a cube or fifth power, or a square with the exception of
$$
\frac{2 \cdot 3 \cdot 4}{1 \cdot 2 \cdot 3}=2^{2}, \quad \frac{48 \cdot 49 \cdot 50}{1 \cdot 2 \cdot 3}=140^{2}
$$

Hence except for these and for the pile $24 \cdot 25 \cdot 49 / 6=70^{2}$ with a square base, no pile of bullets with a triangular or square base contains a number of bullets equal to a square, cube or fifth power.

Lucas ${ }^{131}$ stated and proved incompletely that the [pyramidal] number $x(x+1)(2 x+1) / 6$ of bullets in a pile, whose base is a square with $x$ to a side, is a square only when $x=1$ or 24 (see papers 130, 132, 137-8).
T. Pepin ${ }^{132}$ noted that one case of Lucas' proof of the last result leads to an equation $9 r^{4}-12 f^{2} r^{2}-4 f^{4}=R^{2}$, not treated by Lucas when $f$ and $R$ are divisible by 3. Pepin found an infinitude of solutions in this case. G. N. Watson ${ }^{132 a}$ noted the solution $r=5, f=3, R=51$, and ${ }^{132 b}$ proved Lucas ${ }^{131}$ theorem by use of elliptic functions.

Lucas ${ }^{133}$ stated that the number of bullets in a pile with a square or triangular base is never a cube or fifth power. Moret-Blanc ${ }^{134}$ gave a proof.

Moret-Blanc ${ }^{135}$ noted that the tetrahedral number $n(n+1)(n+2) / 6$ is a square for $n=1,2,48$. Lucas stated that it is a square only then, a fact proved by A. Meyl. ${ }^{136}$
E. Fauquembergue ${ }^{137}$ and N . Alliston ${ }^{138}$ proved that $1^{2}+\cdots+n^{2} \neq \square$ if $n>24$. Cf. Lucas ${ }^{131}$ and the papers cited on p. 26.

[^20]For analogous theorems on sums of consecutive squares or the sum of the squares of the first $n$ odd numbers see papers $70,76,81,86,87,100$, and 103 of Ch. IX, and Brocard ${ }^{92}$ of Ch. XXIII.
W. Göring ${ }^{139}$ proved by use of infinite series that $2 \Delta+6 \Delta^{\prime}+1$ can always be represented by the form $a^{2}+3 b^{2}$.
J. W. L. Glaisher ${ }^{140}$ noted that every representation of an odd number as a sum of an even square and two triangular numbers corresponds to a representation in which the square is odd, since

$$
\begin{gathered}
m^{2}+\frac{p(p+1)}{2}+\frac{q(q+1)}{2} \\
\equiv\left(\frac{p-q}{2}\right)^{2}+\sum \frac{1}{2}\left( \pm m+\frac{p+q}{2}\right)\left( \pm m+\frac{p+q}{2}+1\right)
\end{gathered}
$$

for $p, q$ both even or both odd, with a similar identity if one is even and the other odd.

Glaisher ${ }^{141}$ stated that every triangular number is a sum of three pentagonal numbers.
D. Marchand ${ }^{142}$ noted the relations

$$
p_{5}^{r}=p_{3}^{r-1}+r^{2}, \quad p_{6}^{r}=2 p_{3}^{r-1}+r^{2}, \quad p_{5}^{1}+p_{5}^{2}+\cdots+p_{5}^{r}=r p_{3}^{r} .
$$

Marchand ${ }^{143}$ gave identities like

$$
\begin{gathered}
\Delta(3 y+1)=\Delta(y)+(2 y+1)^{2} \\
(x+1)^{5}-x^{5}=\Delta(y)+\Delta(3 y+1)=2 \Delta(y)+(2 y+1)^{2}
\end{gathered}
$$

where $y=x^{2}+x$, and (p. 105) discussed triangular numbers which are squares.
E. Lucas ${ }^{14}$ asked when $\left(\Delta_{1}^{2}+\cdots+\Delta_{n}^{2}\right) /\left(\Delta_{1}+\cdots+\Delta_{n}\right)$ is a square.
S. Réalis, E. Catalan and others ${ }^{145}$ investigated numbers simultaneously squares and triangular. S. Réalis stated and E. Cesàro ${ }^{146}$ proved that the square of every odd multiple of 3 is a difference of two $\Delta$ 's prime to 3 , $9(2 n+1)^{2}=\Delta(9 n+4)-\Delta(3 n+1)$. D. Marchand ${ }^{147}$ gave the generalization that the square of any odd number is the difference of two relatively prime triangular numbers (with sides $3 x+1$ and $x$ ). C. Henry ${ }^{148}$ proved a like result for the product of any odd square by any number.
S. Realis ${ }^{149}$ stated that the theorem that every integer $n$ is a sum of three $\Delta$ 's implies that $n$ is a sum of four $\Delta$ 's of which two are consecutive and that $n$ is a sum of four $\Delta$ 's two of which are equal.

[^21]E. Lucas ${ }^{150}$ listed values of $A$ for which $x y(x+y)=A z^{3}$ has no distinct rational solutions $\neq 0$. Taking $y=1$ and $y=x+1$, we obtain theorems on triangular numbers and numbers $x(x+1)(2 x+1)$.

Lucas stated and Moret-Blanc ${ }^{151}$ proved that $1^{2}+\cdots+x^{2}=k y^{2}$ and $\Delta_{1}^{2}+\cdots+\Delta_{x}^{2}=k y^{2}$ are impossible if $k=2,3,6$.
S. Roberts ${ }^{152}$ proved by use of $y^{2}-2 z^{2}=1$ [Euler ${ }^{70}$ ] that the $\Delta$ 's which are squares are

$$
\left\{\frac{(1+\sqrt{2})^{2 m}-(1-\sqrt{2})^{2 m}}{4 \sqrt{2}}\right\}^{2}
$$

J. Neuberg stated and E. Cesàro ${ }^{153}$ proved that the sum of the squares of $n+1$ consecutive integers, beginning with the $2 n$th triangular number, equals the sum of the squares of the $n$ succeeding integers, each being divisible by $1^{2}+\cdots+n^{2}$. Cf. Dostor ${ }^{75}$ of Ch. IX.
E. Lionnet ${ }^{154}$ stated that unity is the only triangular number $\Delta$ which equals the sum of the squares of two consecutive integers; 10 is the only $\Delta$ equal to the sum of the squares of two consecutive odd integers; when $\Delta$ is a product of two consecutive integers of which the least is double a triangular number, then $4 \Delta+1$ (and its square root) is a sum of squares of two consecutive integers.

Moret-Blan ${ }^{155}$ proved the preceding theorems stated by Lionnet.
E. Cesàro ${ }^{156}$ noted that no triangular number ends with 2, 4, 7, 9.
S. Réalis ${ }^{157}$ noted that

$$
\begin{gathered}
\Delta(5 p+1)=\Delta(4 p+1)+\Delta(3 p), \quad \Delta(5 p+3)=\Delta(4 p+2)+\Delta(3 p+2), \\
\Delta(k+\alpha)=\Delta(k)+\Delta(2 \alpha p+\alpha), \quad k=2 \alpha p^{2}+(2 \alpha+1) p .
\end{gathered}
$$

E. Lionnet ${ }^{158}$ noted that $0,1,6$ are the only $\Delta$ 's whose squares are $\Delta$ 's. He stated and E. Cesàro ${ }^{159}$ proved that there is at least one and at most two $\Delta$ 's between any two consecutive squares $\neq 0$; at most one square between two consecutive $\Delta$ 's; if there are exactly two $\Delta$ 's between $(a+1)^{2}$ and $(a+2)^{2}$, where $a>0$, there is just one $\Delta$ between $a^{2}$ and $(a+1)^{2}$, and just one $\Delta$ between $(a+2)^{2}$ and $(a+3)^{2}$.
E. Cesadro ${ }^{180}$ denoted by $\nabla(n)$ the number of the first $2 n$ triangular numbers which are relatively prime to $n$. Let $\Psi(n)$ be the number of products $1 \cdot 2,2 \cdot 3,3 \cdot 4, \cdots, n(n+1)$ which are prime to $n$. Then if $\nu$ is the largest odd divisor of $n$,

$$
\frac{\nabla(n)}{n}=\frac{\Psi(n)}{n}+\frac{\Psi(\nu)}{\nu}, \quad \frac{\Psi(n)}{n}=\frac{\nabla(n)}{n}-\frac{1}{2} \frac{\nabla(\nu)}{\nu} .
$$

[^22]The mean value of $\nabla(n)$ is three times that of $\Psi(n)$. He found that the probability that two triangular numbers taken at random shall be relatively prime is

$$
\frac{3}{4}\left(1-\frac{4}{3^{2}}\right)\left(1-\frac{4}{5^{2}}\right)\left(1-\frac{4}{7^{2}}\right)\left(1-\frac{4}{11^{2}}\right) \cdots
$$

Cesàro ${ }^{161}$ stated and E. Fauquembergue ${ }^{161}$ proved that 5 and 17 are the only integers whose cubes diminished by 13 are quadruples of triangular numbers.
G. de Rocquigny ${ }^{162}$ noted that, if $k=\left(a^{2}+b^{2}+a+b\right) / 2$,

$$
\Delta_{k}=\Delta_{k-1}+\Delta_{a}+\Delta_{b}, \quad\left(a^{2}+1\right)^{2}=1+\Delta\left(a^{2}+a\right)+\Delta\left(a^{2}-a\right)
$$

S. Réalis ${ }^{163}$ used the known fact that, if $p$ is a product of primes $8 q+1$, $2 x^{2}+y^{2}=p$ has integral solutions. Thus

$$
3(8 q+1)=2(2 a+1)^{2}+(2 b+1)^{2}
$$

so that $3 q=2 \Delta+\Delta^{\prime}$.
Réalis ${ }^{164}$ gave various sums like

$$
\begin{aligned}
& \Delta_{1}+\Delta_{3}+\Delta_{5}+\cdots+\Delta_{2 n-1}=\frac{1}{6} n(n+1)(4 n-1), \\
& \Delta_{2}+\Delta_{4}+\Delta_{6}+\cdots+\Delta_{2 n}=\frac{1}{6} n(n+1)(4 n+5), \\
& \Delta_{3}+\Delta_{6}+\Delta_{9}+\cdots+\Delta_{3 n}=\frac{3}{2} n(n+1)^{2} .
\end{aligned}
$$

E. Cesàro ${ }^{165}$ noted that $\left(n^{5}-1\right) / 4=\Delta_{p}+\Delta_{q}, n \neq 5$, implies that $2 p+1$ or $2 q+1$ is composite.
S. Tebay and others ${ }^{166}$ found that the least heptagonal number $\frac{1}{2}\left(5 x^{2}-3 x\right)$ which when increased by $a^{2}$ is equal to a square is given by $x=24(19 a-9)$.
C. A. Laisant ${ }^{167}$ wrote $a_{a}$ for the $a$ th ( $\alpha+2$ )-gonal number $p_{a+2}^{a}$ and gave

$$
(a+b)_{a}=a_{a}+b_{a}+\alpha a b, \quad(a+\cdots+l)_{a}=\Sigma a_{a}+\alpha \Sigma a b
$$

E. Cesàro ${ }^{168}$ noted that the number of $\triangle$ 's prime to $n$ and $<2 n(n+1)$ is $k=n \Pi(1-2 / p)$ or $2 k$ according as $n$ is even or odd, where $p$ ranges over the odd prime factors of $n$.
E. Catalan ${ }^{169}$ proved that every $\Delta>1$ is a sum of six pentagonal numbers. For, ${ }^{170} 6(2 n+1)^{2}=(6 x \mp 1)^{2}+(6 y \mp 1)^{2}+4(6 z \mp 1)^{2}$, whence

$$
\frac{n(n+1)}{2}=\frac{3 x^{2} \mp x}{2}+\frac{3 y^{2} \mp y}{2}+4\left(\frac{3 z^{2} \mp z}{2}\right) .
$$

${ }^{161}$ Mathesis, 6, 1886, 23; 7, 1887, 257-9.
162 Ibid., 6, 1886, 224.
${ }^{163}$ Nouv. Ann. Math., (3), 5, 1886, 113.
${ }^{14}$ Jour. de math. spéc., 1888, 94.
${ }^{165}$ Mathesis, 8, 1888, 75.
${ }^{166}$ Math. Quest. Educ. Times, 50, 1889, 84-5.
${ }^{167}$ Bull. Soc. Philomathique de Paris, (8), 3, 1890-1, 29-30.
${ }^{188}$ Mathesis, (2), 1, 1891, 95-96.
169 Assoc. franç. av. sc., 1891, II, 201-2.
${ }^{170}$ Recherches sur quelques prod. indéf., Mém. Acad. Roy. Belgique, 40, 1873, 61-191, formula
[But the denominator 2 on the left should be suppressed. Legendre ${ }^{94}$ had already proved a more general theorem.]
E. Lucas ${ }^{171}$ collected results, mostly algebraic, on triangular and figurate numbers.
E. Catalan ${ }^{172}$ stated that every $\Delta$, not pentagonal, is a sum of fewer than 7 pentagonal numbers. [Catalan. ${ }^{169}$ ]
T. Pepin ${ }^{173}$ gave a proof of Cauchy's formulation of Fermat's theorem that every integer $A$ is a sum of $m+2$ polygonal numbers $\frac{1}{2} m\left(x^{2}-x\right)+x$ of order $m+2$ of which $m-2$ are 0 or 1 . We are to prove that

$$
A=\frac{1}{2} m(a-b)+b+r
$$

where $a=\alpha^{2}+\cdots+\delta^{2}, \quad b=\alpha+\cdots+\delta, \quad 0 \leqq r \leqq m-2$, whence $a \equiv b(\bmod 2)$. Since $r$ can take the values 0 and 1 , we may take $b$ odd, whence

$$
4 a-b^{2}=8 l+3=x^{2}+y^{2}+z^{2}
$$

$x>y>z>0$. Determine integers $\alpha, \cdots, \delta$ so that

$$
\begin{array}{ll}
\alpha+\beta-\gamma-\delta=x, & \alpha+\delta-\beta-\gamma= \pm z \\
\alpha+\gamma-\beta-\delta=y, & \alpha+\beta+\gamma+\delta=b
\end{array}
$$

Then $a=\Sigma \alpha^{2}$ is satisfied. The condition $b^{2}<4 a$ is satisfied if $B>110$, where $A=m B+c, 0<c \leqq m$. Hence the theorem is true for all numbers $A>110 \mathrm{~m}$. It was verified separately for all numbers $\leqq 120 \mathrm{~m}+16$.
G. Musso ${ }^{174}$ proved, by use of geometrical representations, Bachet's ${ }^{32}$ second formula I, 10, and the generalizations

$$
\begin{aligned}
& p_{q}^{n}=\frac{s-1}{2} p_{3}^{n}+(q-s) p_{3}^{n-1}+\frac{s-3}{2} p_{3}^{n-2}-\frac{s-3}{2} \quad(s \text { odd) }, \\
& p_{q}^{n}=\frac{s-2}{2} p_{3}^{n}+(q-s) p_{3}^{n-1}+\frac{s-2}{2} p_{3}^{n-2}+n-\frac{s-2}{2} \quad \text { (s even) }
\end{aligned}
$$

also

$$
\begin{aligned}
& p_{3}^{n}=n^{2}-(n-1)^{2}+(n-2)^{2}-\cdots \pm 1 \\
& p_{q}^{n}=2 p_{s}^{n}+\{q-(2 s-1)\} p_{3}^{n-1}+p_{3}^{n-2}-1
\end{aligned}
$$

E. Catalan ${ }^{175}$ gave a shorter proof of Bachet's same formula.
G. de Rocquigny ${ }^{176}$ noted that, if $a+b+c=\alpha+\beta+\gamma=0$,

$$
\begin{gathered}
P=\left(\Delta_{a}+\Delta_{b}+\Delta_{c}\right)\left(\Delta_{a}+\Delta_{\beta}+\Delta_{\gamma}\right), \quad\left(\Delta_{n}+\Delta_{n+1}\right)\left(\Delta_{p}+\Delta_{p+2}\right), \\
6 n^{4}, \quad 6 n^{4}+1, \quad 6 n^{4}+2 n^{2}+1, \quad \cdots
\end{gathered}
$$

are sums of three $\Delta$ 's, while $n^{2}+(2 n-1)^{2}+(2 n+1)^{2}$ is a sum of two.

172 Jour. de math. spéc., 1892, No. 353.
${ }^{173}$ Atti Accad. Pont. Nuovi Lincei, 46, 1892-3, 119-131.
${ }^{174}$ Giornale di Mat., 31, 1893, 173-8. His $P_{n}^{q}$ is our $p_{q}^{n}$.
${ }^{175}$ Ibid., p. 227.
${ }_{176}$ Mathesis, (2), 4, 1894, 123 171, 211; (2), 5, 1895, 23, 150, 211-2. C. Curjel.180

The sum of $2 n+1$ consecutive $\Delta$ 's equals the product of the middle one by $2 n+1$, increased by $1^{2}+\cdots+n^{2}$. He asked when

$$
\Delta_{1}+\cdots+\Delta_{n}=\Delta .
$$

E. Barbette ${ }^{177}$ noted that the sum $T_{k}$ of the $k$ th powers of the first $n$ triangular numbers equals $S^{k}(S+1)^{k} / 2^{k}$ symbolically, where, after expansion, $S^{t}$ is to be replaced by $S_{t}$, the sum of the $t$ th powers of $1, \cdots, n$. The values of $T_{1}, T_{2}, T_{3}$ are given as functions of $n$ and as functions of the $S$ 's. It is shown that $T_{k}^{x}=T_{r}^{y}$ implies $x=y, k=r$.
A. Boutin ${ }^{178}$ noted that $\Delta_{x}=p \Delta_{y}$ has an infinitude of solutions if $p$ is not a square. Let $2 x=k-1,2 y=z-1$. Then $k^{2}-p z^{2}=1-p$. Let $k=\alpha+p \beta, z=\beta+\alpha$. Then $\alpha^{2}-p \beta^{2}=1$, having an infinitude of solutions if $p$ is not a square. If $p=m^{2}$, the problem has only a finite number of solutions if any. It is impossible if $m=3,4,5,7,8,9,11$, $12,13,15,16,17$. If $m=4 \lambda+2, x=4 \lambda^{2}+4 \lambda, y=\lambda$ is a solution.

Several ${ }^{179}$ solved $\Delta_{x}+\Delta_{y}=2 \Delta_{z}$, i. e.,

$$
(2 x+1)^{2}+(2 y+1)^{2}=2(2 z+1)^{2}
$$

See Ch. XIV.
H. W. Curjel, ${ }^{180}$ to prove de Rocquigny's ${ }^{176}$ first statement, took $a=y-z, \quad b=z-x, \quad c=x-y, \alpha=\eta-\zeta, \beta=\zeta-\xi, \gamma=\xi-\eta$, $X=x \xi+z \eta+y \zeta, Y=z \xi+y \eta+x \zeta, Z=y \xi+x \eta+z \zeta$, and got

$$
P=\Delta(Y-Z)+\Delta(Z-X)+\Delta(X-Y)
$$

E. Maillet ${ }^{181}$ proved the following generalization of Fermat's ${ }^{36}$ theorem on polygonal numbers: If $\alpha$ and $\beta$ are relatively prime odd numbers, $\alpha>0$, every integer $A$ exceeding a certain limit (function of $\alpha, \beta$ ) is a sum of four numbers of the form $\left(\alpha x^{2}+\beta x\right) / 2$. We can assign an inferior limit to $A$ such that this decomposition can be made in any assigned number of ways. A like theorem holds if $\alpha / 2$ is an odd integer and one of $A, \beta / 2$ is odd and the other even, provided $\alpha / 2$ and $\beta / 2$ are relatively prime; also if $\alpha / 2$ is even and $\beta / 2$ and $A$ both odd. He proved three complicated theorems stating that every number with certain residues modulo 6 is a sum of at most $\delta<59$ (or $\delta<53$ ) numbers of the form $\left(\alpha x^{4}+\beta x^{2}\right) / 2$. Later Maillet ${ }^{182}$ proved that if $\phi(x)=a_{0} x^{5}+\cdots+a_{5}$, in which the $a$ 's are given rational numbers, is integral and positive for every integer $x \geqq \mu$, every integer exceeding a fixed limit, depending on the $a$ 's, is the sum of at most $\nu$ positive numbers $\phi(x)$ and a limited number of units, where $\nu=6,12$, 96 , or 192, according as the degree of $\phi$ is $2,3,4$ or 5 . Every integer $\geqq 19272$ is a sum (p. 372) of at most 12 pyramidal numbers ( $x^{3}-x$ )/6.

[^23]Several writers ${ }^{183}$ found the first six integers $n$ making $n(n+1) / 2$ a square. Several ${ }^{184}$ proved that the difference of the roots of two successive triangular numbers, each a square, equals the sum of two successive integers the sum of whose squares is a square.
A. Boutin ${ }^{185}$ reduced $x^{2}=\Delta_{y}+1$ to $p^{2}-2 q^{2}=-1$ by setting $2 x=3 q \mp p, y=(k-1) / 2, k=3 p \mp 2 q$ [Euler $\left.{ }^{79}\right]$.
G. de Rocquigny ${ }^{186}$ noted the identities

$$
(5 n \pm 1)^{2}=\frac{n(n \mp 1)}{2}+\frac{(7 n \pm 1)(7 n \pm 2)}{2}
$$

$$
\begin{array}{r}
\left\{\Delta\left(a^{2}+a-1\right)+\Delta\left(a^{2}-a-1\right)\right\}\left\{\Delta\left(b^{2}+b-1\right)+\Delta\left(b^{2}-b-1\right)\right\} \\
=\Delta\left(a^{2} b^{2}+a b-1\right)+\Delta\left(a^{2} b^{2}-a b-1\right), \\
\{\Delta(7 a+1)+\Delta(a-1)\}\{\Delta(7 b+1)+\Delta(b-1)\} \\
=\Delta(7 c+1)+\Delta(c-1), \quad c=5 a b+a+b,
\end{array}
$$

and expressed $n^{6}, n+n^{2}+n^{3}+n^{4}, n^{3}+n^{4}+n^{5}+n^{6}$ and $n+\cdots+n^{6}$ as sums of three triangular numbers, etc.
A. Boutin ${ }^{187}$ solved $\Delta_{x-1}+\Delta_{n}=y^{2}$ by setting $x=a n-b, y=\alpha n-\beta$. Then

$$
a^{2}+1=2 \alpha^{2}, \quad b^{2}+b=2 \beta^{2}, \quad 4 \alpha \beta+1=a(2 b+1),
$$

which are solved by means of recursion formulas.
A. Berger ${ }^{188}$ proved many relations and inequalities involving the $r$ th $m$-gonal number (3) designated by $P(m, r)$. If $|x|<1$,

$$
\sum_{r=1}^{\infty} P(a, r) x^{r}=\frac{x+(a-3) x^{2}}{(1-x)^{z}}, \quad \sum_{r=1}^{\infty} P(a,-r) x^{r}=\frac{x^{2}+(a-3) x}{(1-x)^{3}} .
$$

He evaluated $\Sigma 1 / P(a, r)$, where $r$ zanges over all integers for which $P(a, r)$ takes positive values and each but once. If $a \geqq 3,|x|<1, \epsilon= \pm 1$,

$$
\prod_{r=1}^{\infty}\left(1-x^{(a-2) r}\right)\left(1+\epsilon x^{(a-2) r-a+3}\right)\left(1+\epsilon x^{(a-2) r-1}\right)=\sum_{r=-\infty}^{+\infty} \epsilon^{r} x^{P(a, r)},
$$

combinations of special cases of which give

$$
\prod_{r=1}^{\infty}\left(1-x^{r}\right)^{(-1)^{r}}=\sum_{r=-\infty}^{\infty} x^{P(0, r)}, \quad \prod_{r=1}^{\infty}\left(1-x^{r}\right)=\sum_{r=-\infty}^{\infty}(-1)^{r} x^{P(s, r)} .
$$

Let $\sigma(k)$ be the sum of the divisors of $k$, and $\psi(k)$ the excess of the sum of the odd divisors of $k$ over the sum of the even divisors. Then
$\log \sum_{r=-\infty}^{\infty}(-1)^{r} x^{R(8, r)}=-\sum_{k=1}^{\infty} \frac{\sigma(k) x^{k}}{k}, \quad \log \sum_{r=0}^{\infty} x^{R 8, r)}=\sum_{k=1}^{\infty} \frac{\psi(k) x^{k}}{k}$.
${ }^{188}$ Amer. Math. Monthly, 3, 1896, 81-2; Math. Quest. Educ. Times, 65, 1896, 53; 69, 1898, 51.
${ }^{18}$ Amer. Math. Monthly, 4, 1897, 187-9.
${ }^{185}$ Mathesis, (2), 6, 1896, 28-29.
${ }^{185}$ Mathesis, (2), 7, 1897, 217-221.
${ }^{187}$ Ibid., 269-270.

He studied (pp. 20-25) the number $\phi(a, k)$ of polygonal divisors of order $a$ of a positive integer $k$; every integer has in mean two triangular divisors, $\pi^{2} / 6$ square divisors, etc.
A. Goulard and A. Emmerich ${ }^{189}$ found two consecutive integers of which one is a square and the other triangular. In $x^{2}-\frac{1}{2} y(y+1)= \pm 1$, set $2 x=z, 2 y+1=t$, whence $2 z^{2}-t^{2}=7$ or -9 , which are reduced to the Pell equations $u^{2}-2 v^{2}=-1$, or +1 , and solved.
P. Bachmann ${ }^{190}$ gave an excellent exposition of Cauchy's ${ }^{93}$ proof of his modification of Fermat's theorem: every integer is a sum of $m m$-gonal numbers of which all but four are 0 or 1 .
R. W. D. Christie ${ }^{191}$ noted two formulas of the type

$$
\sum_{i=1}^{4} \Delta\left(a_{i}+n\right)=\sum_{i=1}^{4} \Delta\left(\sigma-a_{i}+n\right), \quad \sigma=\frac{1}{2} \sum_{i=1}^{4} a_{i}
$$

J. W. West ${ }^{192}$ noted that if $\Delta_{a}=6 \Delta_{b}+1, \Delta_{a}$ is not a square.
R. W. D. Christie ${ }^{193}$ proved that, if $p_{r}^{m}$ is the $m$ th $r$-gonal number,

$$
\begin{gathered}
(2 n)^{3}(r-2) p_{r}^{m}+\frac{1}{3}\left(4 n^{3}-n\right) y^{2}=(x-y)^{2}+(x-3 y)^{2}+(x-5 y)^{2}+\cdots, \\
x=2 m n(r-2), \quad y=r-4 .
\end{gathered}
$$

W. A. Whitworth and A. Cunningham ${ }^{194}$ noted that if $N=\Delta_{m}+\Delta_{n}$, $4 N+1=(m+n+1)^{2}+(m-n)^{2}$; conversely, if $4 N+1$ has no prime factor $4 k-1$, it is a sum of two squares and hence $N$ is a sum of two $\triangle$ 's.

Crofton ${ }^{195}$ noted that

$$
9 \Delta_{k}+1=\Delta(3 k+1), \quad 4 \Delta_{k}+4 \Delta_{l}+1=(k-l)^{2}+(k+l+1)^{2}
$$

Christie employed $\Delta_{m}+\Delta_{m+1}=(m+1)^{2}$ to get

$$
\begin{aligned}
\Delta_{n}+A^{2}+B^{2}+\cdots & =\Delta_{n}+\left(\Delta_{n+1}+\Delta_{n+2}\right)+\cdots+\left(\Delta_{2 n-2}+\Delta_{2 n-1}\right) \\
& =\left(\Delta_{n}+\Delta_{n+1}\right)+\left(\Delta_{n+2}+\Delta_{n+3}\right)+\cdots+\Delta_{2 n-1} \\
& =\Delta_{2 n-1}+\alpha^{2}+\beta^{2}+\cdots .
\end{aligned}
$$

W. A. Whitworth ${ }^{196}$ gave rules, depending on the convergents to the continued fraction for $\sqrt{2}$, to solve $\Delta=\square$ or $\Delta=2 \Delta^{\prime}$, equivalent to known rules to solve $u^{2}-2 v^{2}= \pm 1$.
E. Lemoine ${ }^{197}$ called a number $N$ decomposed into its maximum triangular numbers $\Delta$, and $m$ the index of $N$, if $N=A_{1}+\cdots+A_{m}$, where $A_{1}$ is the largest $\Delta \leqq N, A_{2}$ the largest $\Delta \leqq N-A_{1}, A_{3}$ the largest $\Delta \leqq N-A_{1}-A_{2}$, etc. If $Y_{m}$ is the least number of index $m$,

$$
Y_{m}=\frac{1}{2} Y_{m-1}\left(Y_{m-1}+3\right), \quad 2^{m-1} Y_{m}=\left(Y_{1}+3\right)\left(Y_{2}+3\right) \cdots\left(Y_{m-1}+3\right)
$$

${ }^{189}$ Mathesis, (2), 8, 1898, 52-4. Cf. Tits. ${ }^{223}$
${ }^{190}$ Die Arith. der Quadratischen Formen, 1, 1898, 154-162.
${ }^{191}$ Math. Quest. Educ. Times, 68, 1898, 84.
${ }^{192}$ Ibid., 69, 1898, 114.
${ }^{193}$ Ibid., 70, 1899, 119.
${ }^{19}$ Ibid., 71, 1899, 33.
${ }^{136}$ Ibid., 69.
${ }^{106}$ Ibid., 73, 1900, 32-3.
E. Grigorief ${ }^{198}$ discussed Fermat's theorem that every number is a sum of three $\triangle$ 's.
L. Kronecker ${ }^{199}$ gave a brief history of polygonal numbers.
J. J. Barnivill ${ }^{200}$ evaluated series involving figurate numbers, such as $1^{3}+\left(1^{3}+3^{3}\right) 2^{-1}+\left(1^{3}+3^{3}+6^{3}\right) 2^{-2}+\left(1^{3}+3^{3}+6^{3}+10^{3}\right) 2^{-3}+\cdots=6416$.
A. Cunningham ${ }^{201}$ noted that $\Delta_{x}^{2}+\Delta_{z}^{2}=2 \Delta_{y}^{2}$ if $\Delta_{x}=\xi \Delta_{z}, \Delta_{y}=\eta \Delta_{z}$, where $(\xi, \eta)=(1,1),(7,5),(41,29),(239,169)$, etc.

Cunningham and Christie ${ }^{202}$ solved $\mu \Delta_{x}=\nu \Delta_{y}$, which is equivalent to $\mu(2 x+1)^{2}-\nu(2 y+1)^{2}=\mu-\nu$, by use of a solution of $\xi^{2}-\mu \nu \eta^{2}=1$.
R. W. D. Christie ${ }^{203}$ argued that no $\Delta$ is a cube $>1$.
A. Cunningham ${ }^{204}$ noted that $\Delta_{a} \Delta_{x}=\Delta_{a} \Delta_{y}$ is equivalent to

$$
\Delta_{a}\left(X^{2}-1\right)=\Delta_{a}\left(Y^{2}-1\right),
$$

whose solutions follow from the least solution of $\xi^{2}-\Delta_{a} \Delta_{a} \eta^{2}=1$.
Christie ${ }^{205}$ noted that $N=\Delta_{2 a}+\Delta_{2 b}+\Delta_{2 c}$ implies
$2 N+1=(a+b+c+1)^{2}+(a-b-c)^{2}+(a+b-c)^{2}+(a-b+c)^{2}$, and similar formulas in which some of $2 a, 2 b, 2 c$ are replaced by odd numbers.

Cunningham ${ }^{206}$ noted that, if $x=\frac{2}{3}\left(10^{n}-1\right), \Delta_{x}=2 \cdots 21 \cdots 1$ ( $n$ two's and $n$ one's).
E. B. Escott ${ }^{207}$ proved that 55, 66 and 666 are the only triangular numbers, with fewer than 30 digits, consisting of a single repeated digit.
F. Hromádko ${ }^{208}$ noted that if $\Delta_{1}, \cdots, \Delta_{n}$ are any consecutive $\Delta$ 's,

$$
\Delta_{n}^{2}-\Delta_{1}^{2}=\left(\Delta_{2}-\Delta_{1}\right)^{3}+\left(\Delta_{3}-\Delta_{2}\right)^{3}+\cdots+\left(\Delta_{n}-\Delta_{n-1}\right)^{3} .
$$

L. von Schrutka ${ }^{209}$ proved that, if $l \equiv p_{n}^{a}(\bmod k)$, then

$$
\left(\frac{m}{2}-1\right) l+\left(\frac{m-4}{4}\right)^{2} \equiv\left\{\left(\frac{m}{2}-1\right) a-\left(\frac{m}{4}-1\right)\right\}^{2}(\bmod k)
$$

and conversely if $m / 2-1$ is prime to $k$, so that $k$ is called regular. The question of polygonal residues thus reduces to that of quadratic residues. Irregular moduli $k$ are treated on pp. 190-3.
J. Blaikie ${ }^{210}$ noted that $\frac{1}{2} n(n+1)$ is also a pentagonal number $\frac{1}{2} m(3 m-1)$ if $3 y^{2}-x^{2}=2$, where $x=6 m-1, y=2 n+1$. From solutions of the Pell equation $p^{2}-3 q^{2}=1$, we get solutions $x=123 q \pm 71 p$, $y=41 p \pm 71 q$ of the former.
${ }^{198}$ Kazan Izv. fiz. mat. obsc. (=Bull. Math. Phys. Soc. Kasan), 11, 1901, No. 2, 64-69 (in Russian).
190 Vorlesungen über Zahlentheoric, 1901, 17-22.
${ }^{200}$ Math. Quest. Educ. Times, 74, 1901, 80.
${ }^{201}$ Ibid., 65-6.
${ }^{202}$ Ibid., 87-8.
${ }^{203}$ Ibid., 75, 1901, 36.

It is stated ${ }^{211}$ that every $n$th power is a sum of $n \Delta ' s \neq 0$; for example,

$$
\begin{aligned}
& 3^{4}=55+15+10+1 \\
& 5^{5}=2850+210+45+2 \cdot 10=3003+105+10+6+1
\end{aligned}
$$

G. Nicolosi ${ }^{212}$ gave an elementary proof of Cantor's result that

$$
\frac{1}{2}(x+y)(x+y+1)+y=a
$$

has one and but one set of integral solutions. Solving for $y$ we see that $8 x+8 a+9$ must be a square $u^{2}$. Thus $x$ is integral only if $u^{2}-1=8 \theta$, whence $\theta=t(t+1) / 2$.
C. Burali-Forti ${ }^{213}$ noted relations like

$$
\begin{gathered}
p_{m}^{n}-p_{r}^{n}=(m-r) p_{3}^{n-1}, \quad p_{m}^{n}+p_{m}^{r}=p_{m}^{n+r}-n r(m-2), \\
m p_{m}^{n}-n p_{n}^{m}=\frac{1}{2} m n(m-n)
\end{gathered}
$$

A. Cunningham ${ }^{214}$ gave a method of expressing an integer as a sum of three triangular numbers.
P. Bachmann ${ }^{215}$ gave an introduction to polygonal and figurate numbers.
T. Hayashi ${ }^{216}$ proved that the quadruple of a number $\alpha(\alpha+\beta)(\alpha+2 \beta) / 6$ and hence of a pyramidal number is not a cube, by making use of the known impossibility of $x^{3}+y^{3}=3 z^{3}$.
E. Barbette ${ }^{217}$ summed the $p$ th powers of consecutive $n$-gonal numbers, found sums of $p$ th powers of $n$-gonal numbers equal to a $p$ th power of an $n$-gonal number, found cases with $n \leqq 6$ in which a sum of two $n$-gonal numbers is $n$-gonal, and gave a table of the first 5000 triangular numbers.
H. Brocard ${ }^{218}$ solved $10 \Delta_{x}+\Delta_{y}=z^{2}$ for $x$ and made the radical rational.
L. Aubry ${ }^{219}$ noted that $\Delta_{x-1} \Delta_{x} \Delta_{x+1}=\square$ if $(x-1)(x+2)=2 y^{2}$, whence $u^{2}-8 v^{2}=1$, where $2 x+1=3 u, y=3 v$. The solutions are known to be $u=1,3,17, \cdots, u_{n}=6 u_{n-1}-u_{n-2}$.
A. Gérardin ${ }^{220}$ collected recent problems on triangular and pentagonal numbers. He noted (p. 70) that

$$
3^{2 n} x=\Delta_{a}-\Delta_{b}, \quad a=3^{n} x+\left(3^{n}-1\right) / 2, \quad b=3^{n} x-\left(3^{n}+1\right) / 2
$$

Let $a, b$ become $c, d$ when $x=y^{2}$; then

$$
\Delta(c)+\Delta(d)=\Delta\left(d-3^{n} y\right)+\Delta\left(d+3^{n} y\right)
$$

${ }^{211}$ Sphinx-Oedipe, 1906-7, 31, 46.
${ }^{212}$ I Pitagora, Palermo, 15, 1908-9, 15-17. In Suppl. al Periodico di Mat., 1908, fasc. 5-6; there is a proof by triangular numbers.
${ }^{213}$ Ibid., 16, 1909-10, 135-6.
${ }^{24}$ Math. Quest. Educ. Times, (2), 15, 1909, 44-5.
${ }^{215}$ Niedere Zahlentheorie, 2, 1910, 1-14.
${ }^{216}$ Nouv. Ann. Math., (4), 10, 1910, 83.
${ }^{217}$ Les sommes de p-ièmes puissances distinctes égales à une p-ième puissance, Liège, 1910, 154 pp. Extract by Barbette. 24
${ }^{218}$ Sphinx-Oedipe, 6, 1911, 29-30.
${ }^{219}$ Ibid., 187-8. Problem of Lionnet, Nouv. Ann. Math., (3), 2, 1883, 310.
${ }_{220}$ Sphinx-Oedipe, 1911, 40-3, 57-8, 81-6, 113-21, 129-32.

He treated (pp. 97-101) the decomposition of various types of numbers into a sum of three triangular numbers.

The ordinary definitions of polygonal and figurate numbers were repeated by L. Tenca ${ }^{221}$ and E. A. Engler. ${ }^{222}$
L. Tits ${ }^{223}$ solved Emmerich's ${ }^{189}$ equation for $y$, made the radical rational and was led in both cases to $t^{2}-8 v^{2}=1$.
E. Barbette ${ }^{224}$ gave many numerical examples in which a sum of $n$-gonal numbers equals an $n$-gonal number.
L. von Schrutka ${ }^{225}$ found that $\frac{1}{2}\left\{\left(\frac{1}{2} T\right)^{2}+U^{2}\right\}$ is not expressible in a single way as a sum of two numbers of the form $T\left(x^{2}+x\right) / 2+U x$ unless $T / 2=3$ or 5 . In the first case it is shown that, if $p$ is a prime $\equiv 5(\mathrm{mod}$ 12), ( $p-2$ )/3 can be expressed in one and but one way as a sum of two 8 -gonal numbers $3 x^{2}-2 x$. He gave an analogous theorem for 12 -gonal numbers $5 x^{2}-4 x$, and one for numbers $5 x^{2}-2 x$.
A. Gérardin ${ }^{226}$ solved $n^{2}+2^{\theta} n=\Delta_{x}$ for $x$ by setting $n=x p / q$. He (p. 128) reduced $\Delta_{x} \Delta_{y}=\Delta_{x^{2}+x}$ to $2 \Delta_{x}+1=\Delta_{y}$ and noted the solutions $\Delta_{x}=10,45, \Delta_{y}=21,91$.
L. Bastien ${ }^{227}$ noted that $x^{4}-y^{4}=\Delta_{z}$ if $z=x^{2}+y^{2}$ and $x^{2}-3 y^{2}=1$, or if $z=\left(x^{2}+y^{2}\right) / \lambda, \quad z+1=2 \lambda\left(x^{2}-y^{2}\right)$ or vice versa, whence

$$
\left(2 \lambda^{2}-1\right) x^{2}-\left(2 \lambda^{2}+1\right) y^{2}= \pm \lambda
$$

G. Métrod ${ }^{228}$ noted that $\Delta_{u}-\Delta_{v}=x^{3}$ if $(u-v)(u+v+1)=2 x^{3}$, whence $2 x^{3}$ is to be expressed as a product of two distinct factors, one even and one odd.
F. Mariares ${ }^{229}$ noted that the sum of $1,2, \cdots, n$ is $n(n+1) / 2$ since the sum duplicated makes a rectangle of $n$ by $n+1$. Again,

$$
1+3+6+\cdots+\frac{n(n+1)}{2}=2^{2}+4^{2}+\cdots+\left(2 \cdot \frac{n}{2}\right)^{2}
$$

or

$$
1+3+6+\cdots=1^{2}+3^{2}+\cdots+\left(2 \cdot \frac{n+1}{2}-1\right)^{2}
$$

according as $n$ is even or odd. Hence

$$
\Delta_{1}+\Delta_{2}+\cdots+\Delta_{n-1}+\Delta_{1}+\cdots+\Delta_{n}=\sum_{k=1}^{n} k^{2}
$$

Numbers simultaneously triangular and pentagonal have been treated. ${ }^{230}$

```
221 Il Boll. di Mat. Sc. Fis. Nat., 12, 1910-11, No. 1, p. 16, No. 3, p. }24
222 Trans. St. Louis Acad. Sc., 20, 1911, 37-57.
223 Mathesis, (4), 1, 1911, 74-5.
224 L'enseignement math., 14, 1912, 19-30. Cf. Barbette. .17
225 Monatshefte Math. Phys., 23, 1912, 267-273.
226 Sphinx-Oedipe, 8, 1913, 110, 121-2 (1907-8, 173; 1911, 75).
227 Ibid., 156, 172-3.
228 Ibid., 174.
229 Revista Soc. Mat. Española, 2, 1913, 333-5.
230 Mathesis, (4), 3, 1913, 20-22, 80-81. Cf. Euler. }\mp@subsup{}{}{70
```

* S. Minetola ${ }^{231}$ gave a combinatory definition of the numbers in Tartaglia's triangle.
N. Alliston and J. M. Child ${ }^{232}$ proved that no triangular number $>1$ is a biquadrate.

An anonymous writer ${ }^{233}$ proved that if a number $4 n+1$ is a 2 , it is a sum of two triangular numbers $c(c+1) / 2$ and $d(d+1) / 2$, where $d$ may be negative; then $c$ and $d$ are of the same parity.
G. Métrod ${ }^{234}$ stated that, if $p_{q}^{n}$ is the $n$th polygonal number of $q$ sides, the g.c.d. of $p_{q}^{n}$ and $p_{q}^{n+1}$ is the g.c.d. of $n+1$ and $q-3$ unless the latter are even and then is the g.c.d. of $(n+1) / 2$ and $q-3$. The g.c.d. of $p_{q}^{n}$ and $p_{q+1}^{n}$ is $n$ or $n / 2$ according as $n$ is even or odd.
A. Gérardin ${ }^{234 a}$ noted that $2 \Delta_{x}-1$ is a prime for $x \leqq 9$. He ${ }^{234 b}$ gave a series for $\Delta_{x} \cdot \Delta_{y}=\Delta_{z}^{2}$ with the law of recurrence $z_{n+1}=6 z_{n}-z_{n-1}+2$, $z_{0}=3, z_{1}=20$. $\mathrm{He}^{234 c}$ gave a general solution of $\Delta_{a}+\Delta_{b}=e^{2}+2 \Delta_{d}$, a special case having been noted by Euler ${ }^{59}$, and noted the examples $a=2 s+1$, $b=4 s, d=3 s, e=s+1 ; a=6 s+2, b=4 s-1, d=5 s+1, e=s-1$.
E. Bahier ${ }^{235}$ found sets of three $m$-gonal numbers in arithmetical progression: $p_{m}^{\lambda}+p_{m}^{\nu}=2 p_{m}^{\mu}$. Multiply each $p$ by $8(m-2)$ and add $(m-4)^{2}$ to each product. By Diophantus' relation (1), we get

$$
P_{\lambda}^{2}+P_{\nu}^{2}=2 P_{\mu}^{2}, \quad P_{\lambda} \equiv(m-2)(2 \lambda-1)+2
$$

Hence, by Ch. XIV,

$$
P_{\lambda}= \pm\left(x^{2}-2 x y-y^{2}\right), \quad P_{\mu}=x^{2}+y^{2}, \quad P_{\nu}=x^{2}+2 x y-y^{2}
$$

Then $\lambda, \mu, \nu$ are found in terms of $x, y, m$ by use of the above equation defining $P_{\lambda}$. The conditions that $\lambda, \mu, \nu$ be positive integers are discussed at length.
S. Ramanujan ${ }^{235 a}$ obtained expressions for the number of representations of $n$ as a sum of $2 s$ triangular numbers.

Notes* from l'intermédiaire des mathematiciens.
A. Boutin, ${ }^{238} 1,1894,91 ; 2,1895,31$, noted that the square of each term of the series $0,1,6,35, \cdots, u_{n}=6 u_{n-1}-u_{n-2}, \cdots$ is a triangular number $\Delta$, and stated that the $\Delta$ 's in this series (viz., $0,1,6$ up to $u_{24}$ ) are the only $\triangle$ 's whose square is a $\Delta$. He gave all solutions $x=8,800, \cdots$ of $x^{2}+\Delta_{x}=\square$ and stated that $y^{3} \pm 1=\Delta_{x}$ only for $y=1,3,16,20$; $x=0,1,7,90,126$. An incorrect solution of the latter by E. Fauquem-

[^24]bergue, 4, 1897, 159-162, was corrected later, 5, 1898, 257. P. F. Teilhet, 11, 1904, 11-12, verified that aside from $0,1,6$ there is no $\Delta$ with fewer than 660 digits whose square is a $\triangle$.
G. de Rocquigny, 2, 1895, 394, noted that evcry triangular number except 1 and 6 is a sum of three, each $\neq 0$, since ${ }^{237}$
\[

$$
\begin{gathered}
\Delta(3 p-1)=2 \Delta(2 p-1)+\Delta(p), \quad \Delta(3 p)=2 \Delta(2 p)+\Delta(p-1), \\
\Delta(3 p+1)=\Delta(2 p)+\Delta(2 p+1)+\Delta(p)
\end{gathered}
$$
\]

On $\triangle$ 's expressed as a sum of two or three $\triangle$ 's, see $4,1897,158$. For solutions of $(x+1)^{3}-x^{3}=\triangle_{y}$, see 4, 1897, 262-4; 5, 1898, 18, 110-1 (and Mathesis, (2), 8, 1898, 126).
E. Fauquembergue, $4,1897,209$, noted that $\triangle_{x}+\triangle_{y}=z^{2}$ is equivalent to $(2 x+1)^{2}+(2 y+1)^{2}=(2 z+1)^{2}+(2 z-1)^{2}$, which by Euler's formula for the product of two sums of two squares has the solution $2 x+1=a c+b d, \quad 2 y+1=b c-a d, \quad$ if $\quad b c+a d=a c-b d+2 . \quad$ Cf. Gérardin ${ }^{12}$ of Ch. XXIV. A. Palmström, 210, noted that the problem is equivalent to

$$
(x+y)(x-y+1)=2(z+y)(z-y)
$$

On $\Delta_{x}+\Delta_{y}=z^{3}$ see 7, 1900, 250. E. B. Escott, 11, 1904, 82, noted that $\triangle_{x}+\triangle_{y}=z^{5}$ is equivalent to $(2 x+1)^{2}+(2 y+1)^{2}=2\left(4 z^{3}+1\right)$, a necessary and sufficient condition for which is that every prime factor of $4 z^{5}+1$ be of the form $4 n+1$; and gave solutions for $z=1,4,6,9,12,16$.

On $\Delta_{x}=y^{2}+z^{2}$ see $3,1896,248 ; 4,1897,129-132,255$.
Any number $N$ is a sum of three pentagons $\left(3 x^{2} \pm x\right) / 2$ since

$$
24 N+3=\sum_{3}(6 x \pm 1)^{2}
$$

is solvable, 4, 1897, 157. On $\Delta^{\prime}+\Delta^{\prime \prime}=\triangle, 4,1897,158 ; 5,1898,70$. The sum $n(n+1)(n+2) / 6$ of the first $n \Delta$ 's is a $\Delta$ for $n=1,3,8,20,34$, but for no further $n<316,4,1897,159 ; 6,1899,176 ; 7,1900,192 ; 16$, 1909,$236 ; 17,1910,110$; and is a square for $n=1,2,48$, but for no others $<10^{12}, 9,1902,279 ; 10,1903,235$. The sum $n(n+1)(2 n+1) / 6$ of the first $n$ squares is a $\Delta$ for $n=1,5,6,85$ by $6,1899,175 ; 7,1900,211 ; 9$, 1902, 278.
P. Tannery, 5, 1898, 280, and C. Berdellé, 7, 1900, 279, gave algebraic and geometric proofs that, aside from 6, every $p$-gonal number is a sum of $p-2$ triangular numbers $>0$.

A prime $6 n+1=3 p^{2}+q^{2}$ is a sum of $3 \triangle$ 's $>0,4,1897,119$. Since a prime $8 n+1$ equals $8 m^{2}+(2 p+1)^{2}$, it equals $\triangle_{2 m}+\square+P$, where $P=m(6 m-1)$ is pentagonal, $8,1901,183$.
G. de Rocquigny, $7,1900,65,195 ; 8,1901,52 ; 9,1902,116,176,230$; $10,1903,5-6,40,122,205-6,285,300-2$; 11, 1904, 99, 150, 158, 163-4, $189,214,237 ; 15,1908,181$, stated many theorems of the following type: every sixth power is a sum of a square, cube and triangular (or hexagonal) number; every number $>7$ is a sum of three $\Delta$ 's and three squares each $\neq 0$. A. Gérardin, 18, 1911, 177-184, 199, 275, discussed these theorems.

[^25]G. Picou, $9,1902,115$, noted that $a^{2}-b(b+1) / 2=2^{2 n}$ for
$$
a=2^{n+1}+2^{n} \pm 1, \quad b=2^{n+2}+1 \quad \text { or } \quad 2^{n+2}-2
$$
H. Brocard, 10, 1903, 24-6, noted the solution
$$
a=\left(9 \cdot 2^{n}-2\right) / 7, \quad b=8\left(2^{n}-1\right) / 7
$$
P. F. Teilhet, 10, 1903, 240-1, gave a somewhat general discussion.

That $1+6 \triangle \neq$ cube $\neq 0$, see $10,1903,97,197$.
P. Jolivald, $12,1905,16,152$, gave an erroneous proof that unity is the only number simultaneously a $\triangle$, square and hexagon. As noted by M. Rignaux, 24, 1917, 80-1, a hexagonal number $r(2 r-1)$ is triangular, so that we have only to solve $r(2 r-1)=y^{2}$, whence $8 y^{2}+1=\square$, whose solution is known.

A product of 3 consecutive $\triangle$ 's may be a square, $11,1904,158$.
H. B. Mathieu, 16, 1909, 34, gave identities showing that the square of any number $\neq 1[4,16]$, and not a multiple of 3 , is a sum of a $\Delta$ and a square, each not zero [three $\triangle$ 's].
A. Arnaudeau, 18, 1911, 132, deposited with the library of the Institute of France the manuscript of his unpublished table of triangular numbers.
A. Gérardin, 1911, 205-7, gave solutions of $x^{4}+y^{4}+z^{4}=2 T^{2} / t^{2}$, where $T$ and $t$ are triangular numbers $\triangle$. He cited, 273, Fuss ${ }^{\prime 67}$ note giving $9 x+5$, $9 x+8$ as linear forms of numbers not a sum of two $\Delta$ 's.

To decompose $(n+1)^{5}-n^{5}$ into three $\triangle$ 's see 19, 1912, 37, 104-5. For

$$
(x+1)^{3}+(x+2)^{3}+\cdots+(x+m)^{3}=\Delta_{x+m}^{2}-\Delta_{x}^{2}
$$

see 19, 1912, 114. L. Aubry, 19, 1912, 231; 20, 1913, 108, noted that $\Delta_{x}^{2}-\Delta_{y}^{2}=z^{3}$ for $x, y=\left(8 m^{4} \pm 12 m^{3}-4 m^{2}-1\right) / 3$. A. S. Monteiro, $20,1913,18-20$, obtained solutions from the fact that the sum of the cubes of any number of consecutive integers equals the difference of the squares of two $\triangle$ 's.
R. Niewiadomski, ${ }^{238} 20,1913,5-6$, gave many algebraic identities between polygonal numbers, also expressions for $n^{k}, n^{3}+1, n^{3}+(n+1)^{3}$, etc., as polygonal numbers.
U. Alemtejano (a pseudonym), 21, 1914, 169, stated that if $4 m+1$ is a sum of two squares, $m$ is a sum of two $\triangle$ 's, and conversely, since

$$
4\left(\Delta_{n}+\Delta_{a}\right)+1=(n+a+1)^{2}+(n-a)^{2}
$$

Also, 9 is the only number $4 \Delta_{n}+5$ which is a square of a prime and not a sum of two squares. Again, $\Delta_{2 n+a}+\Delta_{a-1}-n=n^{2}+(n+a)^{2}$. Proofs by L. Aubry, 22, 1915, 69. Alemtejano, 22, 1915, 8, gave

$$
\left\{4\left(\Delta_{n}+\Delta_{a}\right)+1\right\}^{2}=(2 a+1)^{2}(2 n+1)^{2}+\left\{4\left(\Delta_{n}-\Delta_{a}\right)\right\}^{2}
$$

Several, $22,1915,167-8$, proved that every square is expressible in the form $\Delta_{u}-2 \Delta_{v}$ in an infinitude of ways. On the last digits of $\Delta$, see 22,1915 , 235-6.
${ }^{28}$ Also in Wiadomsci Mat., Warsaw, 17, 1913, 91-98.
A. Gérardin, 21, 1914, 133-5, considered numbers expressible simultaneously in the form $(x+1)(x+2) \cdots(x+p) / p$ ! for $p=2,3, \cdots$. $\mathrm{He}, 22,1915,203-5$, considered the representation of numbers by $x^{2}+y^{2}$ $+z^{2}+w$, where $w$ is polygonal.

The question [Meyl ${ }^{136}$ ] of tetrahedral numbers which are squares reduces to $N^{3}-N=6 n^{2}$, which was treated incompletely by L. Aubry, 26, 1919, 85-87.
A. Boutin, 26, 1919, 35, 123, proved that no number is simultaneously triangular, hexagonal, and a square.

For minor remarks on triangular numbers, see Glaisher ${ }^{88}$ of Ch. III; Euler ${ }^{12}$ of Ch. VII; Realis ${ }^{53}$ and paper 8 of Ch. XIII; Pepin, ${ }^{193}$ and Cunningham ${ }^{282}$ (on $\Delta_{x}=c \Delta_{y}$ ) of Ch. XXI; Mathieu ${ }^{232}$ of Ch. XXII.

In Vol. I of this History were quoted theorems on triangular numbers by G. W. Leibniz, p. 59; V. Bouniakowsky, pp. 283-4; R. Lipschitz, pp. 291-2; E. Barbette, p. 373; H. Brocard, p. 425; and P. Jolivald, p. 427.

## Papers on polygonal or figurate nombers not available for report.

G. U. A. Vieth, Ueber fig. Zahlen, Progr., Dessau, 1817.
J. P. L. A. Roche, Dém. nouv. des formules des piles de boulets, Toulon, 1827.
H. Anton, Arith. Reihen höh. Ord. u. die fig. Z., Progr. Öls, 1850.
A. Wiegand, Trigonaltriaden in arith. Progres., Halle, 1850.
J. Van Cleeff, Verhandeling over de polygonaal of veelhoekige getallen, Groningen, 1855.
N. Nicolaïdès, Les Mondes, 7, 1865, 693; 8, 1865, 615, 708.
J. L. A. Le Cointe, Les Mondes, 8, 1865, 707.

Soufflet, Les Mondes, 13, 1867, 336 [last 3 papers on fig. numbers].
J. Talir, Arith. Reihe höh. Ord. u. fig. Z., Progr., Waidhofen, 1872.
G. de Rocquigny-Adanson, Les nombres triang., Moulins, 1896.
-

## CHAPTER II.

## LINEAR DIOPHANTINE EQUATIONS AND CONGRUENCES.

$$
\text { Solution of } a x+b y=c
$$

The Hindu Aryabhatta ${ }^{1}$ (fifth century or earlier) knew a general method of solving indeterminate equations of the first degree. The original of his treatise (on astronomy mainly) has been lost. Such a method of solution is given in outline by Brahmegupta without the clear details of the later presentation by Bháscara.

Brahmegupta ${ }^{2}$ (born 598 A.D.) gave the following rule to find a constant " pulverizer." From the given multiplier and divisor, remove their greatest common divisor (found by mutual division). The thus reduced multiplier and divisor are mutually divided until the residue unity is obtained, and the quotients are written in order. Multiply the residue unity by a number chosen so that the product less one (or plus one, if there be an odd number of quotients) shall be exactly divisible by the divisor which produced the residue unity. After the above listed quotients place this chosen number and after it the quotient just obtained. To the ultimate add the product of the penultimate by the next preceding term [etc.]. The number found, or its residue after division by the reduced divisor, is the constant pulverizer.

Thus if 3 and 1096 are the reduced multiplier and divisor, the single quotient is 365. Multiply the residue unity by the chosen number 2 and add 1. Dividing the sum by 3 , we get the quotient 1 . Hence the series is 365,2 , 1 , so that the pulverizer is $1+2 \cdot 365=731$. [We have $3 \cdot 731-1=2 \cdot 1096$.]

Again (§ 27, p. 336), let the reduced dividend [multiplier] and divisor be 137 and 60 , while the augment or additive quantity is 10 . By reciprocal division of 137 and 60 , we get the quotients $0,2,3,1,1$ and last two remainders 8 and 1. Since the augment is now positive and the number of quotients is odd and since $1.9-1$ is divisible by 8 , we select 9 as the chosen number. The constant pulverizer is said to be found as before. Its product by 10 is divided by 60 to give the desired multiplier $10 ; 10 \cdot 137+10=60 \cdot 23$.

There occur various problems ( $\S \S 52-60, \mathrm{pp} .348-360$ ) on astronomical time leading to a linear equation in two or more variables, special values being arbitrarily assigned to all but two of the variables. One equation is $6 y-136 c=266$; without detail, the constant pulverizer is said to be 2 and the multiplier $4=c$, whence the quotient gives $y=135$.

Mahāvīrācārya ${ }^{3}$ (about 850 A.D.) gave a process essentially that due to Brahmegupta, though not requiring that the initial division be continued until the remainder unity is reached. To find $x$ such that $31 x-3$ is

[^26]divisible by 73 , employ
\[

$$
\begin{gathered}
31=0 \cdot 73+31, \quad 73=2 \cdot 31+11, \quad 31=2 \cdot 11+9, \\
11=1 \cdot 9+2, \quad 9=4 \cdot 2+1 .
\end{gathered}
$$
\]

The least remainder of odd rank is 1 . Choose a number $a=5$ such that $a \cdot 1-3$ is divisible by the last divisor 2 , the quotient being 1. By use of 5,1 and the quotients $2,2,1,4$ after the first, we derive

| 2 | 2 | 1 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| $172=2 \cdot 73+26$, | $73=2 \cdot 26+21$, | $26=1 \cdot 21+5$, | $21=4 \cdot 5+1$. |  |

A smaller answer than 172 is given by $172-2 \cdot 73=26$.
In the second example, $63 x+7$ is to be made a multiple of 23 . Here

$$
\begin{gathered}
63=2 \cdot 23+17, \quad 23=1 \cdot 17+6, \quad 17=2 \cdot 6+5, \\
6=1 \cdot 5+1, \quad 5=4 \cdot 1+1,
\end{gathered}
$$

the division being carried an extra step so as to yield the last remainder of odd rank. Here $a=1$ makes $a \cdot 1+7$ divisible by the last divisor 1. Discarding the first quotient, we have $1,2,1,4,1,8$ and then get 51,38 13,12 . Since $51=2 \cdot 23+5$, an answer is 5 .

Bháscara Áchárya (born, 1114) gave detailed methods of finding a pulverizing multiplier (Cuttaca) such that if a given dividend be multiplied by it and the product added to a given additive quantity, the sum will be exactly divisible by a given divisor.

First ( $\$ \S 248-252$ ), we reduce the dividend, divisor and additive by their g.c.d. If a common divisor of the dividend and divisor does not divide also the additive, the problem is impossible.

Next ( $\$ \S 249-251$ ), divide mutually the reduced dividend and divisor until the remainder unity is obtained. Write the quotients in order, after them write the additive, and after it zero. To the last term add the product of the penult by the next preceding number. Reject the last term and repeat the operation until only two numbers are left. The first of these is abraded by the reduced dividend, and the remainder is the desired quotient. The second of the two, abraded by the reduced divisor, is the desired multiplier.

Example (§253): Dividend 17, Divisor 15, Additive 5. The quotients are 1,7 , so that the series is $1,7,5,0$. Since $0+7 \cdot 5=35$, the new series is $1,35,5$. The final series is 40,35 . Abrading them by multiples of 17 and 15 respectively, we get 6 and 5 as the desired quotient and multiplier $[17 \cdot 5+5=15 \cdot 6]$.

[^27]In case (§252) the number of quotients is odd, the numbers found by the above rule must be subtracted from their respective abraders to give the true quotient and multiplier. Thus (§ 255) for Dividend 10, Divisor 63, Additive 9, the successive series are $0,6,3,9,0$ [and 0,6,27, 9 and 0,171 , 27 , and $27=2 \cdot 10+7,171=2 \cdot 63+45]$, so that $10-7=3$ is the quotient and $63-45=18$ is the multiplier [check: $10 \cdot 18+9=3 \cdot 63$ ].

Concerning a "constant pulverizer" (§ 263, pp. 119-120), we may solve the first example above by first treating the related problem: Dividend 17, Divisor 15, Additive 1, then multiply the deduced multiplier 7 and quotient 8 by the former additive 5, abrade and get 6 and 5 as the quotient and multiplier when the additive is 5 .

As to a "conjunct pulverizer" (§§ 265-6, p. 122), if there be a fixed divisor and several multipliers, make the sum of the latter the dividend, the sum of the remainders the subtractive quantity, and proceed as before. Thus, to find a number whose products by 5 and 10 give the respective remainders 7 and 14 when divided by 63 , take Dividend $5+10$, Divisor 63 , Subtractive $7+14$; reduced Dividend, Divisor and Subtractive are 5, 21,7 ; the desired multiplier is 14 .

Bháscara ${ }^{5}$ gave a rule for solving linear equations in two or more unknowns. In case there are $k$ equations, eliminate $k-1$ of the unknowns and proceed with the single resulting equation as follows. Assign arbitrarily special values to all but two of the unknowns. In the resulting equation in two unknowns, solve for one in terms of the other and render it integral by use of the pulverizer.

For example, of two equally rich men, one has 5 rubies, 8 sapphires, 7 pearls and 90 species; the other has 7, 9,6 and 62 species; find the prices ( $y, c, n$ ) of the respective gems in species. Thus

$$
5 y+8 c+7 n+90=7 y+9 c+6 n+62, \quad y=\frac{-c+n+28}{2}
$$

Take $n=1$, and use the method of a pulverizer to find $c$ so that $y=(-c+29) / 2$ shall be integral. We get

$$
c=1+2 p, \quad y=14-p
$$

where $p$ is arbitrary. For $p=0,1$, we get $(y, c, n)=(14,1,1),(13,3,1)$.
Again (§ 161, pp. 237-8), what three numbers being multiplied by 5, 7, 9 respectively, and the products divided by 20 , have remainders in arithmetical progression with the common difference 1 , and quotients equal to remainders? Call the numbers $c, n, p$; the remainders $y, y+1, y+2$. Thus

$$
\begin{aligned}
5 c-20 y & =y, & & y=5 c / 21 \\
7 n-20(y+1) & =y+1, & & y=(7 n-21) / 21 \\
9 p-20(y+2) & =y+2, & & y=(9 p-42) / 21
\end{aligned}
$$

By the first two values of $y, c=(7 n-21) / 5$. By the last two,

$$
n=(9 p-21) / 7
$$

[^28]which by use of the pulverizer gives $n=9 l+6, p=7 l+7$. Then $c=(63 l+21) / 5$, which by the pulverizer gives $c=63 h+42, l=5 h+3$. Hence $n=45 h+33, p=35 h+28, y=15 h+10$. Since the quotient equals the remainder, which cannot exceed the divisor, we must take $h=0$.

What two numbers, except 6 and 8 , being divided by 5 and 6 have the respective remainders 1 and 2; while their difference divided by 3 has the remainder 2; their sum divided by 9 has the remainder 5 ; and their product divided by 7 leaves 6 ( $\$ 163$, p. 239)? The conditions other than the last give $45 p+6$ and $54 p+8$ as the numbers. As the product is quadratic, take $p=1$ [provisionally]. Abrading the product by multiples of 7 , we get $3 p+2$, which must equal $7 l+6$. By the pulverizer, $p=7 h+6$, and the second number is $378 h+332$. The additive ( $45 p$ ) of the first number multiplied by $7 h$ is its present additive, so that the first number is $315 h+51$.

What number multiplied by 9 and 7 and the products divided by 30 yields remainders whose sum increased by the sum of the quotients is 26 (§ 164, p. 240)? Answer, 27.

What number multiplied by 23 and the product divided by 60 and 80 has 100 as the sum of the remainders ( $\S \S 166-7$, p. 241)? Taking 40 and 60 as the remainders, we get the number $240 l+20$. Taking 30 and 70 , we get $240 l+90$; etc.

Bachet de Méziriac ${ }^{6}$ stated that if $A$ and $B$ are any relatively prime integers, we can find a least integral multiple of $A$ which exceeds an integral multiple of $B$ by a given integer $J$ [i. e., solve $A x=B y+J]$. Proof was given in the 1624 edition, pp. 18-24. It suffices to solve $A X=B Y+1$. Bachet employed notations for 18 quantities, making it difficult to hold in mind the relations between them and so obtain a true insight into his correct process. Hence we shall here carry out in clearer form his process for his example $A=67, B=60$. Subtract the smaller number $B$ as many times as possible from the larger number $A$, to give a positive remainder $C$. If $C=1, A$ itself is the desired multiple of $A$ which exceeds a multiple of $B$ by unity. Next, let $C>1$ and subtract $C$ from $B$ as many times as possible, continuing until the remainder 1 is reached:

$$
\text { (1) } 67=1 \cdot 60+7, \quad 60=8 \cdot 7+4, \quad 7=1 \cdot 4+3, \quad 4=1 \cdot 3+1 \text {. }
$$

From the last equation we deduce

$$
\begin{equation*}
3 \cdot 3=2 \cdot 4+1 \tag{2}
\end{equation*}
$$

by the rule that if $a=m b+1$ then $a b+1-a$ is the least multiple of $b$ which exceeds by unity a multiple of $a$. Multiply the third equation (1) by first coefficient 3 in (2) and eliminate the term $3 \cdot 3$ by use of (2); we get

$$
\begin{equation*}
3 \cdot 7=5 \cdot 4+1 \tag{3}
\end{equation*}
$$

[^29]Multiply the second equation (1) by the coefficient 5 in (3), and eliminate the term $5 \cdot 4$ by use of (3); we get

$$
\begin{equation*}
43 \cdot 7=5 \cdot 60+1 \tag{4}
\end{equation*}
$$

Finally, multiply the first equation (1) by the coefficient 43 in (4) and eliminate the term $43 \cdot 7$ by use of (4); we get

$$
\begin{equation*}
43 \cdot 67=48 \cdot 60+1 \tag{5}
\end{equation*}
$$

so that the least $X$ is 43 and the corresponding $Y$ is 48 .
Bachet's first step, leading to (1), is Euclid's algorithm for finding the greatest common divisor of $A$ and $B$. His next steps are the elimination from equations (1) of the terms in $3,4,7$, respectively, in a special way so that negative quantities are not introduced.

John Kersey" treated Problems 18 and 21 of Bachet, ${ }^{6}$ but "without following Bachet's very tedious and obscure method of solution." To solve $9 a+6=7 b$, start with 6 and by successive additions of 9 form the series $15,24,33,42, \cdots$; next, form similarly the multiples $7,14,21,28$, $35,42, \cdots$ of 7 ; the common number 42 yields $a=4, b=6$. Another method is used for $49 a+6=13 b$; find the multiple (65) of 13 which just exceeds $49+6$; divide 49 by 13 ; since in $55=65-10,49=39+10$, we have remainders differing only in sign, we add and get 104; then $b=104 / 13, a=2$. If one remainder had been merely a divisor of the other remainder, we first multiply one of the equations. Neither of these cases arises for $121 a+5=93 b$. Then $126=186-60,121=93+28$, and we seek $c$ and $d$ such that $93 c+60=28 d$. After the latter is solved by the former process, we deduce $a$ and $b$ as in the preceding case. In a new type of problem, the constant term occurs in the member with the smaller coefficient, as in $71 a+3=173 b$. Take $2 \cdot 71$, which increased by 3 , gives a sum $<173$. Since $145=173-28$, solve $173 A+1=71 B$ as above to obtain $A=16, B=39$. Multiply the latter equation by 28 and subtract the former. Thus $173(16 \cdot 28+1)=71 \cdot 39 \cdot 28+145$, whence $b=16 \cdot 28+1=449, a=1094$.

Michel Rolle ${ }^{8}$ (1652-1719) gave a rule to find integral solutions; he applied it as follows. For $12 z=221 h+512$, divide the larger coefficient 221 by the smaller 12; the largest integer in the quotient is 18 . Set $z=18 h+p$; we get $12 p=5 h+512$. By the same method [dividing 12 by 5$], h=2 p+s, 2 p=5 s+512$. By the same method, $p=2 s+m$. Then $2 m=s+512$, and we have now reached a coefficient which is unity. Eliminating $s$ and $p$ from

$$
s=2 m-512, \quad p=2 s+m, \quad h=2 p+s, \quad z=18 h+p
$$

we get the desired solution

$$
z=221 m-47104, \quad h=12 m-2560
$$

[^30]But for $111 x-301 y=222$, it is simpler to begin with $301=3 \cdot 111-32$, rather than with $301=2 \cdot 111+79$.

Thomas Fantet de Lagny ${ }^{9}$ gave examples of a "new method" of solving indeterminate equations. To make $m=(19 n-3) / 28$ an integer, double $28 n-(19 n-3)$ and subtract the result $18 n+6$ from $19 n-3$; thus $n-9$ is to be divisible by 28 . Hence $n=9+28 f$, where $f$ is any integer. Later, he ${ }^{10}$ gave (pp. 587-595) the following rule for solving $y=(a x+q) / p$, where $a$ and $p$ are relatively prime, and (as may be assumed) $a<p, q<p$ : Take $a$ from $p$ as many times as possible and call the remainder $r$; take $r$ from $a$ as many times as possible and call the remainder $t$; etc., until the remainder 1 is reached. Then make the same divisions for $q$ and $p$ as were made for $a$ and $p$, having regard to the signs. According as the last remainder is $-s$ or $+s$, we have $x=s$ or $p-s$.
L. Euler ${ }^{11}$ gave a process to find an integer $m$ such that $(m a+v) / b$ is integral, where $v>0$. Set $a=\alpha b+c$. Then $A=(m c+v) / b$ must be an integer. Thus $m=(A b-v) / c$. First, if $v$ is divisible by $c$, we get a solution by taking $A=0$. Second, if $v$ is not divisible by $c$, set $b=\beta c+d$. Then $m$ will be integral if $(A d-v) / c$ is integral. Thus we set $c=\gamma d+e$, etc. Euler remarked that the process is therefore that of finding the greatest common divisor of $a, b$, continued until we reach a remainder which divides $v$. His formula for a solution of $m a+v=n b$ is equivalent to

$$
n=a v\left(\frac{1}{a b}-\frac{1}{b c}+\frac{1}{c d}-\frac{1}{d e}+\cdots\right), \quad m=-b v\left(\frac{1}{b c}-\frac{1}{c d}+\frac{1}{d e}-\cdots\right)
$$

in which the series are continued until we reach a remainder dividing $v$. For the case $a, b$ relatively prime, these results have been given by $C$. Moriconi. ${ }^{12}$
N. Saunderson ${ }^{13}$ (blind from infancy) gave a method to solve $a x-b y=c$, where $c$ is the g.c.d. of $a, b$. Let $a=270, b=112$, whence $c=2$. He employed the equations and successive quotients

| $1 a-0 b=270$, |  | $5 a-12 b=$ |
| :---: | :---: | :---: |
| $0 a-1 b=-112$, | 2 | $17 a-41 b=-2$, |
| $a-2 b=46$, | 2 | $39 a-94 b=2$. |
| $2 a-5 b=-20$, | 2; |  |

Divide the term 270 of the first equation by the absolute value 112 of the term of the second, to obtain the quotient 2. Multiply the second equation by 2 and add to the first; we get the third equation. The division of 112

[^31]by 46 gives the quotient 2 ; the product of the third equation by 2 when added to the second gives the fourth equation; etc. But on dividing 6 by 2 we use 2 and not the exact quotient 3, since the latter would lead to an equation $56 a-135 b=0$ with constant term zero.

Our sixth and seventh equations each solve the problem. Other solutions follow by adding to either equation $56 a-135 b$ one or more times.

The process must succeed since the formation of the constant terms is identical with Euclid's process to find the g.c.d. of $a, b$.

The determinant of the coefficients in any two successive equations of the above set is $\pm 1$. From the pairs of coefficients form the fractions*

$$
\frac{0}{1}, \frac{1}{0}, \frac{2}{1}, \frac{5}{2}, \frac{12}{5}, \frac{41}{17}, \frac{94}{39}
$$

They are alternately less than and greater than $a / b$ and converge to it; if $f$ and $F$ are two successive fractions of the set, $a / b$ lies between them and differs less from $F$ than from $f$. Also $a / b$ is nearer to $F$ than to any fraction whose denominator is less than that of $F$. This method of approximating to fractions is attributed to Cotes and is said to be simpler than the methods of Wallis and Huygens. ${ }^{17}$
L. Euler ${ }^{14}$ proved that if $n$ and $d$ are relatively prime, $a+k d(k=0,1, \cdots$, $n-1$ ) give $n$ distinct remainders when divided by $n$, so that the remainders are $0,1, \cdots, n-1$ in some order. Since one remainder is zero, $a+x d=y n$ is solvable in integers.
W. Emerson ${ }^{15}$ used the first method of de Lagny ${ }^{9}$ to solve $a x=b y+c$. Let $d$ and $f$ be the remainders obtained by dividing $b$ and $c$ by $a$. Subtract some multiple of $(d y+f) / a$ from the nearest multiple of $y$. The resulting "abridged" fraction or some multiple of it is to be subtracted from the nearest multiple of $y$, etc., until the coefficient of $y$ is unity. Thus $x=(14 y-11) / 19$ is subtracted from $y$; the product of the difference by 4 is subtracted from $y$; we get $(y+6) / 19$, an integer $p$, whence $y=19 p-6$. The same rule and same example was given by John Bonnycastle. ${ }^{16}$
J. L. Lagrange, ${ }^{17}$ to find integers $p_{1}$ and $q_{1}$ satisfying $p q_{1}-q p_{1}= \pm 1$, where $p, q$ are relatively prime, reduced $p / q$ to a continued fraction (§29, p. 423). As noted by Chr. Huygens, De scriptio automati planetarii, 1703, we get a series of fractions converging towards $p / q$, alternately less than and greater than $p / q$. Hence take $p_{1}$ equal to the numerator and $q_{1}$ equal to the denominator of the convergent immediately preceding $p / q$. Then $p q_{1}-q p_{1}=+1$ or -1 according as $p_{1} / q_{1}<$ or $>p / q$. To apply (§8) to $p y-q x=r$, where $p, q$ may be assumed relatively prime, multiply the former equation by $\pm r$ and subtract. Thus

$$
x=m p \pm r p_{1}, \quad y=m q \pm r q_{1} .
$$

[^32]Lagrange ${ }^{18}$ proved as had Euler ${ }^{14}$ that, if $b$ and $c$ are relatively prime, there exist integers $y$ and $z$ such that $b y-c z=a$. Next, if $y=p, z=q$ is one set of solutions, every set of solutions is given by $y=p+m c$, $z=q+m b$. If $a=a^{\prime} d, c=c^{\prime} d$, where $a^{\prime}$ and $c^{\prime}$ are relatively prime, then $p$ is divisible by $d$, say $p=p^{\prime} d$. As in the proof of the initial theorem, we can find $m$ such that $p^{\prime}+m c^{\prime}$ is divisible by $a^{\prime}$. Hence we can always find a value of $y$ which is a multiple $a r$ of $a$; then $z$ is a multiple $a^{\prime} s$ of $a^{\prime}$, and $b r-c^{\prime} s=1$. From a set of solutions $r, s$ of the latter, we get $y=r a+m c, z=s a^{\prime}+m b$.

Lagrange ${ }^{19}$ noted that his ${ }^{17}$ method is "essentially the same as Bachet's, ${ }^{6}$ as are also all methods proposed by other mathematicians." To solve $39 x-56 y=11$, employ
$56=1 \cdot 39+17, \quad 39=2 \cdot 17+5, \quad 17=3 \cdot 5+2, \quad 5=2 \cdot 2+1, \quad 2=2 \cdot 1$.
By means of the quotients $1,2,3,2,2$, we get the convergents

$$
\frac{1}{1}, \frac{3}{2}, \frac{10}{7}, \frac{23}{16}, \frac{56}{39} .
$$

Thus $x=23 \cdot 11+56 m, y=16 \cdot 11+39 m$.
L. Euler ${ }^{20}$ employed the method of always dividing by the smaller coefficient, thus following Rolle ${ }^{8}$ in essence. For $5 x=7 y+3$,

$$
x=y+\frac{2 y+3}{5}
$$

The numerator must be a multiple of 5 . Thus $2 y+3=5 z$,

$$
y=2 z+\frac{z-3}{2}, \quad z-3=2 u
$$

whence $y=5 u+6, x=7 u+9$. He showed that the process is equivalent to that for finding the greatest common divisor of 5 and 7 :

$$
\begin{array}{ll}
7=1 \cdot 5+2, & x=1 \cdot y+z \\
5=2 \cdot 2+1, & y=2 \cdot z+u \\
2=2 \cdot 1+0, & z=2 \cdot u+3
\end{array}
$$

Jean Bernoulli ${ }^{21}$ applied Lagrange's ${ }^{19}$ method to find the least integer $u$ giving an integral solution of $A=B t-C u$, when $B, C$ are relatively prime, in the special cases $A=\frac{1}{2} C, \frac{1}{2} C+1, \frac{1}{2}(C \pm 1)$. For example, if $C$ is even and $A=C / 2$, then $u=(B-1) / 2, t=C / 2$. If $C$ is odd and $A=\frac{1}{2}(C+1)$, then $u=\frac{1}{2}(B+s-1), t=\frac{1}{2}(C+r)$, where $B r-C s=1$, $r / s$ being the convergent just preceding $C / B$ in the continued fraction for the latter.

[^33]J. L. Lagrange ${ }^{22}$ used the method of Saunderson ${ }^{13}$ and noted that the process is equivalent to the usual one of converting $b / a$ into a continued fraction. $\mathrm{He}^{23}$ gave a more popular account [results as in Lagrange ${ }^{17}$ ].
C. F. Gauss ${ }^{24}$ employed the notations
$B=[\alpha, \beta]=\beta \alpha+1, \quad C=[\alpha, \beta, \gamma]=\gamma B+\alpha, \quad[\alpha, \beta, \gamma, \delta]=\hat{\delta} C+B$,
Apply the g.c.d. process to $a$ and $b$ which are relatively prime and positive, with $a \geqq b$; let $a=\alpha b+c, b=\beta c+d, c=\gamma d+e, \cdots, m=\mu n+1$, so that
$$
a=[n, \mu, \cdots, \gamma, \beta, \alpha], \quad b=[n, \mu, \cdots, \gamma, \beta] .
$$

Take $x=[\mu, \cdots, \gamma, \beta], y=[\mu, \cdots, \gamma, \beta, \alpha]$. Then $a x=b y+(-1)^{k}$ if $k$ is the number of the terms $\alpha, \beta, \cdots, \mu, n$. Cf. Euler. ${ }^{38}$

Pilatte ${ }^{25}$ solved $a_{1} x+a x_{1}=b$, where $a_{1}$ and $a$ are relatively prime, $a>a_{1}$, by applying the greatest common divisor process:

$$
a=a_{1} q_{1}+a_{2}, \quad a_{1}=a_{2} q_{2}+a_{3}, \quad \cdots, \quad a_{n-1}=q_{n} .
$$

Replacing $a$ by its value, we get $x=x_{2}-q_{1} x_{1}$, where $x_{2}=\left(b-a_{2} x_{1}\right) / a_{1}$ must be integral. Thus $a_{2} x_{1}+a_{1} x_{2}=b$. Proceeding similarly with the latter equation, we get $a_{3} x_{2}+a_{2} x_{3}=b, \cdots, x_{n-1}+a_{n-1} x_{n}=b$. Eliminating $x_{n-1}, x_{n-2}, \cdots$, we get $x= \pm \alpha b \mp a x_{n}$, where $\alpha$ is an integer determined by the process.
P. Nicholson ${ }^{26}$ gave a method best explained by his example

$$
y=\frac{500-11 x}{35}=14-\frac{11 x-r}{35}, \quad r=10 .
$$

Divide $35 x$ by $11 x-r$ to get the remainder $2 x+3 r$. Then divide $11 x-r$ by $2 x+3 r$ to get the remainder $x-16 r$, in which the coefficient of $x$ is unity. The remainder 20 from the division of $16 r=160$ by 35 is the least positive $x$. But in the example

$$
y=\frac{200-5 x}{11}=18-\frac{5 x-r}{11}, \quad r=2,
$$

we reach the remainder $x+2 r$ in which the sign is plus; thus $11-2 r=7$ is the least $x$.
G. Libri ${ }^{27}$ gave as the least positive integral solution $x$ of $a x+b=c y$, where $a$ and $c$ are relatively prime,

$$
\frac{c-1}{2}+\frac{1}{2} \sum_{u=1}^{c-1} \frac{\sin \left\{2 u\left(b-\frac{a}{2}\right) \frac{\pi}{c}\right\}}{\sin \frac{u a \pi}{c}}
$$

[^34]The number of integral solutions $x, 0 \leqq x<c$, is

$$
\frac{1}{c} \sum_{x=0}^{c-1} \sum_{u=0}^{c-1} \cos \frac{2 u(a x+b) \pi}{c}
$$

A. L. Crelle, ${ }^{28}$ after proving the existence of solutions of $a_{2} x_{1}=a_{1} x_{2}+k$, where $a_{1}$ and $a_{2}$ are relatively prime [Euler ${ }^{14}$ ], solved it by setting
$a_{1}=p_{1} a_{2}+a_{3}, \quad a_{2}=p_{2} a_{3}+a_{4}, \quad \cdots ; \quad x_{1}=p_{1} x_{2}+x_{3}, \quad x_{2}=p_{2} x_{3}+x_{4}, \quad \cdots ;$ also by the modified equations in which the left members are all $a_{1}$, or $x_{1}$. There are given three more such methods. The sixth method uses a prime factor $\alpha_{1}$ of $a_{1}=\alpha_{1} \beta_{1}$, and a primitive root $\pi_{1}$ of $\alpha_{1}$. There exists an integer $\epsilon_{1}$ such that $a_{2} \pi_{1}^{1}=z_{1} \alpha_{1} \pm 1$. Multiply the proposed equation by $\pi_{1}^{\pi_{1}^{1}}$. Thus $z_{1} x_{1}=\beta_{1} \pi_{1}^{4} x_{2}+x_{3}$, where $x_{3}=\left(k \pi_{1}^{e_{1}} \mp x_{1}\right) / \alpha_{1}$ is an integer. The latter gives $x_{1}=\mp\left(\alpha_{1} x_{3}-k \pi_{1}^{e_{1}}\right)$. Here $x_{3}$ must satisfy $a_{2} x_{3}=\mp \beta_{1} x_{2}+z_{1} k$, which is treated as was the initial equation.

Crell ${ }^{29}$ considered $a y=b x+1$, where $a, b$ are relatively prime and $>1$. If $x_{0}, y_{0}$ give the least positive solution, the general solution is $x_{\mu}=\mu a+x_{0}$, $y_{\mu}=\mu b+y_{0}(\mu=0, \pm 1, \pm 2, \cdots)$. If $y_{0}<b / 2$, the numerators of

$$
\frac{y_{0}}{x_{0}}, \frac{y_{-1}}{x_{-1}}, \frac{y_{1}}{x_{1}}, \frac{y_{-2}}{x_{-2}}, \frac{y_{2}}{x_{2}},
$$

increase alternately by $b-2 y_{0}$ and $2 y_{0}$, and the denominators alternately by $a-2 x_{0}$ and $2 x_{0}$, and no one of these fractions differs more from $a / b$ than the next fraction. There are similar theorems on series of fractions involving only positive or only negative subscripts. If $y_{\mu} / x_{\mu}-b / a=k>0$, $v / u-b / a=\lambda>0$, where $|v|<\left|y_{\mu+1}\right|,|u|<\left|x_{\mu+1}\right|$, then $\lambda>k$. If $\lambda<0$, he found the number of fractions $v / u$ for which $k>\lambda, \mu$ being given.
J. P. M. Binet ${ }^{30}$ treated $a x-A y=1, A>a$, by a process for finding the g.c.d. of $a$ and $A$ in which $A$ is always the dividend. On dividing $A$ by $a, a_{1}, a_{2}, \cdots$, let $p, p_{1}, p_{2}, \cdots$ be the quotients and $-a_{1},-a_{2},-a_{3}, \cdots$ the remainders. Then

$$
\begin{equation*}
a p p_{1} \cdots p_{i-1}=a_{i}+A\left\{1+p_{i-1}+p_{i-1} p_{i-2}+\cdots+p_{i-1} \cdots p_{2} p_{1}\right\} \tag{6}
\end{equation*}
$$

Let $a_{n}$ be the divisor when the remainder is zero. Since $a_{n}$ divides $A$, it is the g.c.d. of $A$ and $a$ if it divides $a$. But if $a_{n}$ is not a divisor of $a$, proceed as above with $a$ and $a_{n}$ and call the remainders $-b_{1},-b_{2}, \cdots$, $-b_{n^{\prime}}$, the last corresponding to the remainder zero. Then $a_{n}, b_{n^{\prime}}, c_{n^{\prime \prime}}, \ldots$, form a rapidly decreasing series and one of them will be $\pm 1$. If $a_{n}= \pm 1$, (6) for $i=n$ gives a relation of the form $a P= \pm 1+A P_{1}$.
E. Midy ${ }^{31}$ used Euler's ${ }^{14}$ result to solve $b y-c z=a$ by trial.

[^35]J. A. Grunert ${ }^{32}$ solved $b x-a y=1$ by a process for finding the greatest common divisor of $b, a$ in which the divisor is always $a$, while the dividend is the sum of $b$ and the preceding remainder, a process due to Poinsot, Jour. de Math., 10, 1845, 48.
V. Bouniakowsky ${ }^{33}$ would solve $a x+b y=k$ by adjoining $a^{\prime} x+b^{\prime} y=h^{\prime}$, whose coefficients are arbitrary. Set $D=a b^{\prime}-b a^{\prime}, p=b^{\prime} / D, q=h^{\prime} / D$, $r=a^{\prime} / D$. Then $x=k p-b q, y=a q-k r$, subject to $a p-b r=1$.
A. L. Crelle ${ }^{34}$ gave over 4000 pairs of positive integral solutions $x_{1}<a_{1}$, $x_{2}<a_{2}$, of $a_{1} x_{2}=a_{2} x_{1}+1$, for $a_{1} \leqq 120,0<a_{2}<a_{1}$, with $a_{2}$ prime to $a_{1}$, and indicated methods used to simplify the calculation of the table.
V. Bouniakowsky ${ }^{35}$ integrated by parts
$$
\int(a x+b)^{m-1}\left(a^{\prime} x+b^{\prime}\right)^{n-1} d x
$$
to obtain an identity giving a solution of $b^{m} X-b^{\prime n} Y=1$, where $x=a^{\prime}$, $y=a$ is a particular solution of $b x-b^{\prime} y=1$. For $m=n=2$, the identity is
$$
\left(3 a^{2} a^{\prime} b-a^{3} b^{\prime}\right) b^{\prime 2}-\left(3 a a^{\prime 2} b^{\prime}-a^{\prime 3} b\right) b^{2}=\left(a^{\prime} b-a b^{\prime}\right)^{3}
$$
H. J. S. Smith ${ }^{36}$ reported on a recent method to solve $a x=1+P y$ [no reference]. Join the origin to the point $(a, P)$. No lattice point (i. e., with integral coordinates) lies on this segment; but on each side of it there is a point lying nearer to it than any other. Let ( $\xi_{1}, \eta_{1}$ ) and ( $\xi_{2}, \eta_{2}$ ) be these two points and let $\xi_{1} / \eta_{1}<\xi_{2} / \eta_{2}$. Then the $\xi$ 's and $\eta$ 's are the least positive solutions of $a \eta_{1}-P \xi_{1}=1, a \eta_{2}-P \xi_{2}=-1$.
G. L. Dirichlet ${ }^{37}$ solved $a x-b y=1$ by continued fractions, using the algorithm due to Euler. ${ }^{38}$
C. G. Reuschle ${ }^{39}$ found the general solution of $a x+b y=c$ by combining it with $\alpha x+\beta y=m$, where $m$ is an arbitrary integer, while $\alpha$ and $\beta$ are integers determined so that $a \beta-b \alpha= \pm 1$ [cf. Bouniakowsky ${ }^{33}$ ].
J. J. Sylvester ${ }^{40}$ noted that the number of positive integers $<p q$ which are neither multiples of $p$ or $q$ nor can be made up by adding together multiples of $p$ and $q$ is $\frac{1}{2}(p-1)(q-1)$ if $p$ and $q$ are relatively prime.
H. Brocard ${ }^{41}$ solved $a x+b y=1$ by a process of reduction. It suffices to find the residue of $a$ modulo $a-b$ to obtain an equation $x+y=f$ consistent with the given one. Thus, if $b=563036, a=\hat{b}+7$, then $a \equiv b \equiv 5(\bmod 7), 3 \cdot 5 \equiv 1$, and the given equation may be combined with $x+y=3$ to get integral solutions $x, y$. A table gives the successive

[^36]values of $x+y$ when $a-b=1,2, \cdots, 100$. The paper ends with a twenty page bibliography and history of linear diophantine equations.
C. A. Laisant ${ }^{42}$ constructed the points having as abscissas $1,2, \cdots, p$ and as ordinates the corresponding residues $<p$ modulo $p$ of $r, 2 r, \cdots, p r$ ( $r$ prime to $p$ ). The lattice defined by these points leads to an immediate solution of $r x-p z=a$ since every point of the lattice has the coordinates $x, y=r x-p z$.
W. F. Schüler ${ }^{43}$ gave a collection of 374 problems on linear Diophantine equations and an extract from Bachet ${ }^{6}$ with a German translation.
E. W. Davis ${ }^{4}$ used points with integral coordinates to solve $a y-b x=k$.
P. Bachmann ${ }^{45}$ gave an extended account of Euclid's g.c.d. algorithm, continued fractions, and related questions.
A. Pleskot ${ }^{46}$ treated $13 x+23 y=c$ somewhat as had Rolle ${ }^{8}$ :
$$
c=13(x+2 y)-3 y=3(4 x+7 y)+x+2 y
$$
$4 x+7 y=t, \quad x+2 y=c-3 t, \quad x=-7 c+23 t, \quad y=4 c-13 t$.
J. Kraus ${ }^{47}$ solved $\alpha x-\alpha^{\prime} y=c$, where $\alpha^{\prime}-\alpha=k$ exceeds $\alpha$ and $c$, by use of $\alpha r_{\lambda}-r_{\lambda+1}=k a_{\lambda}, 0<r_{\lambda}<k, 0 \leqq a_{\lambda}<\alpha, \lambda=1,2, \cdots$, thus representing $r_{\lambda} / k$ as a number with the digits $a_{\lambda}, a_{\lambda+1}, \cdots$ to the base $\alpha$.
P. A. MacMahon ${ }^{48}$ proved that, if the continued fraction for $\lambda / \mu$ has a reciprocal series $a_{1}, a_{2}, \cdots, a_{2}, a_{1}$ of partial quotients, $2 i-1$ in number, then the fundamental (ground) solutions of $\lambda x=\mu y+z$ are $\left(x_{j}, y_{j}, y_{\sigma+1-j}\right)$, $j=1, \cdots, \sigma$, if $\lambda>\mu$, where $\sigma=1+a_{1}+a_{3}+a_{5}+\cdots+a_{5}+a_{3}+a_{1}$; but are $\left(x_{j}, y_{j}, x_{\sigma-j}\right)$ and $\left(x_{\sigma}, y_{\sigma}, 0\right), j=1, \cdots, \sigma-1$, if $\lambda<\mu$, where $\sigma=1+a_{2}+a_{4}+\cdots+a_{4}+a_{2}+1$, not including $a_{i}$ twice. When the partial quotients are even in number, the fundamental solutions depend upon both the ascending and descending sets of intermediate convergents to $\lambda / \mu$. He ${ }^{48 a}$ had proved that the fundamental solutions are always $\left(x_{j}, y_{j}, z_{j}\right), j=1, \cdots, \sigma$, where the $y_{j} / x_{j}$ are the ascending intermediate convergents to $\lambda / \mu$.
A. Aubry ${ }^{49}$ plotted the points with integral coordinates $0 \leqq x<n$, $0 \leqq y<n$, as well as the lines $y=x, y=a x, y=b x, \cdots$, where $1, a, b$, $\cdots$ are the integers $<n$ and prime to $n$. Thus we can read off the integer $\equiv y / x(\bmod n)$ and hence solve $a x-n z=g$.
N. P. Bertelsen ${ }^{49}$ solved $b x-c y= \pm z, 1 \leqq y<b, 0 \leqq x \leqq c, 1 \leqq z<b$. by use of the convergents $b_{r} / c_{r}$ to the continued fraction ( $a_{0}, a_{1}, \cdots, a_{n}$ ) for $b / c$. Then $y$ is a linear function with positive integral coefficients of $b_{r}+k b_{r+1}\left(k=1,2, \cdots, a_{r+2}-1\right)$, and $x$ is the same function of the $c_{r}+k c_{r+1}$.
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Solution of $a x \equiv b$ (mod $m$ ) without Fermat's Theorem.
C. F. Gauss ${ }^{50}$ noted that $a x \equiv b(\bmod m)$ is solvable if and only if $b$ is divisible by the g.c.d. $d$ of $a=d e$ and $m=d f$. Let $b=d k$. Then $x$ is a root of the proposed congruence if and only if $e x \equiv k(\bmod f)$, while the latter has a unique root modulo $f$. For a compoiste modulus $m n$, a second method is often preferable. First, employ the modulus $m$ as above and let $x \equiv v(\bmod m / d)$, where $d$ is the g.c.d. of $m$ and $a$. Then $x=v+x^{\prime} m / d$ is a root of $a x \equiv b(\bmod m n)$ if and only if $x^{\prime} a / d \equiv(b-a v) / m(\bmod n)$.
P. L. Tchebychef ${ }^{51}$ proved that, if the g.c.d. $d$ of $a$ and $p$ divides $b$, $a x \equiv b(\bmod p)$ has the $d \operatorname{roots} \alpha, \alpha+p / d, \cdots, \alpha+p(d-1) / d$, where $\alpha a / d \equiv b / d(\bmod p / d)$.
C. Sardis ${ }^{52}$ considered the congruence $a_{1} x \equiv b(\bmod p)$ in which $p$ is a prime not dividing $a_{1}$, and $b<p$. Dividing $p$ by $a_{1}$, let $a_{2}$ be the remainder and $\left[p / a_{1}\right]$ the quotient, where $[n]$ is the greatest integer $\leqq n$. Multiply our congruence by $\left[p / a_{1}\right]$; we get

$$
a_{2} x \equiv-b\left[p / a_{1}\right] \quad(\bmod p)
$$

Let $a_{3}$ be the remainder when $p$ is divided by $a_{2}$. Let the decreasing series $a_{1}, a_{2}, a_{3}, \cdots$ end with $a_{s}=1$. Then

$$
x \equiv(-1)^{s+1} b\left[\frac{p}{a_{1}}\right]\left[\frac{p}{a_{2}}\right] \cdots\left[\begin{array}{c}
p \\
a_{s-1}
\end{array}\right](\bmod p)
$$

C. Ladd ${ }^{53}$ showed that if $a$ is prime to $M=M_{1} \cdots M_{k}$ and if $z_{i}$ is determined by $a z_{i}+1 \equiv 0\left(\bmod M_{i}\right)$, the root of $a x+b \equiv 0(\bmod M)$ is

$$
x=b\left\{\Sigma z_{i}+a \Sigma z_{i} z_{j}+a^{2} \Sigma z_{i} z_{j} z_{k}+\cdots\right\}
$$

L. Kronecker ${ }^{54}$ reduced the solution of $a x \equiv b(\bmod m)$, where $a$ is prime to $m=\Pi p_{i}^{r_{i}}$, to the case in which $m$ is a power $p^{r}$ of a prime. Then a root can be expressed to the base $p$ in the form

$$
\xi=\xi_{0}+\xi_{1} p+\cdots+\xi_{r-1} p^{r-1}
$$

where each $\xi_{i}$ is an integer chosen from $0,1, \cdots, p-1$. First find the root of $a \xi_{0} \equiv b(\bmod p)$. Then seek $\xi_{1}$ from $a\left(\xi_{0}+\xi_{1} p\right) \equiv b\left(\bmod p^{2}\right)$, whence $a \xi_{1} \equiv\left(b-a \xi_{0}\right) / p(\bmod p)$, etc. Again, if $N$ is the denominator of the next to the last convergent in the continued fraction for $a / m$, then $x \equiv \pm b N$ $(\bmod m)$.
M. Lerch ${ }^{55}$ showed that, if $p$ is a prime,

$$
\frac{1}{a} \equiv a-12 \sum_{v=1}^{p-1} v\left[\frac{a v}{p}\right] \quad(\bmod p)
$$

where $[t]$ is the greatest integer $\leqq t$, and hence solved $a x-p y=1$. If $m$

[^38]is any odd number relatively prime to* $\phi(m)$, then
$$
\frac{1}{a} \equiv a-\frac{12}{P(m)} \Sigma b\left[\frac{a b}{m}\right] \quad(\bmod m)
$$
where the summation extends over all positive integers $b$ which are $<m$ and prime to $m$, while $P(m)=(1-p)\left(1-p^{\prime}\right) \cdots$, if $p, p^{\prime}, \cdots$ are the distinct prime factors of $m$.
E. Busche ${ }^{56}$ obtained graphically the number of solutions of $a z \equiv b$ ( $\bmod m$ ), including solutions called improper or transfinite, ${ }^{57}$ introduced when $a$ and $m$ have a common factor $>1$. As the ordinary (proper) solutions may be restricted to the integers $0,1, \cdots, m-1$, we are at liberty to designate the improper solutions by numbers $\geqq m$. The simplest case is one like $3 z \equiv b(\bmod 15)$, in which 3 and $15 / 3$ are relatively prime; then there is defined an improper solution designated by 15 if $b=0,15+j$ if $b=j(j=1, \cdots, 4), 15$ if $b=5,15+j$ if $b=5+j(j=1, \cdots, 4)$, etc.

Solution of $a x \equiv b$ (mod $m$ ) by Fermat's or Wilson's Theorem.
J. P. M. Binet ${ }^{58}$ noted that, if $a$ is a prime not dividing $b, b x-a y=1$ has the solution $x=b^{a-2}$, the corresponding $y$ being integral; while, if $p, p^{\prime}, \cdots$ are the equal or distinct prime factors of $a$,

$$
b x=1-\left(1-b^{p-1}\right)\left(1-b^{p / \sim 1}\right) \cdots
$$

gives an integer $x$, leading to an integer $y$, such that $x, y$ satisfy the same equation. The same method was found independently by G. Libri. ${ }^{59}$
A. Cauchy ${ }^{60}$ expressed Binet's method in the following form: let

$$
n=a^{a} b^{\beta} \cdots, \quad\left(1-k^{a-1}\right)^{a}\left(1-k^{b-1}\right)^{\beta} \cdots=1-k K
$$

Then for $k$ prime to $n, 1-k K$ is divisible by $n$, so that $k x \equiv h(\bmod n)$ has the solution $x \equiv h K(\bmod n)$.
V. Bouniakowsky ${ }^{61}$ proved that, if $a, b$ are relatively prime positive integers, $a x \mp b y=c$ has the integral solutions*

$$
x=c a^{\phi(b)-1}, \quad y=\frac{ \pm c}{b}\left(a^{\phi(b)}-1\right) .
$$

G. de Paoli ${ }^{62}$ gave the last solution, with $\phi(b)$ replaced by $\phi(b) / 2$ when $b$ is divisible by 4. To solve $a x-b y-c z=e$, where $a, b, c, e$ have no common divisor, let $a=d A, b=d B$, where $d$ is the g.c.d. of $a, b$; then $e+c z$

[^39]must be a multiple $d u$ of $d$; the equations $A x-B y=u, d u-c z=e$ are each solved by Fermat's theorem; similarly for $n$ variables (pp. 327-338).
A. L. Crelle ${ }^{63}$ noted that $a x \equiv 1(\bmod m)$ has the solution $a^{\phi(m)-1}$.
A. Cauchy ${ }^{64}$ obtained independently the result of Bouniakowsky. ${ }^{61}$
J. P. M. Binet ${ }^{65}$ employed Wilson's theorem to solve $a x=1+p y$, when $p$ is a prime. We may take $0<a<p$. Then $x=-(p-1)!/ a$. Whether $p$ is prime or composite, we may also proceed as follows. Divide $p$ by $a$ and call the quotient $q$ and remainder $a_{1}$; divide $p$ by $a_{1}$ and call the quotient $q_{1}$ and the remainder $a_{2}$; etc., until the remainder $a_{n}=1$ is reached. Then
$$
a q q_{1} \cdots q_{n-1}+(-1)^{n+1}=p M, \quad x=(-1)^{n} q q_{1} \cdots q_{n-1} .
$$
V. Bouniakowsky ${ }^{66}$ employed $(p, n)=p(p-1) \cdots(p-n+1)$. Then, if $b<p$,
\[

$$
\begin{aligned}
(p+b, p)=(p, p)+\binom{p}{1}(p, p-1)(b, 1) & +\binom{p}{2}(p, p-2)(b, 2) \\
& +\cdots+\binom{p}{b}(p, p-b)(b, b)
\end{aligned}
$$
\]

Divide by $(p, p)$ and write $a=p+b$. We get $a E=1+p K$, where $E$ and $K$ are integers* if $p$ is a prime. Hence we have solved $a x=1+p y$ in integers if $a>p$ and $p$ is a prime. To solve

$$
M x-N y=1, \quad N=p^{\lambda} q^{\mu} r^{\nu} \cdots
$$

where $p, q, r, \cdots$ are distinct primes, determine $\alpha_{1}, \beta_{1}, \cdots$ so that

$$
M \alpha_{1}-p \beta_{1}=1, \quad M \alpha_{2}-q \beta_{2}=1, \quad M \alpha_{3}-r \beta_{3}=1, \quad \cdots,
$$

as above. Raise $M \alpha_{1}-1, M \alpha_{2}-1, \cdots$ to the powers $\lambda, \mu, \cdots$. Then

$$
\begin{gathered}
M e_{1}+(-1)^{\lambda}=p^{\lambda} \beta_{1}{ }^{\lambda}, \quad M e_{2}+(-1)^{\mu}=q^{\mu} \beta_{2}{ }^{\mu}, \\
{ }_{1}, e_{2}, \cdots, \text { and } A \text { below are integers. By multiplication } \\
M A+(-1)^{\lambda+\mu+\nu+\cdots}=N B, \quad B=\beta_{1}{ }^{\lambda} \beta_{2}{ }^{\mu} \cdots .
\end{gathered}
$$

According as $\lambda+\mu+\nu+\cdots$ is odd or even, $y=B$ or $-B$.
L. Poinsot ${ }^{67}$ noted that $L x-M y=1$ has the solution $x=L^{m-1}$ if $L^{m} \equiv 1(\bmod M)$, e. g., if $m=\phi(M)$. He also expressed the method in terms of regular polygons. Thus, for $12 x-7 y=1$, take 7 points $P_{1}, \cdots$, $P_{7}$. Take the first, the fifth after the first, etc. (5 being 12-7); we get $P_{1} P_{6} P_{4} P_{2} P_{7} P_{5} P_{3}$. Since $P_{2}$ is now the third point after $P_{1}$, we have $x=3$. We get $y$ from the equation or by use of 12 points.

[^40]J. G. Zehfuss ${ }^{68}$ gave the formula of Cauchy ${ }^{60}$ and noted that, if $\mu=\alpha^{m} \beta^{n} \cdots$, and if $A$ is not divisible by the prime $\alpha, B$ not by $\beta, \cdots$, then
$$
\left(\frac{A \mu}{\alpha^{m}}\right)^{(a-1) a^{m-1}}+\left(\frac{B \mu}{\beta^{n}}\right)^{(\beta-1) \beta^{n-1}}+\cdots \equiv 1(\bmod \mu) .
$$

For $A=B=\cdots=a$, let the left member become $k$. Then $a x \equiv b$ $(\bmod \mu)$ has the root $k b / a$. It also has the root $(1-A B \cdots) b / a$, where

$$
\begin{aligned}
& A=\left(1+a \frac{(\alpha-1)!}{a_{a}}\right)^{m} \equiv 0\left(\bmod \alpha^{m}\right), \\
& B=\left(1+a \frac{(\beta-1)!}{a_{\beta}}\right)^{n} \equiv 0\left(\bmod \beta^{n}\right), \cdots,
\end{aligned}
$$

where $a_{a}$ is the least positive residue of $a$ modulo $\alpha$, since, by Wilson's theorem, $a_{a}+(\alpha-1)!a$ is divisible by the prime $\alpha$.
M. F. Daniell ${ }^{69}$ noted that, if $\rho_{1} \cdots \rho_{n} \equiv \pm 1(\bmod k)$ by Wilson's generalized theorem, then $\rho_{i} x \equiv 1(\bmod k)$ has the root $\pm \rho_{1} \cdots \rho_{i-1}$ $\rho_{i+1} \cdots \rho_{n}$. Further, if $k=p^{\nu} q^{\mu} \cdots$ and if $a c_{1} \equiv 1(\bmod p), a c_{2} \equiv 1(\bmod$ $q), \cdots$, then $a x \equiv 1(\bmod k)$ has the root

$$
x=\frac{1}{a}\left\{1-\left(1-a c_{1}\right)^{\nu}\left(1-a c_{2}\right)^{\mu} \cdots\right\} .
$$

J. Perott ${ }^{70}$ noted that if $a$ and $u$ are relatively prime and if $a$ belongs to the exponent $t$ modulo $u$, axٍ $(\bmod u)$ has the unique solution $x \equiv a^{t-1}$ $(\bmod u)$. He admitted he was anticipated by Cauchy.

## Chinese Problem of Remainders.

Sun-Tsŭ, ${ }^{71}$ in a Chinese work Suan-ching (arithmetic), about the first century A.D., gave in the form of an obscure verse a rule called t'ai-yen (great generalisation) to determine a number having the remainders 2 , 3,2 , when divided by $3,5,7$, respectively. He determined the auxiliary numbers $70,21,15$, multiples of $5 \cdot 7,3 \cdot 7,3.5$ and having the remainder 1 when divided by $3,5,7$, respectively. The sum $2 \cdot 70+3 \cdot 21+2 \cdot 15=233$ is one answer. Casting out a multiple of $3 \cdot 5 \cdot 7$ we obtain the least answer 23. The rule became known in Europe through an article, "Jottings on the science of Chinese arithmetic," by Alexander Wylie, ${ }^{\text {,72 }}$ a part of which was translated into German by K. L. Biernatzki. ${ }^{73}$ A faulty rendition by

[^41].the latter caused M . Cantor ${ }^{74}$ to criticize the validity of the rule. The rule was defended by L. Matthiessen, ${ }^{75}$ who pointed out its identity with the following statement by C. F. Gauss. ${ }^{78}$ If $m=m_{1} m_{2} m_{3} \cdots$, where $m_{1}, m_{2}$, $m_{3}, \cdots$ are relatively prime in pairs, and if
$$
\alpha_{i} \equiv 0\left(\bmod m / m_{i}\right), \quad \alpha_{i} \equiv 1\left(\bmod m_{i}\right) \quad(i=1,2,3, \cdots),
$$
then $x=\alpha_{1} r_{1}+\alpha_{2} r_{2}+\cdots$ is a solution of
$$
x \equiv r_{1}\left(\bmod m_{1}\right), \quad x \equiv r_{2}\left(\bmod m_{2}\right), \quad \cdots .
$$

This method is very convenient when one has to treat several problems with fixed $m_{1}, m_{2}, \cdots$, but varying $r_{1}, r_{2}, \cdots$.

Nicomachus ${ }^{77}$ (about 100 A.D.) gave the same ${ }^{71}$ problem and solution 23. Brahmegupta ${ }^{78}$ (born, 598 A.D.) gave a rule which becomes clearer when applied to an example: find a number having the remainder 29 when divided by 30 and the remainder 3 when divided by 4 . Dividing 30 by 4 , we get the residue 2 . Dividing 4 by 2 , we get the residue zero and quotient 2. Dividing the difference $3-29$ by the residue 2 , we get -13. Multiply the quotient 2 by any assumed multiplier 7 and add the product to -13 ; we get 1 . Then $1 \cdot 30+29=59$ is the desired number.

This problem forms the second stage of the solution of the "popular" problem ( $\delta 7, \mathrm{p} .326$ ): find a number having the remainders $5,4,3,2$ when divided by $6,5,4,3$, respectively. The answer is stated correctly to be 59 .

The priest Yih-hing ${ }^{79}$ ( $\dagger 717$ A.D.) in his book t'ai-yen-lei-schu gave a generalization to the case in which the moduli $m_{i}$ are not relatively prime. Express the l.c.m. of $m_{1}, m_{2}, \cdots, m_{k}$ as a product $m=\mu_{1} \mu_{2} \cdots \mu_{k}$ of relatively prime factors, including unity, such that $\mu_{i}$ divides $m_{i}$. Then, if

$$
\begin{aligned}
& \alpha_{i} \equiv 0\left(\bmod m / \mu_{i}\right), \quad \alpha_{i} \equiv 1\left(\bmod \mu_{i}\right) \quad(i=1, \cdots, k), \\
& +\alpha_{2} r_{2}+\cdots \text { is a solution }
\end{aligned}
$$

$x=\alpha_{1} r_{1}+\alpha_{2} r_{2}+\cdots$ is a solution. Other solutions are obtained by subtracting multiples of $m$. Yih-hing proposed to find the number of completed units of work, the same number $x$ of units to be performed by each of four sets of $2,3,6,12$ workmen, such that after certain whole days' work, there remain $1,2,5,5$ units not completed by the respective sets. The 1.c.m. of $m_{1}=2, \cdots, m_{4}=12$ is $m=12$. Taking $\mu_{1}=\mu_{2}=1, \mu_{3}=3$, $\mu_{4}=4$, we get $\alpha_{1}=\alpha_{2}=12, \alpha_{3}=4, \alpha_{4}=9$,

$$
x \equiv 1 \cdot 12+2 \cdot 12+5 \cdot 4+5 \cdot 9=101 \equiv 17(\bmod 12) .
$$

${ }^{74}$ Zeitschrift Math. Phys., 3, 1858, 336; not repeated in his Geschichte der Math., ed. 2, I, 643. H. Hankel, Geschichte d. Math. in Alterthum u. Mittelalter, 1874 , erred in identify-
ing the Chinese rule with the Indian
${ }^{75}$ Zeitschrift Math. Phys., 19, 1874, 270-1. cuttaca. ${ }^{4}$
${ }^{76}$ Disq. Arith., art. 36; Werke, I, 26. Cf. Euler ${ }^{96}$. Math. Naturw. Unterricht, 7, 1876, 80.
${ }_{77}$ Pythagorei introd, arith libri, 26. Cf. Euler. ${ }^{96}$
${ }^{78}$ Brahme-sphut'a-sidd'hánta, Ch. 18 (Cutt. Hoche, Leipzig, 1866, Supplement, prob. V.
${ }^{79}$ L. Matthiessen, Comptes Rendus Paris, 92, 1881, algebra), §§ 3-6, Colebrooke, ${ }^{1}$ pp. 325-6. Zeitschr. Math. Phys., 26, 1881, Hist.-Lit. Abt. 291; Jour. für Math., 91, 1881, 254-261;

For $x=17$, the completed part is $8 \cdot 2+5 \cdot 3+2 \cdot 6+1 \cdot 12=55$. We may equally well take $\mu_{1}=1, \mu_{2}=3, \mu_{3}=1, \mu_{4}=4$ and get $\alpha_{1}=12$, $\alpha_{2}=4, \alpha_{3}=12, \alpha_{4}=9, \Sigma \alpha_{i} r_{i}=125 \equiv 17(\bmod 12)$.

A condition on the solvability of the problem is that $r_{i}-r_{j}$ be divisible by the g.c.d. of $m_{i}, m_{j}$.

Ibn al-Haitam ${ }^{80}$ (about 1000) gave two methods to find a number, divisible by 7 , which has the remainder 1 when divided by $2,3,4,5$ or 6 . The first method gives the one solution $1+2 \cdot 3 \cdot 4 \cdot 5 \cdot 6=721$. The second method gives a series of solutions 301 , etc.; in effect $\frac{3}{4}(6+2 n \cdot 7) 20+1$, where $n$ is an integer such that $6+2 n \cdot 7$ is a multiple of 4 .

Bháscara ${ }^{81}$ (born, 1114 A.D.) treated the problem to find the number having the remainders $5,4,3,2$ when divided by $6,5,4,3$ respectively. By the first two conditions, the number is $6 c+5=5 n+4$. By use of the "pulverizer," the integral value of $c=(5 n-1) / 6$ is $c=5 p+4$. The number $6 c+5=30 p+29$ must equal $4 l+3$. Hence $p=(4 l-26) / 30$, which is converted by the pulverizer into $2 h+1$. Thus

$$
30 p+29=60 h+59
$$

is the answer.
Again ( $\S 162$, p. 238), what number being divided by $2,3,5$ has the respective remainders $1,2,3$, while the quotients divided by $2,3,5$ respectively have the remainders $1,2,3$ ? Call the quotients $2 c+1,3 n+2$, $5 l+3$. Then the number is $4 c+3=9 n+8=25 l+18$. Applying the pulverizer to the first equality, we get $c=9 p+8$. The resulting number $36 p+35$ must equal $25 l+18$, whence $p=25 h+3$ and the answer is $900 h+143$.

Leonardo Pisano ${ }^{82}$ treated (p. 281) the problem to find a number $N$, divisible by 7 , which gives the remainder 1 when divided by $2,3,4,5$ or 6 . By the latter condition, $N$ exceeds 1 by a multiple of 60 ; but 60 has the remainder 4 when divided by 7 , while we need the remainder 6 ; thus we multiply 60 by $2,3, \cdots$ until we reach $60 \times 5$ with the remainder 6 . Thus $N=301$, to which we may add a multiple of $420=60.7$. Similarly, 25201 is the multiple of 11 having the remainder 1 when divided by $2, \cdots, 10$.

To find (p. 282) a multiple of 7 having the remainders $1,2,3,4,5$ when divided by $2,3,4,5,6$, we take 1 from a multiple of 60 such that the difference is divisible by 7 ; the result is $2 \cdot 60-1=119$. Similarly, to find a multiple of 11 having the remainders $1,2, \cdots, 9$ when divided by 2,3 , $\cdots, 10$, we subtract 1 from the least common multiple 2520 of $2, \cdots, 10$ and get 2519 , which being a multiple of 11 is the answer.

He employed ${ }^{83}$ (p. 304) in effect the rule t'ai-yen ${ }^{71}$ to tell what number not exceeding 105 a person has in mind if the latter gives the remainders

[^42](say $2,3,4$ ) obtained by dividing it by $3,5,7$ :
$$
2 \cdot 70+3 \cdot 21+4 \cdot 15=263, \quad 263-2 \cdot 105=53=\text { ans. }
$$

Similarly for the number not exceeding 315 , given the remainders upon division by $5,7,9$ : the remainders are to be multiplied by $126,225,280$, and from the sum of the products is to be subtracted a multiple of 315 .

Ch'in Chiu-shao ${ }^{84}$ gave a method applicable to the problem to find a number $x$ having the remainders $r_{1}, \cdots, r_{n}$ when divided by $m_{1}, \cdots, m_{n}$, which are relatively prime in pairs. Let $M$ be any one of the quotients $M_{k}=m_{1} \cdots m_{n} / m_{k}$, and seek $\rho$ so that. $M_{\rho} \equiv 1\left(\bmod m=m_{k}\right)$. We may replace $M$ by its residue $R$ modulo $m$. On dividing $m$ by $R$, let the quotient be $Q_{1}$ and the positive remainder be $r_{1} \leqq R$. Divide $R$ by $r_{1}$ to get the quotient $Q_{2}$ and positive remainder $r_{2} \leqq r_{1}$; divide $r_{1}$ by $r_{2}$ to get the quotient $Q_{3}$ and remainder $\leqq r_{2}$; proceed until we reach an $r_{i}=1$. Let $A_{1}=Q_{1}$, $A_{2}=A_{1} Q_{2}+1, A_{3}=A_{2} Q_{3}+A_{1}, A_{4}=A_{3} Q_{4}+A_{2}, \cdots$. Then $\rho=A_{i}$, and $x=r_{1} M_{1} \rho_{1}+r_{2} M_{2} \rho_{2}+\cdots+r_{n} M_{n} \rho_{n}$.

A German MS. ${ }^{85}$ of the fifteenth century proved a general rule corresponding to the Chinese t'ai-yen rule.

Regiomontanus ${ }^{86}$ (1436-1476) proposed in a letter the problem to find a number with the remainders $3,11,15$ when divided by $10,13,17$. It is possible ${ }^{87}$ that he got acquainted in Italy with the work of L. Pisano.

Elia Misrachis8 (1455-1526) reproduced L. Pisano ${ }^{82}$ (pp. 281-2) and gave answers to similar problems.

Michael Stifel ${ }^{89}$ gave the correct result that if $x$ has the remainders $r$ and $s$ when divided by $a$ and $a+1$, respectively, then $x$ has a remainder $(a+1) r+a^{2} s$ when divided by $a(a+1)$.

Pin Kue ${ }^{50}$ treated in 1593 the problem given by Sun-Tsŭ. ${ }^{11}$
The problem to find a multiple of 7 having the remainder 1 when divided by $2,3,4,5$ or 6 was treated also by Casper Ens ${ }^{91}$ and Daniel Schwenter. 92

Frans van Schooten ${ }^{93}$ treated the problem to find a multiple of 7 having the remainder 1 when divided by 2,3 or 5 . He used $30 k+1$, where $k=3$ is chosen so that the number is divisible by 7 . He gave what is really the t'ai-yen rule, but attributed it to Nicolaus Huberti; it leads here to the multipliers $3 \cdot 5 \cdot 7=105,2 \cdot 5 \cdot 7=70,3(2 \cdot 3 \cdot 7)=126$, each with the remainder 1 when divided by $2,3,5$, respectively.

[^43]W. Beveridge ${ }^{94}$ treated the problem to find the least number $P$ which has given remainders $K$ and $L$ when divided by $A$ and $B$, when the latter are relatively prime. Let $D$ be the least multiple of $B$ which has the remainder I when divided by $A$; let $C$ be the least multiple of $A$ which divided by $B$ leaves 1 . Then $P=D K+C L$, as shown by a two page proof.

To find the least number $P$ which has the given remainders $K, L, Z$ when divided by the relatively prime numbers $M, B, A$, first find the least multiple $F$ of $A B$, least multiple $N$ of $A M$, least multiple $Q$ of $B M$, which have the remainder 1 when divided by $M, B, A$, respectively. Then $P=K F+L N+Z Q$.

This is precisely the rule as given later by Euler ${ }^{96}$ and Gauss. ${ }^{76}$

* J. Wallis ${ }^{95}$ gave an empirical solution of the problem of the Julian period.
T. F. de Lagny ${ }^{9}$ treated the problem to find the year $x$ of the Julian period when the solar cycle is 13 , the lunar cycle is 10 and the "indiction" is 7 ; thus if $x$ is divided by $28,19,15$, the remainder is $13,10,7$, respectively. From $x=28 m+13=19 n+10$, he found ${ }^{9}$ that $n=9+28 f$, where $f$ is an integer. Thus $x=19 n+10=181+532 f$. Since $x-7$ is to be divisible by 15 , the least $f$ is 3 .
L. Euler ${ }^{96}$ treated the problem to find an integer $z$ which has the remainders $p$ and $q$ when divided by $a$ and $b$, respectively, where $a>b$. Thus $z=m a+p=n b+q$. He solved the second equation by use of the process for the greatest common divisor for $a, b$, continued until one of the remainders $c, d, e, \cdots$ is reached which divides $v=p-q$. He thus deduced the result

$$
z=q+a b v\left(\frac{1}{a b}-\frac{1}{b c}+\frac{1}{c d}-\frac{1}{d e}+\cdots\right),
$$

in which the series is continued until we reach a remainder dividing $v$. At the end of the paper, Euler gave a rule generally attributed to Gauss. ${ }^{76}$ To find a number which has the respective remainders $p, q, r, s, t$ when divided by $a, b, c, d$, $e$, which are relatively prime in pairs. An answer is $A p+B q+C r+D s+E t+M a b c d e$, where

$$
\begin{array}{ccc}
A \equiv 0(\bmod b c d e), & A \equiv 1(\bmod a) ; & B \equiv 0(\bmod a c d e) \\
B \equiv 1(\bmod b) ; & \cdots & E \equiv 0(\bmod a b c d),
\end{array} \quad E \equiv 1(\bmod e) .
$$

C. von Clausberg ${ }^{97}$ found a multiple of 7 having the remainder 10 when divided by 15.
N. Saunderson ${ }^{98}$ treated the problem to find a number which has the remainders $d$ and $e$ when divided by $a$ and $b, a>b$. Let $l$ be the g.c.d.

[^44]of $a$ and $b$. Evidently $l$ must divide $d-e$. Let this condition be satisfied and determine $A$ and $B$ so that $A a-B b=-l$. Multiply the last equation by $(d-e) / l$. Then
$$
A a \cdot \frac{d-e}{l}+d=B b \cdot \frac{d-e}{l}+e
$$
is an answer. Other answers follow by adding any multiple of the l.c.m. $M$ of $a, b$. Next, let there be three divisors $a, b, c$ and corresponding remainders $d, e, f$. By the first problem find a number $g$ having the remainders $d$ and $e$ when divided by $a$ and $b$, and then a number $h$ having the remainders $g$ and $f$ when divided by $M$ and $c$. From the answer $h$ we obtain others by adding any multiple of the l.c.m. of $a, b, c$.
*A. G. Kästner, ${ }^{99}$ * Lüdicke ${ }^{100}$ and C. Hutton ${ }^{101}$ treated problems on the Julian period. To find the year $x$ of Christ in which the solar and lunar cycles are 18 and 8, and Roman indiction is 10, Hutton noted that the year before the Christian era was the ninth of the solar cycle, first of the lunar and third of the indiction. Hence the remainders on dividing $x+9, x+1, x+3$ by $28,19,15$ respectively (the periods of the solar, lunar and indiction cycles) must be $18,8,10$. Thus $x=7980 p+1717$.

To apply ${ }^{102}$ the rule in J. Keill's Astronomy Lectures, p. 380, divide $18.4845+8.4200+10.6916$ by 7980 ; the remainder 6430 is the year of the Julian period; subtract 4713, the Julian year at the birth of Christ.
A. Thacker ${ }^{103}$ proved the last rule, starting as had Hutton. ${ }^{101}$

The least number ${ }^{104}$ with the remainders $1,2,3,4,5$ when divided by $2,3,4,5,6$ is $60-1$ [L. Pisano ${ }^{82}$ ].
R. Robinson ${ }^{105}$ found a number $x$ which has the remainders 19,18 , $\cdots, 1$ when divided by $20,19, \cdots, 2$. Since
$x=2 a+1=3 b+2=\cdots=20 A+19, \quad b=2 m-1, \quad a=3 m-1$; then use $x=4 c+3$, etc. Hence $x=232792560 B-1$, the least being given by $B=1$.
J. L. Lagrange ${ }^{106}$ determined $n$ so that it shall have given remainders $N, N_{1}, N_{2}, \cdots$, when divided by $M, M_{1}, M_{2}, \cdots$ respectively. Let $P$ be the l.c.m. of $M, M_{1}, M_{2}, \cdots ; Q$ that of $M, M_{2}, M_{3}, \cdots$ (omitting $M_{1}$ ); $Q_{1}$ that of $M, M_{1}, M_{3}, \cdots$ (omitting $M_{2}$ ); etc. Then seek (Lagrange ${ }^{17}$ ) integers $\mu, \nu, \mu_{1}, \nu_{1}, \cdots$ such that

$$
\mu Q-\nu M_{1}=N_{1}-N, \quad \mu_{1} Q_{1}-\nu_{1} M_{2}=N_{2}-N, \quad \mu_{2} Q_{2}-\nu_{2} M_{3}=N_{3}-N,
$$

[^45]Then $n=\lambda P+N+\mu Q+\mu_{1} Q_{1}+\mu_{2} Q_{2}+\cdots$, where $\lambda$ is any integer. The first of the above set of equations has an infinitude of solutions if $Q$ and $M_{1}$ are relatively prime, but no solution in the contrary case unless $N_{1}-N$ be divisible by the g.c.d. of $Q, M_{1}$.

Lagrange ${ }^{107}$ noted that the problem is to make $M t+N, M_{1} u+N_{1}$, $M_{2} x+N_{2}, \cdots$ equal. The general value of $t$ making the first two equal is $t=A r+M_{1} m$, where $A=N_{1}-N, r$ is fixed and $m$ is arbitrary. The next step is to solve

$$
M\left(A r+M_{1} m\right)+N=M_{2} x+N_{2}
$$

for $m, x$; etc.
K. F. Hindenburg ${ }^{108}$ gave a method of "cyclic periods" to find, for example, a number $x$ having the remainders 1 and 2 when divided by $\alpha=2$ and $\beta=3$. The numbers $1,2, \cdots, \alpha$ are written in a column and repeated $\beta$ times; similarly $1,2, \cdots, \beta$ are written in a second column and repeated $\alpha$ times. The given remainders appear in the 5 th row; hence $x=5$.

| 1 | 1 |
| :--- | :--- |
| 2 | 2 |
| 1 | 3 |
| 2 | 1 |
| 1 | 2 |
| 2 | 3 |

C. F. Gauss, ${ }^{109}$ to find $z$ with the remainders $a$ and $b$ when divided by $A$ and $B$, solved $z=A x+a \equiv b(\bmod B)$, obtaining $x \equiv v(\bmod B / \delta)$, if $\delta$ is the g.c.d. of $A, B$. Hence $z \equiv A v+a(\bmod M)$ is the complete solution of the problem, where $M=A B / \delta$ is the l.c.m. of $A, B$. If we add the condition that $z \equiv c(\bmod C)$, we get the complete solution

$$
z \equiv M w+A v+a\left(\bmod M^{\prime}\right)
$$

where $M^{\prime}=A B C / \delta \epsilon$ is the l.c.m. of $A, B, C$, while $\epsilon$ is the g.c.d. of $M, C$.
We may replace $z \equiv a(\bmod A)$ by $z \equiv a\left(\bmod A^{\prime}\right), z \equiv a\left(\bmod A^{\prime \prime}\right)$, $\cdots$, where $A^{\prime} A^{\prime \prime} \cdots=A$ and $A^{\prime}, A^{\prime \prime}, \cdots$ are powers of distinct primes. Similarly, let $B=B^{\prime} B^{\prime \prime} \ldots$. In case $B^{\prime}=p^{r}, A^{\prime}=p^{s}, r \geqq s$, the problem is impossible unless $b \equiv a\left(\bmod A^{\prime}\right)$, while if this is satisfied the condition $z \equiv a\left(\bmod A^{\prime}\right)$ may be dropped. In this way we can derive an equivalent set of congruences in which the moduli are relatively prime in pairs and proceed as above or as in Gauss ${ }^{76}$ [due to Euler ${ }^{96}$ ].
A. D. Wheeler ${ }^{110}$ noted that the least integer $k$ which has the given remainders $r, r^{\prime}, \cdots$ when divided by the given numbers $d, d^{\prime}, \cdots$ is found by reducing $(x-r) / d,\left(x-r^{\prime}\right) / d^{\prime}, \cdots$ to equivalent fractions with a

[^46]common denominator and taking a linear combination $x-k$ of the new numerators such that the coefficient of $x$ is unity.
L. Matthiessen ${ }^{111}$ discussed the Chinese rules in modern form.
M. F. Daniell ${ }^{69}$ noted that if $a, b, \cdots$ are relatively prime integers, $x \equiv A(\bmod a), x \equiv B(\bmod b), \cdots$ have the solution
$$
x \equiv\left(\frac{k}{a}\right)^{\phi(a)} A+\left(\frac{k}{b}\right)^{\phi(b)} B+\cdots \quad(\bmod k=a b \cdots) .
$$
T. J. Stieltjes ${ }^{12}$ noted that the congruences $x \equiv \alpha(\bmod A), \cdots$, $x \equiv \lambda(\bmod L)$ have a common solution if and only if $\alpha-\beta, \alpha-\gamma, \beta-\gamma$, $\cdots$ are divisible by $(A, B),(A, C),(B, C), \cdots$, respectively, where $(A, B)$ denotes the g.c.d. of $A, B$. The case in which $A, \cdots, L$ are not relatively prime in pairs can be reduced [Yih-hing ${ }^{79}$ ] to the contrary case by writing the l.c.m. of the moduli in the form $M=A^{\prime} B^{\prime} \cdots L^{\prime}$, where $A^{\prime}, \cdots, L^{\prime}$ are relatively prime in pairs and divide $A, \cdots, L$ respectively. Then any solution of the initial congruences satisfies also $x \equiv \alpha\left(\bmod A^{\prime}\right), \cdots$, $x \equiv \lambda\left(\bmod L^{\prime}\right)$, whence $x \equiv a(\bmod M) . \quad$ Conversely, the last $x$ satisfies the initial congruences if they are solvable.
H. J. Woodall ${ }^{113}$ found numbers with given remainders when divided by $3,5,7,11,13$.
J. Cullen ${ }^{14}$ gave a graphical method to solve $x \equiv \alpha(\bmod P), \cdots$, $x \equiv \lambda(\bmod L)$, useful when $P, \cdots, L$ are very large.
G. Arnoux ${ }^{115}$ gave implicitly the theorem that, if $m_{1}, \cdots, m_{n}$ are relatively prime in pairs, $M=m_{1} \cdots m_{n}, \mu_{i}=M / m_{i}$, and if $a_{1}, \cdots, a_{m}$ are integers such that $a_{i} \mu_{i} \equiv r\left(\bmod m_{i}\right)$ for $i=1, \cdots, n$, then $a_{1} \mu_{1}+\cdots$ $+a_{n} \mu_{n} \equiv r(\bmod M)$. Proofs were given by C. A. Laisant ${ }^{116}$ and T. Hayashi. ${ }^{116}$
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## Number $\omega$ of Positive Integral Solutions of $a x+b y=n$, Where $a$ and $b$ Are Positive and Relatively Prime.

P. Paoli ${ }^{117}$ noted that if $a x+b y=n$ has integral solutions, any common factor of $a$ and $b$ must divide $n$ and hence can be removed from every term.

[^47]Let henceforth $a$ and $b$ be relatively prime and positive. Let $\beta$ denote the least positive integer such that $n-a \beta$ is divisible by $b$. Then every solution is given by

$$
x=\beta+b m, \quad y=\frac{n-a \beta}{b}-a m .
$$

The values of $m$ making $x$ and $y$ positive are $0,1, \cdots, E$, where $E$ is the largest integer less than $(n-a \beta) /(a b)$. Thus there are $\omega=E+1$ sets of positive integral solutions $x, y$.
P. Barlow ${ }^{118}$ employed positive integers $p, q$ such that $a q-b p=+1$. Then all solutions of $a x+b y=n$ are given by

$$
x=n q-m b, \quad y=m a-n p
$$

Let [ $t$ ] denote the greatest integer $\leqq t$. Then

$$
\omega=\left[\frac{n q}{b}\right]-\left[\frac{n p}{a}\right]
$$

or one less according as $n q / b$ is not or is an integer. In fact, $m$ must be less than $n q / b$ and $>n p / a$ to make $x$ and $y$ positive.

Libri ${ }^{27}$ expressed $\omega$ as a sum of trigonometric functions.
C. Hermite ${ }^{19}$ employed the integers

$$
n^{\prime}=a\left[\frac{n}{a}\right]+b\left[\frac{n}{b}\right]-n, \quad n^{\prime \prime}=a\left[\frac{n^{\prime}}{a}\right]+b\left[\frac{n^{\prime}}{b}\right]-n^{\prime}
$$

Then every positive integral solution of $a x+b y=n$ is given by

$$
\begin{aligned}
& x=\left[\frac{n}{a}\right]-\left[\frac{n^{\prime}}{a}\right]+\left[\frac{n^{\prime \prime}}{a}\right]-\cdots+(-1)^{i-1}\left[\frac{n^{(i-1)}}{a}\right]+(-1)^{i} b \xi \\
& y=\left[\frac{n}{b}\right]-\left[\frac{n^{\prime}}{b}\right]+\left[\frac{n^{\prime \prime}}{b}\right]-\cdots+(-1)^{i-1}\left[\frac{n^{(i-1)}}{b}\right]+(-1)^{i} a \eta
\end{aligned}
$$

where $\xi, \eta$ take the $\omega+1$ sets of integral values $\geqq 0$ which satisfy $\xi+\eta=\omega$. Here $\omega$ is such that $n^{(i)}=\omega a b$. Thus if $\tau$ is the greatest integer $\leqq n /(a b)$, and $n=\tau a b+v$, then $\omega=\tau$ or $\tau+1$, according as $a x+b y=v$ has positive integral solutions or not.
M. A. Stern ${ }^{120}$ gave Barlow's ${ }^{118}$ result.
A. D. Wheeler ${ }^{121}$ noted that if $a x+b y=c$ has the least positive solution $x=\nu$, it has the solutions $x=\nu+b$, etc., and hence $n$ positive solutions if $c>n a b$. The least and greatest values of $c$ for $n$ positive solutions are $(n-1) a b+a+b$ and $(n+1) a b$. If $c=n a b$ there are exactly $n-1$ solutions. If $c=n a b+a x^{\prime}+b y^{\prime}$, there are $n+1$ solutions.

[^48]J. J. Sylvester ${ }^{122}$ stated two theorems on the number $(n ; a, b)$ of positive integral solutions of $a x+b y=r$ for the values $r=0,1, \cdots, n$ :
$$
(n ; a, b)=\frac{1}{2} k\left(k a b+a+b+2 n^{\prime}-1\right)+\left(n^{\prime} ; a, b\right)
$$
if $k$ and $n^{\prime}$ are positive integers for which $n+1=k a b+n^{\prime}$;
$(\nu ; a, b)=\left(\nu^{\prime} ; a^{\prime}, b^{\prime}\right)-\left(\nu^{\prime}-\left[\frac{a^{\prime} \nu}{a}\right]\right) \cdot\left[\frac{a \nu^{\prime}-\nu a^{\prime}+1}{a^{\prime}}\right], \nu<a b, \nu^{\prime}=\left[\frac{b^{\prime} \nu}{b}\right]$,
where $a^{\prime}, b^{\prime}$ are positive integers such that $a b^{\prime}-b a^{\prime}=1, a^{\prime}<a, b^{\prime}<b$.
E. Catalan ${ }^{123}$ made use of the known fact that the solutions of
$$
a x+b y=n
$$
are $x=\alpha-b \theta, y=\beta+a \theta$, if $\alpha, \beta$ is one set of positive integral solutions. Let $a, b, n$ be positive. Then the positive solutions have $\theta\langle\alpha / b, \theta\rangle-\beta / a$, which are equivalent to $\theta<a \alpha /(a b), \theta>(a \alpha-n)_{l}(a b)$. Hence $\omega=[n / a b]$ or $[n / a b]+1$. Writing $n=a b q+n^{\prime}, 0 \leqq n^{\prime}<a b$, he proved that $a x+b y=n$ has $q+1$ or $q$ positive solutions according as $a x^{\prime}+b y^{\prime}=n^{\prime}$ has a positive solution or none.
C. de Polignac ${ }^{124}$ remarked that $a x+b y=n$ may be solved graphically by means of a lattice whose initial rectangle has the base $a$ and altitude $b$. He concluded that, if $\tau=[n / a b], \omega=\tau$ if the remainder obtained by dividing $n$ by $a b$ is $<b \beta$, where $\beta$ is the least positive $y$, while $\omega=\tau+1$ in the contrary case.
E. Catalan ${ }^{155}$ stated and E. Cesàro proved that, if we count the integral solutions $\geqq 0$ of each of the equations $x+2 y=n-1,2 x+3 y=n-3$, $3 x+4 y=n-5, \cdots$, the total number of solutions equals the excess of $n+2$ over the number of divisors of $n+2$. For, $p x+(p+1) y=n-(2 p-1)$ has
$$
\left[\frac{n+1}{p}\right]-\left[\frac{n+1}{p+1}\right]-\epsilon
$$
solutions $\geqq 0$, where $\epsilon=1$ or 0 according as $p+1$ is or is not a divisor of $n+2$.
E. Cesàro stated and J. Gillet ${ }^{196}$ proved that if we count the integral solutions $\geqq 0$ of each of the equations $x+4 y=3 n-1,4 x+9 y=5 n-4$, $9 x+16 y=7 n-9, \cdots$, the total number of solutions is $n$.
E. Catalan stated and E. Cesàro and H. Schoentjes ${ }^{127}$ proved that if we count the integral solutions $\geqq 0$ of each of the $n+1$ equations

[^49]$x+2 y=n, 2 x+3 y=n-1, \cdots,(n+1) x+(n+2) y=0$, the total number of solutions is $n+1$.

Cesàro ${ }^{128}$ proved the last theorem with $n$ replaced by $n-1$, by showing that $p(x+y+1)+y=n$ has exactly $N_{p}=[n / p]-[n /(p+1)]$ integral solutions $\geqq 0$. Also,

$$
N_{p}+N_{p+1}+\cdots+N_{n}=\left[\frac{n}{p}\right]
$$

while $N_{1}+N_{3}+N_{5}+\cdots$ equals the difference between the number of odd divisors and the number of even divisors of $1,2, \cdots, n$. The number of integral solutions $\geqq 0$ of $x+2 y=2(n-1), 2 x+3 y=2(n-2), \cdots$, $n x+(n+1) y=0$ is the number of non-divisors of $2 n+1$. As a generalization, $p x+(p+1) y=k(n-p)$, for $p=1, \cdots, n$, have

$$
M=M_{1}+\cdots+M_{n}
$$

integral solutions $\geqq 0$, where $M_{p}=[k n / p]-[(k n+k-1) /(p+1)]$ is the number of solutions of the equation written; for $k=3, M$ equals the sum of the numbers of divisors of $3 n+1$ and $3 n+2$. [The preceding results are special cases of a formula given by Lerch in 1888; cf. Gegenbauer, ${ }^{29}$ p. 227 of Vol. I of this History.] As a generalization of Catalan's ${ }^{127}$ theorem, the total number of integral solutions $\geqq 0$ of

$$
(1+j k) x+(1+\overline{j+1} k) y=k(n-j-1) \quad(j=0,1, \cdots)
$$

is $n$. Given a set $x=-\alpha, y=\beta$ of integral solutions of $a x+b y=n$, the number of integral solutions $\geqq 0$ is $[\beta / a]-[(\alpha-1) / b]$.

Consider a set $u_{1}, u_{2}, \cdots$ of positive integers each prime to the term following it. Let $v_{1}, v_{2}, \cdots$ be integers and determine a series of $w$ 's by

$$
w_{p}=v_{p} u_{p+1}-\left(1+v_{p+1}\right) u_{p}
$$

If $w_{r}$ is the first negative term, the total number of integral solutions $\geqq 0$ of

$$
u_{p} x+u_{p+1} y=w_{p} \quad(p=1, \cdots, r-1)
$$

is $\left[v_{1} / u_{1}\right]-\left[v_{r} / u_{r}\right]$, since the equation written has $\left[v_{p} / u_{p}\right]-\left[v_{p+1} / u_{p+1}\right]$ solutions $\geqq 0$. The case $v_{p}=n, u_{p}=p^{2}$, gives the result of Cesàro. ${ }^{126}$

He quoted (p. 273) from a letter from Hermite the result that
$\left[\frac{n-b}{a}\right]+\left[\frac{n-2 b}{a}\right]+\left[\frac{n-3 b}{a}\right]+\cdots=\left[\frac{n-a}{b}\right]+\left[\frac{n-2 a}{b}\right]+\cdots$,
each member being the number $\mu$ of sets of positive integers for which $a x+b y \leqq n$. Henceforth, let $a$ and $b$ be relatively prime. Then the number of integral solutions $\geqq 0$ of $a x+b y=n$ is known to be $N_{n}=[n / a b]+r$, where $r=0$ or 1 . Cesàro noted (p. 278) that $r=1$ if the remainder $R$ obtained by dividing $n$ by $a b$ is of the form $\rho a+\sigma b$, where $\rho, \sigma$ are integers $\geqq 0$, and $r=0$ in the contrary case [Catalan ${ }^{123}$ ]. This theorem, which may be expressed in the form $N_{n}-N_{R}=[n / a b]$, is
proved in two ways, one by use of a geometric process communicated to him by Lucas: Given one point on the line $a x+b y=n$ with integral coordinates $\geqq 0$, it is easy to find all such points. If $M$ is the point with the maximum abscissa, we get a second point $M^{\prime}$ by subtracting $b$ from the abscissa of $M$ and adding $a$ to the ordinate of $M$. From $M^{\prime}$ we obtain similarly a new point, etc.

Cesàro stated and N . Goffart ${ }^{129}$ proved that the total number of integral solutions $\geqq 0$ of
$x+4 y=3(n-1), \quad 4 x+9 y=5(n-2), \quad 9 x+16 y=7(n-3)$
is $n$.
J. Gillet ${ }^{130}$ stated that the sum of the numbers of solutions of

$$
p^{m} x+(p+1)^{m} y=\left\{(p+1)^{m}-p^{m}\right\} n-p^{m} \quad(p=1, \cdots, n)
$$

is $n$, a generalization of the theorems by Cesàro ${ }^{126}$ and Catalan. ${ }^{127}$
E. Lucas ${ }^{131}$ proved Catalan's ${ }^{123}$ result and added the remark that there are $\frac{1}{2}(a-1)(b-1)$ values of his $n^{\prime}$ for which $a x+b y=n^{\prime}$ has no solutions $\geqq 0$. In the continued fraction for $a / b$, let $\alpha / \beta$ be the convergent of rank $n-1$ immediately preceding $a / b$. Then, writing $r$ for $n^{\prime}$, we have the solution $x_{0}=(-1)^{n} r \beta, y_{0}=-(-1)^{n} r \alpha$ of $a x+b y=r$. The sum of the squares of the values $x=x_{0}+b t, y=y_{0}-a t$, giving the general solution, is a minimum for $t=s /\left(a^{2}+b^{2}\right)$, where $s=(-1)^{n-1}(a \alpha+b \beta) r$. Let $\rho_{1}$ be the least positive remainder and $-\rho_{2}$ the greatest negative remainder when $s$ is divided by $k=a^{2}+b^{2}$. Then the sets of minimum solutions are given by
$k x_{1}=a r-b \rho_{1}, \quad k y_{1}=b r+a \rho_{1}, \quad k x_{2}=a r+b \rho_{2}, \quad k y_{2}=b r-a \rho_{2}$. In only one of the sets are the unknowns $\geqq 0$. Hence $a x+b y=r$ is solvable in integers $\geqq 0$ if and only if one of $a r-b \rho_{1}$ and $b r-a \rho_{2}$ is not negative.
E. Catalan ${ }^{132}$ showed by an example that Lucas' last method requires long computations. He noted (ibid., 241-3) that, if $\omega(n)$ denotes the number of integral solutions $\geqq 0$ of $p x+q y=n$,

$$
1+2 \omega(1)+2^{2} \omega(2)+\cdots+2^{p q-p-q} \omega(p q-p-q)=\frac{2^{p q}-1}{\left(2^{p}-1\right)\left(2^{q}-1\right)}
$$

A. S. Werebrusow ${ }^{133}$ noted that $\omega=(n-b \beta-a \alpha) / a b$, if $\beta$ is the least positive $y$, and $\alpha$ the greatest negative $x$.
L. Salkin ${ }^{134}$ employed the argument of Catalan ${ }^{123}$ to show that $\omega=q$ or $q+1$, according as $d \leqq d^{\prime}$ or $d>d^{\prime}$, where, if $-l, m$ is one set of solutions, $d=l / b-[l / b], d^{\prime}=m / a-[m / a]$.

[^50]V. Bernardi ${ }^{135}$ would find the positive integral solutions of $a x+b y=k$ by employing the remainders $r_{1}^{\prime}, r_{1}^{\prime \prime}$ and quotients $q_{1}^{\prime}, q_{1}^{\prime \prime}$ obtained on dividing $k-b$ by $a$ and $k-a$ by $b$. Thus
$$
a x_{1}+b y_{1}=k_{1}, \quad k_{1}=k-a-b-r_{1}^{\prime}-r_{1}^{\prime \prime} .
$$

Similarly, $a x_{2}+b y_{2}=k_{z}, \cdots, a x_{m}+b y_{m}=k_{m}=k_{m-1}-a-b-r_{m}^{\prime}-r_{m}^{\prime \prime}$, where $r_{m}^{\prime}, r_{m}^{\prime \prime}$ are the remainders and $q_{m}^{\prime}, q_{m}^{\prime \prime}$ the quotients obtained on dividing $k_{m-1}-b$ by $a$ and $k_{m-1}-a$ by $b$. In this way we find a value $u$ of $m$ such that a zero remainder results from that one of the two divisions in which the divisor is the smaller of $a, b$, or such that the remainder from the other division is zero or is divisible by the smaller coefficient. Then $k_{u}$ is divisible by the larger or the smaller of $a, b$ in the respective cases. The positive integral solutions with $k_{u}$ divisible by $a$ are

$$
x_{u}=k_{u} / a-n b, \quad y_{u}=n a \quad\left(n=0,1, \cdots,\left[k_{u} / a b\right]\right) .
$$

Then all positive integral solutions of the given equation are

$$
\begin{aligned}
& x=(-1)^{u} x_{u}+q_{1}^{\prime}-q_{2}^{\prime}+\cdots+(-1)^{u-1} q_{u}^{\prime} \\
& y=(-1)^{u} y_{u}+q_{1}^{\prime \prime}-q_{2}^{\prime \prime}+\cdots+(-1)^{u-1} q_{u}^{\prime \prime} .
\end{aligned}
$$

Cf. Hermite. ${ }^{119}$
L. Crocchi ${ }^{136}$ noted that Hermite's ${ }^{119}$ formulas do not give merely the integral solutions. Thus, if $n<a, n<b$, they give $x= \pm b \xi, y= \pm a \eta$, $\xi+\eta= \pm n /(a b)$, which lead to fractional solutions of $a x+b y=n$. Crocchi therefore transformed Hermite's formulas so that the resulting formulas give merely positive integral solutions. Set

$$
\begin{aligned}
& n=\left[\frac{n}{a}\right] a+r=\left[\frac{n}{b}\right] b+s, \quad n^{\prime}=n-r-s, \quad n^{\prime}=\left[\frac{n^{\prime}}{a}\right] a+r^{\prime}, \\
& \text { Then } \\
& \quad \frac{s}{a}=\left[\frac{n}{a}\right]-\frac{n^{\prime}}{a}=\left[\frac{n}{a}\right]-\left[\frac{n^{\prime}}{a}\right]-\frac{r^{\prime}}{a}, \quad\left[\frac{n^{\prime}}{a}\right]=\left[\frac{n}{a}\right]-\left[\frac{s}{a}\right]_{+},
\end{aligned}
$$

where $[s / a]_{+}$is the quotient by excess of $s$ by $a$. Similarly,

$$
\left[\frac{n^{\prime \prime}}{a}\right]=\left[\frac{n}{a}\right]-\left[\frac{s}{a}\right]_{+}-\left[\frac{s^{\prime}}{a}\right]_{+} .
$$

Taking alternate signs and adding, we get, for $m$ even,

$$
\begin{aligned}
& x^{\prime}=\left[\frac{n}{a}\right]-\left\{\left[\frac{s^{\prime}}{a}\right]_{+}+\left[\frac{s^{\prime \prime \prime}}{a}\right]_{+}+\cdots+\left[\frac{s^{(m)}}{a}\right]_{+}\right\} \\
& y^{\prime}=\left[\frac{n}{b}\right]-\left\{\left[\frac{r^{\prime}}{b}\right]_{+}+\left[\frac{r^{\prime \prime \prime}}{b}\right]_{+}+\cdots+\left[\frac{r^{(m)}}{b}\right]_{+}\right\},
\end{aligned}
$$

and, for $m$ odd,

$$
\begin{aligned}
& x^{\prime}=\left[\frac{n}{a}\right]_{+}+\left[\frac{s^{\prime \prime}}{a}\right]_{+}+\cdots+\left[\frac{s^{(m-1)}}{a}\right]_{+} \\
& y^{\prime}=\left[\frac{r}{b}\right]_{+}+\left[\frac{r^{\prime \prime}}{b}\right]_{+}+\cdots+\left[\frac{r^{(m-1)}}{b}\right]_{+}
\end{aligned}
$$

Then $x=x^{\prime}+(-1)^{m+1} b \xi, y=y^{\prime}+(-1)^{m+1} a \eta, \xi+\eta=n^{(m)} /(a b)$.
L. Crocchi ${ }^{137}$ noted that, if in Hermite's ${ }^{119}$ process we have reached the dividend $n^{(p)}=a Q+r_{p}=b Q^{\prime}+r_{p}^{\prime}$, then $n^{(p+1)}=n^{(p)}-r_{p}-r_{p}^{\prime}$. For example, consider $5 x+11 y=488$.

Residues
Quotients

| Dividends | by 5 | by 11 | by 5 | by 11 |
| :---: | :---: | :---: | :---: | :---: |
| 488 | 3 | 4 | 97 | 44 |
| 481 | 1 | 8 | 96 | 43 |
| 472 | 2 | 10 | 94 | 42 |
| 460 | 0 | 9 | 92 | 41 |
| 451 | 1 | 0 | 90 | 41 |
| 450 | 0 | 10 | 90 | 40 |
| 440 | 0 | 0 | 88 | 40 |

Here $481=488-3-4$, etc. Thus

$$
\begin{aligned}
& x^{\prime}=97-96+94-92+90-90+88=91 \\
& y^{\prime}=1+1+1+40=43, \quad x=91-11 m \\
& y=43-5 n, \quad m+n=440 /(5 \cdot 11)=8
\end{aligned}
$$

To find $x^{\prime}$ more readily, use the second, fourth and sixth entries $8,9,10$ in the third column and set

$$
\begin{array}{ll}
I_{2}=1+\left[\frac{8}{5}\right]=2, & I_{6}=\left[\frac{10}{5}\right]=2, \\
I_{4}=1+\left[\frac{9}{5}\right]=2, & x^{\prime}=97-I_{2}-I_{4}-I_{6}=91 .
\end{array}
$$

Similarly, from the second column, $y^{\prime}=44-1-0-0=43$. But if the number of operations had been even, we would have used $I_{1}, I_{3}, I_{5}$.
L. Rassicod, ${ }^{138}$ V. A. Lebesgue, ${ }^{139}$ G. Chrystal, ${ }^{140}$ L. Aubry ${ }^{141}$ and E. Cesàro ${ }^{142}$ evaluated $\omega$ by known methods. Cf. Laguerre ${ }^{91}$ of Ch. III.

[^51]G. B. Mathews ${ }^{142 a}$ proved that, if $\psi(n)$ is the number of positive integral solutions of $x+y=n$ in which $3 x \geqq 4 y, 2 x \leqq 7 y$, then
$$
\Sigma \psi(n) x^{n}=\left(1+x^{3}+\cdots+x^{13}\right) /\left\{\left(1-x^{7}\right)\left(1-x^{9}\right)\right\} .
$$

For the problem in $n$ instead of two unknowns, see Ch. III.

## One Linear Equation in three Unknowns.

T. F. de Lagny ${ }^{10}$ (p. 595) treated $p y=a x+z$ by giving values to $z$ which are the successive multiples of the g.c.d. of $p$ and $a$. The methods of de Paoli ${ }^{62}$ and Mac Mahon ${ }^{48}$ were given above.

Several ${ }^{143}$ found the 12 sets of positive integral solutions of

$$
10 x+11 y+12 z=200
$$

L. Euler ${ }^{144}$ treated $A a+B b+C c=0$. For example,

$$
49 a+59 b+75 c=0
$$

Divide by 49 and set $a+b+c=d$. Thus $10 b+26 c+49 d=0$. Divide by 10 and proceed as before. We ultimately get all integral solutions:

$$
a=-8 e-7 f, \quad b=13 e+2 f, \quad c=3 f-5 e
$$

P. Paoli ${ }^{145}$ solved $5 x+8 y+7 z=50$ by successive substitutions:

$$
\begin{aligned}
x+y & =t, & & 5 t+3 y+7 z=50 \\
y+t & =t^{\prime}, & & 3 t^{\prime}+2 t+7 z=50 \\
t+t^{\prime} & =t^{\prime \prime}, & & 2 t^{\prime \prime}+t^{\prime}+7 z=50
\end{aligned}
$$

Since a coefficient is now unity, the solution is evident.
A. Cauchy ${ }^{146}$ proved that every solution of $a x+b y+c z=0$ is given by

$$
x=b w-c v, \quad y=c u-a w, \quad z=a v-b u
$$

if the g.c.d. of $a, b, c$ is unity.
V. Bouniakowsky ${ }^{147}$ proved Cauchy's ${ }^{146}$ result by solving

$$
a x+b y+c z=0, \quad a^{\prime} x+b^{\prime} y+c^{\prime} z=h^{\prime}, \quad a^{\prime \prime} x+b^{\prime \prime} y+c^{\prime \prime} z=h^{\prime \prime}
$$

the two adjoined equations having arbitrary coefficients. Then

$$
x=b w-c v
$$

etc., where $u=\left(a^{\prime} h^{\prime \prime}-h^{\prime} a^{\prime \prime}\right) / \Delta$, etc., $\Delta$ being a determinant of order three.

[^52]V. A. Lebesgue ${ }^{148}$ noted that, if the g.c.d. of $a, b, c$ is unity, all solutions of
\[

$$
\begin{equation*}
a x+b y+c z=d \tag{1}
\end{equation*}
$$

\]

are given by

$$
x=d \alpha \delta+c \alpha u+v b / D, \quad y=d \beta \delta+c \beta u-v a / D, \quad z=d \gamma-D u
$$

where $u$ and $v$ are arbitrary, $a \alpha+b \beta=D, D$ being the g.c.d. of $a, b$, and $D \delta+c \gamma=1$.
H. J. S. Smith ${ }^{149}$ stated that if $a, b, c$ and $a^{\prime}, b^{\prime}, c^{\prime}$ are two sets of solutions of $A x+B y+C z=0$, where $A, B, C$ have no common divisor, the complete solution is

$$
x=a t+a^{\prime} u, \quad y=b t+b^{\prime} u, \quad z=c t+c^{\prime} u
$$

if and only if there is no common divisor of

$$
b c^{\prime}-b^{\prime} c, \quad c a^{\prime}-a c^{\prime}, \quad a b^{\prime}-a^{\prime} b
$$

A. D. Wheeler ${ }^{150}$ treated (1) by taking $1,2, \cdots$ for $z$ until we reach a value for which $a x_{1}+b y_{1}=d-c z<a+b$ and hence is not solvable. By simplifying this method, he found the number of solutions.
L. H. Bie ${ }^{151}$ expressed the general solution of (1) in terms of the residues of $d-p c$ modulo $b$.
C. de Comberousse ${ }^{152}$ employed the g.c.d. $\delta$ of $a$, b. Let the g.c.d. of $\delta$ and $c$ divide $d$. Then $d-c z=\delta \theta$ has an infinitude of solutions $z, \theta$. For each $\theta, x a / \delta+y b / \delta=\theta$ has an infinitude of solutions. If $\alpha, \beta, \gamma$ is one set of solutions of ( 1 ), every solution is given by
$x=\alpha-b \theta+c \theta^{\prime}, y=\beta+a \theta+c \theta^{\prime \prime}, z=\gamma-a \theta^{\prime}-b \theta^{\prime \prime}\left(\theta, \theta^{\prime}, \theta^{\prime \prime}\right.$ arbitrary $)$.
A. Pleskot ${ }^{153}$ treated (1) by continued fractions.

While in various books ${ }^{154}$ on algebra the solution of (1) involves three parameters, that by G. M. Testi ${ }^{155}$ involves only two. Let the greatest common divisor $\delta$ of $a$ and $b$ be prime to $c$. Then

$$
\frac{a}{\delta} x+\frac{b}{\delta} y=t, \quad \delta t+c z=d
$$

The second has the general solution $t_{0}-c \phi, z_{0}+\delta \phi$, if $t_{0}, z_{0}$ is one solution. All solutions of the first are given by $x=x_{0} t-\theta b / \delta, y=y_{0} t+\theta a / \delta$, if $x_{0}$, $y_{0}$ is a solution of

$$
\frac{a}{\delta} x+\frac{b}{\delta} y=1
$$

${ }^{148}$ Exercices d'analyse numérique, Paris, 1859, 60.
${ }^{14}$ British Assoc. Report, 1860, II, 6; Coll. Math. Papers, I, 365-6.
${ }^{150}$ The Math. Monthly (ed., Runkle), New York, 2, 1860, 407-410.
${ }_{1 s 1}{ }^{151}$ Tidsskrift for Mat., 2, 1878, 168-78.
${ }_{15 s}{ }^{152}$ Algèbre supérieure, 1, 1887, 179-183.
${ }^{153}$ Casopis, Prag, 22, 1893, 71.
${ }_{156}^{15}$ Cf. J. Bertrand, Traité élém. d'algèbre, 1850; transl. by E. Betti, Florence, 1862, 285.
${ }^{155}$ Periodico di Mat., 13, 1898, 177.

Thus (1) has the solution $\alpha=x_{0} t_{0}, \beta=y_{0} t_{0}, \gamma=z_{0}$, and also

$$
\begin{aligned}
& x=\alpha-c x_{0} \phi-\theta b / \delta \\
& y=\beta-c y_{0} \phi+\theta a / \delta, \\
& z=\gamma+\delta \phi .
\end{aligned}
$$

The latter give all integral solutions of (1) when $\phi$ and $\theta$ take all positive and negative integral values and zero. A like result was given by F . Giudice. ${ }^{158}$
*H. Ruoss ${ }^{157}$ showed graphically how to find those values of $x, y, z$ in (1) which satisfy certain restrictions, e.g., are all positive.

## One Linear Equation in $n>3$ Unknowns.

Brahmegupta ${ }^{2}$ and Bháscara ${ }^{5}$ assigned values to all but two of the unknowns.
T. Moss ${ }^{158}$ tabulated the 412 sets of positive integral solutions of

$$
17 v+21 x+27 y+36 z=1000
$$

C. F. Gauss ${ }^{159}$ noted that, if the constant term is a multiple of the g.c.d. $g$ of the coefficients of the unknowns, then $g$ is a linear function of those coefficients, and the equation is solvable in integers.
V. Bouniakowsky ${ }^{147}$ would solve $a x+b y+c z+d u=0$ by adjoining three equations $a^{\prime} x+\cdots=h^{\prime}$, etc., and solving the system. The general solution of the given equation is thus

$$
\begin{array}{ll}
x=d p-c q+b r, & z=d r^{\prime}-b q^{\prime}+a q \\
y=-d p^{\prime}+c q^{\prime}-a r, & u=-c r^{\prime}+b p^{\prime}-a p
\end{array}
$$

where $p, q, r, p^{\prime}, q^{\prime}, r^{\prime}$ are arbitrary. He gave a like result for five unknowns and outlined the law for $n$ unknowns. V. Schäwen ${ }^{160}$ gave the same method.

- B. Jaufroid ${ }^{161}$ assumed that there is no common divisor of $a, \cdots, m$ in

$$
\begin{equation*}
a x+b y+c z+\cdots+m u+n=0 \tag{1}
\end{equation*}
$$

First, let $a$ and $b$ be relatively prime. Then
$a A+b A_{1}+c=0, \quad \cdots, \quad a L+b L_{1}+m=0, \quad a M+b M_{1}+n=0$
are solvable for $A, A_{1}, \cdots$, so that (1) is satisfied by

$$
\begin{aligned}
& x=A z+B v+\cdots+L u+M-b t \\
& y=A_{1} z+B_{1} v+\cdots+L_{1} u+M_{1}+a t .
\end{aligned}
$$

Second, let $\delta$ be the g.c.d. of $a, b$ and let $\delta$ and $c$ be relatively prime. Set $a=a_{1} \delta, b=b_{1} \delta$, and
(2)

$$
a_{1} x+b_{1} y=p
$$

${ }^{156}$ Giornale di Mat., 36, 1898, 227.
${ }^{157}$ Korresp. Bl. f. d. höheren Schulen Württembergs, Stuttgart, 9, 1912, 481-4.
${ }^{158}$ Ladies' Diary, 1774, 35-6, Quest. 658; T. Leybourn's Math. Quest. L. D., 2, 1817, 374-6.
${ }^{159}$ Disquisitiones Arith., 1801, art. 40; Werke, I, 32.
${ }^{160}$ Zeitschr. Math. Naturw. Unterricht, 9, 1878, 111-8.
${ }^{161}$ Nouv. Ann. Math., 11, 1852, 158.

Then (1) becomes $\delta p+c z+\cdots+m u+n=0$ and is satisfied by

$$
z=B_{2} v+\cdots+L_{2} u+M_{2}+\delta t, \quad p=B_{3} v+\cdots+L_{3} u+M_{3}-c t
$$

For these values, (2) becomes $a_{1} x+b_{1} y-B_{3} v-\cdots=0$. Thus by the first case we obtain solutions $x, y, z$ in terms of $v, \cdots, u, t, t^{\prime}$. A similar method applies when the g.c.d. of $a, b, c$ is prime to $d$, etc.
V. A. Lebesgue ${ }^{162}$ noted that if $a$ and $b$ are relatively prime, we may set $a \alpha+b \beta=1$; then the general solution of (1) is

$$
x=Q \alpha+b w, \quad y=Q \beta-a w, \quad Q=-n-c z-\cdots-m u .
$$

But if no two of the coefficients are relatively prime, proceed as for

$$
a_{1} x_{1}+\cdots+a_{5} x_{5}=a_{6}
$$

Set $\Delta_{1}=a_{1}$, and let $\Delta_{i}$ be the g.c.d. of $a_{1}, \cdots, a_{i}$ for $i=2, \cdots, 5$. Remove from $a_{6}$ the necessary factor $\Delta_{5}$, so that now $\Delta_{5}=1$. Determine integers $\alpha_{i}, \beta_{i}$ such that $\Delta_{i} \beta_{i}+a_{i+1} \alpha_{i+1}=\Delta_{i+1}(i=1, \cdots, 4)$. Solve each of $\Delta_{i-1} y_{i-1}+a_{i} x_{i}=\Delta_{i} y_{i}(i=2,3,4)$, where $y_{1}=x_{1}$, and $\Delta_{4} y_{4}+a_{5} x_{5}=a_{6}$. Thus

$$
\begin{aligned}
y_{i-1} & =\beta_{i-1} y_{i}+z_{i} a_{i} / \Delta_{i},
\end{aligned} \quad y_{4}=\beta_{4} a_{6}+a_{5} z_{5}, ~, ~ x_{i}, \alpha_{i} y_{i}-z_{i} \Delta_{i-1} / \Delta_{i}, \quad \begin{array}{ll}
5 & =\alpha_{5} a_{6}-\Delta_{4} z_{5},
\end{array}
$$

for $i=2,3,4$. Eliminating the $y$ 's, we get $x_{1}, \cdots, x_{5}$ in terms of the parameters $z_{2}, \cdots, z_{5}$.
E. Betti ${ }^{154}$ gave without proof a formula for the integral solutions of $a_{1} x_{1}+\cdots+a_{n} x_{n}=a$, where $a_{1}, \cdots, a_{n}$ have no common divisor, and $\alpha_{1}, \cdots, \alpha_{n}$ is a particular set of solutions:

$$
\begin{aligned}
x_{1} & =\alpha_{1}+a_{2} \theta_{2}+a_{3} \theta_{3}+\cdots+a_{n-1} \theta_{n-1}+a_{n} \theta_{n}, \\
x_{2} & =\alpha_{2}-a_{1} \theta_{2}+a_{3} \theta_{3}^{\prime}+\cdots+a_{n-1} \theta_{n-1}^{\prime}+a_{n} \theta_{n}^{\prime}, \\
x_{3} & =\alpha_{3}-a_{1} \theta_{3}-a_{2} \theta_{3}^{\prime}+\cdots+a_{n-1} \theta_{n-1}^{\prime \prime}+a_{n} \theta_{n}^{\prime \prime}, \\
\cdot & \cdot \\
\cdot & \cdot \\
x_{n-1} & =\alpha_{n-1}-a_{1} \theta_{n-1}-a_{2} \theta_{n-1}^{\prime}-\cdots \cdot \cdot \cdot \cdot \cdot a_{n-2} \theta_{n-1}^{(n-3)}+a_{n} \theta_{n}^{(n-2)}, \\
x_{n} & =\alpha_{n}-a_{1} \theta_{n}-a_{2} \theta_{n}^{\prime}-\cdots-a_{n-2} \theta_{n}^{(n-3)}-a_{n-1} \theta_{n}^{(n-2)},
\end{aligned}
$$

where the $n(n-1) / 2$ numbers $\theta_{j}^{(i)}$ are arbitrary. F . Giudice ${ }^{156}$ proved that every solution is of this form and gave a method (based upon equations in two variables) of obtaining the general solution in terms of $n-1$ parameters.
C. G. J. Jacobi ${ }^{183}$ treated in several ways the solution of

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=f u
$$

where $f$ is the g.c.d. of $\alpha_{1}, \cdots, \alpha_{n}$. Let $[a, b]$ be the g.c.d. of $a, b$. One obtains easily all solutions of

$$
\begin{array}{ll}
\alpha_{1} x_{1} \alpha_{2} x_{2}=f_{2} y_{2}, & f_{2}=\left[\alpha_{1}, \alpha_{2}\right], \\
f_{2} y_{2}+\alpha_{3} x_{3}=f_{3} y_{3}, & f_{3}=\left[f_{2}, \alpha_{3}\right], \\
f_{3} y_{3}+\alpha_{4} x_{4}=f_{4} y_{4}, & f_{4}=\left[f_{3}, \alpha_{4}\right],
\end{array}
$$

Adding, we get the given equation since $f_{n}=f$. His second method consists in treating these equations taken in reverse order, after each is divided by the $f_{i}$ in the second member. He noted that the method of Euler ${ }^{144}$ is applicable also to $A a+B b+C c=u$.
K. Weihrauch ${ }^{164}$ denoted by $E(M: N)$ the integral part obtained on dividing $M$ by $N$, and by $R(M: N)$ the remainder. Thus [if $A_{1} \neq 0$ ]

$$
\begin{equation*}
A_{1} x_{1}+A_{2} x_{2}+\cdots+A_{n} x_{n}=A \tag{3}
\end{equation*}
$$

gives

$$
\begin{aligned}
x_{1} & =E\left(A: A_{1}\right)-x_{2} E\left(A_{2}: A_{1}\right)-\cdots-x_{n} E\left(A_{n}: A_{1}\right)+t_{1} \\
t_{1} & =\frac{1}{A_{1}}\left\{R\left(A: A_{1}\right)-x_{2} R\left(A_{2}: A_{1}\right)-\cdots-x_{n} R\left(A_{n}: A_{1}\right)\right\}
\end{aligned}
$$

Treating the latter similarly, we get $x_{2}$. Finally, we get a relation between $x_{n-1}, x_{n}$, whose solution involves a new parameter $t_{n-1}$. Thus

$$
\begin{equation*}
x_{i}=M_{i}+a_{i 1} t_{1}+\cdots+a_{i n-1} t_{n-1} \quad(i=1, \cdots, n) \tag{4}
\end{equation*}
$$

in which $M_{1}, \cdots, M_{n}$ is a set of solutions of (3), and

$$
A_{1} a_{1 j}+A_{2} a_{2 j}+\cdots+A_{n} a_{n j}=0 \quad(j=1, \cdots, n-1)
$$

The condition that (4) shall give all solutions of (3) is

$$
\frac{1}{A_{1}}\left|a_{i j}\right|= \pm 1 \quad(i=2, \cdots, n ; j=1, \cdots, n-1)
$$

where the symbol denotes an $(n-1)$-rowed determinant.
T. J. Stieltjes ${ }^{165}$ reduced $a_{1} x_{1}+\cdots+a_{n+1} x_{n+1}=u$ to an equation in one variable. If $\lambda=\left(a_{1}, a_{2}\right)$ is the g.c.d. of $a_{1}, a_{2}$, we can find relatively prime integers $\alpha, \gamma$ such that $a_{1} \alpha+a_{2} \gamma=\lambda$. Taking $\beta=-a_{2} / \lambda$, $\delta=a_{1} / \lambda$, we have $\alpha \delta-\beta \gamma=1$. Set

$$
x_{1}=\alpha x_{1}^{\prime}+\beta x_{2}^{\prime}, \quad x_{2}=\gamma x_{1}^{\prime}+\delta x_{2}^{\prime} .
$$

Then the initial equation is equivalent to

$$
\left(a_{1}, a_{2}\right) x_{1}^{\prime}+a_{3} x_{3}+\cdots+a_{n+1} x_{n+1}=u
$$

Similarly, we can replace the first two new terms by ( $a_{1}, a_{2}, a_{3}$ ) $x_{1}^{\prime \prime}$, etc., and finally get $d x_{1}^{(n)}=u$, where $d=\left(a_{1}, \cdots, a_{n+1}\right)$ is the g.c.d. of $a_{1}, \cdots, a_{n+1}$. Giving to $x_{2}^{\prime}, \cdots, x_{n+1}^{\prime}$ all sets of integral values, we get all solutions of the initial equation if it be solvable, viz., if $u$ be divisible by $d$. A system of $n$ independent sets of solutions is fundamental (Smith ${ }^{207}$ ) if the g.c.d. of the $n+1 n$-rowed determinants is unity.
W. F. Meyer ${ }^{166}$ solved (3) by use of recurring series obtained by simplifying and extending C. G. J. Jacobi's ${ }^{167}$ generalized continued fraction algorithm.
${ }^{144}$ Untersuchungen über eine Gl. 1 Gr., Diss. Dorpat, 1869. Zeitschrift Math. Phys., 19, 1874, 53.
${ }^{165}$ Annales Fac. Sc. Toulouse, 4, 1890, final paper, pp. 38-47.
${ }^{166}$ Verhand. des ersten Intern. Math.-Kongresses, 1897, Leipzig, 1898, 168-181.
${ }^{267}$ Jour. für Math., 69, 1868, 29-64; Werke, VI, 385-426.

$$
\begin{aligned}
& \text { R. Ayza }{ }^{168} \text { treated } a x+b y+c z+d u+\cdots=k \text { by means of } \\
& a x+b y=k_{1}, \quad c z+d u=k_{2}, \quad \cdots, \quad k_{1}=k-k_{2}-k_{3}-\cdots,
\end{aligned}
$$

where $k_{2}, k_{3}, \ldots$ are arbitrary. For $m$ linear equations in $m+n$ variables, successive elimination gives one equation in $m+n$ variables, one in $m+n-1$ variables, $\cdots$, one in $n+1$ variables, which is solved as above. A. P. Ochitowitsch ${ }^{169}$ treated $\Sigma a_{i} y_{i}=0$. If $a_{p}, a_{q}$ are relatively prime,

$$
y_{p}=z a_{q}+r y_{p}^{\prime}, \quad y_{q}=-z a_{p}+r y_{q}^{\prime}, \quad a_{p} y_{p}^{\prime}+a_{q} y_{q}^{\prime}+1=0
$$

where $r=\Sigma a_{i} y_{i}$ for $i \neq p$, q. For $a_{1}=p_{1}^{m_{1}} \cdots p_{n}^{m_{n}}$, where $p_{1}, \cdots, p_{n}$ are distinct primes, a set of solutions of $1+a_{1} x_{1}+a_{2} x_{2}=0$ is given by

$$
x_{1}=-\left(\frac{1+a_{2} z_{1}}{p_{1}}\right)^{m_{1}}\left(\frac{1+a_{2} p_{1} z_{2}}{p_{2}}\right)^{m_{2}} \cdots\left(\frac{1+a_{2} p_{1} p_{2} \cdots p_{n-1} z_{n}}{p_{n}}\right)^{m_{n}}
$$

where $z_{1}, \cdots, z_{n}$ are to be chosen to make the indicated fractions integral.
E. B. Elliott ${ }^{170}$ recalled the fact that all sets of positive integral solutions of a linear diophantine equation in $n$ variables are linear combinations of a finite number of " simple" [fundamental] sets of solutions ( $\alpha_{1}, \cdots, \alpha_{n}$ ), $\cdots,\left(\omega_{1}, \cdots, \omega_{n}\right)$ and that a linear combination of these simple sets is always a solution. He noted that two such combinations may give the same solution since the simple sets are usually connected by syzygies. For example, the three simple sets (103), (230), (111) of solutions of $3 x=2 y+z$ are connected by the syzygy (103) $+(230)=3(111)$, so that

$$
x=t_{1}+2 t_{2}+t_{3}, \quad y=0 t_{1}+3 t_{2}+t_{3}, \quad z=3 t_{1}+0 t_{2}+t_{3}
$$

give duplicate solutions unless we restrict $t_{3}$ to the values $0,1,2$. In this sense, he obtained formulas giving each solution of an equation in $n$ variables once and but once, making use of generating functions.
G. Bonfantini ${ }^{171}$ noted that, if $a, \cdots, l, k$ have no common factor, $a x+b y+\cdots+l u=k$ has integral solutions if and only if $a, \cdots, l$ have no common factor.

Several ${ }^{172}$ found all positive integral solutions of

$$
13 k+21 l+29 m+37 n=300
$$

* P. B. Villagrasa ${ }^{173}$ treated (3).
D. N. Lehmer ${ }^{173 a}$ proved that (3) with $A=1$ is satisfied by the cofactors of the elements of the last row of a certain determinant of value unity, those elements being any integers whose g.c.d. is 1. The general solution of (3) is deduced.

[^53]Since the problem to solve $n=a x+b y+\cdots$ in positive integers is the same as to partition $n$ into parts $a, b, \cdots$, reference should be made to Ch . III, in particular for theorems on the number of solutions.

## System of linear equations.

Chang Ch'iu-chien ${ }^{174}$ (sixth century A.D.) treated a problem equivalent to

$$
x+y+z=100, \quad 5 x+3 y+\frac{1}{3} z=100
$$

and gave the answers $(4,18,78),(8,11,81),(12,4,84)$,
Mahāvīrācārya ${ }^{175}$ (about 850 A.D.) treated special cases of

$$
x+y+z+w=n, \quad a x+b y+c z+d w=p
$$

Shodja B. Aslam ${ }^{176}$ (about 900 A.D.), an Arab known as Abū Kamil, found positive integral solutions of $x+y+z=100,5 x+y / 20+z=100$, whence $\quad y=4 x+4 x / 19, \quad x=19 ; \quad x+y+z=100=\frac{1}{3} x+\frac{1}{2} y+2 z$, whence $x=60-9 y / 10, y=10 m, m=1, \cdots, 6$;

$$
x+y+z+u=100, \quad 4 x+\frac{1}{1} \delta y+\frac{1}{2} z+u=100
$$

whence $x=\frac{3}{10} y+\frac{1}{6} z$, with 98 sets of solutions (two of which are omitted). When the last equation is changed to $2 x+\frac{1}{2} y+\frac{1}{3} z+u=100$, there are 304 sets of solutions. There is no solution of

$$
x+y+z=100=3 x+y / 20+\frac{1}{3} z .
$$

There are 2676 sets of positive integral solutions of

$$
x+y+z+u+v=100, \quad 2 x+\frac{1}{2} y+\frac{1}{3} z+\frac{1}{4} u+v=100 .
$$

Alhacan Alkarkhi ${ }^{177}$ (eleventh or twelfth century) treated the system

$$
\begin{aligned}
& \frac{1}{2} x+w=\frac{1}{2} s, \quad \frac{2}{3} y+w=\frac{1}{3} s, \quad \frac{5}{6} z+w=\frac{1}{6} s, \\
& s \equiv x+y+z, \quad w \equiv \frac{1}{3}\left(\frac{x}{2}+\frac{y}{3}+\frac{z}{6}\right),
\end{aligned}
$$

by taking $z=1$, whence $x=33, y=13$. He treated the problems of Diophantus I, 24-28, as had Diophantus, by making the indeterminate problems determinate by assigning a value to one unknown.

Leonardo Pisano, ${ }^{178}$ in 1228, treated various linear systems, the first being that of Alkarkhi ${ }^{177}$ without the final condition:

$$
x+y+z=t, \quad \frac{t}{2}=\frac{x}{2}+u, \quad \frac{t}{3}=\frac{2 y}{3}+u, \quad \frac{t}{6}=\frac{5 z}{6}+u .
$$

${ }^{174}$ Suan-ching (Arith.). Cf. Mikami, ${ }^{17}$ 43-44.
${ }^{175}$ Ganita-Sara-Sangraha. ${ }^{3}$ Cf. D. E. Smith, Bibliotheca Math., (3), 9, 1909, 106-10.
${ }^{176}$ H. Suter, Bibliotheca Math., (3), 11, 1911, 110-20, gave a German transl. of a MS. copy of about 1211-8 A.D.
${ }^{177}$ Extrait du Fakhrî, French transl. by F. Woepcke, Paris, 1853, 90, 95-100.
${ }^{178}$ Scritti di L. Pisano, 2, 1862, 234-6. Cf. A. Genocchi, Annali di Sc. Mat. e Fis., 6, 1855, 169; O. Terquem, ibid., 7, 1856, 119-36; Nouv. Ann. Math., Bull. Bibl. Hist., 14, 1855, 173-9; 15, 1856, 1-11, 42-71.

These determine $x, y, z, t$ in terms of $u$. Since $7 t=47 u$, he took $u=7$, whence $t=47, x=33, y=13, z=1$. His next indeterminate problem ${ }^{179}$ is

$$
\begin{array}{ll}
t+x_{1}=2\left(x_{2}+x_{3}\right), & t+x_{3}=4\left(x_{4}+x_{1}\right), \\
t+x_{2}=3\left(x_{3}+x_{4}\right), & t+x_{4}=5\left(x_{1}+x_{2}\right) .
\end{array}
$$

Since the problem is impossible if $x_{1}$ and $x_{2}$ are positive, change $x_{1}$ to $-x_{1}$. Now $x_{2}=4 x_{1}$. Take $x_{2}=4$, whence $x_{1}=x_{3}=1, x_{4}=4, t=11$.

For $^{180} x+y+z=30, \frac{1}{3} x+\frac{1}{2} y+2 z=30$, we have $y+10 z=120$, $y+z<30, z \geqq 9$. The case $z=10$ is impossible. For $z=11$, we get $y=10, x=9$. The same problem with the constant term 30 replaced by 29 or 15 is treated similarly.

Finally, ${ }^{181}$ consider the system

$$
x+y+z+t=24, \quad \frac{x}{5}+\frac{y}{3}+2 z+3 t=24
$$

Hence $2 y+27 z+42 t=288, y+z+t<20$. Thus $z$ is even and $<10$. The cases $z=6, z=8$ are impossible. Thus there are only two solutions:

$$
z=2, \quad t=5, \quad y=12, \quad x=5 ; \quad z=4, \quad t=4, \quad y=6, \quad x=10
$$

Regiomontanus (1436-1476) proposed in a letter (cf. de Murr, ${ }^{86}$ p. 144) the problem to solve in integers

$$
x+y+z=240, \quad 97 x+56 y+3 z=16047
$$

J. von Speyer gave the solution 114, 87, 39 (de Murr, p. 167).

Estienne de la Roche ${ }^{182}$ treated the solution in integers of

$$
x+y+z=a, \quad m x+n y+p z=b
$$

His rule [applied to the case $a=b=60, m=3, n=2, p=\frac{1}{2}$ ] is as follows. Let $p$ be the least of $m, n, p$. From the second equation subtract the product of the first by $p$; we get

$$
(m-p) x+(n-p) y=b-a p \quad\left[\frac{5}{2} x+\frac{3}{2} y=30\right]
$$

To avoid fractions, multiply by 2 . Thus $5 x+3 y=60$. Although $x=60 / 5$ gives an integral solution, the corresponding $y$ is zero and is excluded. The next smaller values 11 and 10 for $x$ lead to fractions for $y$, while $x=9$ gives $y=5$ [whence $z=46$ ]. For $x=1,2, \cdots$, the least $x$ yielding an integer for $y$ is $x=3$, whence $y=15, z=42$. The problem may be impossible, as shown by the case $a=b=20, m=5, n=2, p=\frac{1}{2}$, whence $9 x+3 y=20$.

[^54]Luca Paciuolo ${ }^{183}$ treated the solution of

$$
p+c+\pi+a=100, \quad \frac{1}{2} p+\frac{1}{3} c+\pi+3 a=100,
$$

giving the single solution $p=8, c=51, \pi=22, a=19$. Many solutions were found by P. A. Cataldi. ${ }^{184}$

Christoff Rudolff ${ }^{185}$ stated the following problem. To find the number of men, women and maidens in a company of 20 persons if together they pay 20 pfennige, each man paying 3 , each woman 2 and each maiden $\frac{1}{2}$. The answer is given to be 1 man, 5 women, 14 maidens. [The only solution of $x+y+z=20,3 x+2 y+\frac{1}{2} z=20$ in positive integers is $x=1$, $y=5, z=14$.] The solution is said to be found by the rule called Cecis or Virginum.
C. G. Bachet de Méziriac ${ }^{186}$ solved in integers the system of equations

$$
x+y+z=41, \quad 4 x+3 y+\frac{1}{3} z=40 .
$$

Multiplying the second by 3 and subtracting the first, he obtained $11 x+8 y=79$. Since $y=9 \frac{7}{8}-1 \frac{3}{8} x, x$ must have one of the values 1 , $\cdots, 7$. By the value of $8 z$ in terms of $x, 1+3 x$ must be divisible by 8 . Hence $x=5$, so that $y=3, z=33$. He treated Rudolff's $s^{185}$ and a similar system and found 81 sets of positive integral solutions of

$$
x+y+z+w=100, \quad 3 x+y+\frac{1}{2} z+\frac{1}{7} w=100 .
$$

J. W. Lauremberg ${ }^{187}$ described and illustrated by examples the rule called Cecis [Coeci] or Virginum ${ }^{188}$ for solving indeterminate linear equations, referring to the Arabs [although known to the Indians].

René François de Sluse ${ }^{189}$ (1622-1685) treated the problem to divide a given number $b$ into three parts the sum of whose products by given numbers $z, g, n$ shall be $p$. Call the first and second parts $a$ and $e$. Then

$$
z a+g e+n(b-a-e)=p, \quad a=\frac{p-n b+n e-g e}{z-n}
$$

Take $p=b=20, z=4, g=\frac{1}{2}, n=\frac{1}{4}$. Then $a=(60-e) / 15$.
Johann Prätorius ${ }^{190}$ solved the following problem: Anna took to market 10 eggs, Barbara 30, Christina 50. Each sold a part of her eggs at the same price per egg and later sold the remainder at another price. Each

[^55]received the same total amount of money. How many did each sell at first and what were the two prices? The answer given is that at first $A$ sold 7, B 28, C 49 at 7 eggs per kreuzer; the remainder were sold for 3 kreuzer per egg. Thus they received $1+9,4+6,7+3$ kreuzer each.

There ${ }^{191}$ are eleven sets of positive integral solutions of

$$
x+y+z=56, \quad 32 x+20 y+16 z=22 \cdot 56
$$

T. F. de Lagny ${ }^{10}$ (p. 583) treated the problem of Diophantus ${ }^{192}$ II, 18, to find three numbers such that if the first gives to the second $\frac{1}{5}$ of itself +6 , the second gives to the third $\frac{1}{6}$ of itself +7 , the third gives to the first $\frac{1}{7}$ of itself +8 , the results after each has given and taken shall be equal. To avoid fractions call the numbers $5 x, 6 y, 7 z$. Then the first gives $x+6$ and receives $z+8$ and becomes $4 x+z+2$. Thus

$$
4 x+z+2=5 y+x-1=6 z+y-1
$$

Eliminating $z$ and $y$ in turn, we get

$$
y=\frac{19 x+18}{26}, \quad z=\frac{17 x+12}{26}
$$

Their difference $(2 x+6) / 26$ must be an integer. Multiply it by 8 and subtract from $z$; thus $x-36$ and hence $x-10$ is divisible by 26 . Since $2 x+6$ and $2(x-10)$ are divisible by 26 , while their difference is 26 , the problem is possible. We may take $x=10+26 k$ and get an infinity of integral solutions. He employed the same method to treat any such "double equalities" of the first degree, which may be reduced to

$$
y=\frac{ \pm a x \pm q}{p}, \quad z=\frac{ \pm b x \pm d}{p}
$$

The principle is to get $x \pm c$ by elimination.
N. Saunderson ${ }^{13}$ (pp. 337-354) and A. Thacker ${ }^{193}$ treated two equations in $x, y, z$ in the usual way.
L. Euler ${ }^{194}$ discussed the regula Coeci. Given

$$
p+q+r=30, \quad 3 p+2 q+r=50
$$

eliminate $r$. Thus $2 p+q=20$, whence $p$ may have any value $\leqq 10$. In general, for

$$
\begin{gather*}
x+y+z=a, \quad f x+g y+h z=b, \quad f \geqq g \geqq h,  \tag{1}\\
b \leqq f(x+y+z)=f a, \quad b \geqq h(x+y+z)=h a
\end{gather*}
$$

while $b$ must not be too near these limits $f a$, ha. By eliminating $z$, we get $\alpha x+\beta y=c$, where $\alpha$ and $\beta$ are positive. A similar pair of equations in

[^56]four variables is treated; also
$$
3 x+5 y+7 z=560, \quad 9 x+25 y+49 z=2920
$$
E. Bézout ${ }^{195}$ solved $x+y+z=41,24 x+19 y+10 z=741$ by eliminating $x$ and showing that the integral solutions of $5 y+14 z=243$ are $z=5 u-3, y=57-14 u$.

Abbé Bossut ${ }^{196}$ solved by eliminating $z$

$$
x+y+z=22, \quad 24 x+12 y+6 z=36
$$

A. G. Kästner ${ }^{197}$ treated the problem of Prätorius ${ }^{190}$ and its generalization: Three peasants have $a, b, c$ eggs, respectively, where $a, b_{\lambda} c$ are distinct numbers. They sold $x, y, z$ eggs respectively at the price $m$ per egg and the remainder at $n$. Each received the same total amount of money. Find $x, y, z, m / n$. We have

$$
m x+n(a-x)=m y+n(b-y)=m z+n(c-z)
$$

where $x, a-x$, etc., are to be positive integers. We get

$$
\frac{m}{n}=\frac{b-a}{x-y}+1=\frac{c-b}{y-z}+1, \quad z=\frac{(b-c) x+(c-a) y}{(b-a)}
$$

Give successive values to $x$ and solve the equation in $y, z$.
A. G. Kästner ${ }^{198}$ discussed the "Regel Cöci." From (1),

$$
y=\frac{b-a h-(f-h) x}{g-h}
$$

whence

$$
x \leqq \frac{b-a h}{f-h}
$$

Also, $a g+(f-g) x \geqq b$, so that we have limits for $x$.
J. D. Gergonne ${ }^{199}$ considered $n$ equations in $m>n$ variables,

$$
a_{i 1} x_{1}+\cdots+a_{i m} x_{m}=k_{i} \quad(i=1, \cdots, n)
$$

with integral coefficients, and stated a priori that

$$
x_{j}=T_{j}+A_{j} \alpha+B_{j} \beta+\cdots
$$

where $\alpha, \beta, \cdots$ are parameters in number $m-n$ at least. Substitute these expressions for the $x$ 's into the given equations and equate the coefficients of $\alpha$, of $\beta$, etc. Some of the resulting conditions show that $T_{1}, T_{2}, \cdots$ is a set of solutions of the given equations. The remaining conditions show that the $A$ 's, the $B$ 's, $\cdots$ are sets of solutions of

$$
a_{i 1} x_{1}+\cdots+a_{i m} x_{m}=0 \quad(i=1, \cdots, n)
$$

[^57]and hence are determined by the matrix $\left(a_{i j}\right)$. The same discussion was given by J. G. Garnier, ${ }^{200}$ who remarked that the determination of the $A$ 's, $B$ 's, . . . is facilitated by the use of determinants.
J. Struve ${ }^{201}$ reduced the solution of (1) to an equation in 2 variables.
V. Bouniakowsky ${ }^{202}$ discussed the solution of one or more indeterminate equations, chiefly of linear type.
G. Bianchi ${ }^{233}$ treated three linear equations in $x, y, z, u$, solving by determinants for $x, y, z$ as linear functions of $u$ and determining by inspection what positive integral values, if any, may be given to $u$ such that the expressions for $x, y, z$ become integers.
C. A. W. Berkhan ${ }^{204}$ noted that if (1) have positive integral solutions, the $x$ 's are in arithmetical progression, with the common difference $g-h$.
I. Heger ${ }^{205}$ considered a system of homogeneous equations
\[

$$
\begin{equation*}
k_{i 1} x_{1}+\cdots+k_{i m+n} x_{m+n}=0 \quad(i=1, \cdots, n) \tag{2}
\end{equation*}
$$

\]

with integral coefficients. Let $x_{11}$ be the numerically least value $\neq 0$ of $x_{1}$ in all possible sets of integral solutions, and let $x_{11}, \cdots, x_{1 m+n}$ be one such set. Their products by $\xi_{1}$ give a set of solutions. The only possible $x_{1}$ 's are multiples of $x_{11}$. In (2) set

$$
x_{1}=x_{11} \xi_{1}, \quad x_{i}=x_{1 i} \xi_{1}+x_{i}^{\prime} \quad(i=2, \cdots, m+n)
$$

Then

$$
k_{i 2} x_{2}^{\prime}+\cdots+k_{i m+n} x_{m+n}^{\prime}=0 \quad(i=1, \cdots, n)
$$

As before, $x_{2}^{\prime}=x_{22} \xi_{2}$, where $x_{22}$ is the numerically least value $\neq 0$ of $x_{2}^{\prime}$ in all sets of integral solutions. Let $x_{22}, \cdots, x_{2 m+n}$ be such a set. Proceeding in this manner, we get

$$
\begin{aligned}
& x_{1}=x_{11} \xi_{1} \\
& x_{2}=x_{12} \xi_{1}+x_{22} \xi_{2} \\
& x_{3}=x_{13} \xi_{1}+x_{23} \xi_{2}+x_{33} \xi_{3} \\
& \cdot \cdot \cdot \cdot \\
& x_{m}=x_{1 m} \xi_{1}+x_{2 m} \xi_{2}+x_{3 m} \xi_{3}+\cdots+x_{m m} \xi_{m}
\end{aligned}
$$

If the determinant of the coefficients of $x_{m+1}, \cdots, x_{m+n}$ in (2) is not zero, those variables are definite linear functions of $x_{1}, \cdots, x_{m}$, whence

$$
x_{m+j}=x_{1 m+j} \xi_{1}+\cdots+x_{m m+j} \xi_{m} \quad(j=1, \cdots, n),
$$

where the $x_{i m+j}$ may be taken integral. Giving arbitrary integral values to $\xi_{1}, \cdots, \xi_{m}$, we obtain all integral solutions of (2).

For $n$ non-homogeneous equations in $m$ variables, $n<m$, let all the determinants $D$ of order $n$ of the matrix of coefficients have the g.c.d. $f$;

[^58]consider the determinants $K$ in which the constant terms appear in one column, and let $F$ be the g.c.d. of the $D$ 's and $K$ 's. There exist integral solutions if and only if $f=F$; while $f / F$ is the least common denominator of all sets of fractional solutions. Cf. Smith ${ }^{207}$ and Frobenius. ${ }^{210}$
V. A. Lebesgue ${ }^{206}$ would select, if possible, two equations $a x_{1}=F\left(x_{2}\right.$, $\left.\cdots, x_{n}\right)$ and $a^{\prime} x_{1}=F_{1}\left(x_{2}, \cdots, x_{n}\right)$ from the system of linear equations such that $a, a^{\prime}$ are relatively prime. Determine $r, s, p, q$ so that $a r-a^{\prime} s=1$, $a p-a^{\prime} q=0$. Then $x_{1}=r F-s F_{1}, p F-q F_{1}=0$, whence the system is reduced to the former and equations in $x_{2}, \cdots, x_{n}$ only. To solve $a x+b y=c z, a^{\prime} x+b^{\prime} y=c^{\prime} t$, where the g.c.d. of $a, b, c$ is unity, we may set $z=D u$, where $D=a \alpha+b \beta$ is the g.c.d. of $a, b$. Thus $x=c \alpha u+b v / D$, $y=c \beta u-a v / D$. Then the second equation becomes $A u+B v=c^{\prime} t$, which may be treated as was the first. Given a system of $m$ linear equations in $m+n$ unknowns in which an $m$-rowed minor $D$ is not zero, we get $D x_{i}=f_{i}\left(y_{1}, \cdots, y_{n}\right), i=1, \cdots, m$. It remains to solve the congruences $f_{i} \equiv 0(\bmod D)$, which can be treated by the method for linear equations.
H. J. S. Smith ${ }^{207}$ proved that if the excess of the number of unknowns above the number of linearly independent equations is $m$, we can assign $m$ sets of integral solutions (called a fundamental system of sets of solutions) such that the determinants of the matrix formed by them admit no common divisor $>1$. Every set of integral solutions of the equations can be expressed linearly and with integral multipliers in terms of the fundamental system. By use of this concept he proved the theorem of Heger:205 A system of linear equations is or is not solvable in integers according as the g.c.d. of the determinants of the matrix of the coefficients is or is not equal to the g.c.d. for the augmented matrix obtained by annexing a column composed of the constant terms (cf. Frobenius ${ }^{210}$ ). Use is made of the important elementary divisors.
H. Weber ${ }^{208}$ considered the system of equations
$$
h_{i}=m_{1} \sigma_{1 i}+\cdots+m_{p} \sigma_{p i}+\lambda_{i} \quad(i=1, \cdots, p)
$$
with integral coefficients $\sigma_{j i}$ of determinant $\delta$. If $\delta \neq 0$ we obtain every set of integers $h_{1}, \cdots, h_{p}$ and each $\delta^{p-1}$ times if we take all possible combinations of integers for $m_{1}, \cdots, m_{p}$ and let $\lambda_{1}, \cdots, \lambda_{p}$ run independently through a complete set of residues modulo $\delta$. If $\delta=0$, we can apply to the $m$ 's such a substitution of determinant $\pm 1$ that the matrix ( $\sigma_{j i}$ ) is transformed into one with columns of zeros at the right. Then by a linear substitution on $h_{1}, \cdots, h_{p}$ of determinant $\pm 1$, we get a matrix having zeros except in the $q$-rowed minor in the upper left-hand corner.
E. d'Ovidio ${ }^{209}$ treated algebraically a system of $n-r$ independent linear homogeneous equations in $n$ unknowns and the conditions that it have the same $\infty^{r}$ solutions as a second such system.

[^59]G. Frobenius ${ }^{210}$ proved the following generalization of the theorem of Heger: ${ }^{205}$ Several non-homogeneous linear equations have integral solutions if and only if the rank $l$ and the g.c.d. of the $l$-rowed determinants of the matrix of the coefficients of the unknowns are the same as for the augmented matrix obtained by annexing a column formed by the constant terms. Again, sets of integral solutions of $m$ independent linear homogeneous equations in $n$ unknowns ( $n>m$ ) form a fundamental system if and only if the $(n-m)$-rowed determinants formed from them have no common divisor. He discussed (pp. 194-202) the equivalence under linear transformation of determinant $\pm 1$ of two systems of $m$ linear forms in $n$ variables; on this subject, see Smith, ${ }^{207}$ G. Eisenstein, ${ }^{211}$ and G. Frobenius. ${ }^{212}$

Ch. Méray $^{213}$ considered a system of $m$ linear forms

$$
\begin{equation*}
\phi_{i}=a_{i} x+b_{i} y+\cdots+j_{i} v \quad(i=1, \cdots, m) \tag{3}
\end{equation*}
$$

in $n>m$ unknowns. Multiplication of this system by the matrix

$$
\left(\begin{array}{cccc}
\lambda_{1} & \mu_{1} & \cdots & \omega_{1}  \tag{4}\\
\cdot & \cdot & \cdot & \cdot \\
\lambda_{m} & \mu_{m} & \cdots & \omega_{m}
\end{array}\right)
$$

is defined to be the operation of forming the system of $m$ forms
$\psi_{1}=\lambda_{1} \phi_{1}+\lambda_{2} \phi_{2}+\cdots+\lambda_{m} \phi_{m}, \cdots, \psi_{m}=\omega_{1} \phi_{1}+\omega_{2} \phi_{2}+\cdots+\omega_{m} \phi_{m}$.
If we multiply the latter system by a second matrix, we get a system which can be derived from (3) by multiplication by the product of the two matrices. Given a system of $m$ forms (3) with integral coefficients, the $m$-rowed determinants of whose matrix of coefficients are not all zero and have the g.c.d. d, we can assign a matrix (4) of rational elements of determinant $1 / d$, and a linear substitution on $n$ variables with integral coefficients of determinant unity, such that after multiplication by the matrix and transformation by the substitution, we obtain a system of forms $\pm x_{1}$, $\pm x_{2}, \cdots, \pm x_{m}$. Then the system $\phi_{i}+k_{i}=0(i=1, \cdots, m)$ have integral solutions if and only if the $m$-rowed determinants of the coefficients of the $\phi$ 's have for their g.c.d. a number $d$ dividing all the $m$-rowed determinants obtained from the preceding determinants by replacing the elements of an arbitrary column by the $k$ 's [Heger ${ }^{205}$ ]. When the equations have a set of integral solutions $\xi, \cdots, \psi$, all sets of integral solutions are given without duplication by

$$
x=\xi+x_{1} \theta_{1}+\cdots+x_{n-m} \theta_{n-m}, \quad \cdots, \quad v=\psi+v_{1} \theta_{1}+\cdots+v_{n-m} \theta_{n-m},
$$

where the $\theta$ 's are arbitrary integers and the coefficients of any $\theta_{j}$ satisfy the system $\phi_{i}=0(i=1, \cdots, m)$.
A. Cayley ${ }^{214}$ suggested that, to solve a system of linear homogeneous

[^60]equations in the unknowns $A, B, \cdots$, we first equate to zero as many unknowns (say $A, \cdots, E$ ) as possible such that there exists a solution with $F \neq 0$; we may take $F=1$ and have a solution " beginning with $F=1$." Next, set $F=0$ in the initial equations and equate to zero as many of the earlier unknowns (say $A, B, C$ ) as possible such that there exists a solution with $D \neq 0$; we may take $D=1$ and have a solution beginning with $D=1$ and having $F=0$. The third step might lead to a solution with $A=1, D=F=0$. Then we have a system of three standard solutions.
E. de Jonquières ${ }^{215}$ discussed the equations, arising in Cremona transformations,"
$$
\sum_{i=1}^{n-1} i \alpha_{i}=3(n-1), \quad \Sigma i^{2} \alpha_{i}=n^{2}-1
$$
G. Chrystal ${ }^{216}$ proved that if $x^{\prime}, y^{\prime}, z^{\prime}$ form a particular set of solutions of
$$
a x+b y+c z=d, \quad a^{\prime} x+b^{\prime} y+c^{\prime} z=d^{\prime}
$$
and if $\epsilon$ is the g.c.d. of the determinants $\left(b c^{\prime}\right),\left(c a^{\prime}\right),\left(a b^{\prime}\right)$, while $u$ is an arbitrary integer, all solutions are given by
$$
x=x^{\prime}+\left(b c^{\prime}\right) u / \epsilon, \quad y=y^{\prime}+\left(c a^{\prime}\right) u / \epsilon, \quad z=z^{\prime}+\left(a b^{\prime}\right) u / \epsilon
$$
T. J. Stieltjes ${ }^{217}$ gave an exposition of the results by H. J. S. Smith ${ }^{207}$.
L. Kronecker ${ }^{218}$ gave a simple proof by induction of the theorem due to Frobenius ${ }^{210}$ that every $n$-rowed square matrix with integral elements can be reduced by elementary transformations (interchange of rows or columns and simultaneous change of sign of one row or column, and the addition of one row or column to another) to a matrix in which every element outside the diagonal is zero while every element $\neq 0$ in the diagonal is positive and a divisor of the following element. A matrix has a single such reduced form.
P. Bachmann ${ }^{219}$ gave a detailed account of the theory of systems of linear forms, equations and congruences. For a summary account, see Encyclopédie des Sc. Math., tome I, vol. 3, 76-89.
J. H. Grace and A. Young ${ }^{220}$ gave a simple proof that any system of linear homogeneous equations with integral coefficients has only a finite number of irreducible solutions in integers $\geqq 0$, a solution being called irreducible if not the sum of two solutions in smaller integers. $\geqq 0$.
J. König ${ }^{221}$ treated, from the standpoint of modular systems, systems of linear equations and congruences whose coefficients are polynomials in assigned variables.
${ }^{215}$ Giornale di Mat., 24, 1886, 1; Comptes Rendus Paris, 101, 1885, 720, 857, 921 . * Pamphlet, Mode de solution d'une question d'analyse indéterminée . . . théorie des transformations de Cremona, Paris, 1885.
${ }^{216}$ Algebra, 2, 1889, 449; ed. 2, vol. 2, 1900, 477-8.
${ }^{217}$ Annales Fac. Sc. Toulouse, 4, 1890, final paper, pp. 49-103.
${ }^{218}$ Jour. für Math., 107, 1891, 135-6.
${ }^{219}$ Arith. der Quadratischen Formen, 1898, 288-370.
${ }^{220}$ Algebra of Invariants, 1903, 102-7.
${ }^{22}$ Einleitung . . . Algebraischen Gröszen, Leipzig, 1903, 347-460.
A. Châtelet ${ }^{222}$ gave a brief summary of results, especially Heger's. ${ }^{205}$
E. Cahen ${ }^{223}$ gave an extended treatment of systems of linear equations, congruences, and linear forms.
M. d'Ocagne ${ }^{224}$ solved $x+y+z+t=n, 5 x+2 y+z+\frac{1}{2} t=n$ to find the number of ways to pay a sum of $n$ francs with $5,2,1, \frac{1}{2}$ franc coins, $n$ in all. For similar problems, see Schubert ${ }^{143}$ and d'Ocagne ${ }^{178}$ of Ch. III.

One linear congruence in two or more unknowns.
Th . Schönemann ${ }^{25}$ considered the number $Q$ of sets of solutions of

$$
a_{1} \xi_{1}+\cdots+a_{m} \xi_{m} \equiv 0 \quad(\bmod p)
$$

with $\xi_{1}, \cdots, \xi_{m}$ distinct and with the understanding that the solutions obtained by permuting equal elements $a$ count as a single solution, and $p$ is prime. Let $\mu$ of the $a$ 's be equal, $\nu$ further $a$ 's be equal, etc. If $a_{1}+\cdots+a_{m} \equiv 0(\bmod p)$ and $m \leqq p$,

$$
Q=\frac{(p-1)(p-2) \cdots(p-m+1)}{\mu!\nu!\cdots}
$$

But if $a_{1}+\cdots+a_{m} \equiv 0(\bmod p)$, while the sum of fewer $a$ 's is not divisible by $p$,

$$
Q=\frac{(m-1)!(p-1)(-1)^{m-1}}{\mu!\nu!\cdots}+\frac{(p-1) \cdots(p-m+1)}{\mu!\nu!\cdots} .
$$

V. A. Lebesgue, ${ }^{226}$ by specialization of his ${ }^{17}$ result in Ch. VIII of Vol. I of this History, found that, if $\rho$ is a primitive root of the prime $p$,

$$
\rho^{b} x_{1}+\rho^{c} x_{2}+\cdots+\rho^{i} x_{k} \equiv 0, \quad \rho^{a}+\rho^{b} x_{1}+\cdots+\rho^{i} x_{k} \equiv 0 \quad(\bmod p)
$$

each have $p^{k-1}$ sets $x_{1}, \cdots, x_{k}$ of solutions $\geqq 0$, but have

$$
\frac{1}{p}(p-1)\left\{(p-1)^{k-1}-(-1)^{k-1}\right\}, \quad \frac{1}{p}\left\{(p-1)^{k}-(-1)^{k}\right\}
$$

sets of solutions $>0$, respectively.
M. A. Stern ${ }^{227}$ proved that, if $p$ is an odd prime, any integer can be expressed modulo $p$ in exactly $P=\left(2^{p-1}-1\right) / p$ ways as one or the sum of several distinct numbers chosen from the set $1,2, \cdots, p-1$. For example, $3 \equiv 1+2 \equiv 1+3+4(\bmod 5)$. Restricting ourselves to an even number of summands, we find that zero can be expressed in $\frac{1}{2}(P+p-2)$ ways, while $1,2, \cdots$, or $p-1$ can be expressed in $\frac{1}{2}(P-1)$ ways. We shall report in the chapter on quadratic residues on his results when the set is $1,2, \cdots,(p-1) / 2$.

[^61]E. Lucas ${ }^{228}$ noted that, if $a$ is prime to $n$, the points $(x, y)$, where $x=0$, $1, \cdots, n$ and $y$ is the residue modulo $n$ of $a x$, lie on a lattice (composed of equal parallelograms), and are said to form a satin $n_{a}$. These satins lead graphically to all solutions of $m x+n y \equiv 0(\bmod p)$.
L. Gegenbauer ${ }^{229}$ gave a direct proof of Lebesgue's ${ }^{226}$ results. Let the number of sets of solutions each $\equiv 0$ of $a_{1} x_{1}+\cdots+a_{k} x_{k}+b \equiv 0(\bmod$ $p$ ), where each $a$ is not divisible by the prime $p$, be $S_{k}^{\prime}$ or $S_{k}$ according as $b$ is or is not divisible by $p$. Let $N$ be the number of all sets of solutions. Since $a_{k} x_{k}+b$ ranges with $x_{k}$ over a complete set of residues modulo $p$, $N$ is the sum of the numbers of sets of solutions of the $p$ congruences $a_{1} x_{1}+\cdots+a_{k-1} x_{k-1}+c \equiv 0(\bmod p), c=0,1, \cdots, p-1$; while the number of those of these sets of solutions whose elements are prime to $p$ equals the sum of the numbers of the sets of solutions of like property of the $p-1$ congruences $a_{1} x_{1}+\cdots+a_{k-1} x_{k-1}+c^{\prime} \equiv 0, c^{\prime}=0, \cdots, b-1$, $b+1, \cdots, p-1$. Hence
$$
N=p^{k-1}, \quad S_{k}^{\prime}=(p-1) S_{k-1}, \quad S_{k}=S_{k-1}^{\prime}+(p-2) S_{k-1}
$$
K. Zsigmondy ${ }^{230}$ proved that, according as $\alpha$ is not or is divisible by the prime $p, k_{0}+k_{1}+\cdots+k_{p-1} \equiv \alpha(\bmod p)$ has $\psi(p-1)$ or $\psi(p-1)-1$ sets of solutions in which each $k_{i}$ is prime to $p$, where $\psi(n)$ is the number of congruences of degree $n$ with no integral root modulo $p$. The system of congruences
$$
k_{0}+\cdots+k_{p-1} \equiv 0, \quad k_{1}+2 k_{2}+\cdots+(p-1) k_{p-1} \equiv \alpha \quad(\bmod p)
$$
has $\psi(p-2)$ or $\psi(p-2)+p-1$ sets of solutions prime to $p$ according as $\alpha$ 三 0 or $\alpha \equiv 0$.
R. D. von Sterneck ${ }^{231}$ found the number $(n)_{i}$ of additive compositions of $n$ modulo $M$ formed of $i$ summands which are incongruent modulo $M$, i. e., the number of solutions of
$$
n \equiv x_{1}+x_{2}+\cdots+x_{i}(\bmod M), \quad 0 \leqq x_{1}<x_{2}<\cdots<x_{i}<M
$$

Let $(n)_{i}^{0}$ denote the corresponding number when each summand is not divisible by $M$, so that $0<x_{1}<\cdots<x_{i}<M$. Define $f(n, d)$ to be zero if any prime occurs in $d$ with an exponent which exceeds by at least 2 its exponent in $n$; but when the primes $p_{1}, \cdots, p_{j}$ occur in $d$ with exponents which exceed by unity their exponents in $n$, and the remaining prime factors of $d$ occur in $n$ at least to the same power as in $d$, let

$$
f(n, d)=\frac{(-1)^{j} \phi(d)}{\left(p_{1}-1\right) \cdots\left(p_{j}-1\right)}
$$

${ }^{223}$ Application de l'arith. à la construction de l'armure des satins réguliers, Paris, 1868. Principii fondamentali della geometria dei tessuti, l'Ingegnere Civile, Turin, 1880; French transl. in Assoc. franç. av. sc., 40, 1911, 72-87. See S. Günther, Zeitschr. Math. Naturw. Unterricht, 13, 1882, 93-110; A. Aubry, l'enseignement math., 13, 1911, 187-203; Lucas ${ }^{106}$ of Ch . VI.
${ }^{229}$ Sitzungsber. Akad. Wiss. Wien (Math.), 99, IIa, 1890, 793-4.
${ }^{230}$ Monatshefte Math. Phys., 8, 1897, 40-1.
${ }^{231}$ Sitzungsber. Akad. Wiss. Wien (Math.), 111, IIa, 1902, 1567-1601. By simpler methods, and removal of the restriction on the modulus $M$, ibid., 113, IIa, 1904, 326-340.
where $\phi$ is Euler's function; finally, let $f(n, d)=\phi(d)$ if no prime occurs in $d$ to a higher power than in $n$, so that $n$ is divisible by $d$. Then

$$
\begin{gathered}
(n)_{i}=\frac{(-1)^{i}}{M} \Sigma f(n, d)(-1)^{i / d}\binom{M / d}{i / d}, \\
(n)_{i}^{0}=\frac{(-1)^{i}}{M} \Sigma f(n, d)(-1)^{[i / d]}\binom{M / d-1}{[i / d]},
\end{gathered}
$$

summed for all the divisors $d$ of $M$, where $\binom{k}{j}$ is a binomial coefficient and is zero if $j$ is not an integer. By the second formula, $f(n, M)$ equals the difference between the numbers of representations of $n$ by an odd and by an even number of summands not divisible by the modulus $M$.

Von Sterneck ${ }^{323}$ proved that the number $[n]_{i}$ of representations of $n$ as the residue modulo $M$ of a sum of $i$ elements chosen from $0,1, \cdots, M-1$, repetitions allowed, is

$$
[n]_{i}=\frac{1}{M} \Sigma f(n, d)\binom{(M+i) / d-1}{i / d},
$$

summed for all the divisors $d$ of $M$. If the elements are chosen from the numbers $e_{1}, \cdots, e_{\nu}$ incongruent modulo $M$, then

$$
i[n]_{i}=\sum_{\lambda=1}^{i} \sum_{e=1}^{i v}[n-\lambda e]_{i-\lambda}, \quad i(n)_{i}=\sum_{\lambda=1}^{i}(-1)^{\lambda-1} \sum_{e}(n-\lambda e)_{i-\lambda} .
$$

Von Sterneck ${ }^{233}$ determined $(n)_{i}$ and $[n]_{i}$ for a prime power modulus.
0. E. Glenn ${ }^{234}$ found the number of sets of solutions of $\lambda+\mu+\nu \equiv 0$ $(\bmod p-1)$ and of $\lambda+\mu+\nu+\xi \equiv 0(\bmod p-1)$, the order of $\lambda, \mu$, $\cdots$ being disregarded, and $p$ being prime.
D. N. Lehmer ${ }^{235}$ proved that $a_{1} x_{1}+\cdots+a_{n} x_{n}+a_{n+1} \equiv 0(\bmod m)$ has $m^{n-1} \delta$ solutions or no solution according as the g.e.d. $\delta$ of $a_{1}, \cdots, a_{n}, m$ does or does not divide $a_{n+1}$.
L. Aubry ${ }^{236}$ noted that if $A$ is prime to $N$ and if $B / \sqrt{N}$ is not integral, $A x \equiv B y(\bmod N)$ is solvable in integers $\neq 0$ numerically $<\sqrt{N}$.

Ststem of linear congruences.
A. M. Legendre ${ }^{237}$ treated the problem to find integers $x$ such that, if $a$ and $b, a^{\prime}$ and $b^{\prime}, \cdots$ are relatively prime,

$$
\frac{a x-c}{b}, \quad \frac{a^{\prime} x-c^{\prime}}{b^{\prime}}
$$

are all integers. The first condition gives $x=m+b z$. Then the second condition requires that $a^{\prime} b z+a^{\prime} m-c^{\prime}$ be divisible by $b^{\prime}$, which is im-

[^62]possible if the g.c.d. $\theta$ of $b$ and $b^{\prime}$ is not a divisor of $a^{\prime} m-c^{\prime}$; but, if $\theta$ be such a divisor, the general solution is of the form $z=n+z^{\prime} b^{\prime} \mid \theta$. Thus $x=m^{\prime}+B^{\prime} z$, where $B^{\prime}$ is the l.c.m. of $b, b^{\prime}$. Similarly, also the third fraction will be integral if $x=M+B z$, where $B$ is the l.c.m. of $b, b^{\prime}, b^{\prime \prime}$.

* M. Fekete ${ }^{238}$ treated the general system of linear congruences in one unknown.
C. F. Gauss ${ }^{239}$ discussed at length the solution of $n$ linear congruences in $n$ unknowns. His second (more typical) example is
$3 x+5 y+z \equiv 4, \quad 2 x+3 y+2 z \equiv 7, \quad 5 x+y+3 z \equiv 6(\bmod 12)$.
We first seek integers ${ }^{20} \xi, \xi^{\prime}, \xi^{\prime \prime}$ without a common factor such that the sum of their products by the coefficients of $y$ (and by those of $z$ ) is congruent to zero:

$$
5 \xi+3 \xi^{\prime}+\xi^{\prime \prime} \equiv 0, \quad \xi+2 \xi^{\prime}+3 \xi^{\prime \prime} \equiv 0 \quad(\bmod 12) .
$$

Thus $\xi=1, \xi^{\prime}=-2, \xi^{\prime \prime}=1$. Multiplying the congruences by these, and adding, we get $4 x \equiv-4(\bmod 12)$. Similarly, the multipliers 1 , 1 , -1 give $7 y \equiv 5$, while the multipliers $-13,22,-1$ give $28 z \equiv 96$. Thus $x=2+3 t, y=11$ (or $11+12 r$ ), $z=3 u$. The proposed congruences now give three equivalent to
$19+3 t+u \equiv 0, \quad 10+2 t+2 u \equiv 0, \quad 5+5 t+3 u \equiv 0(\bmod 4)$, which are all satisfied if and only if $u \equiv t+1(\bmod 4)$. Thus

$$
(x, y, z) \equiv(2,11,3),(5,11,6),(8,11,9),(11,11,0) \quad(\bmod 12) .
$$

H. J. S. Smith ${ }^{241}$ noted that the theory was left imperfect by Gauss. In

$$
\begin{equation*}
A_{i x} x_{1}+\cdots+A_{i n} x_{n} \equiv A_{i n+1} \quad(\bmod M) \quad(i=1, \cdots, n), \tag{1}
\end{equation*}
$$

denote the determinant $\left|A_{i j}\right|$ by $D$. If $D$ is prime to $M$, there is one and but one set of solutions. Next, let $D$ be not prime to $M=p_{1}^{m_{1}} p_{2}^{m_{3}} \ldots$, where the $p$ 's are distinct primes. A necessary condition for solvability is that there be solutions for each modulus $p_{i}^{m_{i}}$. Conversely, if there be $P_{i}$ sets of solutions for modulus $p_{i}^{m_{i}}$, there are $P_{1} P_{2} \cdots$ sets of solutions modulo $M$. Hence consider (1) for the modulus $p^{m}$, and let $I_{r}$, be the exponent of the highest power of $p$ dividing all the $r$-rowed minors of $D$. Then, if $I_{n}-I_{n-1} \leqq m$, the congruences, if solvable, have $p^{I_{n}}$ sets of solutions. But if $I_{n}-I_{n-1}>m$, we can assign a value of $r$ such that

$$
I_{r+1}-I_{r}>m \geqq I_{r}-I_{r-1}
$$

and then the number (if any) of sets of solutions is $p^{k}$, where

$$
k=I_{r}+(n-r) m .
$$

[^63]Smith ${ }^{207}$ wrote $\nabla_{n}$ for the determinant $\left|A_{i j}\right|$ of (1), $\nabla_{n-1}$ for the g.c.d. of its first minors, $\cdots, \nabla_{1}$ for the g.c.d. of the elements $A_{i j}$, and set $\nabla_{0}=1$. Let $D_{n}, D_{n-1}, \cdots, D_{0}$ be the corresponding g.c.d.'s for the augmentedmatrix. Let $\delta_{i}$ and $d_{i}$ denote respectively the g.c.d. of $M, \nabla_{i} / \nabla_{i-1}$, and $M, D_{i} / D_{i-1}$. Set $d=d_{1} \cdots d_{n}, \delta=\delta_{1} \cdots \delta_{n}$. Then the system of congruences (1) is solvable if and only if $d=\delta$; when this condition is satisfied the number of incongruent sets of solutions is $d$. There are similar theorems (pp. 402-4) when the number of unknowns is either less or greater than the number of congruences.

Smith $^{242}$ employed a prime factor $p$ of $M$, and the exponents $\mu, a_{8}, \alpha_{8}$ of the highest powers of $p$ dividing $M, D_{s}, \nabla_{s}$, respectively. He proved that his preceding theorems can be replaced by the following: For the modulus $p^{\mu}$, the congruences (1) are solvable if and only if $a_{\sigma}=\alpha_{\sigma}$, where $a_{\sigma}-a_{\sigma-1}$ is the first term of $a_{n}-a_{n-1}, a_{n-1}-a_{n-2}, \cdots$ which is $<\mu$; when this condition is satisfied the number of incongruent sets of solutions is $p^{k}$, where $k=a_{\sigma}+(n-\sigma) \mu$.
G. Frobenius ${ }^{210}$ (pp. 185-194) proved that the congruences (1) have $M^{n-1}$ incongruent sets of solutions if the $l$-rowed determinants of $A$ have with $M$ no common divisor and if the $(l+1)$-rowed determinants of the augmented matrix of all coefficients are divisible by $M$, where $l$ is the rank of the matrix $A$ of the coefficients of the unknowns. If the rank of the augmented matrix is $l+1$ and the g.c.d. of the $(l+1)$-rowed determinants is $d^{\prime}$, while the rank of $A$ is $l$ and the g.c.d. of the $l$-rowed determinants is $d$, the congruences (1) have no solutions if the modulus $M$ is not a divisor of $d^{\prime} / d$. The number of incongruent sets of solutions of the homogeneous congruences $A_{i 1} x_{1}+\cdots+A_{i n} x_{n} \equiv 0(\bmod M)$ equals $s_{1} s_{2} \cdots s_{n}$, where $s_{\lambda}$ is the g.c.d. of $M$ and the $\lambda$ th elementary divisor of the matrix ( $A_{i j}$ ).

Frobenius ${ }^{212}$ proved that a system of linear homogeneous congruences modulo $M$ in $n$ unknowns has a fundamental system of $n-s$ sets of solutions, but none of fewer than $n-s$, if the determinants of order $s+1$ have with $M$ a common divisor but the determinants of order $s$ do not. He investigated the rank and equivalence of linear forms modulo $M$.
F. Jorcke ${ }^{243}$ treated systems of linear congruences without novelty.
D. de Gyergyoszentmiklos ${ }^{244}$ considered the congruences

$$
\sum_{j=1}^{n} a_{\rho j} x_{j} \equiv u_{\rho}(\bmod m) \quad(\rho=1, \cdots, n)
$$

Let $D=\left|a_{p j}\right|$, and $V_{k}$ be the determinant derived from $D$ by putting the $u$ 's in the $k$ th column. Let $\delta$ be the g.c.d. of $m$ and $D$. If any $V_{k}$ is not divisible by $\delta$, there is no solution. Next, let each $V_{k}$ be divisible by $\delta$. Then $D x_{k} \equiv V_{k}(\bmod m)$ uniquely determines $x_{k} \equiv \alpha_{k}$ modulo $m / \delta$. Set $x_{k}=\alpha_{k}+t_{k} m / \delta$ in the initial congruences. Thus

$$
\begin{gathered}
\left(a_{\rho 1} t_{1}+\cdots+a_{\rho n} t_{n}\right) m / \delta \equiv u_{\rho}-a_{\rho 1} \alpha_{1}-\cdots-\alpha_{\rho n} \alpha_{n}(\bmod m) \\
a_{\rho 1} t_{1}+\cdots+a_{\rho n} t_{n} \equiv w_{\rho}(\bmod \delta) .
\end{gathered}
$$

[^64]For the latter system, the modulus $\delta$ divides the determinant $D$. Hence if some minor of order $n-\nu$ is not divisible by $\delta$, while all minors of higher order are divisible by $\delta$, the solution involves exactly $\nu$ arbitrary parameters and there are $\delta^{\nu}$ sets of solutions.
L. Kronecker ${ }^{245}$ deduced from his theory of modular systems the theorem that, for $p$ a prime, the general solution of

$$
\sum_{k=1}^{\mp} V_{i k} X_{k} \equiv 0(\bmod p) \quad(i=1, \cdots, t)
$$

involves $\tau-r$ independent parameters if the matrix of the $t \tau$ numbers $V_{i k}$ is of rank $r$ modulo $p$.
K. Hensel ${ }^{246}$ considered a system of $m$ linear homogeneous congruences in $n$ unknowns in which the coefficients and the modulus $P$ are either integers or rational integral functions of one variable. We may replace the system by an equivalent system whose modulus divides $P$ and hence finally obtain modulus unity.
E. Busche ${ }^{247}$ proved that the number of solutions of a system of $n$ linear homogeneous congruences in $n$ unknowns equals the modulus if the latter divides the determinant of the system. This theorem is equivalent to the following. Write $a \sim b$ if $a-b$ is an integer. If the $a_{i j}$ are integers of determinant $\neq 0$, the number of non-equivalent solutions $x_{1}, \cdots, x_{n}$ of $a_{i 1} x_{1}+\cdots+a_{i n} x_{n} \sim 0(i=1, \cdots, n)$ is the absolute value of the determinant $\left|a_{i j}\right|$.
G. B. Mathews ${ }^{248}$ noted that a system of $n$ linear congruences in which the moduli are $m_{1}, \cdots, m_{n}$ respectively may be reduced to a system with the same modulus $m$ (the l.c.m. of $m_{1}, \cdots, m_{n}$ ), by multiplication by $m / m_{1}$, $\cdots, m / m_{n}$ respectively. For the case of a common modulus $m$ the method is to derive an equivalent system of congruences involving respectively $n, n-1, \cdots, 1$ unknowns. Details are given only for the example $a x+b y+c z \equiv d, a^{\prime} x+b^{\prime} y+c^{\prime} z \equiv d^{\prime}, a^{\prime \prime} x+b^{\prime \prime} y+c^{\prime \prime} z \equiv d^{\prime \prime}(\bmod m)$. Let $\theta$ be the g.c.d. of $a, a^{\prime}, a^{\prime \prime}$ and let $\theta=p a+q a^{\prime}+r a^{\prime \prime}$. Multiplying the congruences by $p, q, r$ respectively and adding, we get a congruence $\theta x+\beta y+\gamma z \equiv \delta$. If, for example, $p$ is prime to $m$, we get an equivalent system by taking the latter in place of the first congruence of the system. Then eliminate $x$ from the second and third by means of $\theta x+\cdots$.
L. Gegenbauer ${ }^{249}$ showed that the system of linear congruences

$$
\sum_{k=0}^{p-2} b_{k+\rho} y_{k} \equiv 0(\bmod p) \quad(\rho=0, \cdots, p-2)
$$

has as many linearly independent sets of solutions as

$$
\sum_{k=0}^{p-z} b_{k} x^{k} \equiv 0(\bmod p)
$$

${ }^{24}$ Jour. für Math., 99, 1886, 344; Werke, 3, I, 167. Cf. papers 24-26, p. 226, and 43, p. 232 of Vol. I of this History.
24 Jour. für Math., 107, 1891, 241.
${ }^{217}$ Mitt. Math. Gesell. Hamburg, 3, 1891, 3-7.
28 Theory of Numbers, 1892, 13-14.
has distinct roots not divisible by $p$. Such a system of linear congruences has been discussed by W. Burnside. ${ }^{250}$
E. Steinitz $z^{511}$ stated that all theorems on linear congruences follow easily from one: Given $k$ linear congruences in $n$ variables modulo $m$, the $k$ sets of coefficients form the basis of a Dedekind Modul. If $e_{1}, \cdots, e_{n}$ are the invariants of this Modul (the last $n-r$ e's are zero if the rank $r$ is $<n$ ) and if $\left[e_{i}, m\right]$ is the g.c.d. of $e_{i}$ and $m$, then the totality of sets of solutions of the $k$ congruences represent a Modul with the invariants

$$
\frac{m}{\left[e_{n}, m\right]}, \cdots, \frac{m}{\left[e_{1}, m\right]}
$$

Expositions in the texts by Bachmann, ${ }^{219}$ J. König, ${ }^{221}$ and Cahen ${ }^{223}$ have been cited. Zsigmondy ${ }^{230}$ found the number of solutions of a system of two special congruences:
H. Weber ${ }^{252}$ made a direct examination of the conditions under which

$$
\begin{equation*}
a_{1} y_{1}+a_{2 j} y_{2}+\cdots+a_{\rho j} y_{\rho} \equiv 0\left(\bmod p^{\pi}\right) \quad(j=1, \cdots, \mu) \tag{2}
\end{equation*}
$$

shall require that each $y_{i}$ be divisible by $p^{\pi}$, where $p$ is a prime. It is assumed that not every $a_{i j}$ is divisible by $p$ (otherwise a solution is obtained by taking each $y_{i}$ to be any multiple of $p^{\pi-1}$ ). We may assume that $\Delta=\left|a_{i j}\right|_{i, j=1, \ldots, r}$ is not divisible by $p$, while every $(\tau+1)$-rowed determinant of the matrix ( $a_{i j}$ ) is divisible by $p$. Denote the signed minors of $\Delta$ by $\Delta_{k h}$ and set

$$
D_{k s}=\Delta_{k 1} a_{s 1}+\Delta_{k 2} a_{s 2}+\cdots+\Delta_{k \tau} a_{\Delta \tau}
$$

Thus $D_{k s}=\Delta$ if $k=s ; D_{k s}=0$ if $s \leqq \tau, s \neq k$; while, if $s>\tau, D_{k s}$ is a $\tau$ rowed determinant of ( $a_{i j}$ ). Applying Cramer's rule to the first $\tau$ congruences (2), we get
(3)

$$
\Delta y_{j}+D_{j, \tau+1} y_{\tau+1}+\cdots+D_{j \rho} y_{\rho} \equiv 0\left(\bmod p^{\pi}\right) \quad(j=1, \cdots, \tau)
$$

Hence

$$
\Delta\left(a_{1} y_{1}+\cdots+a_{\rho r} y_{\rho}\right) \equiv A_{\tau+1, r} y_{\tau+1}+\cdots+A_{\rho r} y_{\rho} \quad\left(\bmod p^{\pi}\right)
$$

where

$$
A_{s r}=\Delta a_{s r}-\sum_{k=1}^{\top} a_{k r} D_{k s}
$$

equals a $(\tau+1)$-rowed determinant of $\left(a_{i j}\right)$ and hence is divisible by $p$. Thus, if $\tau<\rho,(2)$ are satisfied when $y_{\tau+1}, \cdots, y_{\rho}$ are divisible by $p^{\pi-1}$. In order that (2) shall require that each $y_{i}$ be divisible by $p^{\pi}$ it is therefore necessary that $\tau=\rho$. This condition is also sufficient, since (3) then reduce to $\Delta y_{1} \equiv 0, \cdots, \Delta y_{\rho} \equiv 0$, whence $y_{1}, \cdots, y_{\rho}$ are divisible by $p^{\pi}$.
F. Riesz ${ }^{253}$ stated that, if the $\alpha_{i k}$ and $\beta_{i}$ are real, the congruences

$$
\sum_{k=1}^{n} \alpha_{i k} x_{k} \equiv \beta_{i} \quad(\bmod 1) \quad(i=1, \cdots, m)
$$

${ }^{\mathbf{3 c}}{ }^{50}$ Messenger Math., 24, 1894, 51.
${ }^{251}$ Jahresbericht d. Deutschen Math.-Verein., 5, 1896 [1901], 87.
${ }_{2 s}{ }_{2 s}$ Lehrbuch der Algebra, 2, 1896, 87-8; ed. 2, 1899, 94. Cf. Smith. ${ }^{212}$
${ }^{23}$ Comptes Rendus Paris, 139, 1904, 459-462.
are solvable in integers when the $\beta$ 's are arbitrary, with a desired approximation, if and only if $\Sigma \alpha_{i k} x_{k} \equiv 0(\bmod 1)$ are not solvable exactly in integers not all zero.
U. Scarpis ${ }^{254}$ proved that a system of $n$ linear homogeneous congruences in $n$ unknowns has solutions not all divisible by the modulus $M$ if and only if the determinant $\Delta$ of the coefficients is not prime to $M$. The problem is reduced as usual to the case $M=p^{m}$, where $p$ is a prime. Then let some $\rho$-rowed minor of $\Delta$ be prime to $p$, but all $k$-rowed minors $(k \geqq \rho+1)$ be divisible by $p$. Let $p^{e}$ be the highest power of $p$ dividing $\Delta$ and all its $k$-rowed minors ( $k \geqq \rho+1$ ). Then $\rho$ of the congruences are linearly independent. We may assume that $\left|a_{i j}\right|$, where $i, j=1, \cdots, \rho$, is prime to $p$. Then the last $n-\rho$ of the congruences can be replaced by congruences in $x_{\rho+1}, \cdots, x_{n}$ in which each coefficient is divisible by $p^{e}$. If $m=1$, no more than $\rho$ of the initial congruences are linearly independent; the values of $x_{1}, \cdots, x_{\rho}$ are uniquely determined in terms of $x_{\rho+1}, \cdots, x_{n}$ which are arbitrary, so that there are $p^{n-\rho}$ sets of solutions.

## Linear forms with real coefficents; approximation.

J. L. Lagrange ${ }^{255}$ noted that, if $a$ is a given positive real number, we can find relatively prime positive integers $p, q$ such that $p-a q$ shall be numerically smaller than $r$-as for $r<p, s<q$, by taking $p / q$ as any principal convergent to the continued fraction for $a$ with all terms positive.

Lagrange ${ }^{22}$ determined a fraction $m / a$, with given numerator or denominator, which shall approximate as closely as possible to the given fraction $B / A<1$, where $A, B$ are relatively prime. For example, let $m$ be given. Take as $a$ the quotient found on dividing $A m$ by $B$. If $\mp C$ is the remainder numerically $<\frac{1}{2} B$. then $B a-A m= \pm C, B / A=m / a \pm C /(A a)$. Starting with $C / A$, determine similarly $n / b$, with $n$ given, by using the quotient $b$ and remainder $\mp D$ when $A n$ is divided by $C$, whence $C / A=n / b \pm D /(A b)$. Similarly, $D / A=p / c \pm E /(A c)$. It follows that $m \equiv a, n \leqq b, p \leqq c$, and that $A, B, C, D, \cdots$ form a decreasing series terminating with zero:

$$
\frac{B}{A}=\frac{m}{a} \pm \frac{n}{a b} \pm \frac{p}{a b c} \pm \cdots
$$

In case the denominators $a, b, c, \cdots$ were given and all equal, we have expressed $B / A$ to the base $a$. Finally, suppose that neither $m$ nor $a$ is given, but are to be found such that $m<B, n<A$, and such that $m / a$ is as close an approximation to $B / A$ as possible. Hence must $C= \pm 1$. Then $m$ and $a$ are found by Euclid's g.c.d. process. Saunderson ${ }^{13}$ had already treated the approximation to a fraction and cited earlier writers.
C. G. J. Jacobi ${ }^{256}$ proved that integral values not all zero can be assigned to $x, y, z$ such that $a x+a^{\prime} y+a^{\prime \prime} z$ and $b x+b^{\prime} y+b^{\prime \prime} z$ are less than any assigned quantity. Cf. Sylvester ${ }^{108}$ of Ch. III.
G. L. Dirichletest stated that it has been long known from the theory of continued fractions that, if $\alpha$ is irrational, there exists an infinitude of pairs of integers $x, y$ for which $x-\alpha y$ is numerically $<1 / y$. He proved the following generalization: If $\alpha_{1}, \cdots, \alpha_{m}$ are such that

$$
f=x_{0}+\alpha_{1} x_{1}+\cdots+\alpha_{m} x_{m}
$$

vanishes for no set of integral values of $x_{0}, \cdots, x_{m}$, not all zero, there exists an infinitude of sets of integers $x_{0}, \cdots, x_{m}$, with $x_{1}, \cdots, x_{m}$ not all zero, such that $f$ is numerically $<1 / s^{m}$, where $s$ is the greatest of $x_{1}, \cdots, x_{m}$. Similarly for several forms $f$. For example, if $\alpha=\alpha_{1} x_{1}+\cdots+\alpha_{m} x_{m}$ and $\beta=\beta_{1} x_{1}+\cdots+\beta_{m} x_{m}$ vanish simultaneously only when $x_{1}, \cdots, x_{m}$ are all zero, there exists an infinitude of sets of integers $x_{1}, \ldots, x_{m}$ not all zero for which $|\alpha|<A / s^{s},|\beta|<B / s^{m-2-a}$, in which $A$ and $B$ are constants depending on the $\alpha_{i}, \beta_{i}$, while $a$ is any constant between 0 and $m-2$.

Ch . Hermite ${ }^{588}{ }^{2}$ remarked that, if $A$ and $B$ are given irrational numbers, we can readily find the linear relations $A a+B b+c=0$ (if existent), where $a, b, c$ are integers. In fact, $\alpha=m A-m^{\prime}$ and $\beta=m B-m^{\prime \prime}$ can be made as small as one pleases [by choice of integers $m, m^{\prime}, m^{\prime \prime}$ ]. Since $a \alpha+b \beta=-a m^{\prime}-b m^{\prime \prime}-c m$ is an integer, it cannot be made $<1$ without reducing to zero. Thus to find $m, m^{\prime}, m^{\prime \prime}$, we have only to convert $\beta / \alpha$ into a continued fraction to obtain the desired relation.

Hermite ${ }^{59}$ proved by means of the minimum of a binary quadratic form that, if $a, \Delta$ are real, there exist integers $m, n$ such that

$$
(m-a n)^{2}+n^{2} / \Delta^{2}<\frac{1}{\Delta} \sqrt{\frac{4}{3}}
$$

whence $|m-a n|<1 /(n \sqrt{3})$. Let $m^{\prime}, n^{\prime}$ be the integers corresponding to $\Delta^{\prime}=\Delta+\delta$, where $\delta$ is an infinitesimal. Then $m n^{\prime}-n m^{\prime}= \pm 1$.
P. L. Tchebycheffer proved that, if $a$ is irrational and $b$ is given, there exists an infinitude of sets of integers $x, y$ such that $y-a x-b$ is numerically $<2 \| x \mid$.

Hermite ${ }^{211}$ proved that, in Tchebychef's result, we may replace $2 /|\boldsymbol{x}|$ by $1 /\{2|x|\}$ and in fact by $\sqrt{2 / 27}||x|$.
L. Kroneckerss treated the problem to find integers $w, w^{\prime}$ such that $a w+a^{\prime} w^{\prime}$ takes a value as near as possible to $\xi$, where $a, a^{\prime}, \xi$ are given real numbers. In general, consider a system of $p$ equations

$$
a_{i 1} w_{1}+\cdots+a_{i q} w_{q}=\xi_{i} \quad(i=1, \cdots, p)
$$

with real coefficients. Let $r$ be the number of these equations whose left

[^65]members are linearly independent, so that $r$ is the ordinary (absolute) rank of the rectangular matrix
$$
\left(a_{i k}\right) \quad(i=1, \cdots, p ; k=1, \cdots, q)
$$

This matrix is said to be of relative rank (or rank of rationality) $R$ if $R$ is the least number such that, by means of a linear substitution on the rows with arbitrary coefficients, the matrix can be transformed into a matrix all but $r$ of whose rows contain only zero elements and all but $R$ rows contain only integral elements. Necessary and sufficient conditions for the approximate solution in integers of our equations are expressed in different forms: $R$ of the $\xi$ 's can be given arbitrary values, while the choice of $r-R$ of the $\xi$ 's is limited only by certain conditions of rationality, while the remaining $p-r \xi$ 's are uniquely determined in terms of the earlier $r$ 's.
A. Hurwitz ${ }^{263}$ proved that if $\omega$ is irrational there exists an infinitude of pairs of integers $x, y$ for which $|y / x-\omega|<1 /\left(\sqrt{5} x^{2}\right)$. Likewise, $|y / x-\omega|<1 /\left\{\sqrt{8} x^{2}\right\}$ if $\omega$ is not equivalent to $(1+\sqrt{5}) / 2$.
H. Minkowski ${ }^{264}$ found by use of lattice points and other geometrical concepts the fundamental theorem that, if $f_{1}, \cdots, f_{n}$ are linear homogeneous functions of $x_{1}, \cdots, x_{n}$ with any real coefficients whose determinant $\Delta$ is not zero, we can assign integral values not all zero to $x_{1}, \cdots, x_{n}$ such that $\left|f_{i}\right| \leqq \sqrt[n]{|\Delta|}$ for $i=1, \cdots, n$. If $a_{1}, \cdots, a_{n-1}$ are real, we can find integers $x_{1}, \cdots, x_{n}$ without a common factor and with $x_{n}>0$ such that

$$
\left|\frac{x_{j}}{x_{n}}-a_{j}\right|<\frac{1}{k x_{n}^{k}}, \quad k=\frac{n}{n-1}, \quad(j=1, \cdots, n-1) .
$$

For $n>1$, consider $n$ linear forms $f_{1}, \cdots, f_{n}$ in $x_{1}, \cdots, x_{n}$ with a determinant $\Delta \neq 0$, such that $r$ of the forms have real coefficients and $s=(n-r) / 2$ pairs have conjugate imaginary coefficients, and let $p$ be any real number $\geqq 1$. Then integral values not all zero can be assigned to $x_{1}, \cdots, x_{n}$ such that ${ }^{265}$

$$
\frac{1}{n} \sum_{j=1}^{n}\left|f_{j}\right|^{p}<\left\{\left(\frac{2}{\pi}\right)^{s} \frac{n^{-n / p} \Gamma(1+n / p)|\Delta|}{\{\Gamma(1+1 / p)\}^{r} 2^{-2 s / p}\{\Gamma(1+2 / p)\}^{s}}\right\}^{p / n},
$$

except for $p=1, s=0, n=2$, when the members may be equal; here $\Gamma$ denotes the ordinary gamma function. He obtained (p. 161) Lagrange's ${ }^{255}$ result on the minimum of $x-a y$.
A. Hurwitz ${ }^{266}$ gave an elegant analytic proof of Minkowski's ${ }^{264}$ theorem, and the fact that the inequality sign may be taken in $n-1$ of the $n$ relations.

Ch. Hermite ${ }^{267}$ remarked that Euclid's g.c.d. process leads to approxi-

[^66]mations to a fraction by means of a series of fractions $m / n$, the error being $<h / n^{2}$. He gave a slight modification of Dirichlet's ${ }^{257}$ method.
H. Minkowski ${ }^{268}$ proved that if $\xi=\alpha x+\beta y$ and $\eta=\gamma x+\delta y$ have any real coefficients of determinant $\alpha \delta-\beta \gamma=1$ and if $\xi_{0}, \eta_{0}$ are any given real numbers, there exist integers $x, y$ for which $\left|\left(\xi-\xi_{0}\right)\left(\eta-\eta_{0}\right)\right| \leqq \frac{1}{4}$. In particular, if $a$ is irrational and $b$ is not an integer, there are integers $x$, $y$ for which $|(y-a x-b)(x-c)|<\frac{1}{4}$; the case $c=0$ gives a better approximation than Hermite's, ${ }^{261}$ since $1 / 4<\sqrt{2 / 27}$.
E. Cahen ${ }^{269}$ discussed the approximate solution in integers of a system of linear equations.
E. Borel ${ }^{270}$ proved that if $a, b, M$ are any given real numbers, integers $x, y, z$, numerically $<M$, can be assigned such that
$$
|a x+b y+z|<\frac{\theta}{M} \sqrt{a^{2}+b^{2}+1}
$$
$\theta$ being independent of $a, b, M$ (but not found). Again, intervals ( $A_{n}, B_{n}$ ) can be found such that $A_{n}$ and $B_{n}$ increase indefinitely with $n$ and such that, if $\alpha$ is any irrational number between 0 and 1 , integers $p_{n}, q_{n}$ exist for which
$$
\left|\frac{p_{n}}{q_{n}}-\alpha\right|<\frac{1}{q_{n}^{2} \sqrt{5}}, \quad A_{n}<q_{n}<B_{n} .
$$

At least one of three successive convergents to $\alpha$ satisfies the first inequality [cf. Hurwitz ${ }^{263}$ ].

Minkowski ${ }^{\text {i7n }}$ proved that if $a$ is real we can choose integers $x, y$ such that $|x / y-a|<1 / y^{2}$ and deduced the existence of solutions of $s x-r y=1$ if $s, r$ are relatively prime integers. He gave a new proof, suggested by D. Hilbert, ${ }^{271 \mathrm{c}}$ of his ${ }^{284}$ theorem on $n$ real linear forms. He discussed (pp. 47-58) the maximum value of the minimum of $|\xi|^{p}+|\eta|^{p}$, where $\xi$ and $\eta$ are real linear forms. He treated (pp.68-82) the equivalence and minimum of three linear forms $\xi, \eta, \zeta$, and gave theorems on the values of their sum or product.
B. Levi ${ }^{272}$ proved Minkowski' ${ }^{264}$ thoerem, and for the limit case in which no integers, not all zero, make each $\left|f_{i}\right|<1$, proved his result that then at least one of the $f_{i}$ has integral coefficients.

[^67]S. Kakeya ${ }^{273}$ proved the theorem (Minkowski, ${ }^{264}$ p. 108) that if $a_{1}, \cdots, a_{n}$ are real there exist integers $x_{1}, \cdots, x_{n}, z$ such that $x_{1}-a_{1} z, \cdots, x_{n}-a_{n} z$ are as small numerically as we please. He proved that these forms approach indefinitely any real numbers. $\mathrm{He}^{274}$ gave a generalization to any linear functions.
R. Remak ${ }^{274 a}$ proved arithmetically Minkowski's ${ }^{288}$ first theorem.
H. Weber and J. Wellstein ${ }^{2746}$ gave a new arithmetical proof of Minkowski's ${ }^{264}$ initial theorem for both real and imaginary linear forms.
H. F. Blichfeldt ${ }^{275}$ proved a result which in Minkowski's notations becomes
$$
\left|f_{1}\right|+\cdots+\left|f_{n}\right| \leqq \sqrt{\frac{2 n}{\pi}}\left\{\Gamma\left(1+\frac{n+2}{2}\right)\right\}^{1 / n}|\Delta|^{1 / n}
$$

For small values of $n$ this limit is higher than Minkowski's ${ }^{284}$ (p. 122), but for large $n$ 's it is smaller. Given the positive numbers $\alpha_{1}, \cdots, \alpha_{n-1}$ and any positive number $b<\frac{1}{2}$, we can find integers $X_{1}, \cdots, X_{n-1}, Z$ such that the $n-1$ differences $\left|X_{i} / Z-\alpha_{i}\right|$ are $\leqq 2 b$ and

$$
\leqq \frac{\gamma}{Z^{n /(n-1)}}=\frac{(n-1) Z^{-n /(n-1)}}{n\left\{1+\left(\frac{n-2}{n}\right)^{n+2}\right\}^{1 /(n-1)}}
$$

Except for $n=2$, this approximation is closer than that obtained by Hermite, ${ }^{259}$ Kronecker, and Minkowski. ${ }^{264}$
G. H. Hardy and J. E. Littlewood ${ }^{276}$ proved that if $\theta_{1}, \cdots, \theta_{m}$ are irrational and connected by no linear relation with integral coefficients not all zero, and if $\alpha_{11}, \cdots, \alpha_{k m}$ are any numbers such that $0 \leqq \alpha_{i j}<1$, there exists a sequence of positive integers $n_{1}, n_{2}, \cdots$ such that the fractional part of $n_{r}^{i} \theta_{p}$ approaches $\alpha_{l p}$ as $r$ increases, for $l=1, \cdots, k ; p=1, \cdots, m$ (the case $k=1$ being due to Kronecker ${ }^{282}$ ). Given $\lambda$, there is therefore a function $\Phi$ of $k, m, \lambda$ and the $\theta$ 's and $\alpha$ 's such that the difference between the fractional part $\left(n^{2} \theta_{p}\right)$ of $n^{2} \theta_{p}$ and $\alpha_{l p}$ is numerically $<1 / \lambda$ for some $n<\Phi$. When the $\theta$ 's are given, a $\Phi$ can be found independent of the $\alpha$ 's. When all the $\alpha$ 's are zero, a $\Phi$ can be found independent of the $\theta$ 's. An upper bound for $\Phi$, in this last case, was later given by H. T. J. Norton. ${ }^{27 T}$ H. Weyl ${ }^{2777 a}$ went further by showing that the numbers ( $n^{2} \theta_{p}$ ) are "uniformly distributed " throughout the unit cube $0 \leqq x_{i_{p}} \leqq 1$ in space of $k m$ dimensions [i.e., if we associate with $n$ the point whose $k m$ coordinates are $x_{l_{p}}=\left(n^{1} \theta_{p}\right)$ and denote by $n_{\nu}$ the number of the first $n$ points which lie inside an assigned part of the cube, of volume $V$, then $n_{\nu} \sim n V$ when $n \rightarrow \infty$ ].

[^68]Hardy and Littlewood ${ }^{276}$ also considered the same problem when $n^{2}$ is replaced by an arbitrary increasing sequence $\lambda_{n}$ with infinite limit and obtained the same result, but with the exception of a set of values of $\theta$ of measure zero. R. H. Fowler ${ }^{2 \pi 7 b}$ established uniform distribution, with an upper bound for the error, when $\lambda_{n}$ increases as rapidly as an exponential $e^{n^{n}}(\delta>0)$. Weyl ${ }^{277 a}$ extended the theorem of uniform distribution to all cases in which $\lambda_{n}$ increases with tolerable regularity and as fast as $(\log n)^{2+\delta}$ $(\delta>0)$. These questions are intimately connected with the problem of the behavior of the series $\Sigma_{0}^{N} \exp .\left(2 \pi i \lambda_{n}\right)$ when $N \rightarrow \infty$, which has been considered in detail by Hardy and Littlewuod, ${ }^{277 c}$ and Weyl. ${ }^{277 a}$
G. Giraud ${ }^{278}$ proved that there exist integral values of the $x$ 's and $y$ 's for which

$$
\left|x_{i}-a_{i 1} y_{1}-\cdots-a_{i p} y_{p}-A_{i}\right|<\epsilon \quad(i=1, \cdots, n)
$$

whatever $\epsilon$ be, if and only if all the forms $m_{1} X_{1}+\cdots+m_{n} X_{n}$, which take integral values when $X_{1}, \cdots, X_{n}$ are replaced in turn by the $p$ sets of values $a_{1 j}, \cdots, a_{n j}(j=1, \cdots, p)$, take also integral values when we replace $X_{1}, \cdots, X_{n}$ by $A_{1}, \cdots, A_{n}$.
S. L. van Oss ${ }^{279}$ proyed that $n$ real linear functions of $x_{1}, \cdots, x_{n}$ of determinant unity have the minimum value unity for integral $x$ 's if at least one of the forms has integral coefficients without a common divisor. This had been proved by Minkowski for $n=3$.
W. E. H. Berwick ${ }^{280}$ gave a method to find which pair of integers $x, y(0 \leqq y<N)$ gives the least value for $f=a x+b y+c$, where $a, b, c$ are real and not zero. Thus he finds the point with integral coordinates nearest to the line $f=0$ and within the strip between $y=0$ and $y=N$.
A. Brown ${ }^{281}$ noted that, to find the fraction whose denominator does not exceed a given integer and which approximates most closely to a given number, Lagrange's theory gives the fraction nearest in defect and the fraction nearest in excess, but does not decide which of them is nearest in absolute value to the given number. A simple method is here given for deciding between the two fractions.
A. J. Kempnerer ${ }^{28}$ noted that any straight line with an irrational slope has on either side of it an infinitude of points with integral coordinates lying closer to it than any assigned distance.
G. Humbert ${ }^{283}$ developed Hermite's ${ }^{259}$ method of approximating to an irrational number $\omega$, showed that it differs very little from the method of

[^69]continued fractions, and found necessary and sufficient conditions that a given fraction be in Hermite's series of fractions tending towards $\omega$. The main condition was generalized by E. Cahen. ${ }^{284}$

Humbert ${ }^{285}$ gave simple proofs of the theorems by Hurwitz. ${ }^{263}$
M. Fujiwara ${ }^{286}$ supplemented Hurwitz's ${ }^{263}$ second theorem as Borel ${ }^{270}$ had the first.
J. H. Grace ${ }^{287}$ proved that if $\frac{3}{2} \leqq k \leqq 2$ and if $x / y$ and $x^{\prime} / y^{\prime}$ are two consecutive rational approximations to an irrational number $\theta$ such that

$$
\left|\frac{x}{y}-\theta\right|<\frac{1}{k y^{2}},
$$

then $x y^{\prime}-x^{\prime} y= \pm 1\left[\right.$ Hermite $^{259}$ for $k=\sqrt{3}$, Minkowski ${ }^{268}$ for $\left.k=2\right]$. $\mathrm{He}^{288}$ proved that Minkowski's ${ }^{268}$ last result is final, i.e., if $k<\frac{1}{4}$, it is possible to choose $a$ and $b$ such that there is not an infinitude of integers $x$ for which $|y-a x-b|<k /|x|$.

```
284 Comptes Rendus Paris, 162, 1916, 779-782.
285 Jour. de Math., (7), 2, 1916, 155-167.
2s0 Tôhoku Math. Jour., 11, 1917, 239-242. Cf. 14, 1918, 109-115.
287 Proc. London Math. Soc., (2), 17, 1919, 247-258.
288 Ibid., 316-9.
```
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## CHAPTER III.

## PARTITIONS.

G. W. Leibniz ${ }^{1}$ asked Bernoulli if he had investigated the number of ways a given number can be separated into two, three or many parts, and remarked that the problem seemed difficult but important. Leibnizz used the term number of divulsions for the number of ways a given integer can be expressed as a sum of smaller integers, as $3,2+1,1+1+1$, and noted the connection with the number of symmetric functions of a given degree, as $\Sigma a^{3}, \Sigma a^{2} b, \Sigma a b c$.
L. Euler ${ }^{3}$ found relations between $A=\Sigma a, B=\Sigma a^{2}, C=\Sigma a^{3}, \cdots$, and

$$
\begin{aligned}
\alpha & =\Sigma a, \quad \beta=\Sigma a b, \quad \gamma=\Sigma a b c, \quad \cdots, \\
\mathfrak{H} & =\Sigma a, \\
\mathfrak{B} & =a^{2}+a b+b^{2}+a c+\cdots, \\
\mathfrak{C} & =a^{3}+a^{2} b+a b^{2}+b^{3}+a^{2} c+a b c+\cdots, \\
\mathfrak{D} & =a^{4}+a^{3} b+\cdots+a b c d+\cdots, \quad \cdots,
\end{aligned}
$$

We have

$$
\begin{aligned}
P \equiv \Sigma \frac{a z}{1-a z} & =A z+B z^{2}+C z^{3}+\cdots \\
Q \equiv \frac{z d R}{R d z} & =z \Sigma \frac{a}{1+a z}=A z-B z^{2}+C z^{3}-\cdots, \\
R \equiv \Pi(1+a z) & =1+\alpha z+\beta z^{2}+\cdots, \\
\frac{z d R}{d z} & =\alpha z+2 \beta z^{2}+\cdots=R Q
\end{aligned}
$$

Hence

$$
A=\alpha, \quad \alpha A-B=2 \beta, \quad \beta A-\alpha B+C=3 \gamma, \cdots
$$

Next, expanding $(1+a z)^{-1}$, we get
$T \equiv \frac{1}{R}=1-\mathfrak{A} z+\mathfrak{B} z^{2}-\mathbb{C} z^{3}+\cdots, \quad \mathfrak{A}-\alpha=0, \quad \mathfrak{B}-\alpha \mathfrak{H}+\beta=0, \quad \cdots$. Now take $a=n, b=n^{2}, c=n^{3}, \cdots$. Then

Hence

$$
A=n /(1-n), \quad B=n^{2} /\left(1-n^{2}\right), \quad \cdots
$$

$$
\begin{gathered}
P \equiv \frac{n z}{1-n z}+\frac{n^{2} z}{1-n^{2} z}+\cdots=\frac{n z}{1-n}+\frac{n^{2} z^{2}}{1-n^{2}}+\cdots, \\
R \equiv(1+n z)\left(1+n^{2} z\right) \cdots=1+\alpha z+\beta z^{2}+\cdots, \\
\alpha=n+n^{2}+n^{3}+\cdots,
\end{gathered}
$$

${ }^{1}$ Math. Schriften (ed., Gerhardt), 3, II, 1856, 601; letter to Joh. Bernoulli, 1669.
${ }^{2}$ MS. dated Sept. 2, 1674. Cf. D. Mahnke, Bibliotheca Math., (3), 13, 1912-3, 37.
a "Observ. anal. de combinationibus," Comm. Acad. Petrop., 13, ad annum 1741-3, 1751, 64-93.
$\beta, \gamma, \cdots$ being the sum of the products of $n, n^{2}, \cdots$ two, three, $\cdots$ at a time, whence
$\beta=n^{3}+n^{4}+2 n^{5}+2 n^{6}+3 n^{7}+\cdots, \quad \gamma=n^{6}+n^{7}+2 n^{8}+3 n^{9}+\cdots$.
The coefficient of $n^{s}$ in $\beta, \gamma, \cdots$ is the number of ways $s$ is a sum of two, three, $\cdot$. distinct parts. This solves the problem (proposed to Euler by Ph . Naude) to find the number of ways a number is a sum of a given number of distinct parts.

By the above relations between $\alpha, \beta, \cdots, A, B, \cdots$, we get

$$
\begin{aligned}
& \alpha=\frac{n}{1-n}=A, \quad \beta=\frac{n^{3}}{(1-n)\left(1-n^{2}\right)}=A B, \\
& \gamma=\frac{n^{6}}{(1-n)\left(1-n^{2}\right)\left(1-n^{3}\right)}=A B C, \cdots
\end{aligned}
$$

To give a proof of these results found by induction, write $n z$ for $z$ in $R$. We get $\left(1+n^{2} z\right)\left(1+n^{3} z\right) \cdots=1+\alpha n z+\beta n^{2} z^{2}+\cdots$. Its product by $1+n z$ gives $R=1+\alpha z+\cdots$. Hence we get the preceding values of $\alpha, \beta, \gamma, \cdots$. Let $m_{i}{ }^{(\mu)}$ be the number of ways $m$ is a sum of $\mu$ distinct integral parts, where the affix $i$ (signifying inaequalus) is omitted if the parts need not be distinct. This $m_{i}{ }^{(\mu)}$ is the coefficient of $n^{m}$ in

$$
\frac{n^{\mu(\mu+1) / 2}}{(1-n)\left(1-n^{2}\right) \cdots\left(1-n^{\mu}\right)}
$$

the sum of the $\mu$ th series $\alpha, \beta, \gamma, \cdots$. Replacing the numerator by $n^{\mu(\mu-1) / 2}$, we get the series whose general term is $m_{i}{ }^{(\mu)} n^{m-\mu}$, or, if we prefer, $(m+\mu)_{i}^{(\mu)} n^{m}$. Subtract the former fraction from the latter; we get

$$
\frac{n^{\mu(\mu-1) / 2}}{(1-n) \cdots\left(1-n^{\mu-1}\right)}
$$

the general term of the series for which is $m_{i}^{(\mu-1)} n^{m}$. Hence, transposing,

$$
\begin{equation*}
(m+\mu)_{i}^{(\mu)}=m_{i}^{(\mu)}+m_{i}^{(\mu-1)} \tag{1}
\end{equation*}
$$

which serves as a recursion formula. Since in the series for $1 /\{(1-n)$ $\left.\cdots\left(1-n^{\mu}\right)\right\}$ the coefficient of $n^{s}$ is the number of ways $s$ is a sum of parts $1, \cdots, \mu$ when the number of parts is not prescribed and the parts may be equal, $m_{i}^{(\mu)}$ also gives the number of ways $m-\mu(\mu+1) / 2$ can be obtained by addition from $1, \cdots, \mu$.

The second problem proposed by Naude was to find the number $m^{(\mu)}$ of ways $m$ is a sum of $\mu$ equal or distinct parts. To treat it, set

$$
\frac{1}{(1-n z)\left(1-n^{2} z\right) \cdots}=1+\mathfrak{A} z+\mathfrak{B z} z^{2}+\cdots .
$$

Writing $n z$ in place of $z$, we get

$$
(1-n z)\left(1+\mathfrak{A} z+\mathfrak{B} z^{2}+\cdots\right)=1+\mathfrak{2} n z+\mathfrak{B} n^{2} z^{2}+\cdots,
$$

$\mathfrak{K}=\frac{n}{1-n}, \quad \mathfrak{B}=\frac{\mathfrak{H} n}{1-n^{2}}=\frac{n^{2}}{(1-n)\left(1-n^{2}\right)}, \quad \mathbb{C}=\frac{\mathfrak{B} n}{1-n^{3}}$,

Hence $\alpha=\mathfrak{A}, \beta=n \mathfrak{B}, \gamma=n^{3} \mathfrak{C}, \delta=n^{6} \mathfrak{D}, \cdots$, where $1,3,6, \cdots$ are the successive triangular numbers. From the above series for $\alpha, \beta, \cdots$, we see that

$$
m^{(\mu)}=\left\{m+\frac{\mu(\mu-1)}{2}\right\}_{i}^{(\mu)}, \quad m_{i}^{(\mu)}=\left\{m-\frac{\mu(\mu-1)}{2}\right\}^{(\mu)} .
$$

Hence $m^{(\mu)}$ is also the number of ways $m-\mu$ can be obtained by addition from $1, \cdots, \mu$. The former recursion formula for $m_{i}{ }^{(\mu)}$ gives

$$
\begin{equation*}
m^{(\mu)}=(m-\mu)^{(\mu)}+(m-1)^{(\mu-1)} . \tag{2}
\end{equation*}
$$

He stated, as a fact he could not prove,

$$
\begin{equation*}
p(x) \equiv \prod_{k=1}^{\infty}\left(1-x^{k}\right)=1-x-x^{2}+x^{5}+x^{7}-\cdots+(-1)^{n} x^{\left(3 n^{2} \pm n\right) / 2}+\cdots \tag{3}
\end{equation*}
$$

and that the reciprocal of the product is $1+x+2 x^{2}+3 x^{3}+5 x^{4}+\cdots$, the coefficient of $x^{s}$ being the number of ways $s$ can be partitioned into equal or distinct parts. As to (3), see Euler ${ }^{1-6}$, Ch. X, Vol. 1.

Euler, ${ }^{4}$ in a letter to N. Bernoulli, Nov. 10, 1742, stated the preceding facts on partitions. The answer to the second problem he stated in the following equivalent form: $m^{(\mu)}$ is the coefficient of $n^{m}$ in the expansion of $n^{\mu} /\left\{(1-n)\left(1-n^{2}\right) \cdots\left(1-n^{\mu}\right)\right\}$.

Euler ${ }^{5}$ gave (3) and $p(x)=1-P_{1}+P_{2}-P_{3}+\cdots$ [see Euler ${ }^{9}$ ].
P. R. Boscovich ${ }^{6}$ gave a method of finding all the partitions of a given number $n$ into integral parts $>0$. Write down $n$ units in a line. Replace the last two units by 2 , then replace two units by 2 , etc. Next, write $n-3$ units and 3 ; replace two units by 2 , etc. Then write $n-6$ units and two 3 's; replace two units by 2 , etc. Thus the partitions of 5 are

$$
\text { 11111, } \quad 1112, \quad 122, \quad 113, \quad 23, \quad 14, \quad 5 .
$$

He applied partitions to find any power of a series in $x$, also in a paper, ibid., 1748. In his third paper, ibid., 1748, he showed how to list the partitions of $n$ into parts $\leqq m$, by stopping his above process just before a part $m+1$ would be introduced. He applied the rule also to the case when the parts are any assigned numbers. He treated the problem to find all the ways in which a given integer $n$ can be decomposed in an assigned number $m$ of parts, equal or distinct; but the solution by Hindenburg ${ }^{16}$ is much more simple and direct. Boscovich attempted in vain to find a formula for the number of partitions. He gave elsewhere ${ }^{7}$ his rule.
K. F. Hindenburg ${ }^{8}$ would obtain the partitions of 8 by annexing unity to those of 7, and supplement them with

$$
2222, \quad 224, \quad 233, \quad 26, \quad 35, \quad 44, \quad 8 .
$$

[^70]L. Euler ${ }^{9}$ noted that the coefficient of $x^{n} z^{m}$ in the expansion of
$$
\left(1+x^{a} z\right)\left(1+x^{\beta} z\right)\left(1+x^{\gamma} z\right) \cdots
$$
is the number of different ways $n$ is a sum of $m$ different terms of the set $\alpha, \beta, \gamma, \cdots$. The coefficient of $x^{n} z^{m}$ in the series giving the expansion of
$$
\left(1-x^{a} z\right)^{-1}\left(1-x^{\beta} z\right)^{-1}\left(1-x^{\gamma} z\right)^{-1} \ldots
$$
is the number of different ways $n$ is a sum of $m$ terms of $\alpha, \beta, \cdots$, repetitions allowed. In particular, the coefficient of $x^{n}$ in
$$
\prod_{j=1}^{\infty}\left(1-x^{j}\right)^{-1}=1+x+2 x^{2}+3 x^{3}+5 x^{4}+7 x^{5}+\cdots
$$
is the number of partitions of $n$. If the product extends only to $j=m$, the coefficient of $x^{n}$ is the number of partitions of $n$ into parts $\leqq m$. In
$$
Z=\prod_{j=1}^{\infty}\left(1+x^{j} z\right)=1+P_{1} z+P_{2} z^{2}+\cdots
$$
replace $z$ by $x z$, so that $Z$ becomes $Z /(1+x z)$. Hence
$$
(1+x z)\left(1+P_{1} x z+P_{2} x^{2} z^{2}+\cdots\right)=Z
$$

By comparison of coefficients, we get

$$
P_{m}=\frac{x^{m(m+1) / 2}}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{m}\right)} .
$$

Hence the number of partitions of $n$ into parts $\leqq m$ equals the number of ways of expressing $n+m(m+1) / 2$ as a sum of $m$ distinct parts. Applying the same process to $I\left(1-x^{j} z\right)^{-1}$, we obtain the series

$$
1+\frac{x z}{1-x}+\frac{x^{2} z^{2}}{(1-x)\left(1-x^{2}\right)}+\frac{x^{3} z^{3}}{(1-x)\left(1-x^{2}\right)\left(1-x^{3}\right)}+\cdots .
$$

Hence the number of partitions of $n$ into parts $\leqq m$ equals the number of ways of expressing $n+m$ as a sum of $m$ parts, not necessarily distinct.

If $(n, m)$ is the number of partitions of $n$ into parts $\leqq m$, then

$$
(n, m)=(n, m-1)+(n-m, m) .
$$

By use of this recursion formula, Euler computed a table of the values of $(n, m)$ for $n \leqq 69, m \leqq 11$. The product of

$$
P=\prod_{j=1}^{\infty}\left(1-x^{j}\right), \quad Q=\prod_{j=1}^{\infty}\left(1+x^{j}\right)
$$

is $\Pi\left(1-x^{2}\right)$, all of whose factors occur in $P$. Hence [proof by L. Kronecker ${ }^{10}$ for $|x|<1$, to insure absolute convergency],

$$
\begin{equation*}
Q=\frac{P Q}{P}=\frac{1}{(1-x)\left(1-x^{3}\right)\left(1-x^{5}\right) \cdots}, \tag{4}
\end{equation*}
$$

[^71]so that the number of partitions of $n$ into distinct integers equals the number of partitions of $n$ into odd parts not necessarily distinct.

Replace $x$ by $x^{2}$ in (3). Since $\Pi\left(1-x^{2 k}\right)=P Q$,

$$
\begin{aligned}
& Q=\left(1-x^{2}-x^{4}+x^{20}+x^{14}-\cdots\right) \frac{1}{P} \\
& \frac{1}{P}=1+x+2 x^{2}+3 x^{3}+5 x^{4}+\cdots
\end{aligned}
$$

Hence, by multiplication,

$$
Q=1+x+x^{2}+2 x^{3}+2 x^{4}+3 x^{5}+4 x^{6}+\cdots
$$

Thus the coefficient of $x^{8}$ in this series gives the number of partitions of $s$ into distinct parts. Since

$$
\begin{aligned}
(1+x)\left(1+x^{2}\right)\left(1+x^{4}\right) \cdots=1+x & +x^{2}+x^{3}+\cdots \\
\left(x^{-1}+1+x\right)\left(x^{-3}+1+x^{3}\right)\left(x^{-9}+1+x^{9}\right) \cdots= & 1+x+x^{2}+x^{3}+\cdots \\
& +x^{-1}+x^{-2}+x^{-3}+\cdots
\end{aligned}
$$

every integer can be obtained by adding different terms of the progression $1,2,4,8,16, \cdots$ or of $\pm 1, \pm 3, \pm 3^{2}, \cdots$. The latter facts were known by Leonardo Pisano, ${ }^{11}$ Michael Stifel, ${ }^{11 a}$ and Frans van Schooten, ${ }^{12}$ who gave a table expressing each number $\leqq 127$ in terms of $1,2,4, \cdots$, and every number $\leqq 121$ in terms of $\pm 1, \pm 3, \pm 9, \cdots$.

Euler ${ }^{13}$ reproduced essentially his preceding treatment. He concluded ( $\S 41, \mathrm{p} .91$ ) that, if $P(n)$ or $n^{(\infty)}$ denotes the number of all partitions of $n$, $P(n)=P(n-1)+P(n-2)-P(n-5)-P(n-7)+P(n-12)+\cdots$, the numbers subtracted from $n$ being the exponents in (3). His table of the number $n^{(m)}$ of partitions of $n$ into parts $\leqq m$ here extends to $n \leqq 59$, $m \leqq 20$ and includes $m=\infty$. He proved again that every integer equals a sum of different terms of $1,2,4,8, \cdots$.

Euler ${ }^{14}$ noted that the number ( $N, n, m$ ) of partitions of $N$ into $n$ parts each $\leqq m$ is the coefficient of $x^{N}$ in the expansion of $\left(x+x^{2}+\cdots+x^{m}\right)^{n}$. Set

$$
\begin{equation*}
\left(1+x+\cdots+x^{m-1}\right)^{n}=1+A_{n} x+B_{n} x^{2}+\cdots \tag{5}
\end{equation*}
$$

bring to a common denominator the derivatives of the logarithms of each member and equate the coefficients of like powers of $x$ in the expansions of the numerators. The resulting linear relations determine $A_{n}, B_{n}, \cdots$ in turn, whence

$$
\begin{aligned}
\lambda(n+\lambda, n, m)= & (n+\lambda-1)(n+\lambda-1, n, m) \\
& -(m n+m-\lambda)(n+\lambda-m, n, m) \\
& +(m n-n+m+1-\lambda)(n+\lambda-m-1, n, m) .
\end{aligned}
$$

${ }^{11}$ Scritti L. Pisano, I, Liber abbaci, 1202 (revised about 1228), Rome, 1857, 297.
${ }^{11 s}$ Die Coss Christoffs Rudolffs . . . durch Michael Stifel gebessert . . ., 1553.
${ }^{12}$ Exercitationum Math., 1657, 410-9.
${ }^{13}$ Novi Comm. Acad. Petrop., 3, ad annum 1750 et 1751, 1753, 125 (summary, pp. 15-18); Comm. Arith. Coll., I, 73-101.
${ }^{14}$ Novi Comm. Acad. Petrop., 14, I, 1769, 168; Comm. Arith. Coll., I, 391-400.

Again, by comparing (5) with the corresponding relation with $n$ replaced by $n+1$, it is found that

$$
(N+1, n+1, m)=(N, n+1, m)+(N, n, m)-(N-m, n, m)
$$

Finally, by expanding $\left(1-x^{m}\right)^{n}$ and $(1-x)^{-n}$ by the binomial theorem,

$$
\begin{aligned}
& (n+\lambda, n, m)=\binom{n+\lambda-1}{\lambda}-\binom{n}{1}\binom{n+\lambda-m-1}{\lambda-m} \\
& \quad+\binom{n}{2}\binom{n+\lambda-2 m-1}{\lambda-2 m}-\binom{n}{3}\binom{n+\lambda-3 m-1}{\lambda-3 m}+\cdots
\end{aligned}
$$

Euler's proofs were made for $m=6$ and, except for the third formula, involve incomplete inductions. By evaluating the coefficient of $x^{N}$ in the expansion of
$\left(x+\cdots+x^{6}\right)\left(x+\cdots+x^{8}\right)\left(x+\cdots+x^{12}\right)$

$$
=\left(x^{3}-x^{9}-\cdots-x^{29}\right) /(1-x)^{3}
$$

Euler found the number of partitions of $N \leqq 26$ into three parts, the first part $\leqq 6$, the second $\leqq 8$, the third $\leqq 12$.

As to the problem known as the rule of the Virgins [cf. Sylvester, ${ }^{54}$ and note 188 of Ch . II], the number of sets of integral solutions $p, q, \cdots$, each $\geqq 0$, of the pair of equations

$$
a p+b q+\cdots=n, \quad \alpha p+\beta q+\cdots=\nu
$$

is the coefficient [not determined] of $x^{n} y^{\nu}$ in the expansion of

$$
\left(1-x^{a} y^{a}\right)^{-1}\left(1-x^{b} y^{\beta}\right)^{-1} \cdots
$$

K. F. Hindenburg ${ }^{15}$ gave a method, different from Boscovich's, for listing all partitions of $n$. For $n=5$, the method lists them in the order

$$
5, \quad 14, \quad 23, \quad 113, \quad 122, \quad 1112, \quad 11111 .
$$

Hindenburg ${ }^{16}$ gave a method of listing all partitions of $n$ into $m$ parts. The initial partition contains $m-1$ units and the element $n-m+1$. To obtain a new partition from a given one, pass over the elements of the latter from right to left, stopping at the first element $f$ which is less, by at least two units, than the final element [ $f=2$ in 1234]. Without altering any element at the left of $f$, write $f+1$ in place of $f$ and every element to the right of $f$ with the exception of the final element, in whose place is written the number which when added to all the other new elements gives the sum $n$. The process to obtain partitions stops when we reach one in which no part is less than the final part by at least two units.


[^72]P. Paoli ${ }^{17}$ noted (p. 38) that $n$ can be separated into $m$ positive integral parts in ( $\left.\begin{array}{c}n-1 \\ m-1\end{array}\right)$ ways, if different permutations are counted separately. The number (p. 42) of partitions (different permutations not counted) of $n$ into $m$ parts $>0$ is $\phi(1)+\phi(m+1)+\phi(2 m+1)+\cdots$, where $\phi(j)$ is the number of partitions of $n-j$ into $m-1$ parts. The number (p. 53) of ways $n$ can be divided into $m$ distinct parts is $\lambda(m)+\lambda(2 m)+\lambda(3 m)+$ $\cdots$, if $\lambda(j)$ is the number of ways $n-j$ can be divided into $m-1$ distinct parts. There are (p.63) as many divisions of $n$ into $m$ distinct parts as of $n-m(m-1) / 2$ into $m$ parts equal or distinct. Let $\psi, \phi, \omega$ be the number of ways $2 n+1,2 n, 2 n+1$ can be divided into $2 m-1,2 m, 2 m+1$ odd parts, respectively; let $\psi[r], \phi[r], \omega[r]$ be the corresponding numbers when $n$ is replaced by $n-r$. Then

$$
\begin{aligned}
& \phi=\psi[1]+\psi[2 m+1]+\psi[4 m+1]+\psi[6 m+1]+\cdots, \\
& \omega=\phi+\phi[2 m+1]+\phi[4 m+2]+\phi[6 m+3]+\cdots .
\end{aligned}
$$

If we impose also the condition that the odd parts be distinct, we have
$\phi=\psi(2 m)+\psi(4 m)+\cdots, \omega=\phi(2 m)+\phi(4 m+1)+\phi(6 m+2)+\cdots$. The number ( p .76 ) of ways $2 n$ is a sum of $m$ even parts is $\phi(1)+\phi(m+1)$ $+\phi(2 m+1)+\cdots$, if $\phi(r)$ is the number of ways $2(n-r)$ is a sum of $m-1$ even parts. The number (p. 79) of ways $n$ is a sum of $m$ parts is the number of ways $2 n$ is a sum of $m$ even parts. The number (p.80) of ways $n$ is a sum of $m$ distinct parts is the number of ways $p n$ is a sum of $m$ distinct parts multiples of $p$. The number $P(n, m)$ of partitions of $n$ into parts $\leqq m$ is $\Sigma P(n-j, m-1)$, summed for $j=0, m, 2 m, \cdots$. The number ( p .85 ) of partitions of $n$ into $m$ parts equals $P(n-m, m$ ). If $\phi, \omega$ denote the number of ways $(m-1) a+r b$ and $m a+r b$ can be formed additively from $m$ and $m-1$ terms of the progression $a, a+b, a+2 b$, $\cdots$, then $\omega=\phi+\phi(m)+\phi(2 m)+\cdots$, where $\phi(j)$ is derived from $\phi$ by replacing $r$ by $r-j$. Similarly (p. 92) when only distinct terms of the progression are used. If (p.98) $\phi$ is the number of ways $n$ is a sum of numbers chosen from $a, a+b, \cdots, a+(m-1) b$, and $\omega$ that for $a, \cdots$, $a+m b$, then

$$
\omega=\phi+\phi[a+m b]+\phi[2(a+m b)]+\cdots
$$

Finally (p. 103) the number of ways $n$ is a sum of terms of any given series is discussed. He gave a more extended treatment in his next paper.

Paoli ${ }^{18}$ treated linear difference equations with variable coefficients:

$$
\begin{aligned}
& Z(y, x)=A_{x} Z(y-1, x)+B_{x} Z(y-2, x)+\cdots+X_{x} Z(y-x, x)+\cdots \\
& \quad+A_{x}^{\prime} Z(y, x-1)+B_{x}^{\prime} Z(y-1, x-1)+\cdots+X_{x}^{\prime} Z(y-x, x-1)+\cdots
\end{aligned}
$$

where $A_{x}, \cdots$ are given functions of $x$, and $y$ is a function of $x$. Let the integral be

$$
Z(y, x)=m a^{y} \nabla \alpha_{x}+n b^{y} \nabla \beta_{x}+\cdots, \quad \nabla \alpha_{x} \equiv \alpha_{1} \alpha_{2} \cdots \alpha_{x},
$$

where $m, a, n, b, \cdots$ are constants. The condition that $a^{\nu} \nabla \alpha_{x}$ shall be an
integral is

$$
\alpha_{x}=\frac{A_{x}^{\prime}+B_{x}^{\prime} a^{-1}+\cdots+X_{x}^{\prime} a^{-x}+\cdots}{1-A_{x} a^{-1}-B_{x} a^{-2}-\cdots-X_{x} a^{-x}-\cdots} .
$$

Hence we get $\nabla \alpha_{x}$; let its expansion be

$$
\nabla \alpha_{x}=A+A^{\prime} a^{-1}+A^{\prime \prime} a^{-2}+\cdots
$$

Differentiate its logarithm, regarding $x$ as constant and $a$ variable. Thus

$$
-\frac{a^{2} d \nabla \alpha_{x}}{\nabla \alpha_{x} \cdot d a}=\frac{A^{\prime}+2 A^{\prime \prime} a^{-1}+\cdots}{A+A^{\prime} a^{-1}+\cdots}=r+r^{\prime} a^{-1}+r^{\prime \prime} a^{-2}+\cdots,
$$

where $r^{(m)}$ is the excess of the sum of the $(m+1)$ th powers of the roots of the denominator over the sum of the $(m+1)$ th powers of the roots of the numerator in the fractional function of $a^{-1}$ giving $\nabla \alpha_{x}$. Hence
$A^{\prime}=A r, \quad 2 A^{\prime \prime}=A^{\prime} r+A r^{\prime}, \quad 3 A^{\prime \prime \prime}=A^{\prime \prime} r+A^{\prime} r^{\prime}+A r^{\prime \prime}$,
which give $A^{\prime} / A, A^{\prime \prime} / A, \cdots$ as functions of $r, r^{\prime}, \cdots$. Hence, evidently,

$$
\begin{aligned}
Z(y, x) & =A \phi(y)+A^{\prime} \phi(y-1)+A^{\prime \prime} \phi(y-2)+\cdots, \\
\phi(y) & \equiv m a^{y}+n b^{y}+\cdots .
\end{aligned}
$$

Consider (pp. 817-21) the number ( $y, x$ ) of ways $y$ is a sum of $x$ equal or distinct positive integers. Those in which 1 is a part furnish the $(y-1$, $x-1$ ) ways $y-1$ is a sum of $x-1$ parts; while those in which each part exceeds 1 give, upon subtracting 1 from every part, the ( $y-x, x$ ) ways $y-x$ is a sum of $x$ parts. Hence

$$
(y, x)=(y-x, x)+(y-1, x-1)
$$

It has the integral $(y, x)=a^{y} \nabla \alpha_{x}$ if $\alpha_{x}=a^{-x} \alpha_{x}+a^{-1}$, whence

$$
\nabla \alpha_{x}=\frac{a^{-x}}{\left(1-a^{-1}\right)\left(1-a^{-2}\right) \cdots\left(1-a^{-x}\right)}
$$

The sum of the $m$ th powers of the roots of $a=1, a^{2}=1, \cdots, a^{x}=1$ is the sum $\delta(m)$ of those of the numbers $m, m / 2, m / 3, \cdots, m / m$ which are integral and $\leqq x$. Hence

$$
\begin{aligned}
& r^{(m)}=\delta(m+1), \quad A^{\prime}=\delta(1), \quad A^{\prime \prime}=\frac{1}{2}\left\{\delta(2)+\delta^{2}(1)\right\}, \\
& A^{(m)}=\frac{\delta(m)}{m}+\frac{\delta(1) \delta(m-1)}{m}+\frac{1}{2}\left\{\delta(2)+\delta^{2}(1)\right\} \frac{\delta(m-2)}{m} \\
& \quad+\left\{\frac{\delta(3)}{3}+\frac{\delta(1) \delta(2)}{3}+\left(\frac{\delta(2)}{2}+\frac{\delta^{2}(1)}{2}\right) \frac{\delta(1)}{3}\right\} \frac{\delta(m-3)}{m}+\cdots, \\
& \nabla \alpha_{x}=a^{-x}+A^{\prime} a^{-x-1}+A^{\prime \prime} a^{-x-2}+\cdots, \\
& (y, x)=\phi(y-x)+A^{\prime} \phi(y-x-1)+A^{\prime \prime} \phi(y-x-2)+\cdots \\
& \text { Take } x=1 . \text { Then } A^{\prime}=A^{\prime \prime}=\cdots=1,(y, 1)=\phi(y-1)+\phi(y-2)+ \\
& \cdots \text {. Replace } y \text { by } y-1 . \text { Thus }(y-1,1)=\phi(y-2)+\phi(y-3)+ \\
& \cdots \text { Hence }(y, 1)-(y-1,1)=\phi(y-1) . \text { By the nature of our }
\end{aligned}
$$

problem, $(y, 1)=1$ or 0 according as $y>0, y \leqq 0$. Hence $\phi(z)=1$ or 0 according as $z=0$ or $z \neq 0$. Hence ( $y, x$ ) reduces to the single term $A^{(y-x)}$, so that
$(y, x)=\frac{\delta(y-x)}{y-x}+\frac{\delta(1) \delta(y-x-1)}{y-x}+\frac{1}{2}\left\{\delta(2)+\delta^{2}(1)\right\} \frac{\delta(y-x-2)}{y-x}+\cdots$.
Next (pp. 821-4), to find the number ( $y, x$ ) of ways $y$ is a sum of $x$ distinct positive integers, we have $(y, x)=(y-x, x)+(y-x, x-1)$. Now $\alpha_{x}=a^{-x} /\left(1-a^{-x}\right)$. The values of $r^{(m)}, \delta(m), A^{(m)}$ are the same as in the preceding problem. But

$$
\begin{aligned}
& \nabla \alpha_{x}=a^{-x}+A^{\prime} a^{-z-1}+\cdots,(y, x)=\phi(y-z)+A^{\prime} \phi(y-z-1)+\cdots \\
& z \equiv \frac{x(x+1)}{2}
\end{aligned}
$$

Again, $\phi(y)=1$ if $y=0, \phi(y)=0$ if $y \neq 0$. Hence ( $y, x$ ) is derived from $A^{(m)}$ by replacing $m$ by $y-x(x+1) / 2$. Hence $y$ is a sum of $x$ distinct parts as often as $y-x(x-1) / 2$ is a sum of $x$ equal or distinct parts.

For (pp. 824-7) the number ( $y, x$ ) of ways $y$ is a sum of $x$ equal or distinct positive odd numbers, it is stated that $(y, x)=(y-2 x, x)+(y-1$, $x-1)$. Here $\alpha_{x}=a^{-1} /\left(1-a^{-2 x}\right),(y, x)=\phi(y-x)+A^{\prime} \phi(y-x-2)+$ $\cdots$, and $\phi(y)=0$ unless $y=0, \phi(1)=1$. Thus $(y, x)$ is obtained from $A^{(m)}$ by taking $m=(y-x) / 2$, where $y$ and $z$ are necessarily both even or both odd. If $y$ is partitioned into distinct odd numbers, $(y, x)=(y-2 x$, $x)+(y-2 x+1, x-1)$, and $(y, x)$ is obtained from $A^{(m)}$ by taking $m=\left(y-x^{2}\right) / 2$. Hence $y$ is a sum of $x$ distinct odd numbers as often as $y-x(x-1)$ is a sum of $x$ equal or distinct odd numbers.

The number ( $y, x$ ) of ways $y$ is a sum of terms chosen from $z_{1}, \cdots, z_{x}$ is the number of sets of solutions $p, \cdots, t$ of $y=p z_{1}+\cdots+t z_{x}$. Taking $t=0,1, \cdots$ in turn, we get
$(y, x)=(y, x-1)+\left(y-z_{x}, x-1\right)+\left(y-2 z_{x}, x-1\right)$

$$
+\left(y-3 z_{x}, x-1\right)+\cdots .
$$

Replace $y$ by $y-z_{x}$ and subtract. Thus $(y, x)=\left(y-z_{x}, x\right)+(y, x-1)$. Here $\alpha_{x}=1 /\left(1-a^{-z_{z}}\right)$. Write $\delta(m)$ for the sum of those terms $m, m / 2$, $\cdots, m / m$ which are integers $\leqq z_{x}$ and are $z^{\prime} \mathrm{s}$. The formula for $A^{(m)}$ is the same as in the first problem. Since $A^{\left(s_{1}\right)}$ is the first $A$ which is not zero, we have
$(y, 1)=\phi(y)+\phi\left(y-z_{1}\right)+\phi\left(y-2 z_{1}\right)+\cdots,(y, 1)-\left(y-z_{1}, 1\right)=\phi(y)$.
Thus $\phi(0)=1, \phi(y)=0, y \neq 0$. Hence $(y, x)$ is given by $A^{(y)}$. In particular, if $z_{x}=x$, we have the number of ways $y$ is a sum of numbers $\leqq x$. Hence by the first problem, $y$ is a sum of $x$ integers as often as $y-x$ is a sum of integers $\leqq x$. For $z_{x}=n(2 x-1),(y, x)$ is given by $A^{(y / n)}$ if to form $\delta(m)$ we retain only the terms which are integral, odd and $\leqq 2 x-1$.

For the number ( $y, x$ ) of ways $y$ is a sum of distinct terms chosen from $z_{1}, \cdots, z_{x},(y, x)=(y, x-1)+\left(y-z_{x}, x-1\right)$. Let $\gamma(m)$ be the sum
of those numbers $m,-m / 2, m / 3,-m / 4, \cdots, \pm m / m$ which are integers $\leqq z_{x}$ and are $z^{\prime} \mathrm{s}$. Then $A^{(m)}$ is derived from the $A^{(m)}$ of the first problem by replacing $\delta$ 's by $\gamma^{\prime}$ 's, while $(y, x)$ is given by $A^{(y)}$. Let $z_{x}=2^{x-1}$ and let $x$ increase indefinitely, i. e., use the infinite series $1,2,4,8, \cdots$ Then $\gamma(m)=2^{m}-2^{m-1}-\cdots-1=1,(y, x)=1$, so that every integer is a sum of terms $1,2,4,8, \cdots$ in a single way [L. Pisano ${ }^{11}$ ].

For the number ( $y, x$ ) of ways $y$ is a sum of $x$ terms of $m, m+n, m+2 n$, $\cdots$ or $x$ distinct terms, $(y, x)=(y-n x, x)+(z, x-1)$, where $z=y-m$ or $y-n x+n-m$, respectively. Then $(y, x)$ is given by $A^{(\mu)}$ for $n \mu=y-m x$ or $y-m x-n x(x-1) / 2$, respectively. Hence $y$ is a sum of $x$ distinct terms of the progression as often as $y-n x(x-1) / 2$ is a sum of $x$ equal or distinct terms.

Finally (pp. 842-5), to reduce the integration of

$$
[y, x]=A_{x}[y-m \phi(x), x]+B_{x}[y-\psi(x), x-1]
$$

to that of $(y, x)=A_{x}(y-\phi(x), x)+B_{x}(y-f(x), x-1)$, substitute $[y, x]=(\{y-F(x)\} / m, x)$ into the former and compare the result with the latter. The condition for agreement is $F(x)-F(x-1)=\psi(x)-m f(x)$, whence, for a constant $c$ independent of $x$,

$$
F(x)=\Sigma\{\psi(x+1)-m f(x+1)\}+c .
$$

Thus, in our second problem, $[y, x]=[y-x, x]+[y-x, x-1]$, while in the first problem concerning $z_{1}, \cdots, z_{x}=x$,

$$
(y, x)=(y-x, x)+(y, x-1) .
$$

Hence $F(x)=\Sigma(x+1-0)=x(x+1) / 2+c$ and $c=0$. Hence

$$
[y, x]=(y-x(x+1) / 2, x)
$$

so that $y$ is a sum of $x$ distinct parts as often as $y-x(x+1) / 2$ is a sum of parts $\leqq x$. Again, for the equation in our first problem, and

$$
[y, x]=[y-2 x, x]+[y-1, x-1]
$$

of our third problem, we have $F(x)=-x,[y, x]=(\{y+x\} / 2, x\}$, so that $y$ is a sum of $x$ odd parts as often as $(y+x) / 2$ is a sum of $x$ even or odd parts. Finally, for our first and last problems, $F(x)=(m-n) x$, so that $y$ is a sum of $x$ terms of $m, m+n, m+2 n, \cdots$ as often as $\{y-(m-n) x\} / n$ is a sum of $x$ positive integers.
G. F. Malfatti ${ }^{19}$ obtained the general term of a recurring series whose scale of relation has a multiple root. In the Appendix, he treated the number of partitions into $x$ distinct terms of the series $1,2, \cdots$, extended either to infinity (as by Paoli) or to a given number $p$. Taking first the former case, he showed how to pass from any of the series

| $x=1:$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x=2:$ | 1 | 1 | 2 | 2 | 3 | 3 | 4 | 4 | 5 | $\cdots$ |
| $x=3:$ | 1 | 1 | 2 | 3 | 4 | 5 | 7 | 8 | 10 | $\cdots$ |

${ }^{19}$ Memorie di mat. e fis. società Italiana, 3, 1786, 571-663.
to the next. Here the entries for $x=2$ give the number of partitions of $3=1+2,4,5, \cdots$ into 2 distinct parts; and are the sums of the units in the respective columns in the accompanying scheme of units arranged by

$$
\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
& & 1 & \cdots \\
& & 1 & 1 & 1 & 1 & 1 & 1 \\
& & \cdots \\
& & & & 1 & 1 & 1 & 1 \\
& & & & & & 1 & \cdots
\end{array}
$$

twos. Apply the same process to these numbers for $x=2$, taking them by threes:

$$
\begin{array}{lllllllll}
1 & 1 & 2 & 2 & 3 & 3 & 4 & 4 & 5 \\
& & & \cdots \\
& & 1 & 1 & 2 & & 2 & 3 & 3 \\
& & & & & 1 & 1 & 2 & \cdots
\end{array}
$$

Summing the columns, we obtain the number of partitions of $6=1+2+3$, $7,8, \cdots$ into $x=3$ distinct parts. Taking these by fours, we get similarly the series for $x=4$. This property shows that

$$
(t, x)=(t-x, x)+(t, x-1)
$$

if $(t, x)$ is the $t$ th term of the series for $x$.
To pass to the number of partitions into $x$ distinct terms of $1, \cdots, p$, we must delete the partition $(p+1)+1$ of $p+2$, and $(p+1)+2$, $(p+2)+1$ of $p+3$, etc. Thus the number of terms in the " first series of subtraction " is

$$
\begin{array}{llllllll}
x=1: & 1 & 1 & 1 & 1 & 1 & 1 & \cdots \\
x=2: & 1 & 2 & 3 & 4 & 5 & 6 & \cdots \\
x=3: & 1 & 2 & 4 & 6 & 9 & 12 & \cdots
\end{array}
$$

any line of which is formed from the preceding line as in the former problem. Thus $(t, x+1)=(t-x, x+1)+(t, x)$. But for $x=2$ we counted the partition of $2 p+2$ into parts each $p+1$. Hence we must correct our subtractive series by employing the "first additive series":

$$
x=2: \quad 112233 \cdots ; \quad x=3: \quad 1246912 \cdots ;
$$

leading to $(t, x+2)=(t-x, x+2)+(t, x+1)$. Then we have a second subtractive series, etc. The general one of these difference equations is

$$
(t, x+\lambda)=(t-x, x+\lambda)+(t, x+\lambda-1)
$$

It has the integral $a^{t} \Pi$, where $\Pi=\prod_{j=1}^{j=x} \alpha_{j+\lambda}$, if $\alpha_{j+\lambda}=1_{i}^{\prime}\left(1-a^{-j}\right)$. Thus $\Pi=1 / D, D=\left(1-a^{-1}\right)\left(1-a^{-2}\right) \cdots\left(1-a^{-x}\right)$. If

$$
1 / D=1+A^{\prime} a^{-1}+A^{\prime \prime} a^{-2}+\cdots
$$

we find (as by Paoli) that $A^{\prime}=r, 2 A^{\prime \prime}=A^{\prime} r+r^{\prime}, \cdots$, where $r^{(m)}$ is the sum of the $(m+1)$ th powers of the roots of $D=0$. The general integral is $(t, x+\lambda)=\phi(t)+A^{\prime} \phi(t-1)+A^{\prime \prime} \phi(t-2)+\cdots$. For $\lambda=0$, we find by using $x=1$ (cf. Paoli) that $(t, x)=A^{(t-1)}$. For general $\lambda$, write
$n_{\lambda}^{(6)}$ in place of $A^{(i)}$. Taking $x=1$ in the general integral, we see that $(t, 1+\lambda)-(t-1,1+\lambda)=\phi(t)$, which is shown to be $A^{(t-1)}$ of Paoli's case. Hence $\phi(t)=n_{\lambda}^{(L-1)}$, and

$$
(t, x+\lambda)=n_{\lambda}^{(t-1)}+A^{\prime} n_{\lambda}^{(t-2)}+A^{\prime \prime} n_{\lambda}^{(t-3)}+\cdots+A^{(t-x)}
$$

He gave the following results for $x \leqq 4$ :
$(t, 2)=\frac{1}{4}\left\{2 t+1-(-1)^{t}\right\}$,
$(t, 3)=\frac{6 t^{2}+24 t+17}{72}-\frac{(-1)^{t}}{8}+\frac{\alpha^{t-1}+\alpha_{1}^{t-1}}{9}$,
$(t, 4)=\frac{2 t^{3}+24 t^{2}+81 t+68}{288}-\frac{(t+4)(-1)^{t}}{32}-\frac{\alpha^{t+1}+\alpha_{1}^{t+1}}{27}$

$$
-\frac{2\left(\alpha^{t}+\alpha_{1}^{t}\right)}{27}+\frac{\beta^{t-1}+\beta_{1}^{t-1}}{16}
$$

where $\alpha$ and $\alpha_{1}$ are the imaginary cube roots of unity, and $\beta=i, \beta_{1}=-i$. He also gave the general term of the first subtraction series:
$\left(t^{\prime}, 2\right)=t^{\prime}=t-p+1 ;$
$\left(t^{\prime}, 3\right)=\frac{1}{8}\left\{2 t^{2}+4 t^{\prime}+1-(-1)^{t^{\prime}}\right\}, \quad t^{\prime}=t-p+2 ;$
$\left(t^{\prime}, 4\right)=\frac{4 t^{\prime 3}+30 t^{2}+60 t^{\prime}+25}{144}-\frac{(-1)^{t^{\prime}}}{16}$

$$
-\frac{\left(\alpha^{t^{\prime}+1}+\alpha_{1}^{t^{\prime}+1}\right)}{27}-\frac{2\left(\alpha^{\prime \prime}+\alpha_{1}^{\prime^{\prime}}\right)}{27}, \quad t^{\prime}=t-p+3
$$

Earlier in the paper (pp. 618-26), he gave ( $t, 5$ ) and the general terms of the addition and subtraction series; these and various other results given above occur in his earlier two articles in Prodromo dell' Enciclopedia Italiana and (in more detail) in Antologia Romana, 11, 1784.
V. Brunacci ${ }^{20}$ reproduced Paoli's ${ }^{18}$ treatment of his first problem.
S. Vince ${ }^{21}$ proved by induction that every positive integer is a sum of distinct terms of 1,$2 ; 4,8, \cdots$. For, if true for numbers up to $s=1+2+$ $\cdots+2^{n-1}=2^{n}-1$, it will be true for the remaining numbers up to $s+2^{n}$. The proof for $\pm 1, \pm 3, \pm 3^{2}, \cdots$ is longer.
S. F. Lacroix ${ }^{22}$ reproduced part of the discussion by Euler. ${ }^{9}$

Fregier ${ }^{22 a}$ proved that $a^{m}$ equals a sum of $a$ terms of the arithmetical progession whose first term is unity and common difference is

$$
2+2 a+\cdots+2 a^{m-2}
$$

Cf. Volpicelli, ${ }^{37}$ Lemoine, ${ }^{76}$ Mansion, ${ }^{87}$ and Candido. ${ }^{213}$
C. G. J. Jacobi ${ }^{22 b}$ gave fundamental applications of elliptic function formulas to the theory of partitions. He proved the identical relation $1+q\left(v+v^{-1}\right)+q^{4}\left(v^{2}+v^{-2}\right)+q^{9}\left(v^{3}+v^{-3}\right)+\cdots$

$$
\begin{aligned}
=\left(1-q^{2}\right)\left(1-q^{4}\right)\left(1-q^{6}\right) & \cdots \times(1+q v)\left(1+q^{3} v\right)\left(1+q^{5} v\right) \cdots \\
& \times\left(1+q v^{-1}\right)\left(1+q^{3} v^{-1}\right)\left(1+q^{5} v^{-1}\right) \cdots,
\end{aligned}
$$

if $|q|<1$, and another deducible from it by writing $q v^{2}$ for $v$ and multiplying by $q^{1 / 4} v$, viz.,

$$
\begin{aligned}
q^{1 / 4}(v+ & \left.v^{-1}\right)+q^{9 / 4}\left(v^{3}+v^{-3}\right)+q^{25 / 4}\left(v^{5}+v^{-5}\right)+\cdots \\
& =\left(1-q^{2}\right)\left(1-q^{4}\right)\left(1-q^{6}\right) \cdots \times q^{1 / 4}\left(v+v^{-1}\right) \\
& \times\left(1+q^{2} v^{2}\right)\left(1+q^{4} v^{2}\right)\left(1+q^{6} v^{2}\right) \cdots \times\left(1+q^{2} v^{-2}\right)\left(1+q^{4} v^{-2}\right)\left(1+q^{6} v^{-2}\right) \cdots
\end{aligned}
$$

From this he inferred, through the intermediary of the four theta functions, the following relations of great importance in the theory of partitions:

$$
\begin{aligned}
\sqrt{\frac{2 K}{\pi}} & =\sum_{m=-\infty}^{+\infty} q^{m^{2}}=\prod_{m=1}^{\infty}\left(1-q^{2 m}\right)\left(1+q^{2 m-1}\right)^{2} \\
\sqrt{\frac{2 \kappa^{\prime} K}{\pi}} & =\sum_{m=-\infty}^{+\infty}(-1)^{m} q^{m^{2}}=\prod_{m=1}^{\infty}\left(1-q^{2 m}\right)\left(1-q^{2 m-1}\right)^{2} \\
\sqrt{\frac{2 \kappa K}{\pi}} & =\sum_{m=-\infty}^{+\infty} q^{(2 m+1)^{2 / 4}}=2 q^{1 / 4} \prod_{m=1}^{\infty}\left(1-q^{2 m}\right)\left(1+q^{2 m}\right)^{2} \\
\sqrt{\frac{2 \kappa \kappa^{\prime} K}{\pi}} & =\frac{\pi}{2 K} \sum_{m=-\infty}^{+\infty}(-1)^{m}(2 m+1) q^{(2 m+1)^{2 / 4}}=\frac{\pi}{K} q^{1 / 4} \prod_{m=1}^{\infty}\left(1-q^{2 m}\right)^{3}
\end{aligned}
$$

For his expansions, as series in $q$, of powers of these functions see Chs. VIIX on sums of squares. If in the first identical relation above we write $+z$ and $-z$ in turn for $v$ and multiply the results together, we obtain

$$
\Sigma(-1)^{m} q^{m^{2}+n^{2}} z^{m+n}=\Sigma(-1)^{m+n} q^{2\left(m^{2}+n^{2}\right)} z^{2 m} .
$$

A. M. Legendre ${ }^{23}$ noted that Euler's formula (3) implies that every number, not a pentagonal number $\left(3 n^{2} \pm n\right) / 2$, can be partitioned into an even number of distinct integers as often as into an odd number; while ( $3 n^{2} \pm n$ )/2 can be partitioned into an even number of parts once oftener or once fewer times than into an odd number, according as $n$ is even or odd. This result was implied by Euler ${ }^{18}$ (§ 46).
C. J. Brianchon ${ }^{24}$ noted that the literal part of the general term in the expansion of $\left(a_{1}+a_{2}+\cdots+a_{n}\right)^{m}$ is of the type $a_{1}^{a_{1}} \cdots a_{x}^{a_{x}}$, where $\alpha_{1}+\cdots+\alpha_{x}=m, x \leqq m, x \leqq n$. Thus the terms form as many classes as there are values of $x$, and the terms of a class form as many groups as there are partitions of $m$ into $x$ numbers $\alpha_{i}$. In view of Euler's ${ }^{9}$ table we know the number of groups of each class.

[^73]E. Catalan ${ }^{25}$ proved that $x_{1}+\cdots+x_{n}=m$ has $\left(\begin{array}{r}n+m-1\end{array}\right)$ sets of solutions $\geqq 0$.
O. Rodrigues ${ }^{26}$ noted that the number $Z_{n, i}$ of ways of permuting $n$ letters, such that there are $i$ inversions in each permutation, is the number of sets of solutions of $x_{0}+x_{1}+\cdots+x_{n-1}=i$, where $x_{k}$ takes only the values $0,1, \cdots, k$ and where the value of $x_{k}$ for each permutation is the number of inversions produced by $x_{k+1}$. Thus $Z_{n, i}$ is the coefficient of $t^{i}$ in the expansion of

$$
(1+t)\left(1+t+t^{2}\right) \cdots\left(1+t+\cdots+t^{n-1}\right)=(1-t)^{-n} P
$$

where $P=(1-t)\left(1-t^{2}\right) \cdots\left(1-t^{n}\right)$. Let $E_{n, i}$ be the coefficient of $t^{1}$ in the expansion of $P$. Thus $E_{n, i}=E_{n-1, i}-E_{n-1, i-n}, E_{n, i}=E_{i, i}$, and

$$
\begin{aligned}
Z_{n, i} & =E_{n, i}+\binom{n}{1} E_{n, i-1}+\cdots+\binom{n+i-1}{i} E_{n, 0} \\
& =\binom{n+i-1}{i}+\binom{n+i-2}{i-1} E_{1,1}+\cdots+E_{i, i} .
\end{aligned}
$$

Here $E_{n, i}$ equals the excess of the number of partitions of $i$ in an even number of distinct integers $<n+1$ over the number in an odd, the number of parts being also $<n+1$.
M. A. Stern ${ }^{27}$ wrote ${ }_{n} C_{q}$ (or ${ }_{n} C_{q}^{\prime}$ ) for the number of combinations without (or with) repetitions with the sum $n$ and class $q$ (i. e., $q$ at a time), meaning the number of partitions of $n$ into $q$ distinct parts (or equal or distinct parts). Evidently ${ }_{n} C_{2}^{\prime}=[n / 2]$. Hence, by (2), we get
${ }_{n} C_{3}^{\prime}=\left[\frac{n-1}{2}\right]+\left[\frac{n-4}{2}\right]+\left[\frac{n-7}{2}\right]+\cdots$,
${ }_{n} C_{q}^{\prime}=\sum_{k_{q}=0}^{\frac{n-1}{q}} \sum_{k_{k-1}=0}^{\frac{n-1}{q-1}} \cdots \sum_{k=0}^{\frac{n-1}{4}} \sum_{k=0}^{\frac{n-1}{3}}\left[\frac{1}{2}\left\{n-(3 k+1)-\left(4 k_{1}+1\right)-\cdots-\left(q k_{q-3}+1\right)\right\}\right]$.
Since ${ }_{n} C_{q}={ }_{m} C_{q}^{\prime}$ if $m=n-q(q-1) / 2$, we get by (1),

$$
{ }_{n} C_{2}=\left[\frac{n-1}{2}\right], \quad{ }_{n} C_{3}=\left[\frac{n-4}{2}\right]+\left[\frac{n-7}{2}\right]+\left[\frac{n-10}{2}\right]+\cdots .
$$

Again,

$$
{ }_{n} C_{3}^{\prime}=\frac{1}{2}\left\{n\left[\frac{n}{3}\right]-\frac{3}{2}\left[\frac{n}{3}\right]^{2}+\frac{1}{2}\left[\frac{n}{3}\right]-\left[\frac{n+2}{6}\right]+\left[\frac{n+1}{6}\right]-\left[\frac{n}{6}\right]\right\}
$$

If $C(n)$ is the number of all partitions of $n$ into distinct parts,

$$
\sum_{y=0}^{2 n}(-1)^{z} C(n-y / 2)=(-1)^{r} \text { or } 0 \quad\left(y \equiv 3 z^{2} \mp z\right)
$$

according as $n$ is or is not of the form $3 r^{2} \mp r$. This follows by expanding

$$
\frac{1-x^{2}}{1-x} \cdot \frac{1-x^{4}}{1-x^{2}} \cdot \frac{1-x^{6}}{1-x^{3}} \cdots
$$

${ }^{27}$ Jour. für Math., $21,1840,91-97,177-9$. Further results were quoted under Stern ${ }^{158}$ of
Ch. X in Vol. I of this

Also,

$$
\sum_{y=0}^{n}(-1)^{2} C(n-y)=1 \text { or } 0 \quad\left(y \equiv 3 z^{2} \mp z\right)
$$

according as $n$ is or is not of the form $z(z+1) / 2$.
A. De Morgan ${ }^{28}$ considered the number $u_{x, y}$ of ways $x$ can be formed additively from $y$ and numbers $\leqq y$. Adding $y$ to each such composition of $x-y$, we see that

$$
u_{x, y}=u_{x-y, 1}+u_{x-y, 2}+\cdots+u_{x-y ; y} .
$$

Subtracting from this the equation obtained by decreasing $x$ and $y$ by unity, we get

$$
\begin{equation*}
u_{x, y}-u_{x-1, y-1}=u_{x-y, y} . \tag{6}
\end{equation*}
$$

Regard $y$ as fixed and the second $u$ as a given function, we have a difference equation of order $y$ whose general integral is of the form

$$
u_{x, y}=A_{y-1}+A_{a_{2}} P_{2}+\cdots+A_{a_{y}} P_{y}
$$

where $A_{a_{n}}$ is a rational integral function whose degree $a_{n}$ is the greatest integer in $(n-y) / y$, while $P_{n}$ is a circulating function with a cycle of $n$ values. In particular,

$$
\begin{aligned}
& u_{x, 2}=\frac{x}{2}-\frac{1}{4}+\frac{1}{4}(-1)^{x} \\
& u_{x, 3}=\frac{1}{72}\left\{6 x^{2}-7-9(-1)^{x}+8\left(\beta^{x}+\gamma^{x}\right)\right\} \\
& u_{x, 4}=\frac{1}{864}\left\{6 x^{3}+18 x^{2}-27 x-39+27(x+1)(-1)^{x}\right. \\
& \left.\quad+32\left(\beta^{x-1}+\gamma^{x-1}-\beta^{x}-\gamma^{x}\right)+54 i^{x}+54(-i)^{x}\right\}
\end{aligned}
$$

where $\beta, \gamma$ are the imaginary cube roots of unity and $i=\sqrt{-1}$. Thus

$$
12 u_{x, 3}=x^{2}, x^{2}-1, x^{2}-4, x^{2}+3, x^{2}-4, x^{2}-1,
$$

according as $x \equiv 0,1,2,3,4,5(\bmod 6)$. Similarly, $u_{x, 4}$ has 12 forms depending on the residues of $x$ modulo 12. Again, $u_{x, 3}$ is the integer nearest $x^{2} / 12$, and $u_{x, 4}$ that nearest to $\left(x^{3}+3 x^{2}\right) / 144$ or $\left(x^{3}+3 x^{2}-9 x\right) / 144$, according as $x$ is even or odd.
A. Cauchy ${ }^{29}$ proved (3) and the other formulas of Euler ${ }^{3}$ and the related ones involving a finite number of factors:

$$
\begin{aligned}
P(x)=\prod_{j=0}^{n-1}\left(1+t^{j} x\right)=1+\frac{1-t^{n}}{1-t} x & +\frac{\left(1-t^{n}\right)\left(t-t^{n}\right)}{(1-t)\left(1-t^{2}\right)} x^{2} \\
& +\frac{\left(1-t^{n}\right)\left(t-t^{n}\right)\left(t^{2}-t^{n}\right)}{(1-t)\left(1-t^{2}\right)\left(1-t^{3}\right)} x^{3}+\cdots, \\
\frac{1}{P(-x)}=1+\frac{1-t^{n}}{1-t} x+ & \frac{\left(1-t^{n}\right)\left(1-t^{n+1}\right)}{(1-t)\left(1-t^{2}\right)} x^{2} \\
& +\frac{\left(1-t^{n}\right)\left(1-t^{n+1}\right)\left(1-t^{n+2}\right)}{(1-t)\left(1-t^{2}\right)\left(1-t^{3}\right)} x^{3}+\cdots .
\end{aligned}
$$

C. G. J. Jacobisis stated that if we replace $q$ by $q^{n}$ and set $v=\mp q^{m}$ in his first formula, ${ }^{22 b}$ we get

$$
\begin{aligned}
\left(1 \pm q^{n-m}\right)(1 & \left. \pm q^{n+m}\right)\left(1-q^{2 n}\right)\left(1 \pm q^{3 n-m}\right)\left(1 \pm q^{3 n+m}\right)\left(1-q^{4 n}\right) \cdots \\
& \equiv \prod_{t=1}^{\infty}\left(1 \pm q^{2 t n-n-m}\right)\left(1 \pm q^{2 t n-n+m}\right)\left(1-q^{2 t n}\right)=\sum_{-\infty}^{\infty}( \pm 1)^{i} q^{n i^{2}+m i}
\end{aligned}
$$

For $m=1 / 2, n=3 / 2$, that with the lower signs becomes Euler's (3). Although he ${ }^{22 b}$ (pp. 185-6) gave two simple proofs of it, Jacobi here reproduced Euler's proof in essential points, but with a generalization. He gave a proof of Legendre's ${ }^{23}$ corollary and proved the following generalization. Let $(P, \alpha, \beta, \cdots)$ be the excess of the number of partitions of $P$ into an even number of the given distinct elements $\alpha, \beta, \cdots$, each $\neq 0$, over the number of partitions into an odd number of them. Then

$$
(P, \alpha, \beta, \gamma, \cdots)=(P, \beta, \gamma, \cdots)-(P-\alpha, \beta, \gamma, \cdots)
$$

Let $a, a_{1}, \cdots, a_{m-1}$ form any arithmetical progression, and $b_{0}, b_{1}, \cdots, b_{m}$ an arithmetical progression with the common difference $-a$. Set

$$
c_{i}=b_{i+1}-a_{i+1}, \quad d_{i}=c_{i+1}-a_{i+1}
$$

Then

$$
\begin{aligned}
L & \equiv\left(b_{0}, a\right)+\left(b_{1}, a, a_{1}\right)+\left(b_{2}, a, a_{1}, a_{2}\right)+\cdots+\left(b_{m-1}, a, a_{1}, \cdots, a_{m-1}\right) \\
& =\Delta-\left(b_{m}, a_{1}, \cdots, a_{m-1}\right)+\left(c_{m-1}, a_{2}, \cdots, a_{m-2}\right) \\
\Delta & \left.\equiv\left[b_{0}\right]-\left[c_{0}\right]-\left[c_{1}\right]+\left[d_{1}\right]+\left[d_{2}\right]-\left[e_{2}\right]-\cdots, a_{3}, \cdots, a_{m-3}\right)+\cdots,
\end{aligned}
$$

If $b_{0}$ and $a$ are positive and $m a>b_{0}, L$ vanishes except when $b_{1}$ equals $s_{i-1}+2 s_{i}$ or $2 s_{i-1}+s_{i}$, and then equals $(-1)^{i}$, where

$$
s_{i}=a_{1}+a_{2}+\cdots+a_{i} .
$$

Jacobi ${ }^{31}$ noted that Euler ${ }^{9}$ expressed $P \equiv(1+q)\left(1+q^{2}\right)\left(1+q^{3}\right) \cdots$ in the form $f\left(q^{2}\right) / f(q)$, where $f(x)$ is given by (3). Jacobi expressed $P$ in six ways as quotients of two infinite products and expanded each into infinite series; the next to the last case is

$$
\frac{(1+q)\left(1+q^{2}\right)\left(1-q^{3}\right)\left(1+q^{4}\right)\left(1+q^{5}\right)\left(1-q^{8}\right) \cdots}{\left(1-q^{3}\right)^{2}\left(1-q^{6}\right)\left(1-q^{9}\right)^{2}\left(1-q^{12}\right)\left(1-q^{15}\right)^{2}\left(1-q^{18}\right) \cdots}=\frac{\Sigma q^{\left(33^{2}+i\right) / 2}}{\Sigma(-1)^{i} q^{3 i^{2}}} .
$$

Expressing this in the form $\Sigma_{j=1}^{\infty} C_{j} q^{j}$, we conclude that, if $C_{i}$ is the number of partitions of $i$ into arbitrary distinct integers or into equal or distinct odd integers,

$$
C_{i}=2\left\{C_{i-3}-C_{i-12}+C_{i-27}-C_{i-48}+C_{i-75}-\cdots\right\}+\delta,
$$

where $\delta=1$ or 0 according as $i$ is or is not of the form $\left(3 n^{2} \pm n\right) / 2$. He gave

[^74]expansions of $P^{2}$ and $P^{3}$. Only those $m$-gonal numbers give the remainder 1 , when divided by $m=a^{2} b$, whose side has the remainder 1 when divided by $a b$, where $a^{2}$ is the greatest square dividing $m$.

H . Warburton ${ }^{32}$ considered the number [ $N, p, \eta$ ] of partitions of $N$ into $p$ parts each $\geqq \eta$, and proved that

$$
\begin{gathered}
{[N, p, \eta]-[N, p, \eta+1]=[N-\eta, p-1, \eta]} \\
{[N+p, p, 1]=\sum_{z=0}^{p}[N, z, 1], \quad[N, p, \eta]=\sum_{z=0}^{p}[N-p \eta, z, 1]} \\
{[N, p, 1]=[N-1, p-1,1]+[N-p-1, p-1,1]} \\
\\
\\
+[N-2 p-1, p-1,1]+\cdots,
\end{gathered}
$$

to $[N / p]$ terms. He applied these formulas to the construction of a table of partitions and proved that the number of partitions of $x$ into three parts is $3 t^{2}, 3 t^{2} \pm t, 3 t^{2} \pm 2 t, 3 t^{2}+3 t+1$ according as $x=6 t, 6 t \pm 1,6 t \pm 2$, $6 t+3$ [in accord with De Morgan].
J. F. W. Hersche ${ }^{33}$ recalled his ${ }^{34}$ earlier notation $s_{x}=s^{-1} \Sigma \alpha^{x}$, where $\alpha$ ranges over the sth roots of unity, so that $s_{x}=1$ or 0 according as $x$ is or is not divisible by $s$. Then $A_{x} s_{x}+B_{x} s_{x-1}+\cdots+N_{x} s_{x-s+1}$ will circulate in its successive values as $x$ increases by units from zero, being $A_{x}$ when $x$ is divisible by $s$, but $B_{x}$ when $x-1$ is divisible by $s$, etc. If $A_{x}$, etc., are constants, the function is called periodic. He wrote ${ }^{3} \Pi(x)$ for the number $(x, s)$ of partitions of $x$ into $s$ parts $>0$. Starting with

$$
(x, s-1)=\phi(x)+Q_{x},
$$

where $\phi(x)$ is the non-periodic part and $Q_{x}$ the periodic or circulating function, and applying the final formula quoted from Warburton, he obtained

$$
\begin{gathered}
(x, s)=A+Z, \quad A=\phi(x-1)+\phi(x-s-1)+\cdots, \\
Z=Q_{x-1}+Q_{x-s-1}+\cdots,
\end{gathered}
$$

each extending to $[x / s]$ terms. Then $A$ is expressed explicitly in terms of the numbers $\Delta^{m} 0^{n}$, giving the $m$ th order of difference of $z^{n}$ for $z=0$, while $Z$ is expressed in terms of these numbers and the above circulating functions $s_{x}$. He deduced explicit expressions for $(x, s), s=2,3,4,5$, as $(x, 2)=\frac{1}{2}\left(x-2_{x-1}\right)$,

$$
(x, 3)=\frac{1}{12}\left\{x^{2}-6_{x-1}-4 \cdot 6_{x-2}+3 \cdot 6_{x-3}-4 \cdot 6_{x-4}-6_{x-5}\right\},
$$

which, with the expression for ( $x, 4$ ), are in accord with the results by De Morgan, ${ }^{28}$ although the latter was not treating partitions into $s$ parts. While the method of Herschel is laborious, it anticipated to some extent the simpler method of Cayley. ${ }^{44}$
J. J. Sylvester ${ }^{35}$ quoted Euler's theorem that the number of partitions of $n$ is the same whether the number of parts is $\leqq m$ or every part is $\leqq m$, and noted that, if we apply the theorem also when the limiting number is

[^75]$m-1$, we obtain by subtraction the following corollary. The number of partitions of $n$ into $m$ parts equals the number of partitions of $n$ into parts one of which is $m$ and the others are $\leqq m$. Sylvester credited the corollary to N. M. Ferrers who communicated to him the following proof. Take any set $A$ composed of $3,3,2,1$, written as

| 1, | 1, | 1 |
| :--- | :--- | :--- |
| 1, | 1, | 1 |
| 1, | 1 |  |
| 1. |  |  |

Reading it by columns, we get the set $B$ composed of 4, 3, 2. Similarly, every $A$ in which the number of parts is 4 gives rise to a $B$ in which 4 is a part and every part is $\leqq 4$; conversely, every $B$ produces an $A$. Euler's theorem can be proved by the same diagram. Similarly, the number of partitions of $n$ into $m$ or more parts equals the number of partitions of $n$ into parts the greatest of which is $\geqq m$. If we partition each of $i$ numbers into parts so that the sum of the greatest parts shall not exceed (or be less than) $m$, the number of ways this can be done is the same as the number of ways these $i$ numbers can be simultaneously partitioned so that the total number of parts shall never exceed (or never be less than) $m$.
P. Volpicelli ${ }^{38}$ arranged the natural numbers $n, n+1, \cdots$ in a rectangle with $k+1$ rows, each with $h+1$ numbers, but in reverse order in alternate rows. For example,

| 18 | 19 | 20 |
| :--- | :--- | :--- |
| 23 | 22 | 21 |
| 24 | 25 | 26. |

The successive sums by columns are $65,66,67$ (of common difference unity) and so always when the number of columns is odd; but, if $k+1$ is even, the sum of the numbers in each column is constant, being

$$
a=\{2 n+h(k+1)+k\}(k+1) / 2
$$

and we have special partitions of $a$. Given $a$, to find integral solutions $n, h, k$, we note that $h=\gamma / \delta$, where $\delta=(k+1)^{2}$, while $\gamma$ and $(2 a)^{2} / \delta$ are integers. Hence seek those divisors of $(2 a)^{2}$ which are squares $\delta$; for each such $\delta$, we have $k$ and seek integers $n$ for which $\gamma / \delta$ is an integer $h$.

Volpicelli ${ }^{37}$ expressed $n^{k}$ as a sum of numbers in arithmetical progression.

* P. Bonialli ${ }^{38}$ treated partitions.
T. P. Kirkman ${ }^{39}$ proved that the number of partitions of $N$ into $p$ parts $\geqq a$ equals the sum of the number of partitions of $N-a, N-p-a$, $N-2 p-a, \cdots$ into $p-1$ parts $\geqq 0$. The case $a=1$ is the last formula of Warburton. ${ }^{32}$ He gave an analytic expression for the number $(x, k)$ of
${ }^{26}$ Atti Accad. Pont. Nuovi Lincei, 6, 1852-3 (1855), 631; 10, 1856-7, 43-51, 122-131; Annali di sc. mat. e fis., 8, 1857, 22-27
${ }^{17}$ Atti Accad. Pont. Nuovi Lincei, 6, 1852-3, 104-119. Frégier. 22a
${ }^{34}$ Formole algebriche esprimenti il numero delle partizioni di qualunque intero. Progr., Clusone, 1855.
${ }^{34}$ Mem. Lit. Phil. Soc. Manchester, (2), 12, 1855, 129-145.
partitions of $x$ into $k$ parts $>0$, for $k=2, \cdots, 6$, in terms of the circulatur $S_{e}$, which is unity if $e / s$ is a positive integer, zero if $e / s$ is fractional or nexutive. For $k \leqq 5$, his results are identical with those of Ilersehel, ${ }^{3}$ hut were wh. tained by more elementary methods. Kirkman ${ }^{40}$ corrected his exprewinn for $(x, 6)$ and found $(x, 7)$. He ${ }^{41}$ found ( $r^{2}-r+1, r$ ).
J. J. Sylvester ${ }^{42}$ called the number of ways of eomposing $n$ with givar positive integral summands $a_{1}, \cdots, a_{r}$ the quotity $Q$ of $n$ with respuet to $a_{1}, \cdots, a_{r}$. Thus $Q$ is the number of sets of integral solutions - U of

$$
a_{1} x_{1}+\cdots+a_{r} x_{r}=n
$$

He stated that $Q=A+U$, the periodic part $U$ (depending on routs of unity) not being discussed, while the non-periodic part, $A$ is the coeflicient of $1 / t$ in the expansion of

$$
e^{n t}\left(1-e^{-a_{1} t}\right)^{-1} \cdots\left(1-e^{-a_{r} t}\right)^{-1}
$$

Other formulas for $A$ are given. But all these formulas were proviniomal and were replaced in his next paper by others more expeditious: for computation.

Sylvester ${ }^{43}$ stated that $Q=\Sigma W_{a}$, where $W_{q}$ (called a waw) in the* coefficient of $1 / t$ in the development in ascending powers of $t$ of*

$$
\Sigma^{-n} e^{n t} \prod_{j=1}^{r}\left(1-\rho^{a_{j}} e^{-a_{j} t}\right)^{-1}
$$

summed for the various primitive $q$ th roots $\rho$ of unity. 'Thus $W^{\prime}{ }^{n}$ except for a $q$ which divides one or more of the $a_{i}$. Thus $W_{t}$ is his formur 1 . Taking the $a$ 's to be $1, \cdots, 6$, Sylvester computed $W_{1}, \cdots, W_{a}$ initially in terms of certain $\Sigma \rho^{k}$ and finally in terms of Ierschel's ${ }^{34}$ cireulating funtinus. obtaining results agreeing with Cayley's. ${ }^{44}$

But Sylvester did not give a full account ${ }^{107}$ of his theorem until Iss:?
A. Cayley ${ }^{44}$ employed $P(a, b, \cdots) q$, in the sense of sylventer's $Q$, fo denote the number of partitions of $q$ into the elements $a, b_{2} \cdots$, with repetitions allowed. As known, it is the coefficient of $x^{4}$ in $\left.1111 \quad r^{2}\right)^{2}$. By decomposing the latter into partial fractions, it, is shown that
$P(a, b, \cdots) q=A q^{k-1}+B q^{k-2}+\cdots+L q+M+\Sigma q^{r}\left(A_{0}, A_{1}, \cdots, A_{1}: \mid z n q_{2}\right.$, where $k$ is the number of the elements $a, b, \cdots$, and $l$ in any divisur -1 hf one or more of these elements, and the summation extends, for ent much divisor, from $r=0$ to $r=x-1$, if $x$ is the number of elementio $a, b$, having $l$ as a divisor. Also

$$
\left(A_{0}, \cdots, A_{l-1}\right) \operatorname{pcrl}_{q}=A_{0} a_{q}+A_{1} a_{v-1}+\cdots+A_{،} \mathbb{1}_{4}+\cdots
$$

[^76]is the "prime circulator to the period $a$," if $a_{q}=1$ or 0 according as $q$ is divisible by $a$ or not, and
$$
A_{i}+A_{l+i}+\cdots+A_{(\lambda-1) l+i}=0 \quad(i=0,1, \cdots, l-1 ; \lambda=a / l)
$$

He showed how to evaluate the $A$ 's and then the coefficients $A, \cdots, L, M$ of the non-circulating part. Next, he evaluated the number $P(0,1, \cdots, k)^{m} q$ of partitions of $q$ into $m$ terms $0,1, \cdots, k$, with repetitions allowed, known to be the coefficient of $x^{4} z^{m}$ in $(1-z)^{-1}(1-x z)^{-1} \cdots\left(1-x^{k} z\right)^{-1}$.

Finally, Cayley proved that the non-circulating part of the fraction $\phi(x) / f(x)$ is the coefficient of $1 / t$ in

$$
\frac{1}{1-x e^{t}} \cdot \frac{\phi\left(e^{-t}\right)}{f\left(e^{-t}\right)}
$$

Cayley ${ }^{45}$ later considered his last formula for $\phi(x) \equiv 1$, obtaining a formula equivalent to Sylvester's theorem, and applied it to find $P(1,2, \cdots, 6) q$.

Cayley ${ }^{48}$ noted that $P(0,1, \cdots, m)^{\theta} q-P(0, \cdots, m)^{\theta}(q-1)$ is the number of asyzygetic covariants of degree $\theta$ and order $q$ of a binary quantic of order $m$. Thus it is the coefficient of $x^{\theta}$ in the expansion of a given function. He calculated the literal parts of covariants by Arbogast's method of derivatives. ${ }^{85}$
F. Brioschi4 ${ }^{47}$ started with Euler's remark that the number $C_{s}$ of partitions of $s$ into $r$ parts $\leqq n$ is the coefficient of $x^{s} z^{r}$ in the expansion of

$$
Z=(1-z)^{-1}(1-x z)^{-1} \cdots\left(1-x^{n} z\right)^{-1}
$$

Now $Z=\Sigma \psi(x) z^{r}$, where

$$
\psi(x)=\frac{\left(1-x^{n+1}\right)\left(1-x^{n+2}\right) \cdots\left(1-x^{n+r}\right)}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{r}\right)} \equiv \frac{f(x)}{\phi(x)}
$$

Since $\psi(x)$ is unaltered by the interchange of $n$ and $r, C_{s}$ equals the number of partitions of $s$ into $n$ parts $\leqq r$. Let $\alpha_{1}, \alpha_{2}, \cdots$ be the roots of $f(x)=0$; $\beta_{1}, \beta_{2}, \cdots$ the roots of $\phi(x)=0$ and set

$$
\delta_{m}=\Sigma \frac{1}{\beta_{1}^{m}}-\Sigma \frac{1}{\alpha_{1}^{m}}, \quad \psi(x)=1+C_{1} x+C_{2} x^{2}+\cdots
$$

Then

$$
\frac{\psi^{\prime}(x)}{\psi(x)}=s_{1}+s_{2} x+\cdots
$$

(7) $C_{1}=s_{1}, 2 C_{2}=C_{1} s_{1}+s_{2}, \cdots, p C_{p}=C_{p-1} s_{1}+\cdots+C_{1} s_{p-1}+s_{p}$.

[^77]Hence

$$
p!C_{p}=\left|\begin{array}{ccccc}
s_{1} & -1 & 0 & \cdots & 0 \\
s_{2} & s_{1} & -2 & \cdots & 0 \\
s_{3} & s_{2} & s_{1} & \cdots & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
s_{p} & s_{p-1} & s_{p-2} & \cdots & \cdot \\
s_{1}
\end{array}\right|
$$

Set $\epsilon(h / k)=0$ or $k$, according as $h$ is not or is divisible by $k$. Thus

$$
\begin{aligned}
s_{m}=1+\epsilon\left(\frac{m}{2}\right)+\epsilon\left(\frac{m}{3}\right)+\cdots+\epsilon & \left(\frac{m}{r}\right)-\epsilon\left(\frac{m}{n+1}\right) \\
& -\epsilon\left(\frac{m}{n+2}\right)-\cdots-\epsilon\left(\frac{m}{n+r}\right) .
\end{aligned}
$$

G. Battaglini ${ }^{48}$ proved Sylvester's formula for the wave $W_{q}$ by means of the special case ( $a_{1}=1, \cdots, a_{r}=1$ ) where the coefficient of $x^{n}$ in $(1-x)^{-r}$ equals the coefficient of $1 / t$ in $e^{n t}\left(1-e^{-t}\right)^{-r}$. To evaluate the waves, we need the value of $S$ :

$$
S=\Sigma \frac{F_{a}}{F_{b}} x_{i}^{-n}, \quad F_{a}=\Sigma_{\mu} A_{\mu} x_{i}^{\mu}, \quad F_{b}=\Sigma_{\nu} B_{\nu} x_{i}{ }^{\prime}
$$

where, in $S$, the summation extends over all imaginary $k$ th roots $x_{i}$ of unity. We can find $c$ 's such that

$$
F_{a} / F_{b}=c_{0}+c_{1} x_{i}+\cdots+c_{k-1} x_{i}^{k-1}
$$

Since $\Sigma x_{i}{ }^{j}=-1$ for $j \leqq k-1$, we see that $S$ is $\gamma_{0}, \gamma_{1}, \cdots, \gamma_{k-1}$, according as $n \equiv 0,1, \cdots, k-1(\bmod k)$, where $\gamma_{j}=k c_{j}-c_{0}-c_{1}-\cdots-c_{k-1}$, and $\Sigma \gamma_{j}=0$. Hence we obtain Cayley's ${ }^{44}$ prime circulator [with $k_{q}$ for $a_{q}$ ]

$$
S=\gamma_{0} k_{n}+\gamma_{1} k_{n-1}+\cdots+\gamma_{k-1} k_{n-k+1}
$$

F. Brioschi ${ }^{49}$ proved Sylvester's ${ }^{43}$ theorem by use of Cauchy's theory of residues. He noted that, if $a_{1}, \cdots, a_{r}$ are all primes,

$$
W_{m}=\frac{1}{m} \sum_{s=1}^{l} y_{s}^{-n} \prod_{i=1}^{r-1}\left(1-y_{s}^{\beta_{i}}\right)^{-1} \text { or } 0
$$

according as $m$ is or is not one of the $a^{\prime}$ 's. Here $y_{1}, \cdots, y_{l}$ are the primitive $m$ th roots of unity, and $\beta_{1}, \beta_{2}, \cdots$ are the $a$ 's not divisible by $m$. Application is made to $2 x_{1}+3 x_{2}+5 x_{3}=n$.
A. Cayley ${ }^{50}$ wrote ( $p_{1}^{n_{1}} \cdots p_{r}^{n_{r}}$ ) for the partition of $n$ into $n_{1}$ parts $p_{1}$, $n_{2}$ parts $p_{2}$, etc., where $p_{1}>p_{2}>\cdots$. It is conjugate to the partition

$$
\left(\left(n_{1}+\cdots+n_{r}\right)^{p_{r}}\left(n_{1}+\cdots+n_{r-1}\right)^{p_{r-1}-p_{r}} \cdots\left(n_{1}+n_{2}\right)^{p_{2}-p_{s}} n_{1}^{p_{1}-p_{2}}\right)
$$

of $n$. For example, ( $63^{2} 2^{2}$ ) and ( $5^{2} 31^{3}$ ) are conjugate partitions. Given

[^78]$x^{m}-a_{1} x^{m-1}+\cdots \pm a_{m}=0$ with the roots $x_{i}$, the symmetric function belonging to the partition ( $p_{1} \cdots p_{m}$ ) is $\Sigma x_{1}^{r_{1}} \cdots x_{m}^{p_{m}}$. Part of $a_{1}^{t} a_{2}^{\prime} \cdots a_{m}^{p}$ is the symmetric function
$$
\Sigma x_{1}^{p+q+\ldots+t} x_{2}^{p+\ldots+q} \cdots x_{m}^{p}
$$
to which belongs the partition $(p+\cdots+t, \cdots, p)$ conjugate to ( $m^{p} \cdots 2^{s} 1^{t}$ ). Thus $a_{1}^{3} a_{3}$, belonging to ( $31^{3}$ ), contains with the coefficient unity the symmetric function belonging to the conjugate partition ( $41^{2}$ ), and with other coefficients, the symmetric functions belonging to (321), $\left(2^{3}\right),\left(31^{3}\right),\left(2^{2} 1^{2}\right),\left(21^{4}\right),\left(1^{6}\right)$, but not $\left(3^{2}\right)$.
J. J. Sylvester ${ }^{51}$ stated that the number of ways $n$ can be composed additively of the positive integers $a_{1}, \cdots, a_{i}$, relatively prime in pairs, differs by a periodic quantity depending on the remainder of $n$ modulo $a_{1} a_{2} \cdots a_{i}$ from
\[

$$
\begin{aligned}
Q_{n}=\frac{1}{a_{1} \cdots a_{i}}\left\{\binom{n+i-1}{i-1}+\right. & \frac{1}{2}\binom{n+i-1}{i-2} S_{1} \\
& \left.+\frac{1}{4}\binom{n+i-1}{i-3} S_{2}+\cdots+\frac{1}{2^{i-1}} S_{i-1}\right\}
\end{aligned}
$$
\]

where $S_{1}, \cdots, S_{i-1}$ are the coefficients of $x, \cdots, x^{i-1}$ in

$$
\left(x+a_{1}-1\right)\left(x+a_{2}-1\right) \cdots\left(x+a_{i}-1\right)
$$

For systems like $\left(a_{1}, \cdots\right)=(1,2,3)$ or ( $1,3,4$ ), the residual periodic quantity lies between $\frac{1}{2}$ and $-\frac{1}{2}$, whence the number of partitions is the integer nearest to $Q_{n}$.

Cayley ${ }^{52}$ proved that the number of partitions into $x$ parts, such that the first part is unity and no part is greater than the double of the preceding part, equals the number of partitions of $2^{x-1}-1$ into the parts $1,1^{\prime}, 2$, $4, \cdots, 2^{x-2}$.

Sylvester ${ }^{53}$ gave an explicit expression for $\Sigma x^{a} y^{\beta} \cdots w^{\lambda}$, summed for all $N$ sets of integral solutions of $a x+b y+\cdots+l w=n$, where $a, \cdots, l$ are positive integers. The case $\alpha=\beta=\cdots=\lambda=0$ gives the number $N$ of sets. Let $\Theta(F t)$ denote the coefficient of $1 / t$ in the expansion of $F t$ in ascending powers of $t$. Let $m$ be the l.c.m. of $a, \cdots, l$. Then his ${ }^{43}$ former theorem may be expressed in the form

$$
N=\Sigma \theta\left\{\frac{\Lambda(-n)}{(1-\Lambda a) \cdots(1-\Lambda l)}\right\}
$$

summed for the primitive $m$ th roots $\rho$ of unity, where $\Lambda p=\rho e^{-p t}$. Then, for example,

$$
\Sigma x^{i}=\Sigma \theta\left\{\frac{\Lambda(a)(1+\Lambda a) \cdots(i-1+\Lambda a) \Lambda(-n)}{(1-\Lambda a)^{i+1}(1-\Lambda b) \cdots(1-\Lambda l)}\right\}
$$

${ }^{61}$ Quar. Jour. Math., 1, 1857, 198-9.
${ }^{62}$ Phil. Mag., (4), 13, 1857, 245-8; Coll. Math. Papers, III, 247-9.
${ }^{53}$ Ibid., (4), 16, 1858, 369-371; Coll. Math. Papers, II, 110-2.

Sylvester ${ }^{54}$ cited Euler's ${ }^{14}$ transformation of the problem of the Virgins and noted that the general form of the problem is to find the number* of ways in which a given set of numbers $l_{1}, \cdots, l_{r}$ [an $r$-partite number] can be made up simultaneously of the compound elements $a_{1}, \cdots, a_{r} ; b_{1}, \cdots, b_{r}$; etc. This problem of compound partition can be made to depend on simple partition. Omitting details, he stated the following theorem: Given $r$ linear equations in $n$ variables with integral coefficients such that the $r$ coefficients of each variable have no common factor, and such that not more than $r-1$ variables can be simultaneously eliminated from the $r$ equations, then the determination of the number of sets of positive integral solutions may be made to depend on like determinations for each of $n$ derived independent systems each in $n-1$ variables. The conditions are satisfied by Euler's equations

$$
a x+\cdots+l w=m, \quad x+\cdots+w=\mu
$$

if $a, \cdots, l$ are distinct. Sylvester never published an explicit statement of the theorem just sketched, nor of his obscure generalization. See the following paper.

Cayley ${ }^{55}$ called $(a, \alpha)+(b, \beta)+\cdots$ a double partition of $(m, \mu)$ if

$$
a+b+\cdots=m, \quad \alpha+\beta+\cdots=\mu .
$$

If $a / \alpha, b / \beta, \cdots$ are distinct irreducible fractions and if $\alpha, \beta, \cdots$ are each $<\mu+2$, the number of such partitions is

$$
\begin{aligned}
D(\alpha m-a \mu ; \alpha b-a \beta, \alpha c- & a \gamma, \cdots) \\
& \quad+D(\beta m-b \mu ; \beta a-b \alpha, \beta c-b \gamma, \cdots)+\cdots
\end{aligned}
$$

where the denumerant ${ }^{107} D(m ; a, b, \cdots)$ is the coefficient of $x^{m}$ in

$$
\left(1-x^{a}\right)^{-1}\left(1-x^{b}\right)^{-1} \cdots
$$

He noted that Sylvester apparently eliminated each of the $r$ variables in turn from $a x+b y+\cdots=m, \alpha x+\beta y+\cdots=\mu$, obtaining $r$ equations of the form

$$
(\alpha b-a \beta) y+(\alpha c-a \gamma) z+\cdots=\alpha m-a \mu
$$

from which the above formula follows.

* E. Mortara ${ }^{56}$ treated partitions into three distinct elements.

Sylvester ${ }^{57}$ delivered seven lectures on partitions in 1859.
G. Bellavitis ${ }^{58}$ proved that the number $[\mu, n, p]$ of sets of integral solutions $\geqq 0$ of $\alpha_{0}+\alpha_{1}+\cdots+\alpha_{n}=p, \alpha_{1}+2 \alpha_{2}+\cdots+n \alpha_{n}=\mu$, equals the number $[\mu, p, n]$ of sets of solutions $\geqq 0$ of $\beta_{0}+\beta_{1}+\cdots+\beta_{p}=n$, $\beta_{1}+2 \beta_{2}+\cdots+p \beta_{p}=\mu$. For, every set of solutions of the first pair

[^79]of equations consists of a partition of $\mu$ into $\alpha_{n}$ numbers $n, \cdots, \alpha_{1}$ numbers 1 , where $p$ is the total number of parts. To such a partition corresponds as conjugate
$\left(\alpha_{n}+\alpha_{n-1}+\cdots+\alpha_{1}\right)+\left(\alpha_{n}+\cdots+\alpha_{2}\right)+\cdots+\left(\alpha_{n}+\alpha_{n-1}\right)+\alpha_{n}=\mu$,
which gives a partition of $\mu$ into $n$ parts $\leqq p$. These parts occur in the second pair of equations as $\beta_{p}$ numbers $p, \cdots, \beta_{1}$ numbers 1. Again,
\[

$$
\begin{aligned}
& {[\mu, n, p]=[\mu, n-1, p]+[\mu-n, n, p-1]} \\
& {[\mu, n, p]=[n p-\mu, n, p] .}
\end{aligned}
$$
\]

There are $[\mu, n, p]$ partitions of $N$ into $p$ parts from $c, c+d, \cdots, c+n d$, if $\mu=(N-c p) / d$, since if each part be diminished by $c$ and the remainder be divided by $d$, we get the parts $0,1, \cdots, n$ whose sum is $\mu$. Application is made to seminvariants.
L. Oettinger ${ }^{59}$ stated and J. Derbès ${ }^{59}$ proved that $(k-1)^{\nu} k^{r-\nu}$ is the maximum of the products of the $r$ equal or distinct integers into which the positive integer $N=r k-\nu$ can be partitioned, where $\nu$ is the least positive integer such that $k$ is integral.

Sylvester ${ }^{60}$ noted that Bellavitis ${ }^{58}$ first theorem reduces for $p$ infinite to Euler's theorem that the number of partitions of $\mu$ into parts $\leqq n$ equals the number of partitions of $\mu$ into $n$ or fewer parts. Bellavitis' theorem, which is capable of intuitive-proof by Ferrer's ${ }^{35}$ method, may be stated as follows: The number of distinct combinations of $a_{0}, \cdots, a_{n}$ figuring in the coefficient of $x^{\mu}$ in $\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)^{p}$ is the same as the number of distinct combinations of $b_{0}, \cdots, b_{p}$ in the coefficient of $x^{\mu}$ in $\left(b_{0}+b_{1} x+\cdots\right.$ $\left.+b_{p} x^{p}\right)^{n}$.
S. Roberts ${ }^{61}$ proved Sylvester's ${ }^{43}$ formula for waves.

Sylvester ${ }^{62}$ noted that, if $\Pi n=n$ !,

$$
\sum \frac{1}{\Pi \alpha \cdot a^{a} \cdot \Pi \beta \cdot b^{\beta} \cdots}=1,
$$

where the summation extends over all ways of expressing $n$ as a sum of $\alpha$ parts each $a, \beta$ parts each $b$, etc.
E. Fergola ${ }^{63}$ proved the analogous result:

$$
\sum \frac{\Pi n}{\Pi 1^{\alpha_{1}} \cdot \Pi 2^{\alpha_{1}} \cdots \Pi n^{\alpha_{n}} \cdot \Pi \alpha_{1} \cdots \Pi \alpha_{n}}=\frac{\Delta^{\alpha} 0^{n}}{\Pi \alpha},
$$

summed for all positive integers satisfying

$$
\alpha_{1}+\cdots+\alpha_{n}=\alpha, \quad \alpha_{1}+2 \alpha_{2}+\cdots+n \alpha_{n}=n
$$

where $\Delta^{a} 0^{n}$ denotes the $\alpha$ th order of difference of $x^{n}$ for $x=0$. He evaluated

[^80]sums in which the preceding summand is multiplied by $\Pi(\alpha-1) y^{a}$ or $\Pi(\alpha) y^{a}$.

Fergola ${ }^{64}$ stated that the number of sets of positive integral solutions of

$$
a_{1} x_{1}+\cdots+a_{n} x_{n}=n
$$

is $\Delta /(n!)$, where

$$
\Delta=\left|\begin{array}{ccccccc}
\sigma_{1} \sigma_{n-1}+\sigma_{n} & -\sigma_{1} & -\sigma_{2} & -\sigma_{3} & \cdots & -\sigma_{n-3} & -\sigma_{n-2} \\
\sigma_{1} \sigma_{n-2}+\sigma_{n-1} & n-1 & -\sigma_{1} & -\sigma_{2} & \cdots & -\sigma_{n-4} & -\sigma_{n-3} \\
\sigma_{1} \sigma_{n-3}+\sigma_{n-2} & 0 & n-2 & -\sigma_{1} & \cdots & -\sigma_{n-5} & -\sigma_{n-4} \\
\sigma_{1} \sigma_{n-4}+\sigma_{n-3} & 0 & 0 & n-3 & \cdots & -\sigma_{n-6} & -\sigma_{n-5} \\
\cdot \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\sigma_{1} \sigma_{2}+\sigma_{3} & 0 & 0 & 0 & \cdot & \cdot & \cdot \\
\sigma_{1} \sigma_{1}+\sigma_{2} & 0 & 0 & 0 & \cdots & 0 & 2
\end{array}\right|,
$$

while $\sigma_{r}$ is the sum of those divisors of $r$ which occur among the positive integers $a_{1}, a_{2}, \cdots$. When $a_{i}=i(i=1, \cdots, n), \sigma_{r}$ becomes the sum $\sigma(r)$ of all the divisors of $r$. If in $\Delta$ we change the sign of the second components in the first column and change the sign before each $\sigma$ above the main diagonal, we obtain a determinant equal to $(-1)^{k} n$ ! when $n$ is of the form $k(3 k \pm 1) / 2$, but equal to zero when $n$ is not of that form.
C. Sardi ${ }^{65}$ proved the preceding theorems.

N . Trudi ${ }^{66}$ proved Sylvester's formula $\Sigma W_{q}$ for the number $P_{n}(\alpha, \cdots, \lambda)$ of partitions of $n$ into elements $\alpha, \cdots, \lambda$. He also showed that $W_{q}=\Sigma F(\rho)$, summed for the primitive $q$ th roots $\rho$ of unity, where $F(\rho)$ is the coefficient of $1 / t$ in

$$
-(\rho+t)^{-n-1}\left\{1-(\rho+t)^{a}\right\}^{-1} \cdots\left\{1-(\rho+t)^{\lambda}\right\}^{-1} .
$$

Let $a_{1}, \cdots, a_{r}$ be those of the numbers $\alpha, \cdots, \lambda$ which are divisible by $q$, and $b_{1}, \cdots, b_{s}$ the remaining numbers. Let

$$
\frac{e^{n t}}{\Pi\left(1-e^{-a t}\right) \Pi\left(1-\rho^{b} e^{-b t}\right)}=\frac{1+A_{1} t+A_{2} t^{2}+\cdots}{t^{r} a_{1} \cdots a_{r} \Pi\left(1-\rho^{b}\right)},
$$

upon writing the denominator on the left as the exponential of its logarithm and expanding the exponentials. Laws are given to determine the $A$ 's. From the coefficient of $t^{-1}$ we see that $P_{n}=\Sigma V_{r, q}$, summed for the various divisors $q$ of the various elements $\alpha, \cdots, \lambda$, where

$$
V_{r, q}=\frac{1}{a_{1} \cdots a_{r}} \Sigma \frac{A_{r-1} \rho^{-n}}{\left(1-\rho^{b_{1}}\right) \cdots\left(1-\rho^{b_{0}}\right)},
$$

summed for all the primitive $q$ th roots $\rho$ of unity. Simplifications are given in three cases: $m=1, m=2, r=1$. He tabulated results for
$P_{n}(1,3,6,8), P_{n}(1,2,3,6,8,10), P_{n}(1,2, \cdots, q), P_{n}(2,3, \cdots, q), q \leqq 8$.
${ }^{6}$ Giornale di Mat., 1, 1863, 63-64.
${ }^{65}$ Ibid., 3, 1865, 94-99, 377-380.
${ }^{\omega}$ Atti Accad. Sc. Fis. e Mat. Napoli, 2, 1865, No. 23, 50 pp.
A. Cayley, ${ }^{67}$ denoting by $P_{i}$ the number of partitions of $n$ into $i$ parts, proved that

$$
1-P_{2}+1 \cdot 2 P_{3}-\cdots \pm(n-1)!P_{n}=0
$$

For, the number of partitions $n=a \alpha+b \beta+\cdots$ is

$$
\frac{n!}{a!b!\cdots(\alpha!)^{a}(\beta!)^{b} \cdots}
$$

Multiply this by $(-1)^{p-1}(p-1)$ ! and sum for the sets of solutions of $p=\alpha+\beta+\cdots$; we get the initial theorem.
A. Vachette ${ }^{68}$ stated that one of $n^{2}, n^{2}-1, n^{2}-4, n^{2}+3$ is divisible by 12 and the quotient is the number of sets of integral solutions $>0$ of $x+y+z=n\left[D e M_{\text {Morgan }}{ }^{28}\right]$.
L. Bignon ${ }^{69}$ noted that the respective cases occur for $n=6 n^{\prime}, 6 n^{\prime}+1$ or $5,6 n^{\prime}+2$ or $4,6 n^{\prime}+3$. For $n=6 n^{\prime}$, for example, he separated the sets of solutions into $n / 3$ sets each with $y-x$ a constant $0,1, \cdots, \frac{1}{2} n-2$, and exhibited the solutions of each set.
E. Catalan ${ }^{70}$ noted that $x_{1}+\cdots+x_{n}=s$ has $\binom{0-1}{n-1}$ sets of positive integral solutions. Subtract unity from each $x$ and apply his ${ }^{25}$ former result.

Let ${ }^{71}(n, q)$ be the number of partitions of $n$ into $q$ distinct parts, $[n, q]$ into $q$ equal or distinct parts. Proof is given of theorems of Euler:

$$
\begin{gathered}
(n, q)=(n-q, q-1)+(n-q, q), \quad(n, q)=\left[n-\frac{q(q-1)}{2}, q\right] \\
{[n, q]=\sum_{i=1}^{q}[n-q, i], \quad(n, q)=\sum_{i=1}^{p-1}(n-i q, q-1), \quad p \equiv\left[\frac{n+1}{q}\right]}
\end{gathered}
$$

and the first written for []. Here $n \geqq 2 q$.
In $x_{1}+\cdots+x_{q}=n, x_{1} \leqq x_{2} \leqq \cdots \leqq x_{q}$, take $x_{1}=a \leqq[n / q]$, and set $x_{i}=y_{i}+a-1(i=2, \cdots, q)$. Then

$$
y_{2}+\cdots+y_{q}=n-1-(a-1) q
$$

for $y$ 's $>0$. Hence ${ }^{72}$

$$
[n, q]=\sum_{a=1}^{a}[n-1-(a-1) q, q-1], \quad \alpha=[n / q] .
$$

Taking $q=3$, he deduced the result of De Morgan ${ }^{28}$ and Vachette. ${ }^{68}$
C. Hermite ${ }^{73}$ stated that the number of sets of positive integral solutions of

$$
x+y+z=N, \quad x \leqq y+z, \quad y \leqq z+x, \quad z \leqq x+y
$$

${ }^{67}$ Math. Quest. Educ. Times, 7, 1867, 87-8; Coll. Math. Papers, VII, 576-8.
${ }^{68}$ Nouv. Ann. Math., (2), 6, 1867, 478.
${ }^{69}$ Ibid., (2), 8, 1869, 415-7.
70 Mélanges Math., 1868, 16; Mém. Soc. Roy. Sc. Liège, (2), 12, 1885, No. 2, 19.
${ }^{71}$ Ibid., 62-65; Mém. Liège, 56-58.
${ }^{72}$ Ibid., 305-12; Mém. Liège, 264-71. Nouv. Ann. Math., (2), 8, $1869,407$.
${ }^{73}$ Nouv. Ann. Math., (2), 7, 1868, 335. Solution by V. Schlegel, (2), 8, 1869, 91-3.
is $\left(N^{2}-1\right) / 8$ or $(N+2)(N+4) / 8$ according as $N$ is odd or even. An anonymous writer (pp. 93-4) stated that the number of sets of positive integral solutions of $x_{1}+\cdots+x_{m}=N$ is $\{N\}-m\{(N-j) / 2\}$, where $\{i\}=\left({ }_{i}^{m+i-1}\right)$ and $j=1$ or 2 according as $N$ is odd or even.
K. Weihrauch ${ }^{74}$ discussed the number $f_{n}(A)$ of sets of solutions of

$$
a_{1} x_{1}+\cdots+a_{n} x_{n}=A
$$

where the $a$ 's are positive integers. Set

$$
P=a_{1} a_{2} \cdots a_{n}, \quad S_{i}=a_{1}^{i}+\cdots+a_{n}^{i}, \quad A=p P+m
$$

where $m$ is one of the integers $1, \cdots, P$. Then

$$
\begin{aligned}
& f_{2}(A)=p+f_{2}(m), \quad f_{3}(A)=\frac{p^{2} P}{2}+p\left(m-\frac{S_{1}}{2}\right)+f_{3}(m) \\
& f_{4}(A)=\frac{p^{3} P^{2}}{6}+\frac{p^{2} P}{2}\left(m-\frac{S_{1}}{2}\right)+\frac{p}{2}\left\{\left(m-\frac{S_{1}}{2}\right)^{2}-\frac{S_{2}}{12}\right\}+f_{4}(m) \\
& f_{n}(A)=f_{n}(m)+\sum_{r=0}^{n-2} P^{n-r-2} \frac{p^{n-r-1}}{(n-r-1)!} \sum_{q=0}^{\dot{c}}(-1)^{q} R^{r-2 q} \frac{D_{2 q}}{(r-2 q)!}
\end{aligned}
$$

the last being stated without proof, where $\epsilon$ is the largest integer $\leqq r / 2$, $R=m-S_{1} / 2$, and

$$
\begin{aligned}
& D_{2 s}=\sum_{a, \beta, \ldots, \ldots} \frac{c_{2}^{a}}{\alpha!} \frac{c_{4}^{\beta}}{\beta!} \frac{c_{6}^{\gamma}}{\gamma!} \cdots \quad(2 \alpha+4 \beta+6 \gamma+\cdots=2 s), \\
& c_{2 r}=\frac{S_{2 r} B_{2 r-1}}{2 r(2 r)!} \quad\left(B_{1}=\frac{1}{6}, \quad B_{3}=\frac{1}{30}, \quad B_{5}=\frac{1}{42}, \quad \cdots\right),
\end{aligned}
$$

the $B$ 's being Bernouilli numbers. Cf. Meissel ${ }^{135}$ and Daniëls. ${ }^{146}$

* E. Meissel ${ }^{75}$ treated the partition of very large numbers.
E. Lemoine ${ }^{76}$ noted that every power $n^{\mu}$ of an integer $n$ equals a sum of $n^{k}$ consecutive terms from $1,3,5,7, \cdots$, if $\mu \geqq 2 k$. Cf. Frégier. ${ }^{22 a}$
G. B. Marsano's ${ }^{77}$ Table 1 is an extension of Euler's table of partitions of $n$ into $m$ parts, for $n \leqq 103, m \leqq 102$. Table 2 gives the coefficients as far as $x^{53}$ of the expansions of
$S, \frac{S}{1-x}, \frac{S}{(1-x)\left(1-x^{2}\right)}, \cdots, \frac{S}{(1-x) \cdots\left(1-x^{35}\right)}, \quad S \equiv \prod_{j=0}^{\infty}\left(1-x^{j}\right)^{-1}$,
and the coefficients as far as $x^{107}$ of the expansion of the first ten functions. The results for $S /(1-x)$ give the number of ways of partitioning a number into parts $1,1^{\prime}, 2,3, \cdots$. Those for $S /(1-x)\left(1-x^{2}\right)$, into parts $1,1^{\prime}$, $2,2^{\prime}, 3,4, \cdots$.

[^81] British Ass c. fr 875 (176). 22-4: Coll. Math. Papers, IX, 481-3.
G. Silldorf ${ }^{78}$ considered the number $f(s, k)$ of decompositions of $s$ into $k$ integral summands $\geqq 0$, and the number $f_{r}(s, k)$ in which $r$ is the least summand. In the former, 0 occurs in the first place $f(s, k-1)$ times, 1 occurs $f_{1}(s-1, k-1)$ times, etc. But $f(s, k)=f_{r}(s+r k, k)$. Hence
$$
f(s, k)=f(s, k-1)+f(s-k, k-1)+\cdots+f(s-r k, k-1)+\cdots
$$

Thus $f(s, 2)=\frac{1}{2}(s+2)$ or $\frac{1}{2}(s+1)$ according as $s$ is even or odd,

$$
f(s, 3)=\left(s^{2}+6 s+12\right) / 12, \quad s \equiv 0(\bmod 6)
$$

with similar results for $s \equiv 1, \cdots, 5(\bmod 6)$. Let $F(s, k)$ be the number of combinations without repetitions of $k$ elements with the sum $s$. Then

$$
\begin{aligned}
& F(s, k)=F(s-k, k-1)+\cdots+F(s-r k, k-1)+\cdots \\
& F(s, k)=f\left(s-\frac{(k+1) k}{2}, k\right)
\end{aligned}
$$

[Euler, ${ }^{9} \S 315$ ]. There are as many partitions in parts $\leqq m$ as into $m$ or fewer parts. The number of ways $s$ can be expressed as a sum of numbers $\leqq m$, with repetitions allowed, is

$$
\begin{aligned}
2^{m-1}-(s-m-1)_{0}(s-m+1) 2^{\sigma-m-2} & +(s-m-1)_{1} \frac{s-2 m+2}{2} 2^{--2 m-3} \\
& -(s-m-1)_{2} \frac{s-3 m+3}{3} 2^{n-3 m-4}+\cdots
\end{aligned}
$$

F. Gambardella ${ }^{79}$ noted that $a x+b y+c z=m$ has

$$
\frac{1}{2} q(2 m+a+b+c-a b c q)+s+k
$$

sets of integral solutions if $a, b, c$ are positive and relatively prime in pairs, and $m>0, m=c \gamma+\lambda, \gamma+1=q a b+r$. Here $s$ is the sum of the quotients and $\rho_{1}, \cdots, \rho_{r}$ the remainders upon dividing $\lambda, \lambda+c, \cdots$, $\lambda+(r-1) c$ by $a b$; while $k$ is the number of solvable equations $a x+b y=\rho_{a}$.
T. P. Kirkman, ${ }^{79 a}$ counting $5 \cdot 1=1 \cdot 5=1 \cdot 3+1 \cdot 2=1 \cdot 3+2 \cdot 1=\cdots$ as partitions of 5 , evaluated the sum of the reciprocals of $\left(2 e_{1}\right)^{m_{1}}\left(2 e_{2}\right)^{m_{2}}$ $\cdots m_{1}!m_{2}!\cdots$, for all such partitions $m_{1} e_{1}+m_{2} e_{2}+\cdots$ of $R$.
J. J. Sylvester ${ }^{80}$ noted that a list of all partitions of $n$ may be checked by

$$
\Sigma(1-x+x y-x y z+\cdots)=0
$$

summed for all the partitions, where in any partition, $x$ is the number of 1 's, $y$ the number of 2 's, etc.

Von Wasserschleben ${ }^{81}$ expressed $60 k$ as a sum of four numbers each a prime or product of two equal or distinct primes, for $k=1, \cdots, 16$.

* L. Jelinek ${ }^{82}$ treated a kind of partitions.

[^82]* V. Bouniakowsky ${ }^{83}$ treated partitions.
J. W. L. Glaisher ${ }^{84}$ considered the number $P(a, \cdots, q) x$ of ways of forming $x$ by addition of the elements $a, \cdots, q$, repetitions allowed, and proved that
$P(1,3,5, \cdots)(2 x)=1+P(1,2)(x-1)+P(1,2,3,4)(x-2)+\cdots$

$$
+P(1,2, \cdots, 2 x-2) 1
$$

$P(1,3,5, \cdots)(2 x+1)=2+P(1,2,3)(x-1)$
$+P(1,2, \cdots, 5)(x-2)+\cdots+P(1,2, \cdots, 2 x-1) 1$,
$P(1,3,5, \cdots) x=P(1,2)(x-1)+P(1,2,3,4)(x-1-2-3)+\cdots$.
Glaisher ${ }^{85}$ formed the derivations of $a^{4}$ by the rule of L.F.A. Arbogast: ${ }^{85 a}$ $a^{4} ; a^{3} b ; a^{3} c, a^{2} b^{2} ; a^{3} d, a^{2} b c, a b^{3} ; \cdots$,
omitting coefficients. Each term corresponds to a partition of 4. Thus, if $a=1, b=2, \cdots, a^{3} b$ corresponds to the only partition 1112 of 5 into 4 parts $>0$. In general, from the derivations of $a^{n}$ we see that the number of terms of the $x$ th derivations of $a^{n}$ equals the number of partitions of $x$ into $n$ parts including zero, also equals the number of partitions of $x+n$ into $n$ parts $>0$, and finally equals $P(1, \cdots, n) x$.

Glaisher ${ }^{86}$ gave formulas for checking the tabulation of partitions. The summations extend over all the $N$ partitions of a given number $n$, while in any partition, $x$ is the number of 1 's, $y$ the number of 2 's, etc.
$\Sigma(1+x+x y+x y z+\cdots)=\Sigma 2^{r}, \quad \Sigma(x-2 x y+3 x y z-\cdots)=\tau(n)$, $\Sigma(1-2 y+3 y z-4 y z w+\cdots)=\tau(n+1)-\tau(n)$, $\Sigma\{x-1-(x-2) y+(x-3) y z-\cdots\}=N-1$,
where $r$ is the number of different elements in a partition, and $\tau(n)$ is the number of divisors of $n$. If $Q(a, b, \cdots) n$ is the number of partitions without repetitions of $n$ into the elements $a, b, \cdots$, and $S(1, \cdots, r) n$ the number of partitions of $n$ into $1, \cdots, r$ in which all but the highest $r$ appears at least once,

$$
2 Q(1,2, \cdots) n=1+S(1,2) n+S(1,2,3) n+\cdots
$$

$Q(1,3,5, \cdots) n-Q(1,3,5, \cdots)(n-4)$

$$
-Q(1,3,5, \cdots)(n-8)+Q(1,3,5, \cdots)(n-20)+\cdots=1 \text { or } 0
$$

according as $n$ is a triangular number or not. The excess of the number of partitions of $n$ into an even number of parts over an odd number of parts is $(-1)^{n} Q(1,3,5, \cdots) n$. A partition into $\alpha 1$ 's, $\beta$ 3's, $\gamma$ 5's, etc., is transformable into $\pi=\alpha+3 \beta+5 \gamma+\cdots$. Express $\alpha, \beta, \cdots$ in the binary scale: $\alpha=2^{a}+2^{a^{\prime}}+\cdots, \beta=2^{b}+\cdots$. In the new form of $\pi$ no two parts are equal. Hence a partition into odd parts is converted into a partition into distinct parts, and conversely.

[^83]P. Mansion ${ }^{87}$ noted that the $k$ th power of an integer $n$ is the sum of $n$ consecutive odd numbers (those nearest $n^{k-1}$ ), as $3^{4}=25+27+29$.
J. W. L. Glaisher ${ }^{88}$ stated that, if $C_{m}$ is the number of compositions of $N$ into $m$ triangular numbers, and $A$ is the sum of the reciprocals of those divisors of $N$ whose conjugates are odd, $B$ if even, then
$$
C_{1}-\frac{1}{2} C_{2}+\frac{1}{3} C_{3}-\cdots \pm \frac{1}{N} C_{N}=A-C
$$

Glaisher ${ }^{89}$ noted that, if $P(x)$ is the number of partitions of $x$ into 1,2 , $3, \cdots$, repetitions allowed, and $Q(x)$ is the number of partitions of $x$ into $1,3,5,7, \cdots$, repetitions excluded, then $Q(x)=\Sigma P\{(x-t) / 4\}$, summed for the triangular numbers $t<x$ such that $t \equiv x(\bmod 4)$.

Glaisher ${ }^{89 a}$ used an identity due to Jacobi, ${ }^{22 b}$ p. 185, to show that

$$
\begin{aligned}
P(x) & +2 P(x-1)+2 P(x-4)+2 P(x-9)+\cdots \\
& =Q(x)+Q(x-1)+Q(x-3)+\cdots+Q\left(x-\frac{1}{2} n(n+1)\right)+\cdots,
\end{aligned}
$$

if $P(x)$ is the number of partitions of $x$ into even elements without repetitions, and $Q(x)$ the number into odd elements without repetitions.
A. Cayley ${ }^{90}$ denoted by $u_{n}$ the number of partitions of $n$ with no part $<2$ and order attended to. Then $u_{2}=u_{3}=1, u_{n}=u_{n-1}+u_{n-2}$.
E. Laguerre ${ }^{91}$ started with Euler's result that the number $T(N)$ of sets of positive integral solutions of $a x+b y+\cdots=N$ is the coefficient of $\xi^{\pi}$ in

$$
F(\xi)=\frac{1}{\left(1-\xi^{a}\right)\left(1-\xi^{b}\right) \cdots}
$$

decomposed the latter into partial fractions, and called the result $\Phi(\xi)+\phi(\xi)$, where $\Phi(\xi)$ is the sum of the simple fractions whose denominator is a power higher than the first of one of the factors in the denominator of $F(\xi)$. Let $\theta(N)$ denote the coefficient of $\xi^{N}$ in the expansion of $\Phi(\xi)$. Then

$$
T(N)=\theta(N)
$$

with an error which is independent of $N$. For example, if $a x+b y=N$ and $a, b$ are relatively prime, $\theta(N)=(N+1) /(a b)$, so that $T(N)=N /(a b)$ approximately [Paoli117 of Ch . II], the error being $<1$. For

$$
a x+b y+c z=N
$$

the approximation is $N(N+a+b+c) /(2 a b c)$.
F. Faà di Bruno ${ }^{92}$ gave an exposition of Brioschi's ${ }^{47}$ work and noted that his linear equations (7) are of the same form as Newton's identities if the sign of $s_{i}$ be changed. Hence, by Waring's formula,

$$
C_{p}=\sum \frac{1}{\lambda_{1}!\cdots \lambda_{p}!}\left(\frac{s_{1}}{1}\right)^{\lambda_{1}} \cdots\left(\frac{s_{p}}{p}\right)^{\lambda_{p}}
$$

${ }^{88}$ Messenger Math., 5, 1876, 90. Cf. Frégier. ${ }^{22 a}$
${ }^{88}$ Ibid., 91.
${ }^{89}$ Ibid., 164-5.
${ }^{892}$ Math. Quest. Educ. Times, 24, 1876, 91.
${ }^{90}$ Messenger of Math., 5, 1876, 188; Coll. Math. Papers, X, 16.
${ }^{21}$ Bull. Math. Soc. France, 5, 1876-7, 76-8; Oeuvres, 1, 1898, 218-20.
${ }^{02}$ Théorie des formes binaires, 1876, 157; German transl. by T. Walter, 1881. 127.
summed for all solutions of $\lambda_{1}+2 \lambda_{2}+\cdots+p \lambda_{p}=p$. At the end of this § 12, he gave other expressions for $C_{p}$. He ${ }^{93}$ later transformed the above formula into

$$
\begin{aligned}
p!C_{p} & =\left[x^{p}\right]\left(\delta+\frac{s_{1}}{1} x+\frac{s_{2}}{2} x^{2}+\cdots+\frac{s_{p}}{p} x^{p}\right)^{p} \\
& =\left[x^{p}\right]\left\{\delta+\log \frac{\left(1-x^{n+1}\right) \cdots\left(1-x^{n+r}\right)}{(1-x) \cdots\left(1-x^{r}\right)}\right\}^{p},
\end{aligned}
$$

where $\left[x^{p}\right] \tau$ denotes the coefficient of $x^{p}$ in $\tau$, while, after the expansion, $\delta^{i}$ is to be replaced by $i$ !. Similarly, for the number $W_{p}$ of sets of positive integral solutions of $a_{1} x_{1}+\cdots+a_{n} x_{n}=p$,

$$
p!W_{p}=\left[x^{p}\right]\left\{\delta-\log \left(1-x^{a_{1}}\right) \cdots\left(1-x^{a_{n}}\right)\right\}^{p}
$$

which is much simpler to apply than Sylvester's ${ }^{43}$ formula. He stated (p. 1259) the generalization to two variables:

$$
\left[x^{p} y^{q}\right] \psi(x, y)=\frac{1}{p!q!}\left[x^{p} y^{q}\right]\left\{\delta+(\delta+\log \psi)^{p}\right\}^{q}
$$

F. Franklin ${ }^{94}$ proved that if, in all the partitions of $n$ which do not contain more than one element 1 , each partition containing 1 be counted as unity and each partition not containing 1 be counted as the number of different elements occurring in it, the sum of the numbers so obtained is the number of partitions of $n-1$. Application is made to the distribution of bonds between atoms.
A. Cayley ${ }^{95}$ noted that the partition $a b c \cdot$ def of 6 letters into 3 's contains 6 duads $a b, a c, b c, \cdots$, while the partition $a b \cdot c d \cdot e f$ into 2 's contains 3 duads. Hence if $\alpha$ partitions into 3 's and $\beta$ partitions into 2 's contain all 15 duads once and but once, $6 \alpha+3 \beta=15$. The solution $\alpha=1, \beta=3$, furnishes an answer of the partition problem: $a b c \cdot d e f, a d \cdot b e \cdot c f, a e \cdot b f \cdot c d$, af.bd.ce. Likewise for $\alpha=0, \beta=5$; but not $\alpha=2, \beta=1$. Similarly for 15 or 30 letters.
J. J. Sylvester ${ }^{96}$ considered the $e=(w ; i, j)$ partitions of $w$ into $j$ parts $0,1, \cdots, i$, the elements of a partition being arranged in non-increasing order, as $3,2,2$. Without computing $e$ and $f=(w-1 ; i, j)$ separately, we obtain $e-f=E-F$, by counting the $E$ partitions of $w$ in which the initial two parts are equal, and the $F$ partitions of $w-1$ in which one element is $i$. Also,

$$
e-f=-(w-i-1 ; i, j-1)+\sum_{q=0}^{i}(w-2 q ; q, j-2)
$$

F. Franklin ${ }^{97}$ proved this rule of Sylvester's by converting each partition into one consisting of $i$ of the numbers $0,1, \cdots, j$. Then $e-f=\epsilon-\phi$,

[^84]where $\epsilon$ is the number of partitions of $w$ not containing the element 1 , and $\phi$ is the number of partitions of $w-1$ not containing 0 .
N. Trudi ${ }^{98}$ gave an account of the early history of partitions, made extensive applications to isobaric functions, and finally enumerated the combinations of $n$ letters into $\alpha$ sets each of $p$ letters, $\beta$ sets of $q$ letters, etc., first when the $n$ letters are distinct and second for repeated letters.
C. M. Piuma ${ }^{99}$ treated the following problem: From an urn containing $B$ balls marked $1, \cdots, B$, three are drawn and the three numbers written on them are added; find the number of times the sum is $\leqq C$. To find the number $S_{H}$ of sets of solutions of $\phi+\psi+\chi=H$ with $0<\phi<\psi<\chi \leqq B$. First, let $C<B+4$. Then every solution satisfies the inequalities. Of the six cases $H=6 h+j(j=0, \cdots, 5)$, let $H=6 h+4$ and set $\psi-\phi=x$, $\chi-\phi=y$. Then $x+y=6 h-3 \phi+4,0<x<y$. If $\phi$ is even, $\phi=2 \alpha$, there are evidently $3 h-3 \alpha+1$ sets of solutions $x, y$, and $h$ is shown to be the largest $\alpha$ giving a solution. Thus there are
$$
\Sigma_{a=1}^{h}(3 h-3 \phi+1)=h(3 h-1) / 2
$$
sets $\phi, \psi, \chi$. For $\phi$ odd, we get $h(3 h+3) / 2$ sets. Adding, we get $S_{6 h+4}=h(3 h+1)$. Then $T_{C}=\Sigma_{H=6}^{C} S_{H}$ is found by treating six cases; for example, $T_{6 c}=c\left(12 c^{2}-15 c+5\right) i$. Finally, there is treated the case $C \geqq B+4$.
P. Boschi ${ }^{100}$ treated partitions into $s$ parts from 1, $\cdots, n$. Let
\[

$$
\begin{aligned}
& S_{1, r}=x^{r}+x^{r+1}+\cdots+x^{n} \\
& S_{2, r}=x^{r} S_{1, r+1}+x^{r+1} S_{1, r+2}+\cdots+x^{n-1} S_{1, n} \\
& S_{3, r}=x^{r} S_{2, r+1}+x^{r+1} S_{2, r+2}+\cdots+x^{n-2} S_{2, n-1}
\end{aligned}
$$
\]

Expand and collect the terms of $S_{u, r}$; the coefficient of $x^{P}$ is the number of ways $P$ is a sum of distinct numbers chosen from $r, r+1, \cdots, n$. It is proved by induction that
$S_{u, r}=x^{(2 r+u-1) u / 2} T_{u, r}, \quad T_{u, r} \equiv \frac{\left(1-x^{n-r+1}\right)\left(1-x^{n-T}\right) \cdots\left(1-x^{n-r-u+2}\right)}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{u}\right)}$.
Thus the coefficient of $x^{P}$ in $S_{u, 1}=x^{(u+1) u / 2} T_{u, 1}$ is the number of ways $P$ is a sum of $s$ different terms of $1, \cdots, n$. For $u=2$,

$$
T_{2,1}=A_{0}+A_{1} x+\cdots+A_{2 m-4} x^{2 n-4}
$$

where $A_{8}$ is the number of ways $s+3$ is a sum of two numbers of $1, \cdots, n$. Then $A_{r}=A_{2 n-r-4}$,

$$
\begin{aligned}
& A_{r}=\frac{1}{4}\left\{2 r+3+(-1)^{r}\right\} \text { if } 2 \leqq r \leqq n-2 ; \\
& A_{r}=n-2+r+\frac{1}{4}\left\{2 r+3+(-1)^{r}\right\} \text { if } n-2<r \leqq 2 n-4 .
\end{aligned}
$$

[^85]Let $U_{r}$ be the number of pairs from $1, \cdots, n$ whose sums are $\leqq r$. Then

$$
\begin{aligned}
& U_{r}=\sum_{s=0}^{r-3} A_{s} ; \\
& U_{r}=\frac{1}{4}\left\{r(r-2)+\frac{1}{2}\left[1-(-1)^{r}\right]\right\}, \quad 3 \leqq r \leqq n+1 ; \\
& U_{r}=\frac{1}{2} n(n-1)-U_{2 n-r+1}, \quad n+1<r \leqq 2 n-1 .
\end{aligned}
$$

Similar applications are made to the cases $u=3, u=4$.
J. W. L. Glaisher ${ }^{101}$ noted that, if $P(u)$ is the number of partitions of $u$ into the elements $1, \cdots, n$, each partition containing exactly $r$ parts, order attended to and repetitions not excluded, then

$$
\begin{aligned}
& P(r+k)+P(r+n+k)+P(r+2 n+k)+\cdots=n^{r-1} \\
&(k=0,1, \cdots, n-1) .
\end{aligned}
$$

E. A. A. David ${ }^{102}$ noted that Arbogast's ${ }^{\text {s5a }}$ law of derivatives gives

$$
\begin{aligned}
& \frac{a_{1}^{n}}{n!}+\frac{a_{1}^{n-2} a_{2}}{(n-2)!}+\frac{a_{1}^{n-3} a_{3}}{(n-3)!}+\frac{a_{1}^{n-4}\left(a_{4}+a_{2}^{2} / 2\right)}{(n-4)!} \\
& \quad \quad+\frac{a_{1}^{n-5}\left(a_{2} a_{3}+a_{5}\right)}{(n-5)!}+\cdots=\Sigma \frac{a_{1}^{p_{1}}}{p_{1}!} \frac{a_{2}^{p_{2}}}{p_{2}!} \cdots,
\end{aligned}
$$

summed for all sets of positive integral solutions of

$$
p_{1}+2 p_{2}+3 p_{3}+\cdots=n .
$$

The latter sets are all given by the exponents of the terms in the left member.
A. Cayley ${ }^{103}$ tabulated all partitions of $1, \cdots, 18$, where in each partition $1,2, \cdots$ are designated by $a, b, \cdots$, so as to give the literal terms in the coefficients of any covariant of a binary quantic.
G. B. Marsano ${ }^{104}$ treated the number of combinations 2 or 3 at a time of $1,2, \cdots, m$ to give a sum $\leqq C$. Simpler and more general results were given by Gigli. ${ }^{181}$
F. Franklin ${ }^{105}$ proved Euler's formula (3). The coefficient of $x^{20}$ in the left member is evidently the excess $E$ of the number of partitions of $w$ into an even number of distinct parts over that into an odd number of parts. To find $E$, write $\{a\}$ for a number $\geqq a$, and let the parts of each partition be in ascending order. Consider a partition with $r$ parts, the first being 1 ; deleting 1 and adding 1 to the final part, we get a partition into $r-1$ parts, the first being $\{2\}$, and without two consecutive numbers at the end, and conversely. These two types of partitions do not affect the required $E$, one being of even order and one of odd order. Hence we need consider only partitions commencing with $\{2\}$ and ending with two consecutive numbers. Consider any one of these with $r$ parts, the first being 2 ; deleting 2 and adding 1 to each of the last two parts, we get a partition into $r-1$

[^86]parts, the first one being $\{3\}$ and without three consecutive numbers at the end. We may suppress these partitions. In general, consider a partition commencing with $\{n\}$ and ending with $n$ consecutive numbers. If the first term is $n$, efface it and add 1 to each of the last $n$ numbers, which can be done unless the number of parts is $\leqq n$, whence $w=n(3 n-1) / 2$. If the first term is $n+1$ and if the last $n+1$ terms are not consecutive, reduce by 1 each of the last $n$ and place $n$ before the first part, which can be done unless the number of parts is $n$, whence $w=n(3 n+1) / 2$. Hence $E=0$ unless $w=n(3 n \pm 1) / 2$, and in that case $E=1$, there remaining a single partition into $n$ parts. For an exposition of this proof, with illustrative graphs, see E. Netto, Lehrbuch der Combinatorik, 1901, 165-7.
A. Capelli ${ }^{106}$ considered a matrix ( $\alpha_{i j}$ ) of $n^{2}$ integers $\geqq 0$ such that the sum of the numbers in each row or column is always $m$ :
$$
\alpha_{i 1}+\alpha_{i 2}+\cdots+\alpha_{i n}=\alpha_{1 j}+\alpha_{2 j}+\cdots+\alpha_{n j}=m
$$

The number of these matrices equals the number of linearly independent forms derived from the general form in $n$ sets of variables, homogeneous and of degree $m$ in each set of variables, by means of the operation $\Sigma \eta_{i} \partial / \partial \xi_{i}$, where the $\xi$ and $\eta$ are two of the $n$ sets.

Several ${ }^{106 a}$ found the number of ways 34 is a sum of four distinct positive integers.
J. J. Sylvester ${ }^{107}$ gave an exposition of the theory previously only sketched by him. ${ }^{43}$ Employing Cauchy's term residue to denote the coefficient of $1 / x$ in the expansion of a function of $x$ in ascending powers of $x$, he considered any proper rational function $F(x)$, so that the degree of the numerator is less than that of the denominator. Then we may write

$$
F(x)=\sum_{\lambda \equiv 1} \sum_{v=1}^{j} \frac{c_{\lambda, \mu}}{\left(a_{\mu}-x\right)^{\lambda}}+\sum_{\lambda} \frac{\gamma_{\lambda}}{x^{\lambda}} .
$$

The residue of $\sum_{v=1}^{\nu=j} F\left(a_{2} e^{x}\right)$ is easily seen to be the constant term of $-F(x)$. Hence if $x^{-n} f(x)$ is a proper rational function, the coefficient of $x^{n}$ in the rational function $f(x)$ is the residue of $\Sigma r^{-n} e^{n x} f\left(r e^{-x}\right)$, summed for each value $r \neq 0$ of $x$ making $f(x)$ infinite [as the $a$ 's for $F(x)$ ]. The " denumerant to the equation $a x+\cdots+l t=n$," denoted by

$$
\frac{n}{a, b, \cdots, l,}
$$

is the number of sets of integral solutions $\geqq 0$ of the equation, and equals the coefficient of $x^{n}$ in the expansion of

$$
F(x)=\left(1-x^{a}\right)^{-1} \cdots\left(1-x^{l}\right)^{-1}
$$

Let $\delta_{1}=1, \delta_{2}, \cdots, \delta_{\mu}$ be the integers dividing one or more of the numbers

[^87]$a, \cdots, l$. The denumerant thus equals $\sum_{i=1}^{i=\mu} W_{i}$, where the wave $W_{i}$ is the residue of
$$
\Sigma r_{q}^{-n} e^{n x} F\left(r_{q} e^{-x}\right)=\Sigma r_{q}^{n} e^{n x} F\left(r_{q}^{-1} e^{-x}\right)
$$
summed for the primitive $\delta_{i}$-th roots $r_{q}$ of unity (or for their reciprocals). Now make the important substitution $\nu=n+(a+\cdots+l) / 2$. Then
$$
W_{i}=\text { residue of } \Sigma r_{q}^{\nu} e^{\nu x} / \Pi\left(r_{q}^{a / 2} e^{a x / 2}-r_{q}^{-(a / 2)} e^{-(a x / 2)}\right),
$$
the product extended over the similar terms in $a, b, \cdots, l$. Expanding the summands into power series, we see that each wave and hence the denumerant is a sum of products of polynomials in $\nu$ each multiplied by a quantity $c \Sigma\left(r^{\nu+\delta} \pm r^{\nu-\delta}\right)$, where $\delta$ is one-half of the number $\phi(i)$ of integers $<i$ and prime to $i$ (since $W_{i}$ becomes $\pm W_{i}$ when $\nu$ is changed in sign). Give to each such term of the denumerant an undetermined coefficient, as
$$
\frac{n}{1,2,3,}=A \nu^{2}+B+(-1)^{\nu} C+D \Sigma\left(r^{\nu+1}+r^{\nu-1}\right), \quad r^{2}+r+1=0
$$

Write $s=a+\cdots+l(s=6$ in this case). It is shown that the denumerant is zero for all values of $\nu$ from 0 to $\frac{1}{2} s-1$ inclusive if $s$ be even, and for all values from $\frac{1}{2}$ to $\frac{1}{2} s-1$ inclusive if $s$ be odd. This fact serves to determine uniquely the ratios of undetermined coefficients. For example, in the above case, $\nu=0,1,2$, and

$$
B+C-2 D=0, \quad A+B-C+D=0, \quad 4 A+B+C+D=0
$$

whence $A=6 \sigma, B=-7 \sigma, C=-9 \sigma, D=-8 \sigma$. The value $9 A+B$ $-C-2 D$ for $\nu=3$ must be unity. Hence $\sigma=1 / 72$. Since $\nu=n+3$, the result agrees with that given by De Morgan. ${ }^{28}$ The case of the elements $1,2,3,4$ is treated similarly. The wave $W_{1}$ is discussed in detail. Application is made to the number of sets of solutions of

$$
a_{1} x_{1}+\cdots+a_{i} x_{i}<\mu a_{1} \cdots a_{i},
$$

where $a_{1}, \cdots, a_{i}$ are relatively prime in pairs. For $i=2$, the number is $\left(a_{1} a_{2}-a_{1}-a_{2}-1\right) / 2$.

Sylvester ${ }^{108}$ noted that there is a one to one correspondence between the indefinite partitions of $n$ with parts in ascending order and the series $0, \cdots, n$ such that each term is not greater than the mean between its antecedent and consequent.

If $a$ and $b$ are incommensurable, integers $x, y$ can be found such that $a x+b y+c$ is indefinitely small. If it be impossible to find integers $\lambda, \mu, \nu$ such that

$$
\lambda(b \gamma-c \alpha)+\mu(c \alpha-a \gamma)+\nu(a \gamma-b \alpha)=0
$$

$a x+b y+c z+d$ and $\alpha x+\beta y+\gamma z+\delta$ may simultaneously be made arbitrarily small by choice of integers $x, y, z$. Cf. Jacobi ${ }^{256}$ of Ch. II.
0. H. Mitchell109 wrote ( $w ; i, j$ ) for the number of partitions of $w$ into $j$ or fewer parts each $\leqq i$. Let $\phi_{j}(w)$ be the largest integer $\leqq(j-1) w / j$. Then

$$
(w ; i, j)=\sum_{x=w-i}^{\phi,(w)}(x ; w-x, j-1) .
$$

By suceessive applications of this formula, $j$ can be reduced to unity. Hence
where the final $\Sigma(1)$ denotes $1+\phi_{2}\left(x_{j-2}\right)-\left(2 x_{j-2}-x_{j-3}\right)$, i. e., as many units as values of the summation index. There is given the long expression equivalent to the last two signs of summation. This is said to furnish a proof of the final result by Sylvester. ${ }^{96}$
G. S. Ely ${ }^{10}$ noted that Euler' ${ }^{13}$ table of partitions

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 |  |  |  |  |  |  |
| 2 | 1 | 1 | 2 | 2 | 3 | 3 | 4 |
| 3 | 1 | 1 | 2 | 3 | 4 | 5 | 7 |

may be constructed by use of columns instead of rows: To get the $i$ th element in the $j$ th column, add to the $(i-1)$ th element in the $j$ th column the $i$ th element in the $(j-i)$ th column. Euler had noted that the number ( $w ; w, j$ ) of partitions of $w$ into $j$ or fewer parts is given by the number in line $j$ and column $w$. The number ( $w ; i, j$ ) of partitions of $w$ into $j$ parts $\leqq \imath$ can be found from this table when the greater of $i$ and $j$ is $\geqq(w-4) / 2$ by the following rule: Since $(w ; i, j)=(w ; j, i)$, let $i \geqq j$. Then to get ( $w ; i, j$ ) subtract from the tabulated value of ( $w ; w, j$ ) the sum of the first $w-i$ elements in the $(j-1)$ th row and add to the result 0,1 or 2 , according as $i \geqq(w-2) / 2,=(w-3) / 2$ or $=(w-4) / 2$. Next, the number of expressions $(w ; i, j)$ is

$$
N=\frac{w^{2}-2 w+t}{2}-\sum_{n=2}^{\infty}\left[\frac{w-n^{2}-n-1}{n+1}\right]
$$

where $t=6$ if $w$ is even, $t=5$ if $w$ is odd. Let $s=24$ or 27 in the respective cases. Then

$$
\begin{gathered}
\sum_{v=1}^{n} N=\frac{2 n^{3}-3 n^{2}+28 n-s}{12}-\frac{1}{2} \sum_{i=3}^{\infty}\left\{i a_{i}\left(a_{i}-1\right)+2 a_{i}\left(n-i\left[\frac{n-1}{i}\right]\right)\right\} \\
a_{i} \equiv\left[\frac{n-i^{2}+i-1}{i}\right]
\end{gathered}
$$

W. P. Durfee ${ }^{1 \mathrm{LI}}$ defined a self-opposite or self-conjugate partition to be one such that, if exhibited as an array of units (an element $n$ being repre-
${ }^{209}$ Johns Hopkins Univ. Circ., 1, 1882, 210.
${ }^{210} 1$ Ibid., 211 (in full).
II Ibid., 2, Dec., 1882, 23 (in full).
sented by $n$ units in a row), the sums of the columns reproduce the original partition. Thus 4321 is a self-conjugate partition of 10 . Evidently

| 1 1 1 1 | 4 |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 |  | 3 |
| 1 | 1 |  |  | 2 |
| 1 |  |  |  | 1 |
| 4 | 3 | 2 | 1 |  |

every such array contains a central square of $q^{2}$ units ( 4 in the diagram), where $q$ is odd or even, according as the partitioned number $n$ is odd or even, since of the $n-q^{2}$ units outside the square half are at the right and half below the square. The partition remains self-conjugate under any rearrangement of the $\left(n-q^{2}\right) / 2$ units to the right, provided those below be arranged symmetrically. The number $\left\{\frac{1}{2}\left(n-q^{2}\right) ; q\right\}$ of such rearrangements is the number of ways of dividing $\frac{1}{2}\left(n-q^{2}\right)$ into $q$ or fewer parts. In the above diagram we may replace the double row of three dots to the right of the square by a single row of three dots and derive the only other self-conjugate partition of 10 . In general, the number of self-conjugate partitions of $n$ is $\Sigma\left\{\frac{1}{2}\left(n-q^{2}\right) ; q\right\}$, summed for all odd or all even integers $q<\sqrt{n}$, according as $n$ is odd or even.
J. J. Sylvester ${ }^{112}$ noted that Durfee's ${ }^{111}$ theorem may be expressed in the following form: The number of self-conjugate partitions of $n$ (or of symmetrical partition graphs for $n$ ) is the coefficient of $x^{n}$ in

$$
1+\cdots+\frac{x^{12}}{\left(1-x^{2}\right)\left(1-x^{4}\right) \cdots\left(1-x^{2 i}\right)}+\cdots=(1+x)\left(1+x^{3}\right)\left(1+x^{5}\right) \cdots
$$

and hence is the number of partitions of $n$ into unrepeated odd integers. He gave a modification of Franklin's ${ }^{105}$ proof of (3).

Sylvester ${ }^{113}$ proved Brioschi's ${ }^{47}$ formula $Z=\Sigma \psi(r) z^{r}$.
Sylvester ${ }^{14}$ proved by use of the binary scale Euler's theorem that the number of partitions of $n$ into odd parts equals the number of its partitions into distinct parts [Glaisher ${ }^{86}$ ]. Of graphical methods in partitions, he called Ferrers ${ }^{35}$ method transversion and Durfee's ${ }^{111}$ method apocopation. He gave a graphical proof of Euler's (3).
F. Franklin ${ }^{115}$ noted that, since the number ( $w ; i, j$ ) of ways $w$ can be partitioned into $i$ or fewer parts $\leqq j$ is the coefficient of $a^{j} x^{10}$ in the development of the reciprocal of $(1-a)(1-a x) \cdots\left(1-a x^{2}\right)$, the coefficient of $a^{j}$ in its development in ascending powers of $a$ is the generating function $F$ in which the coefficient of $x^{w}$ is ( $w ; i, j$ ). To obtain $F$ directly, note that the number of ways of forming $w$ with $i$ or fewer parts of which at least one is a number $>j$, say $j+k$, equals the number of ways of forming $w-(j+k)$ with $i-1$ or fewer parts; the number of partitions in which

[^88]at least two of the parts are $>j$, say $j+k, j+k^{\prime}$, equals the number of partitions of $w-(j+k)-\left(j+k^{\prime}\right)$ into $i-2$ parts; etc. Hence
\[

$$
\begin{aligned}
& F= \frac{1}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{i}\right)}-\frac{x^{j+1}+x^{j+2}+\cdots}{(1-x) \cdots\left(1-x^{i-1}\right)} \\
& \quad+\frac{x^{j+1}\left(x^{j+2}+x^{j+3}+\cdots\right)+x^{j+2}\left(x^{j+3}+\cdots\right)+\cdots}{(1-x) \cdots\left(1-x^{i-2}\right)} \\
& \quad-\frac{x^{j+1} x^{j+2}\left(x^{j+3}+\cdots\right)+x^{j+2} x^{j+3}\left(x^{j+4}+\cdots\right)+\cdots}{(1-x) \cdots\left(1-x^{i-3}\right)}+\cdots \\
&= \frac{1}{(1-x) \cdots\left(1-x^{i}\right)}\left\{1-\left(1-x^{i}\right) \Sigma_{1}\left(x^{j+1}, x^{j+2}, \cdots\right)\right. \\
&\left.\quad+\left(1-x^{i-1}\right)\left(1-x^{i}\right) \Sigma_{2}\left(x^{j+1}, \cdots\right)-\cdots\right\},
\end{aligned}
$$
\]

where $\Sigma_{m}\left(x^{j+1}, \cdots\right)$ is the sum of the $m$-ary combinations of $x^{j+1}, x^{j+2}, \cdots$. By induction,

$$
\left(1-x^{i}\right) \cdots\left(1-x^{i-m+1}\right) \Sigma_{m}\left(x^{j+1}, \cdots\right)=\Sigma_{m}\left(x^{j+1}, \cdots, x^{j+i}\right) .
$$

Hence

$$
F=\frac{\left(1-x^{j+1}\right)\left(1-x^{j+2}\right) \cdots\left(1-x^{j+i}\right)}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{i}\right)} .
$$

Euler's theorem that a number can be partitioned into odd parts as often as into any distinct parts is proved constructively and extended. The number of ways of forming $w$ additively with an indefinite number of parts not divisible by $k$ and with $m$ distinct parts (each repeated indefinitely) divisible by $k$ is equal to the number of ways of forming $w$ with an indefinite number of parts each occurring fewer than $k$ times and with $m$ distinct parts each occurring $k$ or more times. The proof is made for $k=10$, though the argument is general. First, let $m=0$. Consider any partition consisting only of parts not divisible by 10 and let the number of times any such part $\lambda$ occurs be written in the decimal notation, say $\cdots c b a$; then if in place of $\cdots c b a$ times $\lambda$ we write $a$ times $\lambda, b$ times $10 \lambda, c$ times $100 \lambda, \cdots$, we get a partition in which no part occurs as many as 10 times, and the correspondence is 1 to 1 , so that the theorem is proved if $m=0$. Next, if along with the non-tenfold parts we introduce $m$ distinct parts each divisible by 10 and at the same time introduce in the corresponding partition of the other set 10 times these same parts, each divided by 10, the partitions of the second set will contain $m$ parts occurring 10 or more times, while the 1 to 1 correspondence will not be disturbed.
A. Cayley ${ }^{116}$ remarked that Franklin's ${ }^{105}$ theory does more than group the partitions into pairs. In addition to the existing division $E+O$ of the partitions into even and odd, it establishes a new division $I+D$ of the same partitions into increasible and decreasible. There is thus a fourfold division $E I, O I, E D, O D$. For instance, if $N=10$, the arrangement is

$$
\frac{E I: 8+2,7+3,6+4}{E D: 9+1,4+3+2+1} \left\lvert\, \frac{O I: 10,5+3+2}{O D: 7+2+1,6+3+1,5+4+1}\right.
$$

where the $E I$ and $O D$, each taken in order, pair with each other, and similarly for the $O I$ and $E D$. Of course for the exceptional numbers 1, 2, 5, $7,12, \cdots$, there is just one partition which is neither $I$ nor $D$, and, according as it is $O$ or $E$, we have in the product a coefficient -1 or +1 .
J. J. Sylvester ${ }^{117}$ called a partition regularized if its parts be written in their order of magnitude, represented each part $p$ by $p$ points (nodes) in a horizontal line, and noted that the conjugate partition is obtained by counting the nodes by columns [Ferrers ${ }^{35}$ ]. There is given (pp. 4-7) a method due to Franklin to construct the partitions which are to be eliminated from the indefinite partitions of $n$ into $j$ parts, including zero, so as to obtain the partitions of $n$ into $j$ parts $\leqq i$, and hence to obtain the generating function enumerating the latter partitions; also (pp. 18-21) his constructive proof for the generating functions for partitions into repeated or unrepeated parts limited in number and magnitude. Sylvester (p. 7) gave his own construction of partitions of $n$ into $j$ parts chosen from $0,1, \cdots, i$ by employing a square matrix $M_{1}$ of order $j$ in which the diagonal elements are all $i+1$, the elements below the diagonal are all unity and those above the diagonal all zero. For $1 \leqq q \leqq j$, let $M_{q}$ be the matrix whose $\binom{j}{q}$ rows are obtained by adding the rows of $M_{1}$ in sets of $q$. Denote the $r$ th row of $M_{q}$ by ( $r, q$ ) and the sum of its elements by $[r, q]$. To each regularized partition of $n-[r, q]$ into $j$ parts $\geqq 0$, add $(r, q)$ term to term. The partitions of $n$ into $j$ parts so obtained from $M_{q}$ for all values of $r$ are said to form the system $P_{q}$. If $P$ is the system of all partitions of $n$ into $j$ parts, the complete system of partitions of $n$ into $j$ parts $\leqq i$ is

$$
S=P-P_{1}+P_{2}-\cdots+(-1)^{j} P_{j}
$$

where the minus sign denotes cancellation, and the system may involve duplicates as well as non-regularized partitions. It remained to prove that a partition of $n$, in which the number $\mu$ of different parts is $>i$, occurs $\binom{\mu}{q}$ times in $P_{q}$ and hence $(1-1)^{\mu}$ times in $S$; this was proved later by M. Jenkins. ${ }^{118}$ Hence the number of partitions of $n$ into $j$ parts $\leqq i$ is the coefficient of $x^{n}$ in

$$
\left(1-x^{i+1}\right)\left(1-x^{i+2}\right) \cdots\left(1-x^{i+j}\right) /\left\{(1-x) \cdots\left(1-x^{j}\right)\right\} .
$$

Any integer $N$ can be expressed (p. 15) as a sum of consecutive integers in as many ways as $N$ has odd factors; Sylvester ${ }^{119}$ also stated this elsewhere. Cf. Barbette, ${ }^{201}$ Agronomov, ${ }^{204}$ and Mason. ${ }^{207}$

The subsequent topics treated are: generating functions, correspondence (p. 24, p. 38) between partitions into odd parts and partitions into distinct parts, ${ }^{119 a}$ and graphical conversion of continued products into series. Then he noted ( $p .60$ ) that if in Jacobi's ${ }^{30}$ formula we use the lower signs and take

[^89]$n=\frac{1}{2}, m=\frac{1}{2}+\epsilon$, where $\epsilon$ is infinitesimal, we get
$$
\left\{(1-q)\left(1-q^{2}\right)\left(1-q^{3}\right) \cdots\right\}^{3}=1-3 q+5 q^{3}-\cdots+(-1)^{n}(2 n+1) q^{n(n+1) / 2}+\cdots,
$$
a result due to Jacobi ${ }^{10}$ of Ch. X in Vol. I of this History. Sylvester wrote Jacobi's initial formula in an equivalent form by setting $n-m=a$, $n+m=b$, and discussed at length (here and elsewhere ${ }^{120}$ ) the new formula from the standpoint of arrangements of three kinds of elements. He noted (p. 53, p. 70) that Euler's formula (3) is the special case $a=-1$ of
\[

$$
\begin{aligned}
&(1+a x)\left(1+a x^{2}\right)\left(1+a x^{3}\right) \cdots=1+\frac{1+a x^{2}}{1-x} x a+\cdots \\
&+\frac{(1+a x) \cdots\left(1+a x^{j-1}\right)}{(1-x) \cdots\left(1-x^{j-1}\right)} \cdot \frac{\left(1+a x^{2 j}\right)}{1-x^{j}} x^{\frac{3 j^{2}-j}{2}} a^{j}+\cdots
\end{aligned}
$$
\]

which was given elsewhere by Sylvester ${ }^{121}$ and proved also by Cayley. ${ }^{122}$
Chr. Zeller ${ }^{123}$ stated Euler's ${ }^{13}$ recursion formula for $P(n)$ and expressed the number $\sigma(n)$ of divisors of $n$ in terms of the $P(j), j<n$. [See Vol. I of this History, p. 290, Catalan, ${ }^{42}$ p. 292, p. 312, Glaisher, ${ }^{55,114}$ p. 303, Stern. ${ }^{85}$
E. Cesàro ${ }^{124}$ noted that $a_{1} x_{1}+\cdots+a_{k} x_{k}=n$ has $n^{k-1} /\left\{a_{1} \cdots a_{k}(k-1)!\right\}$ sets of positive integral solutions, in mean.
J. W. L. Glaisher ${ }^{125}$ noted that Euler's theorem that there are as many partitions without repetitions as into odd parts follows from the case $r=2$ of the fact that the number of partitions of $n$, in each of which a part occurs at least $r$ times, equals the number of partitions of $n$ in each of which either $r$ or a multiple of $r$ occurs. In the proof, a repeated term is replaced by its expression to base $r$ (Glaisher ${ }^{88}$ ). If $P(n)$ is the total number of partitions of $n$, and $Q_{r}(n)$ is the number of partitions of $n$ in which no part occurs more than $r$ times,

$$
\begin{aligned}
& P(n)-P(n-r)-P(n-2 r)+P(n-5 r)+P(n-7 r)-\cdots=Q_{r-1}(n) \\
& Q_{r}(n)-Q_{r}(n-1)-Q_{r}(n-2)+Q_{r}(n-5)+Q_{r}(n-7)-\cdots=0 \text { or }(-1)^{m}
\end{aligned}
$$

according as $n$ is or is not of the form $\left(3 m^{2} \pm m\right)(r+1) / 2$, and

$$
P(0)=Q_{r}(0)=1
$$

Write $Q=Q_{1}$. There are given recursion formulas for $Q$, and

$$
Q(2 m)=P(n)+P(n-3)+P(n-5)+P(n-14)+\cdots
$$

involving halves of triangular numbers; similarly for $Q(2 m+1)$.
M. A. Stern ${ }^{126}$ proved that the number of variations [with attention to the arrangement of the parts] with the sum $n$ formed from two elements 1 and $m$ equals the number of variations with the sum $n+m$ formed from all elements $\geqq m$. This is the analogue of Euler's ${ }^{9}$ second theorem.

[^90]G. S. Ely ${ }^{127}$ noted that the partitions of $n+1$ can be derived from those of $n$ by adding unity to each of the parts in turn or adding a new part unity. Hence every partition of $n$ into parts of which $\nu$ are distinct gives $\nu+1$ partitions of $n+1$. If the total number of partitions of $n$ be of parity opposite to that of the number of partitions of $n+1$, there has been a gain in the self-conjugate partitions of $n+1$ over those of $n$, if $n>1$.
A. Cayley ${ }^{127 a}$ wrote the article on partitions in the Encyclopaedia Britannica. The article on combinatory analysis was by P. A. MacMahon. ${ }^{1276}$
G. S. Ely ${ }^{128}$ called a compound ${ }^{54}$ partition of $N$,
$$
a_{1} a_{2} \cdots a_{a}\left|b_{1} \cdots b_{\beta}\right| \cdots \mid e_{1} \cdots e_{\epsilon}
$$
regular if $a_{i} \geqq b_{i} \geqq \cdots \geqq e_{i}$ for every $i$. A graph is obtained by representing each portion by an array of points in a plane and superimposing the planes in order. Thus any compound partition may be read in six ways. If ( $w ; n ; i, j$ ) is the number of regular compound partitions of $w$, the number of portions being $\leqq n$, and each portion being partitioned into $i$ or fewer parts $\leqq j$, the symbol is unaltered by any of the six rearrangements of $n, i, j$.
G. Chrystal ${ }^{129}$ gave a recursion formula which may be used to form mechanically a double entry table for the number ${ }_{n} P_{r}$ of partitions of $r$ obtained from 2, $3, \cdots, n$. Since
\[

$$
\begin{aligned}
\frac{1}{\left(1-x^{2}\right)\left(1-x^{3}\right) \cdots\left(1-x^{n}\right)}=\prod_{i=1}^{n}(1+ & \left.x^{i}+x^{2 i}+\cdots\right) \\
& =1+{ }_{n} P_{1} x+\cdots+{ }_{n} P_{r} x^{r}+\cdots
\end{aligned}
$$
\]

we see by changing $n$ to $n+1$ that

$$
\left(1-x^{n+1}\right)\left(1+{ }_{n+1} P_{1} x+{ }_{n+1} P_{2} x^{2}+\cdots\right)=1+{ }_{n} P_{1} x+\cdots,
$$

whence

$$
\begin{gathered}
{ }_{n+1} P_{s}={ }_{n} P_{s}(s=1, \cdots, n), \quad{ }_{n+1}\left(P_{n+1}={ }_{n} P_{n+1}+1,\right. \\
{ }_{n+1} P_{n+r}={ }_{n} P_{n+r}+{ }_{n} P_{n-r+1} \quad(r \geqq 2) .
\end{gathered}
$$

He noted that Tait ${ }^{138}$ had recently communicated similar results.
J. J. Sylvester stated and W. J. C. Sharp ${ }^{129 a}$ proved the double theorem that, if $\nu$ [and $\nu_{j}$ ] is the number of ways $n$ is a sum of $i$ distinct positive integers [and $\leqq j$ ], then

$$
\Sigma x^{n}=\left(1-\dot{x}^{j}\right)\left(1-x^{j-1}\right) \cdots\left(1-x^{j-i+1}\right) \Sigma \nu x^{n}
$$

M. Jenkins ${ }^{129 b}$ evaluated the number of partitions of $n$ into three parts.
A. Cayley ${ }^{130}$ employed non-unitary partitions (into parts $>1$ ) and gave the developments up to $x^{100}$ of the reciprocals of (2), (2)(3), $\cdots,(2) \cdots(6)$,

[^91]where $(k)=1-x^{k}$, for application to seminvariants.
M. Jenkins ${ }^{131}$ gave a method to examine bends of a graph of a partition without actually constructing the graphs (cf. Sylvester ${ }^{117}$ ), and discussed the addition of two regularized graphs, row to row, in order.
J. B. Pomey ${ }^{132}$ wrote $A_{n}^{m}$ for the number of sets of values $\lambda_{i}=0$ or 1 satisfying $\lambda_{1}+2 \lambda_{2}+\cdots+m \lambda_{m}=n$. Then
$$
f(x) \equiv(1+x)\left(1+x^{2}\right) \cdots\left(1+x^{m}\right)=\sum_{i=0}^{\mu} A_{i}^{m} x^{i}, \quad \mu=m(m+1) / 2
$$

It follows readily that

$$
\begin{aligned}
A_{n}^{m}=A_{\mu-n}^{m}, \quad A_{n}^{m}=A_{n}^{m-1}+A_{n-m}^{m-1}, \quad \sum_{i=0}^{\mu} i A_{i}^{m}=2^{m-1} \mu, \quad \sum_{i=0}^{\mu} A_{i}^{m}=2^{m}, \\
\frac{1}{f(x)}=\sum_{i=0}^{\infty} C_{i}^{m} x^{i}, \quad C_{i}^{m}=\Sigma(-1)^{\lambda_{1}+\ldots+\lambda_{m}},
\end{aligned}
$$

summed for all positive solutions of $\lambda_{1}+2 \lambda_{2}+\cdots+m \lambda_{m}=i$. Thus $C_{i}^{m}$ is the excess of the number of partitions into an even number of parts over that into an odd number. Also,

$$
\sum_{j=0}^{i} C_{j}^{m} A_{i-j}^{m}=0, \quad C_{i}^{n}+\sum_{j=1}^{n} C_{i-j}^{j}=0
$$

D. Bancroft ${ }^{133}$ considered the $(w ; i, j)$ partitions of $w$ into $j$ parts $\leqq i$. Then

$$
(w ; i, j)=(w-j ; i-1, j)+(w ; i, j-1)
$$

Taking $j=w-k$ and summing for $k=0, \cdots, k$, we get

$$
(w ; i, w)=(w ; i, w-k-1)+\sum_{x=0}^{k}(x ; i-1, w-x)
$$

Hence, if $k \leqq w / 2,(w ; i, w-k-1)$ is expressed in terms of $r_{j}=(r ; r, j)$. If $k=\frac{1}{2} w+a$, where $w$ is even and $0<a \leqq(w+4) / 6$,

$$
\begin{aligned}
& \left(w ; i, \frac{1}{2} w-a-1\right)=w_{i}-\sum_{x=0}^{k} x x_{i-1}+a\left(0_{i-2}+1_{i-2}\right) \\
& \quad+(a-1)\left(2_{i-2}+3_{i-2}\right)+\cdots+(2 a-2)_{i-2}+(2 a-1)_{i-2}
\end{aligned}
$$

This and a like formula irclude the rule by Ely. ${ }^{110}$
E. Catalan ${ }^{134}$ noted that, if $(N, p)$ is the number of partitions of $N$ into $p$ distinct parts, and $\tau(k)$ is the number of divisors of $k$,

$$
\begin{aligned}
(N, 1)- & 2(N, 2)+3(N, 3)-\cdots \\
& =\tau(N)-\tau(N-1)-\tau(N-2)+\tau(N-5)+\tau(N-7)-\cdots .
\end{aligned}
$$

${ }^{131}$ Amer. Jour. Math., 7, 1885, 74-81.
${ }_{122}$ Nouv. Ann. Math., (3), 4, 1885, 408-417.
${ }_{133}{ }^{133}$ Johns Hopkins Univ. Circ., 5, 1886, 64.
${ }^{14}$ Assoc. franç. av. sc., 15, 1886, I, 86.
E. Meissel ${ }^{135}$ gave the formulas of Weihrauch ${ }^{74}$ for $n=3,4,5$ and noted that a synthesis of these cases gives

$$
f_{n}(p P+m)-f_{n}(m)=\frac{1}{P} \frac{\partial f_{n+1}(p P+m)}{\partial p},
$$

provided the final term of the derivative be omitted.
P. A. MacMahon ${ }^{136}$ called a partition perfect if it contains one and only one partition of every lower integer; sub-perfect if, when each part is taken positive or negative (but not both), it is possible to compose every lower number in only one way. Thus, $3+1$ is sub-perfect since $2=3-1$, $3=3,4=3+1$. Any factorization

$$
\phi_{u, 1}=\phi_{l, \lambda} \phi_{m, \mu} \cdots, \quad \phi_{p, q} \equiv 1+x^{q}+x^{2 q}+\cdots+x^{p q},
$$

leads to the perfect partition $\left(\lambda^{l} \mu^{m} \cdots\right)$ of $u$; then
$u+1=(l+1)(m+1) \cdots, \quad u+1=(l+1) \lambda, \quad \lambda=(m+1) \mu$,
Formulas involving the number of partitions of $u$ are given. For subperfect partitions, use

$$
\psi_{p, q}=x^{-p q}-x^{-(p-1) q}+\cdots+x^{-q}+1+x^{q}+\cdots+x^{p q}
$$

instead of $\phi$, and divisors of $2 u+1$ instead of those of $u+1$.
E. Catalan ${ }^{137}$ noted that

$$
\begin{aligned}
\log \left(1+x+x^{2}+\cdots\right) & =-\log (1-x)=x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\cdots, \\
1+x+x^{2}+\cdots & =e^{x} e^{x^{3} / 2} e^{x^{3} / 3} \cdots
\end{aligned}
$$

Developing each exponential, we get Jacobi's result (Jour. für Math., 22, 1841, 372-4)

$$
\sum \frac{1}{2^{b} 3^{c} 4^{d} \cdots \Gamma(a+1) \Gamma(b+1) \Gamma(c+1) \cdots}=1,
$$

where the summation extends over all solutions $\geqq 0$ of

$$
a+2 b+3 c+\cdots=n .
$$

Since the denominator equals $1 \cdot 2 \cdots a \cdot 2 \cdot 4 \cdot 6 \cdots 2 b \cdot 3 \cdot 6 \cdots 3 c \cdots$, we see that if $n$ is partitioned in all ways into parts $\alpha, \beta, \gamma, \cdots$ belonging to progressions with the differences $1,2,3, \cdots$, the sum of the fractions $1 /(\alpha \beta \gamma \cdots)$ is unity.
W. J. C. Sharp stated and H. W. Lloyd Tanner ${ }^{137 /}$ proved that, if $P_{n}$ or $Q_{n}$ be the number of partitions of $n$ without or with repetitions, then

$$
Q_{n}=P_{n}+P_{n-2} Q_{1}+P_{n-1} Q_{2}+\cdots,
$$

125 Ulber die Anzahl der Darstellungen einer gegebenen Zahl $A$ durch die Form $A=\Sigma p_{n} x_{n}$, in welcher die $p$ gegebene, unter sich verschiedene Primzahlen sind, Progr. Kiel, 1886. His $f_{n-1}$ has been changed to $f_{n}$ to conform to Weihrauch's notation.
${ }^{188}$ Quar. Jour. Math., 21, 1886, 367-373.
${ }^{137}$ Mém. Soc. Roy. Sc. de Liège, (2), 13, 1886, 314-8 (= Mélanges Math. II).
${ }^{1272}$ Math. Quest. Educ. Times, 45, 1886, 123.
and two similar relations. There is a list of unsolved questions on partitions by Sylvester. ${ }^{137 b}$
P. G. Tait ${ }^{138}$ considered in connection with knots of order $n$ those partitions of $2 n$ with no part $>n$ and no part $<2$. After the largest part is removed, the numbers left form the partitions $p_{n}^{n}, p_{n+1}^{n-1}, \cdots, p_{2 n-2}^{2}$, where $p^{r}$ is the number of partitions of $s$ with no part $>r$ and none $<2$. If $r>s, p_{s}^{r}=p_{d}^{*}$. If $r<s$, the above argument shows that

$$
p_{s}^{r}=p_{s-r}^{r}+p_{s-r-1}^{r-1}+\cdots+p_{s-2}^{2} .
$$

There is a table of values of $p_{s}^{r}$ for $r \leqq 17, s \leqq 32$.
E. Pascal ${ }^{139}$ used $n$ numerical functions $f_{i}(x)$ which increase when $x$ increases. Let the difference of two values of $f_{1}$ for two successive integral values of $x_{1}$ be unity. If $x_{k-1}<x_{k}$ and

$$
f_{k}(x+1)-f_{k}(x)>f_{k-1}(x), \quad f_{k-1}\left(x_{k-1}\right)<f_{k}\left(x_{k}+1\right)-f_{k}\left(x_{k}\right),
$$

every number is expressible in the form $f_{1}\left(x_{1}\right)+\cdots+f_{n}\left(x_{n}\right)$ in one and but one way. As corollaries, every number $N$ can be expressed in one and but one way as a sum of $n$ decreasing binomial coefficients:

$$
N=\left(x_{1}\right)_{1}+\left(x_{2}\right)_{2}+\cdots+\left(x_{n}\right)_{n}, \quad x_{k}<x_{k+1}
$$

also as a sum of $n$ increasing binomial coefficients:

$$
N=[2]_{x_{1}}+[3]_{x_{2}}+\cdots+[n+1]_{x_{n}}, \quad x_{k}<x_{k+1}
$$

E. Sadun ${ }^{140}$ considered the number $s(n, r)$ of sets of integral solutions $\geqq 0$ of the pair of equations, in which $r \leqq n$,

$$
\lambda_{1}+\lambda_{2}+\cdots+\lambda_{n}=r, \quad \lambda_{1}+2 \lambda_{2}+\cdots+n \lambda_{n}=n
$$

Set $S(n)=s(n, 1)+\cdots+s(n, n)$. If $r \geqq[n / 2], S(n-r)=s(n, r)$. For $r \leqq n$, the pair of equations have as many solutions as the equation

$$
\alpha_{1}+2 \alpha_{2}+\cdots+r \alpha_{r}=n
$$

has integral solutions $\geqq 0$ with $\alpha_{r}>0$, or as the system

$$
\alpha_{1}+2 \alpha_{2}+\cdots+(r-1) \alpha_{r-1}=n-\operatorname{tr} \quad(t=1,2, \cdots,[n / r])
$$

has solutions. Hence we can compute $s(n, r)$. For $r=1$, the equation is $\alpha_{1}=n, \alpha_{1}>0$, whence $s(n, 1)=1$. For $r=2$, the system is

$$
\alpha_{1}=n-2, \quad \alpha_{1}=n-4, \quad \cdots, \quad \alpha_{1}=n-\left[\frac{n}{2}\right] \cdot 2
$$

whence $s(n, 2)=[n / 2]$. Finally, he identified $s(n, r)$ with a function connected with a linear differential equation of order $n$.
P. A. MacMahon ${ }^{141}$ employed symmetric functions as an instrument for the study of partitions and other problems of combinations. He considered $n$ objects specified by ( $p q r \cdots$ ), $p+q+\cdots=n$, meaning that $p$ objects

[^92]are of one kind, $q$ of another kind, etc. The general problem of combinatory analysis is to enumerate, under various imposed conditions, the distributions of the $n$ objects amongst the $m$ parcels specified by
$$
\left(p_{1} q_{1} \cdots\right), \quad p_{1}+q_{1}+\cdots=m
$$
when the arrangement of the objects in a parcel is immaterial, and when the arrangement is material. The solution is effected by identities between symmetric functions. To pass to the special case of partitions of $n$ into $m$ parts, consider the distributions of $n$ similar objects ( $n$ ) into $m$ similar parcels ( $m$ ), it being allowed to place more than one object in a parcel. In the partitions of multipartite numbers, we distribute objects ( $p q r \cdots$ ) into parcels ( $m$ ).
G. Platner ${ }^{142}$ found for $r \leqq 6$ the number $\phi(r, n)$ or $\psi(r, n)$ of ways of forming a sum $n$ or a sum $\leqq n$ from $r$ terms of $1,2,3, \cdots$. For $r=2$, the result is $q+x-1$ or $q^{2}+(x-1) q$, respectively, if $n=2 q+x$, $x<2$. In the second paper, he expressed the results as functions of $n$. For example, the number of pairs with the sum $n$ is $(n-k) / 2, k=2$ or 1 according as $n$ is even or odd; the number of pairs with a sum $\leqq n$ is ( $n^{2}-2 n+l$ ) $/ 4, l=0$ or 1 according as $n$ is even or odd. For $r=3,4,5,6$ the formulas involve a parameter with listed values for the least positive residues of $n$ modulo $6,12,60,60$, respectively. It is proved that
$$
f(r, n+r)=f(r, n)+f(r-1, n), \quad f=\phi \text { or } \psi
$$
[All the results for $\phi$ are due to De Morgan, ${ }^{28}$ Herschel, ${ }^{33}$ Kirkman, ${ }^{39}$ etc.; while the results for $\psi$ follow readily from those for $\phi$.]

Schubert ${ }^{133}$ noted that 10 m Pfennige can be made up of 1, 2, 5 and 10 Pfennige coins in $1+10 m_{1}+19 m_{2}+10 m_{3}$ ways, if $m_{i}=\binom{m}{i}$, and treated two similar problems.
G. Chrystal ${ }^{144}$ collected theorems on partitions and introduced various notations.

Bellens and Verniory ${ }^{145}$ found the number of sets of solutions of $x+y+z=n+2, x, y, z$ chosen from $1, \cdots, n$, by grouping the solutions corresponding to a fixed $x$, and separating the cases $n \equiv 0, \cdots, 5(\bmod 6)$.
M. F. Daniëls ${ }^{146}$ obtained the results of Weihrauch ${ }^{74}$ another way.
P. A. MacMahon ${ }^{147}$ enumerated the perfect and sub-perfect partitions. For example, if $a$ is a prime, there are $2^{\alpha-1}$ perfect partitions of $a^{\alpha}-1$. If $a, b, \cdots$ are primes, $a^{a} b^{\beta} \cdots-1$ has as many perfect partitions as the multipartite number ( $\alpha, \beta, \cdots$ ) possesses compositions (partitions with attention to order).
S. Tebay ${ }^{147 \mathrm{a}}$ found the number of ways $s$ is a sum of $i$ distinct integers, also when each part is $\leqq q$.

[^93]L. Goldschmidt ${ }^{148}$ gave an elementary proof of Jacobi's ${ }^{30}$ theorem on the excess $(P, \alpha, \beta, \cdots)$ of the number of partitions of $P$ into an even number of the $\alpha, \beta, \cdots$ over those into an odd number of them, and showed that $(P, 1,2, \cdots, m-1)=(P, 1,2,3, \cdots)+(P-m, 2,3, \cdots)$
$$
+(P-2 m, 3,4, \cdots)+\cdots
$$

His proof of Euler's formula (3) is essentially the same as Franklin's, ${ }^{105}$ as admitted, ibid., 39, 1894, 212.
J. Zuchristian ${ }^{149}$ proved, by means of Euler's recursion formula for the number $n_{k}$ of partitions of $n$ into $k$ parts, that $n_{3}$ is the integer nearest to $(n+3)^{2} / 12$, while

$$
n_{4}=\left[\frac{(n+1)^{3}}{144}\right]-\left[\frac{n+1}{12}\right] \text { or }\left[\frac{(n+2)^{3}}{144}\right]-\left[\frac{(n+2)^{2}}{48}\right]+\eta
$$

according as $n$ is congruent to an odd or even number $k$ modulo 12, while $\eta=0$ if $k \neq 8, \eta=1$ if $k=8$.

IK. Th. Vahlen ${ }^{150}$ wrote $N\left(s=\Sigma a_{i}\right)$ for the number of partitions $s=\Sigma a_{i}$. Consider a partition $s=\Sigma e_{i} a_{i}$ where the $\nu$ elements $a_{i}$ are distinct. If we select $\lambda$ of these $a$ 's, say $\bar{a}_{1}, \cdots, \bar{a}_{\lambda}$, the partition may be written

$$
\begin{equation*}
s=\sum_{i}^{\lambda} \bar{a}_{i}+\Sigma k_{i} a_{i} \tag{8}
\end{equation*}
$$

Consider all possible partitions (8). The excess of the number of those for which $\lambda$ is even over the number for which $\lambda$ is odd is denoted by

$$
N\left(s=\sum_{i}^{\lambda} \bar{a}_{i}+\Sigma k_{i} a_{i} ;(-1)^{\lambda}\right)
$$

and is proved to be zero. It suffices to prove this for the partitions (8) which arise for any one $s=\Sigma e_{i} a_{i}$. From the latter we get $\left(\begin{array}{l}\left.\begin{array}{l}\nu \\ \lambda\end{array}\right) \text { partitions }, ~(8)\end{array}\right.$ (8) for each $\lambda$; since $\lambda$ has the values $0,1, \cdots, \nu$,

$$
N=1-\binom{\nu}{1}+\binom{\nu}{2}-\cdots+(-1)^{\nu}\binom{\nu}{\nu}=(1-1)^{\nu}=0 .
$$

He proved analogous formulas. Next (p. 10), from the theory of elliptic functions, we have

$$
\prod_{n=1}^{\infty}\left(1-x^{3 n-2} z\right)\left(1-x^{3 n-1} z^{-1}\right)\left(1-x^{3 n}\right)=\sum_{n=-\infty}^{+\infty}(-z)^{h} x^{\left(3 h^{2}-h\right) / 2}
$$

which, if $R(n)$ denotes the absolutely least residue of $n$ modulo 3 , may be written

$$
\prod_{n=1}^{\infty}\left(1-x^{n} z^{R(x)}\right)=\sum_{n=-\infty}^{+\infty}(-z)^{h} x^{\left(3 h^{i}-h\right) / 2} .
$$

Hence $N\left(s=\sum_{i=1}^{i=k} n_{i} ;(-1)^{k}\right)$, for $\Sigma R\left(n_{i}\right)=h$, equals 0 unless $s=\left(3 h^{2}-h\right) / 2$, and then equals $(-1)^{h}$. Or, in words, among those partitions of $s$ into

[^94]distinct positive summands in which the sum of the absolutely least residues modulo 3 of the summands equals a given positive or negative number $h$, there occur as many partitions into an even number of summands as into an odd number, except only when $s$ is the pentagonal number $\left(3 h^{2}-h\right) / 2$, for which there exists an additional partition into an even or odd number of parts according as $h$ is even or odd. Also a purely arithmetical proof is given. If we employ this theorem for each of the permissible values of $h$ and add the results, we get Legendre's ${ }^{23}$ result:
$$
N\left(s=\sum_{1}^{\lambda} a_{i} ;(-1)^{\lambda}\right)=N\left(s=\frac{3 k^{2}-k}{2} ;(-1)^{k}\right) .
$$

These theorems are extended (pp. 16-17) to $m$-gonal numbers.
T. P. Kirkman ${ }^{151}$ took all partitions of $x$ into $k$ parts $\geqq 0$, as 005 , $113,221,014,023$ for $x=5, k=3$, formed their permutation symbols, $3 a^{2} b+2 a b c$, counted their permutations $3 \cdot 3+2 \cdot 6=21=\binom{\tau}{2}$, and stated that the result is always $\binom{x+k-1}{k-1}$. There is a question on the partition of a polygon of $r$ sides into $k$ parts, treated later (ibid., 8, 1894, 109-129); cf. Cayley. ${ }^{152}$
P. Bachmann ${ }^{153}$ gave an exposition of the work by Euler.
P. A. MacMahon ${ }^{154}$ considered compositions, i. e., partitions in which the arrangement of the parts is essential. The number of compositions of $n$ into $p$ parts $>0$ is the binomial coefficient $\binom{n-1}{p-1}$. The total number of compositions of $n$ is $2^{n-1}$. If the parts are $\leqq s$, the number is the coefficient of $x^{n}$ in $\left(x+x^{2}+\cdots+x^{s}\right)^{p}$. A multipartite number $\overline{p_{1} p_{2} \cdots}$ specifies $p_{1}+p_{2}+\cdots$ numbers (or things), $p_{1}$ of one sort, $p_{2}$ of a second sort, etc. The number of its compositions into $r$ parts is the number of distributions of the $p_{1}+p_{2}+\cdots$ numbers into $r$ parcels and is the coefficient of $\alpha_{1}^{p_{1}} \alpha_{2}^{p_{2}} \cdots$ in the expansion of $\left(h_{1}+h_{2}+\cdots\right)^{r}$, where $h_{s}$ is the sum of the homogeneous products of degree $s$ of $\alpha_{1}, \alpha_{2}, \cdots$. The graph of a composition ( $2,1,4$ ) of 7 is given by placing nodes at points $P, Q$ on the line $A B$ divided into 7 equal segments, so that in moving from $A$ to $B$ by steps proceeding from node to node, 2,1 and 4 segments of the line are passed over in succession. The graph of a composition of a bipartite number $\overline{p q}$ is derived by placing nodes at suitable points on $q+1$ similar graphs of $p$ placed parallel and equidistant and with corresponding points joined by a second set of parallels. Let $A$ and $B$ be opposite vertices of the resulting total parallelogram [see figure, MacMahon ${ }^{168}$ ]. Pass from $A$ to $B$ by successive steps, each consisting in moving a certain number of segments parallel to $A K$ and then moving a certain number of segments parallel to $K B$. The successive steps are marked by nodes, which define the graph of a composition. An essential node is where the course changes from the

[^95]$K B$ direction to the $A K$ direction. The number of different lines of route with exactly $s$ essential nodes is $\binom{?}{?}\left({ }_{0}^{q}\right)$. Each of these lines of route represents $2^{p+q-\sigma-1}$ compositions. For tripartite numbers, we need three dimensions. Generating functions were found for the number of all compositions of multipartite numbers; he ${ }^{155,194}$ treated this topic also later.
K. Zsigmondy ${ }^{156}$ partitioned $m$ into distinct parts each unity or a product of distinct ones of the first $s$ primes; for example, the parts may be $1,2,3$, $5,2 \cdot 3,7,2 \cdot 5,11$. If the partition has an even number of parts, consider the excess of $E$ of the number of parts with an odd number of pritus factors over the number of terms with an even number of prime factors, unity being a possible term. Thus for $11=2 \cdot 3+5, E=0$; for $2 \cdot 5+1$, $E=-2$; for $5+3+2+1, E=2$. But if the partition has an odd number of parts, let $E$ be the excess of the number of parts with even over that with odd number of prime factors. Thus for $2 \cdot 3+3+2$, or $7+3+1$ or $11, E=-1$. The sum $\Sigma_{11}$ of the $E$ 's for these 6 partitions of 11 is $0-2+2-1-1-1=-3$. Next, $\sigma_{11}=3-3=0$ is the excess of the number of the partitions of 11 into an odd number of parts over those into an even number of parts. He proved that, if $m>1$, $\Sigma_{m}+\sigma_{m-1}=1$ or 0 , according as $m$ is the $(s+1)$ th prime $p$ or is $<p$. For example, if $p=13, m=11$, we had $\Sigma_{m}=-3$, while $\sigma_{m-1}=3$ since the partitions of 10 into an odd number of parts are $2 \cdot 5,7+2+1$, $2 \cdot 3+3+1$ and $5+3+2$, while $7+3$ is the only partition into an even number of parts.
W. J. C. Sharp stated and H. J. Woodall ${ }^{156 a}$ proved that, if $P_{n}$ is the number of partitions of $n$ without repetitions and $Q_{n}$ is the number of par-titions into odd parts, then $P_{n}=Q_{n}+Q_{n-2} P_{1}+Q_{n-4} P_{2}+\cdots$, and that the same formula holds when $P_{n}$ and $Q_{n}$ denote the number of such partitions with repetitions.
L. Eamonson ${ }^{156 b}$ expressed the number of partitions of $2 n$ into two primes in terms of the number of odd primes $\leqq k$ for various values of $k$.
L. J. Rogers ${ }^{156 c}$ established the important identities
\[

$$
\begin{aligned}
& 1+\frac{q}{1-q}+\frac{q^{4}}{(1-q)\left(1-q^{2}\right)}+\frac{q^{9}}{(1-q)\left(1-q^{2}\right)\left(1-q^{3}\right)}+\cdots \\
&=\frac{1}{(1-q) \prod_{n=1}^{\infty}\left(1-q^{5 n-1}\right)\left(1-q^{5 n+1}\right)},
\end{aligned}
$$
\]

[^96]\[

$$
\begin{aligned}
& 1+\frac{q^{2}}{1-q}+\frac{q^{6}}{(1-q)\left(1-q^{2}\right)}+\frac{q^{12}}{(1-q)\left(1-q^{2}\right)\left(1-q^{3}\right)}+\cdots \\
&=\frac{1}{\left(1-q^{2}\right) \prod_{n=1}^{\infty}\left(1-q^{5 n-2}\right)\left(1-q^{5 n+2}\right)}
\end{aligned}
$$
\]

where, on the left, the exponents in the numerators are $n^{2}$ and $n(n+1)$.
G. Brunel ${ }^{157}$ considered two sets of $n$ points such that from each point of each set issue two bonds connecting it with two points or a single point of the other set. Each such configuration can be considered as the result of the juxtaposition of polygons of $2 k_{1}, \cdots, 2 k_{r}$ sides, where

$$
k_{1}+\cdots+k_{r}=n
$$

Regard two configurations as identical if, after a permutation of the points of each set, the bonds are in the same order in the two. For the number $h_{n, r}$ of configurations relative to $n$ and $r$,

$$
h_{n, r}=h_{n-1, r-1}+h_{n-r, r} .
$$

J. Hermes ${ }^{158}$ noted that the number of compositions [as by MacMahon $\left.{ }^{154}\right]$ of $m$ into $k$ parts $\geqq \rho$ is $\binom{m+k-1-k \rho}{k-1}$. There are $2^{m-1}$ compositions of $m$; each defines the elements of a Gauss Klammer $[\alpha, \cdots, \rho$ ], occurring in continued fractions (Gauss ${ }^{24}$ of $\mathrm{Ch} . \mathrm{II}$ ); they give the $2^{m-2}$ Farey numbers of the $(m-1)$ th set, each taken twice [see Vol. 1, p. 158 of this History].

Hermes ${ }^{159}$ generalized Euler's ${ }^{9}$ formulas on the number of partitions. If $s, t, n$ are integers $\geqq 0$, let $E_{s, t}(n)=E_{t, s}(n)$ be an integer such that $E(0)=1, E_{00}(n)=0$ if $n>0$, and

$$
E_{s, t}(n)=E_{s, t}(n-t)+E_{s, t-1}(n) .
$$

For $t=0, E_{s, 0}(n)$ is the number of partitions of $n+s$ into $s$ positive parts. Several recursion formulas are proved, including

$$
\begin{gathered}
E_{s, t}(n)=\sum_{n=0}^{s} E_{s-h, t}(n-s+h) \\
\sum_{k=0}^{d-1} E_{s-1, t}(x-k s)=E_{s, t}(x)-E_{s, t}(x-d s)
\end{gathered}
$$

The number of partitions of $n+x-1$ into $x-1$ terms chosen from $1, \cdots, s+1$ is

$$
A_{s, x}(n)=\sum_{k=0}^{s}(-1)^{h} E_{s-h, h}\left(n-h\left(x+\frac{h-1}{2}\right)\right)=A_{x-1, s+1}(n)
$$

unless $n>s x-s$, when the sum is zero. Properties of the $A$ 's are given.
A. Thorin ${ }^{160}$ asked for the integer $k$ for which the number of sets of positive integral solutions of $a_{1} x_{1}+\cdots+a_{n} x_{n}=b, x_{1}+\cdots+x_{n}=k$ is a maximum.
${ }^{157}$ Procès-verbaux des séances soc. des sc. phys. nat. de Bordeaux, 1894-5, 24-7.
${ }^{158}$ Math. Annalen, 45, 1894, 370-80.
159 Ibid., 47, 1896, 281-297.
"Rotciv" ${ }^{161}$ treated the last question for $n=3$. Take the greatest integer $X_{2} \leqq\left(b-a_{1}-a_{3}\right) / a_{2}$. In the first of the pair of equations, replace $x_{2}$ by $X_{2}$. Then if $a_{1} x_{1}+a_{3} x_{3}=b-a_{2} X_{2}$ has integral solutions $X_{1}, X_{3}$, the required $k$ is $X_{1}+X_{2}+X_{3}$.
M. Kuschniriuk ${ }^{162}$ proved that, if $\Gamma_{h}(m)$ is the number of partitions of $m$ into $h$ parts $>0$, then

$$
\sum_{\lambda=0}^{h-1}(-1)^{\lambda}\binom{h-1}{\lambda} \Gamma_{h}(m-\lambda H)=\frac{H^{h-1}}{h!}
$$

R. D. von Sterneck ${ }^{163}$ considered the number $\{n\}$ of ways of obtaining $n$ additively from $a_{1}, a_{2}, \cdots$, using $a_{1}$ at most $k_{1}$ times, $a_{2}$ at most $k_{2}$ times, etc. The number of these representations of $n$ in which the element $a_{i}$ occurs at least once is

$$
\sum_{\lambda \geqq 0}\left\{n-\left(\lambda k_{i}^{\prime}+1\right) a_{i}\right\}-\sum_{\lambda \geqq 1}\left\{n-\lambda k_{i}^{\prime} a_{i}\right\},
$$

where $k_{i}^{\prime}=k_{i}+1$. This is used to prove that the number of representations of $n$ as a sum of an odd number of distinct summands is odd if and only if in the decomposition of $24 n+1$ into primes either a single exponent is odd and of the form $4 t+1$ or no exponent is odd and there is an odd value to the half sum of the exponents of those primes which are $\equiv 1,5,7,11$ (mod 24). He also found the condition that there be an odd number of those representations of $n$ by distinct summands whose number is an odd multiple of 3 (or of 5 or of 7). Finally, he drew similar conclusions from a general theorem due to Vahlen. ${ }^{150}$
A. R. Forsyth ${ }^{164}$ expanded the reciprocal of the product

$$
(1-a x)\left(1-\frac{x}{a}\right) \cdot\left(1-a b x^{2}\right)\left(1-\frac{x^{2}}{a b}\right) \cdot\left(1-a b c x^{3}\right)\left(1-\frac{x^{3}}{a b c}\right) \cdots
$$

of $n$ pairs of factors, suppressed every term with a negative exponent for any of the symbols $a, b, \cdots$, and in the surviving terms replaced each $a, b$, $\cdots$ by unity, and proved (in accord with a conjecture communicated privately by MacMahon) that the sum of the resulting series is the reciprocal of

$$
(1-x)\left(1-x^{2}\right)^{2}\left(1-x^{3}\right)^{2} \cdots\left(1-x^{n}\right)^{2}\left(1-x^{n+1}\right)
$$

He gave a similar theorem when each pair of factors is replaced by $r+1$ factors.
G. B. Mathews ${ }^{165}$ showed that the problem of multipartite partition is reducible in an infinitude of ways to a problem in simple partition. For example, every set of integral solutions $\geqq 0$ of

$$
a x+b y+c z+d w=m, \quad a^{\prime} x+b^{\prime} y+c^{\prime} z+d^{\prime} w=m^{\prime}
$$

[^97]is a set of solutions of
$$
\left(\lambda a+\mu a^{\prime}\right) x+\cdots+\left(\lambda d+\mu d^{\prime}\right) w=\lambda m+\mu m^{\prime} .
$$

Conversely, if $\lambda, \mu$ are suitably chosen positive integers, every set of solutions $\geqq 0$ of the latter is a set of solutions of the pair of equations.
K. Glösel ${ }^{166}$ considered the number $C_{r}(\sigma)$ of ways of expressing $\sigma$ as a sum of $r$ distinct positive integers, gave a new proof of De Morgan's ${ }^{28}$ formulas for $r=2,3$, and, for $r=4$, simpler expressions than Zuchristian's. ${ }^{149}$ If $\{\alpha\}$ is the integer nearest to $\alpha$,

$$
C_{4}(2 k+1)=\left\{\frac{2 k(k-3)^{2}}{36}\right\}, \quad C_{4}(2 k)=\left\{\frac{(2 k-3)(k-3)^{2}}{36}\right\},
$$

which may be combined into

$$
C_{4}(\sigma)=\left\{\left[\frac{\sigma-6}{2}\right]^{2}\left(3\left[\frac{\sigma-1}{2}\right]-\left[\frac{\sigma}{2}\right]\right) / 36\right\} .
$$

The complicated expression for $C_{5}(\sigma)$ was simplified on page 290.
P. A. MacMahon ${ }^{167}$ gave a report on combinatory analysis and partitions. He suggested (pp. 30-1) a method of enumerating multipartite partitions.

MacMahon ${ }^{168}$ noted that a partition $\left(p_{1} \cdots p_{5}\right)$ has the "separations" $\left(p_{1} p_{2}\right)\left(p_{3} p_{4}\right)\left(p_{5}\right),\left(p_{1} p_{2} p_{3}\right)\left(p_{4} p_{5}\right)$, etc., the numbers in any parenthesis being considered as a partition with those parts. It is easily proved that the number of separations of the partition ( $p_{1}^{\pi_{1}} p_{2}^{\pi_{2}} \cdots$ ), where $\pi_{1}$ indicates the number of repetitions of the part $p_{1}$, is identical with the number of partitions of the multipartite number $\frac{\pi_{1} \pi_{1} \cdots}{\pi_{1}}$. Sylvester's method of graphical representation of partitions can not be simply extended to multipartite

partitions. But there is a correspondence between $m$-partite partitions and ( $m+1$ )-partite compositions. For example, let $m=1$ and consider the graph of the bipartite number $\overline{76}$. Each composition has a line of route through the lattice [as MacMahon ${ }^{154}$ ], $a, b, c$ being the essential nodes of the line of route shown in the figure. The principal composition

[^98]${ }^{168}$ Phil. Trans. Roy. Soc. London, for 1896, 187, A, 1897, 619-673. Memoir I on Partitions.
is ( $\overline{41} \overline{12} \overline{11} \overline{12}$ ), since 4,1 are the coordinates of $a$ referred to the origin $A$, 1,2 , the coordinates of $b$ referred to the origin $a$, and of $B$ referred to the origin $c$. The nodes in the lower portion $C a \cdots c D K$ form a Sylvester regularized graph of the partition ( $32^{2} 1$ ); similarly for the nodes in the upper portion.

Again, we may think of Sylvester's graph : : $\cdot$, not as representing the partition (3 2), but as representing the multipartite number $\overline{4,2}$. Then consider the partition ( $\overline{42}, \overline{31}$ ) of the multipartite number $\overline{4+3,2+1}$. By placing the graph of 3,1 upon the former graph, we obtain a threedimensional graph of the partition. Such a graph can in general be read in six ways. At the end of the memoir are conjectures as to the generating functions of partitions whose three-dimensional graphs are limited in height, breadth and length.
R. D. von Sterneck ${ }^{169}$ proved Legendre's ${ }^{23}$ theorem and deduced from it in a simple way Vahlen's ${ }^{150}$ extension. He proved also that, if $k$ is not a triangular number and if we represent $k$ as a sum of integers so that the same part is not used oftener than 3 times in the same representation, then among the representations which contain $\rho$ distinct parts less often than 3 times there are as many sums of even as of odd parts. If $\frac{1}{3}(n-h)$ is not triangular, among the representations of $n$ by distinct summands for which the sum of the absolutely least residues of the summands is $\equiv h(\bmod 3)$ and in which occur $\rho$ pairs, each pair being two of three numbers of the form $3 m-1,3 m, 3 m+1$, there are as many sums of even as of odd parts. Corresponding to the last two theorems there are more complicated ones for triangular numbers.
J. Frane ${ }^{170}$ stated that, if $a, b, c$ are positive integers, relatively prime by twos, and if $n$ is a positive integer,

$$
\begin{equation*}
a x+b y+c z=n \tag{9}
\end{equation*}
$$

has $n(n+a+b+c) /(2 a b c)$ sets of integral solutions $\geqq 0$, if we neglect a quantity whose absolute value remains, for every $n$, less than a fixed number.
E. Barbette ${ }^{171}$ considered (9) for $a, b, c$ positive, $a$ and $b$ relatively prime. If $\alpha, \beta$ are particular solutions of $a x+b y=1$, then

$$
x=\alpha(n-c z)+b \theta, \quad y=\beta(n-c z)-a \theta
$$

are the solutions of (9). Let $k$ and $h$ be the quotients obtained when $n$ and $c$ are divided by $a b$; then the number $\omega$ of positive integral solutions is

$$
\frac{1}{2}[2 k-(q+1) h-2] q,
$$

where $q$ is the largest integer $\leqq n / c$. If $n$ is divisible by $b$, and $c$ is divisible by $a b$, set $H=c / a b$ and call $K$ the largest integer $\leqq n / a b$; then

$$
\omega=\frac{1}{2}[2 K-(q+1) H] q .
$$

[^99]P. A. MacMahon ${ }^{172}$ found the number of ways $n$ is a sum of 8 numbers

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ |
| :---: | :---: | :---: | :---: |
| $m_{1}$ | $m_{2}$ | $m_{3}$ | $m_{4}$, |

two solutions being identified if one can be derived from the other by a permutation of the two rows or of the four columns. This question of bipartition is solved also when the number of columns is arbitrary.
H. Wolff ${ }^{173}$ evaluated the number $F_{\mu}(n)$ of partitions of $n$ into $\mu$ positive integers $x_{i}$ arranged in order of magnitude, $x_{0} \leqq x_{1} \leqq x_{2} \leqq \cdots \leqq x_{\mu-1}$, and proved that

$$
F_{\mu}(n)=\Sigma \frac{\phi(n)}{f!\xi \xi^{f} g!\eta^{o} \cdots} \quad(\mu=f \xi+g \eta+\cdots),
$$

where the summation extends over all decompositions $\mu=f \xi+g \eta+\cdots$, while, for each, $\phi(n)$ is the number of partitions of $n$ into $f$ sets of $\xi$ successive equal parts, followed by $g$ sets of $\eta$ successive equal parts, etc., the various groups not being arranged according to the magnitude of the parts. Thus, for example, $n=4=0+0+2+2$ and $2+2+0+0$ are counted as distinct in computing $\phi(n)$.

The number of decompositions of $n$ into $\lambda$ equal parts is evidently 1 or 0 according as $n$ is or is not divisible by $\lambda$, and hence is

$$
\rho(n, \lambda)=\frac{1}{\lambda}\left\{-R\left(\frac{n}{\lambda}\right)+R\left(\frac{n-1}{\lambda}\right)+1\right\}
$$

if $R(n / \lambda)$ denotes the least positive remainder on the division of $n$ by $\lambda$. If $\lambda$ is the g.c.d. of $\xi, \eta, \cdots$, the above $\phi(n)$ equals the product of $\rho(n, \lambda)$ by the number $\phi(n / \lambda)$ of partitions $n=f \xi / \lambda+g \eta / \lambda+\cdots$. Again, the number of decompositions $n=f \xi+g \eta$ is $\rho(n, \eta)+\left[n \xi^{\prime} \xi\right]-\left[n \eta^{\prime} \mid \eta\right]$, if $\xi, \eta$ are relatively prime and $\xi \eta^{\prime}-\eta \xi^{\prime}=\mp 1$. Recursion formulas for the $\phi$ 's are found and the $F_{\mu}(n)$ evaluated for $\mu \leqq 6$ as explicit functions of $n$. By means of Bernoullian functions, $F_{\mu}(n)$ is expressed as a polynomial in $n$ whose coefficients are linear functions of the coefficients of $F_{\mu-1}(n)$.
*G. Csorba ${ }^{173 a}$ made an addition to the theory of partitions.
P. A. MacMahon ${ }^{174}$ generalized the concept of a partition into parts $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{s}$ by replacing the conditions $\alpha_{1} \geqq \alpha_{2} \geqq \cdots$ by the conditions

$$
A_{1}^{(i)} \alpha_{1}+A_{2}^{(i)} \alpha_{2}+\cdots+A_{,}^{(i)} \alpha_{s} \geqq 0 \quad(i=1, \cdots, r),
$$

where at least one of the integers $A$ is positive. There is a finite number of fundamental solutions ( $\alpha_{1}^{(j)}, \cdots, \alpha_{0}^{(j)}$ ) for $j=1, \cdots, m$ of these conditions, such that every solution is of the form $\alpha_{i}=\lambda_{1} \alpha_{i}^{(1)}+\cdots+\lambda_{m} \alpha_{i}^{(m)}$ for $i=1$, $\cdots, s$, where the $\lambda$ 's are positive integers.

MacMahon ${ }^{175}$ treated the generating functions for the enumeration of three-dimensional graphs possessing either $x y$-symmetry (when each layer.

[^100]of nodes is symmetrical in two dimensions) or $x y z$-symmetry (when the six forms obtained by rotations about the various axes are identical).

MacMahon, ${ }^{176}$ to enumerate the combinations defined by certain laws, would find an operation and a function such that the result of performing the operation on the function gives the number of combinations. Thus, operating with $(d / d x)^{n}$ on $x^{n}$ we get the number $n$ ! of permutations of $n$ distinct letters. Again, let $d_{1}=d / d a_{1}+a_{1} d / d a_{2}+a_{2} d / d a_{3}+\cdots$, where the $a$ 's are the elementary symmetric functions of $\alpha_{1}, \cdots, \alpha_{n}$. Using symbolic multiplication as in Taylor's theorem, write $D_{s}=d_{1}^{d} / s$ !. Then operating with $D_{\pi_{1}} \cdots D_{\pi_{n}}$ on $\left(\alpha_{1}+\cdots+\alpha_{n}\right)^{n}$ we get the number of permutations of $\alpha_{1}^{\pi_{1}^{1}} \cdots \alpha_{n}^{\pi_{n}^{n}}$ where $\Sigma \pi_{i}=n$. Finally, if we apply $D_{3} D_{2}^{2} D_{1}$ to the symmetric function ( $\left.1^{4}\right)\left(1^{3}\right)(1)$, where ( $1^{s}$ ) denotes $\alpha_{s}=\Sigma \alpha_{1} \cdots \alpha_{s}$ in partition notation, we get the Sylvester-Ferrers' graph of the partition ( $32^{2} 1$ ) or its conjugate ( 431 ), according as it is read by rows or columns. The method is successful in solving the problem of the Latin Square ${ }^{189}$ in its most general aspect. Cf. Hammond. ${ }^{217 a}$
R. D. von Sterneck, ${ }^{177}$ to extend Vahlen's ${ }^{150}$ work from modulus 3 to modulus 5 , considered the excess $\{n\}^{h}$ of the number of representations of $n$ by an even number of summands over the number by an odd number of summands, where the summands are distinct and the sum of their absolutely least residues ( $-2,-1,0,1,2$ ) modulo 5 has the value $h$. He proved the recursion formulas

$$
\{k\}^{h}=\{k-2 h+3\}^{3-h}, \quad\{k\}^{F}=-\{k-5 h+15\}^{h-5} .
$$

By successive applications of the second, we get

$$
\{k\}^{h}=(-1)^{\tau}\left\{k-5_{\tau}\left(h-\frac{5 \tau+1}{2}\right)\right\}^{h-5 \tau}
$$

Hence its value depends on certain $\{l\}^{j}$ for $j=0, \pm 1, \pm 2$. By Lagrange's theorem, $\Sigma\{k\}^{h}=0$ or $(-1)^{t}$ for $k \neq$ or $k=\left(3 t^{2} \pm t\right) / 2$,
where $h$ ranges over the integers $\equiv k(\bmod 5)$. This gives a recursion formula for $\{k\}^{j}, j=0, \pm 1, \pm 2$. Hence we can compute any $\{k\}^{h}$.
M. d'Ocagne ${ }^{178}$ found the number of ways $s$ francs can be formed with $s$ French silver coins (5, 2, 1, $\frac{1}{2}, \frac{1}{5}$ francs), also when the number of smallest coins is fixed.
R. D. von Sterneck ${ }^{179}$ gave an elementary derivation of the number of decompositions of $n$ into six or fewer equal or distinct positive integral summands, distinguishing 29 types like $n=\alpha+\alpha+\beta+\beta$, often with various sub-cases. Thus the results are expressed by many formulas.
E. Netto ${ }^{180}$ employed eight symbols for the various types of combinations and variations, with a prescribed sum, of given numbers taken $k$ at a time,

[^101]with or without repetitions. In Ch. 6, he gave an exposition of Euler's work on partitions and Sylvester's theory of waves, illustrated by examples. In Ch. 7 it is noted that any relation between two partitions of $n$ leads to an identity between two infinite series.
A. S. Werebrusow ${ }^{180 a}$ noted that if $a, b, \cdots, k, l$ are positive integers and if $\{n\}$ denotes the number of sets of positive integral solutions of
$$
f \equiv a x+b y+\cdots+k t=n
$$
the number of sets for $f+l u=m$ is $\{m-l\}+\{m-2 l\}+\{m-3 l\}+\cdots$.
D. Gigli ${ }^{181}$ considered the number $N_{s}$ of combinations of $1, \cdots, m$ taken $n$ at a time with the sum $s$. The least $s$ is $L=n(n+1) / 2$ and the greatest is $G=m n-n(n-1) / 2$. It is shown by induction that $N_{L}, N_{L+1}, \cdots, N_{G}$ are the coefficients of the powers of $x$ in the expansion of
$$
(m, n)=\frac{\left(1-x^{m}\right)\left(1-x^{m-1}\right) \cdots\left(1-x^{m-n+1}\right)}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{n}\right)}
$$
C. F. Gauss ${ }^{182}$ had treated this function without reference to partitions and noted that
$$
(m, n)=(m, m-n), \quad(m, \mu+1)=\sum_{i=\mu}^{m-1} x^{i-\mu}(i, \mu) .
$$

Gigli tabulated the $N$ 's for $m=10, n=2,3, \cdots$, and proved that

$$
(m, n)=\sum_{p=1}^{m-n+1} x^{n(p-1)}(m-p, n-1) .
$$

T. Muir ${ }^{183}$ noted that there are $C_{n-k r+k, r}$ combinations of $n$ elements taken $r$ at a time such that no element is taken along with any one of the $k$ elements immediately following it in the initial set. The number of sets of $r$ things obtained from $n$ by omitting $n-r$ of them so chosen that they form $(n-r) / k$ sets of $k$ consecutive things is $C_{s, r}$, where $s=(n+k r-r) / k$.
E. Landau ${ }^{184}$ discussed the maximum order of literal substitutions on a given number $n$ of letters. It is a question of the maximum of the l.c.m. of $a_{1}, \cdots, a_{\nu}$ in all decompositions $n=a_{1}+\cdots+a_{\nu}$ of $n$ into positive integral summands. Cf. Landau. ${ }^{196}$
E. Netto ${ }^{185}$ found the number of cyclic decompositions obtained by arranging in a circle each of the $\binom{n-1}{\rho-1}$ decompositions of $n$ into $\rho$ summands with attention to order.
L. Brusotti ${ }^{186}$ proved the result of Catalan's. ${ }^{25}$
F. H. Jackson ${ }^{187}$ wrote $P^{x}$ for $p_{1}^{x_{1}} \cdots p_{m}^{x_{m}}$ and $\left[p^{x} z\right]^{n}$ for

$$
\lim _{k \rightarrow \infty} \frac{\left(1+P^{x+(n-1) l} z\right)\left(1+P^{x+(n-2)} z\right) \cdots\left(1+P^{x+(n-k) l} z\right)}{\left(1+P^{x-l} z\right)\left(1+P^{x-2 l} z\right) \cdots\left(1+P^{x-k l} z\right)}
$$

[^102]which reduces by cancellation to $\left(1+P^{x} z\right)\left(1+P^{x+l} z\right) \cdots\left(1+P^{x+(n-1)} z\right)$ if $n$ is a positive integer. The simplest of the general formulas proved is
$$
\left[P^{x} z\right]^{n}=1+\Sigma P^{r x+r(n-1) l / 2} \frac{\left(P^{n l}-1\right)\left(P^{(n-1) l}-1\right) \cdots\left(P^{(n-r+1) l}-1\right)}{\left(p^{l}-1\right)\left(P^{2 l}-1\right) \cdots\left(P^{r l}-1\right)} z^{r}
$$
which includes as special cases formulas of Euler ${ }^{3,9}$ and Cauchy. ${ }^{29}$
A. S. Werebrusow ${ }^{188}$ gave a recursion formula for the number of sets of positive integral solutions of $a_{1} x_{1}+\cdots+a_{n} x_{n}=A$, where the positive integers $a$ have no common factor. Then he considered the number of sets when at least one $x$ is $\leqq 0$.
P. A. MacMahon ${ }^{189}$ treated a " general magic square," consisting of $n^{2}$ integers (zeros and repetitions permitted) arranged in a square such that the rows, columns and diagonals contain partitions of the same number (whereas in an ordinary magic square the $n^{2}$ integers are $1,2, \cdots, n^{2}$ ). The treatment applies to all arrangements of integers which are defined by linear homogeneous Diophantine equations or inequalities such that the sums of corresponding elements of two solutions give a solution [cf. MacMahon ${ }^{174}$ ].
O. Meissner ${ }^{190}$ noted that to decompose $n$ into positive integral summands whose product is a maximum, the summands must be equal or differ at most by unity, and must include as many threes as possible.
G. Mignosi ${ }^{191}$ wrote $c_{n}$ for the number of sets of integral solutions $\geqq 0$ of $a_{1} x_{1}+\cdots+a_{m} x_{m}=n$, and $\sigma(j)$ for the sum of those of $a_{1}, \cdots, a_{m}$ which are divisors of $j$, and proved the recursion formula
$$
\sigma(1) c_{i-1}+\sigma(2) c_{i-2}+\cdots+\sigma(i) c_{0}=i c_{i}, \quad c_{0}=1
$$

Taking $i=1, \cdots, n$, we obtain $n!c_{n}$ as a determinant of order $n$. If each $a_{i}=1$, then $\sigma(i)=m$ and $c_{n}$ is the number of combinations of $m+n-1$ things taken $n$ at a time.
S. Minetola ${ }^{192}$ wrote $R_{m, n}$ for the number of different ways $m$ distinct objects can be separated into $n$ groups, where $n \leqq m$. For example, $R_{4,2}=7$, the separations being $a_{1}-a_{2} a_{3} a_{4}, \cdots, a_{4}-a_{1} a_{2} a_{3}, a_{1} a_{2}-a_{3} a_{4}$, $a_{1} a_{3}-a_{2} a_{4}, a_{1} a_{4}-a_{2} a_{3}$. We have

$$
\begin{aligned}
& \quad R_{m, n}=n R_{m-1, n}+R_{m-1, n-1}, \quad R_{m, 2}=1+2+2^{2}+\cdots+2^{m-2} . \\
& \binom{n}{k} R_{m, n}=\binom{m}{m-k} R_{m-k, n-k} R_{k, k} \\
& +\binom{m}{m-k-1} R_{m-k-1, n-k} R_{k+1, k}+\cdots+\binom{m}{n-k} R_{n-k, n-k} R_{m-n+k, k}
\end{aligned}
$$

${ }^{188}$ Matem. Sbornik (Math. Soc. Moscow), 24, 1904, 662-688.
${ }^{189}$ Phil. Trans. Roy. Soc. London, 205, A, 1906, 37-59. Memoir III on Partitions. Abstract in Proc. Roy. Soc., 74, 1905, 318.
${ }^{190}$ Math. Naturw. Blätter, 4, 1907, 85.
${ }^{191}$ Periodico di Mat., 23, 1908, 173-6.
${ }_{122}$ Giornale di Mat., 45, 1907, 333-366; 47, 1909, 173-200. Corrections, generalizations and simplifications in Il Boll. di Matematica Gior. Sc.-Didat., Rome, 11, 1912, 34-50, with errata corrected pp. 121-2.
which for $k=1$ becomes
$R_{m, n}=\frac{1}{n}\left\{\binom{m}{m-1} R_{m-1, n-1}+\binom{m}{m-2} R_{m-2, n-1}+\cdots\right.$

$$
\left.+\binom{m}{n-1} R_{n-1, n-1}\right\} .
$$

The number $\bar{R}_{m, n}$ of ways of separating $m$ like objects into $n$ groups is the number of partitions of $m$ into $n$ parts $>0$. Let $k=m-n$. Then

$$
\bar{R}_{m, n}=\sum_{j=1}^{n} \bar{R}_{k, j} \quad(k \geqq n), \quad \bar{R}_{m, n}=\sum_{j=1}^{k} \bar{R}_{k, j} \quad(k<n) .
$$

There are as many partitions of $m$ as partitions of $2 m$ into $m$ parts. Recursion formulas are found for the number $N$ of ways of separating into $n$ groups $m=l+\alpha_{1}+\cdots+\alpha_{h}$ objects ${ }^{192 a}$ of which $l$ are distinct, but one is repeated $\alpha_{1}$ times, and the last $\alpha_{h}$ times. Thus if the objects are $a, a, a$, $b, b, c, d$, then $l=4, \alpha_{1}=2, \alpha_{2}=1$. There are $N$ factorizations into $n$ positive integral factors of a number which is a product of $m$ primes not necessarily distinct.

Minetola ${ }^{193}$ proved by use of $(2 n+1)\left(2 n^{\prime}+1\right)=2 k+1$, etc., that if $2 k+1$ is decomposed into a product of $h$ primes, the $h-1$ equations

$$
2 n n^{\prime}+\Sigma n=k, \quad 2^{2} n_{1} n_{1}^{\prime} n_{1}^{\prime \prime}+2 \Sigma n_{1} n_{1}^{\prime}+\Sigma n_{1}=k, \quad \cdots
$$

admit $R_{h, 2}, R_{h, 3}, \cdots$ sets of positive integral solutions, respectively.
P. A. MacMahon ${ }^{194}$ used the example of a permutation 3, 1|4|5,2 of the first five integers separated into compartments with the numbers in each arranged in descending order; the succession of numbers $2,1,2$ giving the size of the compartments is a composition of 5 . He found the number $N(a, b, \cdots)$ of permutations of $1, \cdots, n$ having as the descending specification (corresponding to $2,1,2$ in the example) a given composition ( $a, b, \cdots$ ) of $n$. He proved that

$$
\begin{aligned}
\binom{n}{a_{1}+\cdots+a_{s}} & N\left(a_{1} \cdots a_{s}\right) N\left(a_{s+1} \cdots a_{s+t}\right) \\
& =N\left(a_{1} \cdots a_{s+t}\right)+N\left(a_{1} \cdots a_{s-1}, a_{s}+a_{s+1}, a_{s+2}, \cdots, a_{s+t}\right)
\end{aligned}
$$

and similar formulas. He found the number of permutations of $1, \cdots, n$ whose descending specifications contain a given number of integers. He treated the analogous problems for permutations of numbers not all different, and problems on packs of cards. The number of permutations of $\alpha_{1}^{p_{1}} \cdots \alpha_{k}^{p_{k}}$ with descending specifications of $m$ parts is the coefficient of $\lambda^{m-1} \alpha_{1}^{p_{1}} \cdots \alpha_{k}^{p_{k}}$ in the reciprocal of

$$
1-\Sigma \alpha_{1}+(1-\lambda) \Sigma \alpha_{1} \alpha_{2}-\left(1-\lambda^{2}\right) \Sigma \alpha_{1} \alpha_{2} \alpha_{3}+\cdots
$$

His ${ }^{154}$ study of this generating function is continued here.
${ }^{122 a}$ Giornale di Mat., 47, 1909, 43-54, for the number of combinations of these $m$ objects $n$ at a time.
${ }^{193}$ Ibid., 47, 1909, 305-320.
${ }^{194}$ Phil. Trans. Ray. Soc. Lendon, 207, A, 1908, ${ }^{655-134 . ~ A b s t r a c t, ~ P r o c . ~ R o y . ~ S o c ., ~ 78, ~}$ 1907, 459-60.

MacMahon ${ }^{195}$ applied his ${ }^{174}$ second memoir to find the probability that in the election of $P$ by $m$ votes to $Q$ 's $n$ votes $(m>n)$ the order of the ballots is such that $P$ has at all times more votes than $Q$, and similarly for $n$ candidates.

Start with any Ferrers' graph of an ordinary partition and place the
parts of the partition at the nodes so that the numbers in a row, read from west to east, and in columns, read from north to south, are in descending order. We obtain a two-dimensional partition of 19:

| 3 | 2 | 2 | 2 |
| :--- | :--- | :--- | :--- |
| 2 | 1 | 1 | 1 |
| 2 | 1 |  |  |
| 2 |  |  |  |

E. Landau ${ }^{196}$ considered the maximum value $f(n)$ of the l.c.m. of $a_{1}$, $\cdots, a_{\rho}$ in all the partitions of $n$ into positive parts, $n=a_{1}+\cdots+a_{\rho}$ ( $\rho \leqq n$ ). Thus, for $n=5=4+1=2+3, f(5)=6$. He proved that

$$
\lim _{x=\infty} \frac{\log f(x)}{\sqrt{x \log x}}=1
$$

R. W. D. Christie ${ }^{197}$ noted that, if $1 \leqq M \leqq 5,6 N+M$ has

$$
\nu=(3 N+M)(N+1)
$$

partitions into parts $\leqq 3$, and $\nu+1$ partitions if $M=0$.
J. W. L. Glaisher ${ }^{198}$ treated various questions of partitions by solving equations in finite differences which were constructed by means of L. F. A. Arbogast's ${ }^{85 a}$ rule of derivations. The capital letters $A, B, C, \ldots$ signify any distinct numbers in ascending order of magnitude, while Greek letters denote any distinct numbers. The only partition of 8 of the form $A^{2} B C$ is $1,1,2,4$; the only one of the form $A B^{2} C$ is $1,2,2,3$; while either partition is of the form $\alpha^{2} \beta \gamma$. Denote by $P_{n}\left(i, j, k, \cdots ; A^{p} B^{q} \cdots\right) x$ the number of partitions of $x$ into the elements $i, j, k, \cdots$, each partition consisting of $n$ parts and being of the form $A^{p} B^{q} \ldots$. When the elements are $0,1,2, \cdots$, this number $P$ is the number $G_{n}\left(x, A^{p} B^{q} \cdots\right)$ of terms of that form in the $x$ th derivation of $a^{n}$; its values for $n=2,3,4$ and all possible forms are tabulated (p.67), and by simple additions, we deduce

$$
P_{n}\left(0,1, \cdots ; \alpha^{p} \beta^{q} \cdots\right) x=G_{n}\left(x, \alpha^{p} \beta^{q} \cdots\right) .
$$

The latter are computed for $n \leqq 7$; likewise $G_{n}(x)=P(1,2, \cdots, n) x$ and $P_{n}(1,2, \cdots)$ for $n \leqq 9$, and $P_{n}\left(1,2, \cdots ; \alpha^{p} \beta^{q} \cdots\right) x$ for $n \leqq 7$. It is

[^103]proved that the last circulator of $G_{n}\left(x, \alpha^{\nu} \beta^{\alpha} \ldots\right)$ is the same for all forms $\alpha^{p} \beta^{q} \cdots$, and hence need be computed for the form $\alpha^{n}$ only, which case is treated at length.

Glaisher ${ }^{199}$ proved Sylvester's theorem on waves, developed the formulas for waves of periods $3,4,5,6$, and treated the non-periodic terms.

Glaisher ${ }^{200}$ noted that his ${ }^{198}$ formulas for the number $P(1, \cdots, n) x$ of partitions of $x$ into $1, \cdots, n$, repetitions allowed, are greatly simplified if expressed in terms of $\xi=x+\frac{1}{4} n(n+1)$ instead of $x$ and gave the simplified formulas for $n \leqq 9$, and also those in terms of $X=2 \xi$ for $n=2,5,6,9$. He proved (p. 104) that
$(-1)^{n-1} P(1, \cdots, n)(-x)=P(1, \cdots, n)\left\{x-\frac{1}{2} n(n+1)\right\}=Q_{n}(1,2, \cdots) x$,
where $Q$ is the number of partitions of $x$ into elements $1,2, \cdots$, unlimited in number, each partition containing exactly $n$ parts without repetition. He proved (p. 106) that, if in the circulators occurring in the $\xi$-formulas, the order of the elements be reversed, the original circulator is reproduced except as to sign. Finally, he gave the leading circulator in each wave $W_{m}(1,2, \cdots, m h+r)$.
E. Barbette ${ }^{201}$ noted that there are exactly $2\left(2^{x-2}-1\right)$ ways of partitioning $x+\alpha$ into distinct parts the greatest of which is $x$, where

$$
\alpha=S_{x}-R, \quad 1 \leqq R \leqq \frac{1}{2} x(x-1)-1, \quad S_{x} \equiv 1+2+\cdots+x .
$$

In fact, such a partition of $x+\alpha$ corresponds to a partition of $\alpha$ into distinct parts each < $x$. Next, to find all the partitions of $N$ into distinct parts, let $x$ be the least integer for which $S_{x} \geqq N$, and convert $S_{x}, S_{x+1}, \cdots, S_{N-1}$ into sums of distinct numbers of which the greatest is $N$ and such that all the other parts are less than $x, x+1, \cdots, N-1$, respectively. Suppress the parts in common to two members of the resulting equalities. Finally, to find all sets of consecutive integers whose sum is $N$ (as $8+9=N$ ), write $1,2,3, \ldots$ along the diagonal of a square; above $x$ in the diagonal write the sum $2 x-1$ of $x$ and the preceding term $x-1$; above that sum write the sum $3 x-3$ of it and the number $x-2$ preceding it in the former list; etc., until 1 is added. Cf. Sylvester. ${ }^{119}$
P. Bachmann ${ }^{202}$ gave an extended clear account of the literature on partitions. He inserted (pp. 109-110) a theorem communicated to him by J. Schur: If $S$ is any set of positive integers not divisible by $r$, and $R$ is the set of numbers obtained by multiplying the numbers in $S$ by $1, r, r^{2}, \cdots$, then any positive integer can be partitioned into equal or distinct parts chosen from $S$ as often as into parts chosen from $R$, each occurring at most $r-1$ times. The case $r=2$ gives Euler's theorem that any integer can be partitioned into equal or distinct odd integers as often as into any distinct parts.

[^104]R. D. von Sterneck ${ }^{203}$ proved De Morgan's ${ }^{28}$ result that the number of partitions of $n$ into 3 parts is the integer nearest to $n^{2} / 12$ by use of three coordinate axes every pair of which make an angle $<60^{\circ}$ and counting the lattice points inside or on the triangle cut out of the plane $x+y+z=n$ by the coordinate planes. Similar use is made of 4 -dimensional space to show that the number of partitions of $n$ into 4 parts is the integer nearest $\left(n^{3}+3 n^{2}-4\right) / 144$.
N. Agronomov ${ }^{204}$ noted that $N=2^{a} p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}$ is representable as a sum of consecutive integers in $\left(\alpha_{1}+1\right) \cdots\left(\alpha_{k}+1\right)$ ways [Sylvester ${ }^{119}$ ].
P. A. MacMahon ${ }^{205}$ noted that his three-dimensional graphs of plane partitions admit not only of 1,3 or 6 readings, but may admit just two readings if the weight be $\geqq 13$. Let each part be $\leqq l$ and be placed at a node of a two-dimensional lattice with $m$ rows and $n$ columns. The generating function giving as the coefficient of $x^{w}$ the number of partitions of weight $w$ is expressible in six ways, one of them being
$$
\prod_{s=1}^{\infty} \frac{(l+s)(l+s+1) \cdots(l+m+s-1)}{(s)(s+1) \cdots(m+s-1)}, \quad(t) \equiv 1-x^{t}
$$
and the other five being derived from this by permuting $l, m, n$. A general proof is here first given. The theory of generating functions, especially for $l=\infty$, is developed further here and in his next paper. ${ }^{206}$
T. E. Mason ${ }^{207}$ proved that $2^{a} p_{1}^{a_{1}} \cdots p_{r}^{a_{r}}$, where the $p$ 's are distinct odd primes, can be represented as a sum of consecutive integers not necessarily positive in $2\left(\alpha_{1}+1\right) \cdots\left(\alpha_{r}+1\right)$ ways. In just one half the representations there is an even number of terms, and in just one half are the terms all positive [Sylvester ${ }^{119}$ ].
W. J. Greenstreet ${ }^{208}$ proved that $x+2 y+3 z=6 n$ has $3 n^{2}+3 n+1$ integral solutions $\geqq 0$.

MacMahon ${ }^{209}$ showed that the enumeration of partitions of multipartite numbers may be made to depend upon his ${ }^{141}$ theory of distributions and symmetric functions of a single system of quantities.
A. J. Kempner ${ }^{210}$ proved that, if $1, c_{1}, c_{2}, \cdots$ form a set of increasing positive integers such that every positive integer is a sum of $k$ or fewer of them, the radius of the circle of convergence of $1+c_{1} x+c_{2} x^{2}+\cdots$ is unity. Let every positive integer be a sum of at most $k$ terms of a given set $a_{1}, a_{2}, \cdots$; let $\alpha_{i}, \beta_{i}$ be integers such that $0<\alpha_{i} \leqq R,\left|\beta_{i}\right| \leqq S$, where $R$ and $S$ are any given positive integers; then every positive integer is a sum of fewer than $R!(2 k S+k+1)$ terms of the set $1, \alpha_{1} a_{1}+\beta_{1}$, $\alpha_{2} a_{2}+\beta_{2}, \cdots$. Finally, the known theorems that any positive integer $n$ is a sum of four squares and that $x^{2}=1+3+5+\cdots+(2 x-1)$ imply

[^105]that $n=u_{1} \cdot 1+u_{2} \cdot 3+u_{3} \cdot 5+\cdots$ is solvable in integers such that $4 \geqq u_{1} \geqq u_{2} \geqq u_{3} \cdots \geqq 0$. A generalization is noted.
S. Minetola ${ }^{211}$ investigated the number $R\left(t ; \alpha_{1}, \cdots, \alpha_{p} ; n\right)$ of ways of separating into $n$ groups $m=t+\alpha_{1}+\cdots+\alpha_{p}$ objects of which $t$ are not repeated, while $p$ further objects, distinct from each other and from the preceding $t$, are repeated $\alpha_{1}, \cdots, \alpha_{p}$ times, respectively. After finding recursion formulas for $R$, he proved theorems on the maximum value of $R$ when $m$ and $n$ vary, but so that $m-n$ remains constant. Finally, he studied $R(1 ; m ; n)$, so that one object is taken single and another is repeated $m$ times. It is the coefficient of $x^{m+1}$ in
$$
x^{n} /\left\{(1-x)^{2}\left(1-x^{2}\right)\left(1-x^{3}\right) \cdots\left(1-x^{n-1}\right)\right\}
$$

Its recursion formula is

$$
R(1 ; m ; n)=R(1 ; m-1 ; n-1)+R(1 ; m-n+1 ; n) .
$$

G. Scorza ${ }^{212}$ evaluated sums of reciprocals of products, each summation extended over all the partitions of a given arbitrary integer.
G. Candido ${ }^{213}$ noted that $a^{m}$ is a sum of $a$ consecutive odd integers. For $m=3$, this was also proved by J. W. N. le Heux. ${ }^{214}$ Cf. Frégier. ${ }^{22 a}$
G. Csorba ${ }^{215}$ stated that all questions concerning partitions can be reduced to a single one, viz., the question of the number of ways $A$ can be obtained from $a_{1}, \cdots, a_{n}$ by addition, repetitions allowed. Cayley ${ }^{44}$ had expressed this number of partitions of $A$ in the form

$$
c_{0}(A)+A c_{1}(A)+A^{2} c_{2}(A)+\cdots+A^{n-1} c_{n-1}(A)
$$

where $c_{i}(A)$ is a periodic function of $A$; but essentially proved only the existence of such a representation. Csorba gave for $c_{i}(A)$ an explicit formula involving Bernoullian numbers and the g.c.d. $d$ of all the $a$ 's except $a_{i_{1}}, \cdots, a_{i_{m}}$, and involving summations extended over all solutions $\xi_{1}$ of the congruence $\Sigma_{e=1}^{c=n} a_{i_{e}} \xi_{e} \equiv A(\bmod d)$.
*Csorba ${ }^{216}$ treated multiple partition.
P. A. MacMahon ${ }^{217}$ has given an extended account of the theory of partitions as a branch of combinatory analysis. A small part of Vol. I and nearly the whole of Vol. II are taken up with theories more or less connected with the partitions of numbers. The theory is investigated from the standpoint of a new definition of a partition. A partition is defined as a set of positive integers $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$, whose sum is $n$, such that $\alpha_{1} \geqq \alpha_{2} \geqq \cdots \geqq \alpha_{n}$. The importation of linear Diophantine inequalities leads to a syzygetic theory and thence to the determination of ground forms connected by various orders of syzygies as in the theory of algebraic invariants. A generalization is made by considering one or more general

[^106]linear inequalities connected with a number of linear relations. Such theories are grouped under the title "partition analysis." As regards the simple partition of numbers the idea results in laying foundations deeper than the intuitive generating functions which served Euler and his successors as points of departure. There is an extension in the direction of two dimensions in such wise that the parts are laid out in the compartments of a chess board of any dimensions, a partition being defined as a distribution of numbers such that in every row and in every column of the board a descending order of part magnitude is in evidence. The complete enumerative solution of this question for a complete or incomplete lattice or chess board is reached. The solution depends upon the idea of a lattice permutation and of an associated lattice function. An assemblage of letters $a_{1}^{\alpha_{1}} a_{2}^{a_{3}} \cdots a_{s}^{a_{s}}$ is said to be a lattice assemblage when the repetitional exponents satisfy the condition $\alpha_{1} \geqq \alpha_{2} \geqq \cdots \geqq \alpha_{s}$; and of this assemblage a permutation is a lattice permutation ii the first $k$ letters ( $k$ being any number $<s$ ) of the permutation constitute a permutation of a lattice assemblage $a_{1}^{\beta_{1}} a_{21}^{\beta_{2}} \cdots a_{8}^{\beta_{8}}$. These permutations have been enumerated, but the theory of the derived lattice functions is not yet complete. The theory of partitions in three dimensions is completed in this book only as far as the simplest case when the parts are placed at the angular points of a single cube. The enumeration of the partitions of multipartite numbers is investigated principally by means of J. Hammond's ${ }^{217 a}$ differential operators [MacMahon ${ }^{176}$. The problem of enumerating partitions which do not involve sequences of parts is considered in Vol. I.

* L. von Schrutka ${ }^{218}$ gave an extended account of methods employed to further develop Vahlen's ${ }^{150}$ results.
R. Goormaghtigh ${ }^{219}$ noted that, if $N$ is the sum of the consecutive integers comprised between $\nu+1$ and $n$, then $2 N=(n-\nu)(n+\nu+1)$ and the number of couples $n, \nu$ is the number of odd divisors $>1$ of $N$.
G. H. Hardy and S. Ramanujan ${ }^{220}$ proved that the logarithm of the number $p(n)$ of partitions of $n$ is asymptotic to $\pi \sqrt{2 n / 3}$, and the logarithm of the number of partitions of $n$ into distinct positive integers is asymptotic to $\pi \sqrt{n / 3}$. They ${ }^{221}$ developed a general method for the discussion of these, and analogous problems of combinatory analysis, by means of the methods of the theory of functions of a complex variable. This method is, within limits, applicable to the study of all numerical functions which occur as coefficients in power series possessing the unit circle as a natural boundary. In this particular problem it leads to the result that

$$
p(n)=\frac{1}{2 \pi \sqrt{2}} \frac{d}{d n} \frac{e^{\pi \sqrt{2(n-124) / 3}}}{\sqrt{n-1 / 24}}+O\left(e^{k / \bar{n}}\right), \quad k<\pi / \sqrt{6}
$$

[^107]and to still more exact results in which the sum of a number of approximating functions appears on the right hand side. Six terms of the series thus obtained give $p(200)=3972999029388$, with an error of .004 , a result confirmed by MacMahon by direct calculation. Here $O(g(t))$ denotes a function whose quotient by $g(t)$ remains numerically under a fixed finite value for all sufficiently large values of $t$. At the end of the paper occurs a table, calculated by MacMahon, of the number of partitions of $n$ for $n \leqq 200$.
P. A. MacMahon ${ }^{222}$ proved that, if $p_{1}, \cdots, p_{t}$ are integers in descending order of magnitude and $\left(m_{1} \cdots m_{s}\right)$ is the partition conjugate to ( $p_{1} \cdots p_{t}$ ), the number of ways of distributing $n$ objects of specification ( $n$ ) into boxes of specification ( $m_{1} \cdots m_{s}$ ) is the coefficient of $x^{n}$ in the expansion of
$$
1 \div\left\{(1-x)^{p_{1}}\left(1-x^{2}\right)^{p_{2}} \cdots\left(1-x^{t}\right)^{p_{t}}\right\}
$$

MacMahon ${ }^{223}$ established a $(1,1)$ correspondence between combinations derived from $m$ identical sets of $n$ distinct letters and general magic squares of order $n$ in which the numbers in any row or column have the sum $m$ [MacMahon ${ }^{189}$ ].
S. Ramanujan ${ }^{224}$ proved that, if $p(n)$ is the number of partitions of $n$,

$$
\begin{aligned}
& p(5 m+4) \equiv 0(\bmod 5), p(7 m+5) \equiv 0(\bmod 7) \\
& p(35 m+19) \equiv 0(\bmod 35), p(25 m+24) \equiv 0(\bmod 25) \\
& p(49 n+47) \equiv 0(\bmod 49) ; \\
& p(4)+p(9) x+p(14) x^{2}+\cdots=5 \frac{\left\{\left(1-x^{5}\right)\left(1-x^{10}\right)\left(1-x^{15}\right) \cdots\right\}^{5}}{\left\{(1-x)\left(1-x^{2}\right)\left(1-x^{3}\right) \cdots\right\}^{6}} \\
& p(5)+p(12) x+p(19) x^{2}+\cdots=7 \frac{\left\{\left(1-x^{7}\right)\left(1-x^{14}\right)\left(1-x^{21}\right) \cdots\right\}^{3}}{\left\{(1-x)\left(1-x^{2}\right)\left(1-x^{3}\right) \cdots\right\}^{4}} \\
&+49 x \frac{\left\{\left(1-x^{7}\right)\left(1-x^{14}\right)\left(1-x^{21}\right) \cdots\right\}^{7}}{\left\{(1-x)\left(1-x^{2}\right)\left(1-x^{3}\right) \cdots\right\}^{8}}
\end{aligned}
$$

which imply the first two congruence theorems.
H. B. C. Darling ${ }^{225}$ gave elementary proofs of the first two of Ramanujan's ${ }^{224}$ congruence theorems.
L. J. Rogers ${ }^{226}$ gave a new proof of his ${ }^{158 c}$ two identities. J. Schur ${ }^{227}$ gave two proofs. Finally, Rogers ${ }^{228}$ and S. Ramanujan ${ }^{228}$ each gave a proof which is much simpler than all earlier proofs.
P. A. MacMahon ${ }^{229}$ solved the problem of multipartite partition.

[^108]A. Tanturri ${ }^{230}$ gave expressions for the number of partitions of $n$ into 2 , 3,4 or 5 distinct parts, and recursion formulas. $\mathrm{He}^{231}$ investigated the number $D_{n}$ of partitions of $n$ into powers of 2 and the number $D\left(2^{p}, n\right)$ of partitions of $n$ into powers of 2 of which $2^{p}$ is the maximum. The first function can be computed from the second. In the second paper occur recursion formulas for the second function, and expressions for $D\left(2^{p}, 2^{p} k\right)$ and $D\left(2^{p}, 2^{p} k+2^{p-1}\right)$ in terms of binomial coefficients.

On the number of positive integral solutions of $a x+b y=n$, see papers 117-142a of Ch. II. Cesàro, Vol. I, p. 306, gave relations involving the number of positive integral solutions of $\xi_{1}+2 \xi_{2}+\cdots+\nu \xi_{\nu}=n$.

Von Sterneck, Vol. I, p. 427, used partitions into elements formed from the first $s$ primes.
${ }^{230}$ Atti R. Accad. Sc. Torino, 52, 1916-7, 902-918. In Peano's symbolism, with a translation of most of the results.
${ }^{231}$ Ibid., Dec. 1, 1918. Continued in Atti R. Accad. Lincei, Rendiconti, 27, II, 1918, 399 403. In Peano's symbolism with partial translation.

## CHAPTER IV.

## RATIONAL RIGHT TRIANGLES.

## Methods of solving $x^{2}+y^{2}=z^{2}$ in integers.

According to Proclus, ${ }^{1}$ Pythagoras represented the smaller leg by $x=2 \alpha+1$, the larger leg by $y=2 \alpha^{2}+2 \alpha$, and the hypotenuse by $z=y+1$. Plato ${ }^{1}$ took the difference $z-y$ to be 2 (instead of 1 ) and obtained ${ }^{2} x=2 \alpha, y=\alpha^{2}-1, z=\alpha^{2}+1$.

The Hindus Baudhâyana and Apastamba, ${ }^{3}$ about the fifth century B.C., obtained independently ${ }^{4}$ (?) of the Greeks the solutions ( $3,4,5$ ), $(5,12,13)$, ( $7,24,25$ ), which are cases of the rule of Pythagoras, and ( $8,15,17$ ), (12, 35, 37), cases of the rule of Plato.

Euclid ${ }^{5}$ gave the set of solutions

$$
\alpha \beta \gamma, \quad \frac{1}{2} \alpha\left(\beta^{2}-\gamma^{2}\right), \quad \frac{1}{2} \alpha\left(\beta^{2}+\gamma^{2}\right),
$$

as well as (II, $5 ; \mathrm{X}, 30$ ) the related set

$$
\sqrt{m n}, \quad \frac{1}{2}(m-n), \quad \frac{1}{2}(m+n) .
$$

Marcus Junius Nipsus, ${ }^{6}$ at least a century before Diophantus, gave two rules to find right triangles with integral sides, one leg being given. Expressed algebraically, his rules give, as solutions of $z^{2}-y^{2}=x^{2}$,

$$
\begin{array}{lll}
z=\frac{1}{2}\left(x^{2}+1\right), & y=\frac{1}{2}\left(x^{2}-1\right), & \text { for } x \text { odd; } \\
z=\frac{1}{4} x^{2}+1, & y=\frac{1}{4} x^{2}-1, & \text { for } x \text { even, }
\end{array}
$$

formulas equivalent to those of Pythagoras and Plato, respectively.
Diophantus ${ }^{7}$ took a given value (in fact, 4) for $z$ and required that $z^{2}-x^{2}$ shall be a square of the form $(m x-z)^{2}$. Thus

$$
x=\frac{2 m z}{m^{2}+1}, \quad y=m x-z=\left(\frac{m^{2}-1}{m^{2}+1}\right) z .
$$

Here $m$ is any rational number; replacing it by $m / n$, and taking $z=m^{2}+n^{2}$, we get

$$
\begin{equation*}
x=2 m n, \quad y=m^{2}-n^{2}, \quad z=m^{2}+n^{2} . \tag{1}
\end{equation*}
$$

${ }^{1}$ Proclus Diadochus, primum Euclidis elem. libr. comm. (5th cent.), ed. by G. Friedlein, Leipzig, 1873, 428. Eléments d' Euclide avec les Comm. de Proclus, 1533, 111; Latin trans. by F. Barocius, 1560, 269. M. Cantor, Geschichte Math., ed. 3, I, 1907, 185-7, 224. G. J. Allman, Greek Geometry from Thales to Euclid, 1889, 34.
${ }^{2}$ Cited by Heron of Alexandria, Geometrie, p. 57; Boethius (6th cent.), Geometrie, lib. 2.
${ }^{2}$ Sulbasūtra, publ. by A. Bürk with German transl., Zeitschrift der deutschen morgenländischen Gesell., 55, 1901, 327-91, 543-91.
${ }^{4}$ Bürk. ${ }^{3}$ H. G. Zenthen, Bibliotheca Math., (3), 5, 1904, 105-7. M. Cantor, Geschichte Math., ed. 3, I, 1907, 636-45; 96 for $3^{2}+4^{2}=5^{2}$ in Egypt.
${ }^{5}$ Elementa, X, 28, 29, lemma 1; Opera, ed. by J. L. Heiberg, 3, 1886, 80. M. Cantor, Geschichte Math., ed. 3, I, 1907, 270-1, 482.
${ }^{6}$ Cf. J. B. Biot, Jour. des Savants, 1849, 250-1; Comptes Rendus Paris, 28, 1849, 576-81 (Sphinx-Oedipe, 4, 1909, 47-8). M. Cantor, Die römischen Agrim .. Feldmess., 1875, 103, 112, 165. C. Henry, Bull. Bibl. Storia Sc. Mat. Fis., 20, 1887, 401-2.
${ }^{7}$ Arith., II, 8; Opera, ed. by P. Tannery, 1, 1893, 90; T. L. Heath, 1910, 145.

Diophantus (III, 22, etc.) referred to the right triangle with these sides as that formed from the two numbers $m, n$.

Brahmegupta ${ }^{8}$ (born 598 A.D.) gave explicitly the solution (1).
An anonymous Arabic manuscript 9 of 972 stated that in every primitive right triangle (i. e., with relatively prime integral sides), the sides are given by (1). Necessary conditions that (1) give a primitive triangle are that $m, n$ be relatively prime and $m+n$ be odd. The hypotenuse of a primitive right triangle is a sum of two squares and is of the form $12 k+1$ or $12 k+5$, though not all such numbers are sums of two squares. But $65^{2}$ is a sum of two squares in two ways: $63^{2}+16^{2}=33^{2}+56^{2}$. To find a triangle with a given hypotenuse $h$, we need an expeditious method to find two numbers the sum of whose squares equals $h$. If the last digit $d$ of $h$ is 1 , the two squares end in 5 and 6 or in 00 and 1. If $d=3$, they end in 4 and 9 ; if $d=7$, in 1 and 6 ; if $d=5$, in 00 and 5,1 and 4 , or 6 and 9 ; if $d=9$, in 00 and 9 , or 4 and 5 ; with similar rules if $d$ is even.

The Arab Ben Alhocain ${ }^{10}$ (tenth cent.) gave a geometrical proof that (1) give the sides of a right triangle, and noted that if the hypotenuse is even, also both legs are even. Rules equivalent to that by Pythagoras are given; also false theorems on triangles formed from several consecutive numbers.

Alkarkhi ${ }^{11}$ (end of tenth cent.) derived the solution $3,4,5$ of $x^{2}+y^{2}=z^{2}$ by setting $y=x+1, z=2 x-1$.

Bháscara ${ }^{12}$ (born 1114) gave (1) and employed it, as had Brahmegupta, to find the second leg $\left(m^{2} / n-n\right) / 2$ and hypotenuse, $\left(m^{2} / n+n\right) / 2$, given one leg $m$. Given the hypotenuse $h$, the legs are ${ }^{12 a} l=2 h b /\left(b^{2}+1\right)$ and $l b-h$ or $h-q$ and $b q$, where $q=2 h /\left(b^{2}+1\right)$. To find (p. 201) a right triangle whose area equals the hypotenuse take $3 x, 4 x, 5 x$ as the sides.

Leonardo Pisano ${ }^{13}$ employed the fact that the sum $1+3+\cdots$ of $n$ consecutive odd numbers is $n^{2}$ to find two squares whose sum is a square. First, if one square $a^{2}$ is odd, take the other to be $1+3+\cdots+\left(a^{2}-2\right)$; their sum $1+3+\cdots+a^{2}$ is a square. If one square is even, as 36 , add and subtract unity from its half, obtaining the consecutive odd numbers 17 and 19 ; then $1+3+\cdots+15=64$ and

$$
64+36=1+\cdots+15+17+19=10^{2}
$$

[^109][These correspond to the rules of Pythagoras and Plato.] Leonardo ${ }^{14}$ obtained rational solutions of $x^{2}+y^{2}=a^{2}$ by a method quite different from that of Diophantus; starting with any known rational triangle for which $\alpha^{2}+\beta^{2}=\gamma^{2}$, he took $x=a \alpha / \gamma, y=a \beta / \gamma$.
F. Vieta ${ }^{15}$ (1540-1613) used the method of Leonardo, last cited, and that of Diophantus.
M. Stifel ${ }^{16}$ called $a \cdot b$ a diametral number if $a^{2}+b^{2}=c^{2}$ and stated incorrectly that $a \cdot b$ is a diametral number if and only if $a / b$ belongs to one of the series $1 \frac{1}{3}, 2 \frac{2}{5}, 3 \frac{3}{7}, \cdots$ and $1 \frac{7}{8}, 2 \frac{1}{1} \frac{1}{2}, 3 \frac{15}{1}, \cdots$, and hence in effect that $a: b=2 n^{2}+2 n: 2 n+1$ or $a: b=4 n^{2}+8 n+3: 4 n+4\left[\right.$ cf. Meyer ${ }^{46}$ ], which correspond to the solutions of $a^{2}+b^{2}=c^{2}$ by Pythagoras and Plato. These diametral numbers are not those defined by Theon of Smyrna ${ }^{2}$ of Ch. XII.

The Japanese manuscript of Matsunago ${ }^{17}$ of the first half of the eighteenth century contains three proofs of (1).
T. Fantet de Lagny ${ }^{18}$ replaced $m$ by $d+n$ in (1) and obtained

$$
x=2 n(d+n), \quad y=d(d+2 n), \quad z=x+d^{2}=y+2 n^{2} .
$$

Taking $d=1$ or $n=1$, we obtain the rule of Pythagoras or that of Plato.
C. A. Koerbero ${ }^{19}$ proved that the sides of any rational right triangle are proportional to the numbers (1).
L. Euler ${ }^{20}$ expressed the hypotenuse $c$ as $b+a n / m$. By $a^{2}+b^{2}=c^{2}$, $b: a=m^{2}-n^{2}: 2 m n$. Hence $a, b, c$ are proportional to the numbers (1) with $m>n>0$.

Euler ${ }^{21}$ noted that the sum of the squares of $x+1 / x$ and $y+1 / y$ is a square if

$$
y=\frac{p x-1}{x+p}, \quad(x+p)^{2}(p x-1)^{2}+x^{2}\left(p^{2}+1\right)^{2}=\square
$$

the latter being true if $\left(p^{2}-1\right) x=4 p$.
J. P. Grüson ${ }^{22}$ noted that $n+1$ and $n$ generate a triangle [of Pythagoras' type] whose larger leg $y=2 n^{2}+2 n$ and hypotenuse $y+1$ generate a new triangle whose least side is a square $\left[2 y+1=(2 n+1)^{2}\right]$.
L. Poinsot ${ }^{23}$ noted that every set of integral solutions of $z^{2}-y^{2}=x^{2}$ is given by $z=(p+q) / 2, y=(p-q) / 2$, where $x^{2}$ has been expressed in every way as a product of two integers $p$ and $q$, both odd and relatively prime or both even, but with no common factor $>2$.

[^110]P. Volpicelli ${ }^{24}$ noted that $z=a^{2}+b^{2}=\alpha^{2}+\beta^{2}$ imply that
$$
x= \pm(a \alpha \mp b \beta), \quad y= \pm(a \beta \pm b \alpha)
$$
are solutions of $x^{2}+y^{2}=z^{2}$ and stated incorrectly that they give all the solutions, whereas formulas (1) do not. As to J. Liouville's ${ }^{25}$ remark that, for $z$ given, $x^{2}+y^{2}=z^{2}$ has relatively prime solutions if and only if $z$ is a product of primes $4 n+1$, the solutions $x=1020, y=425, z=5 \cdot 13 \cdot 17$ are not relatively prime.

Volpicelli ${ }^{26}$ distinguished $k$ types of solutions of $x^{2}+y^{2}=z^{2}$, where $z=h_{1} \cdots h_{k}, h_{j}=a_{j}^{2}+b_{j}^{2}$. The $k$ solutions of the first type are $q\left(a_{j}^{2}-b_{j}^{2}\right)$, $2 q a_{j} b_{j}$, where $q=z / h_{j}$. The $k(k-1)$ solutions of the second type are

$$
q\left\{\left(a_{i}^{2}-b_{i}^{2}\right)\left(a_{j}^{2}-b_{j}^{2}\right) \pm 4 a_{i} a_{j} b_{i} b_{j}\right\}, \quad q\left\{2\left(a_{i} a_{j} \pm b_{i} b_{j}\right)\left(a_{j} b_{i} \mp a_{i} b_{j}\right)\right\}
$$

where $q=z /\left(h_{i} h_{j}\right)$, the quantities $x_{2}, y_{2}$ in brackets being such that $x_{2}^{2}+y_{2}^{2}=h_{i}^{2} h_{j}^{2}$. From

$$
x_{3}^{2}+y_{3}^{2}=\left(x_{2}^{2}+y_{2}^{2}\right)\left\{\left(a_{t}^{2}-b_{t}^{2}\right)^{2}+\left(2 a_{t} b_{t}\right)^{2}\right\}=h_{i}^{2} h_{j}^{2} h_{t}^{2}
$$

we obtain the $4\binom{k}{3}$ solutions $q x_{3}, q y_{3}$ of the third type, where $q=z /\left(h_{i} h_{j} h_{t}\right)$. Thus the total number of solutions is

$$
\sum_{s=1}^{k} \frac{2^{-1} k(k-1) \cdots(k-s+1)}{1 \cdot 2 \cdots s}=\frac{1}{2}\left(3^{k}-1\right)
$$

Volpicelli ${ }^{27}$ noted that all solutions of $x^{2}+y^{2}=z^{2}$ depend on the solutions of $x^{2}+y^{2}=z_{j}^{2}(j=1, \cdots, k)$, where $z_{1}, \cdots, z_{k}=z$ are the products of the factors of $z$ taken $1,2, \cdots, k$ at a time. For $z^{2}=\left(a^{2}+b^{2}\right)^{k}$, a solution is

$$
x=a^{k}-\binom{k}{2} a^{k-2} b^{2}+\binom{k}{4} a^{k-4} b^{4}-\cdots, \quad y=\binom{k}{1} a^{k-1} b-\binom{k}{3} a^{k-3} b^{3}+\cdots
$$

For, if $(a+i b)^{k}=A+i B,\left(a^{2}+b^{2}\right)^{k}=A^{2}+B^{2}$, which was verified without using $i=\sqrt{-1}$. Also $a^{2}-b^{2}$ is a factor of $B$ if $k=4 h$, but is a factor of $A$ if $k=4 h+2$.
C. A. W. Berkhan ${ }^{28}$ gave nineteen methods of finding two numbers the sum of whose squares is a square, with references on several proofs.
E. de Jonquières ${ }^{29}$ discussed Volpicelli's ${ }^{26}$ topic.
A. J. F. Meyl ${ }^{30}$ noted that, according to an argument by de Jonquières, ${ }^{29}$

$$
(x+3)^{2}+(x+4)^{2}=\left[(y+1)^{2}+(y+2)^{2}\right]^{2}
$$

has only the solutions $x+3=3$ or -4 , whereas $x+3=0$ or -1 also.
C. de Polignac ${ }^{31}$ used a rectangular lattice to prove that (1) gives all integral solutions of $x^{2}+y^{2}=z^{2}$.

[^111]C. M. Piuma ${ }^{32}$ quoted the known result that all relatively prime integral solutions of $x^{2}+y^{2}=z^{2}$ are given by
$$
x=m n, \quad y=\frac{m^{2}-n^{2}}{2}, \quad z=\frac{m^{2}+n^{2}}{2}
$$
where $m$ and $n$ are relatively prime odd integers, and proved conversely that then these three expressions are relatively prime in pairs, by showing by use of congruences that no two are divisible by the same power of a prime.
D. S. Hart ${ }^{33}$ proved for $n \leqq 4$ that, if $z$ is a product of $n$ primes each a sum of two squares $2^{2}, z^{2}$ is a 2 in $\left(3^{n}-1\right) / 2$ ways [Volpicelli ${ }^{26}$ ].
L. E. Dickson ${ }^{34}$ obtained, as a solution equivalent to (1) $r+s, r+t$, $r+s+t$, where $r^{2}=2 s t$ is. a square. The same rule was given later by P. G. Egidi, ${ }^{35}$ D. Gambioli, ${ }^{36}$ A. Bottari, ${ }^{39}$ and H. Schotten. ${ }^{36 a}$

Graeber ${ }^{37}$ noted that if the point of tangency of a circle inscribed in a right triangle divides the hypotenuse $z$ into the segments $k$ and $m$, while $n$ and $m$ are the corresponding segments of leg $y$, then

$$
(k+m)^{2}=(m+n)^{2}+(n+k)^{2}, \quad k=\left(n^{2}+m n\right) /(m-n) .
$$

Thus $x, y, z$ are proportional to (1). The sides if integral are shown by a long proof to be (1).
L. Kronecker ${ }^{38}$ proved that all positive integral solutions of $x^{2}+y^{2}=z^{2}$ are given without duplication by
$x=2 p q t, \quad y=t\left(p^{2}-q^{2}\right), \quad z=t\left(p^{2}+q^{2}\right), \quad p>q>0, \quad t>0$,
$p$ and $q$ being relatively prime and not both odd. The reason why every solution is obtained once and but once is due to the fact that the circle $\xi^{2}+\eta^{2}=1$ is of genus zero, all its points being expressible rationally in $\tau=\tan \omega / 2$ :

$$
\xi=\cos \omega=\frac{1-\tau^{2}}{1+\tau^{2}}, \quad \eta=\sin \omega=\frac{2 \tau}{1+\tau^{2}}
$$

A. Bottari ${ }^{39}$ proved that all integral solutions of $x^{2}+y^{2}=z^{2}$ are given by $x=u+w, y=v+w, z=u+v+w$, where $u=p^{2} k, v=2^{2 s-1} q^{2} k$, $w=2^{s} p q k, p$ and $q$ being relatively prime odd integers. Thus $x y$ is not a square.
P. Cattaneo ${ }^{40}$ gave a simple proof of Bottari's theorem.
P. Reutzel ${ }^{41}$ noted that, if $a>2$, we can solve $c^{2}-b^{2}=a^{2}$. Set $c=b+v$. Then $b=\left(a^{2}-v^{2}\right) /(2 v)$ is an integer if $v=1$ and $a$ is odd, or if $v=2$ and $a$ is even. We may take $v$ to be any divisor $a / n$ of $a$; then $b=\left(n^{2}-1\right) v / 2, c=\left(n^{2}+1\right) v / 2$.

[^112]J. Gediking ${ }^{42}$ noted that, for relatively prime solutions of $x^{2}-y^{2}=z^{2}$, we may take as $x-y$ any number of the form $(2 n+1)^{2}$ or $2 n^{2}$, but no other. Then $x+y=(2 m+1)^{2}$ or $2 m^{2}$, with $2 m+1$ and $2 n+1$ or $m$ and $n$ relatively prime. [It was overlooked that we may restrict to one of the two cases.] All solutions < 1000 are given. J. C. Milborn (pp. 167-9) erred in saying that this method does not give all solutions. T. Boelen (pp. 238-40) noted that we may take as $z$ any integer $>2$, if solutions with a common factor are allowed.
C. J. van der Burg ${ }^{43}$ gave an incomplete proof of (1).

Fitting ${ }^{44}$ discussed the relatively prime solutions of $x^{2}+y^{2}=z^{2}$ by setting $z=x+a$, whence $y^{2}=a(2 x+a)$. Without loss of generality we may take $a$ to be an odd square $1,9,25, \cdots$, and equate $2 x+a$ to the successive odd squares.
W. Kluge ${ }^{45}$ noted that $x^{2}+y^{2}=z^{2}$ is satisfied by

$$
x^{2}=d \zeta, \quad d<x, \quad y=\frac{\zeta-d}{2}, \quad z=\frac{\zeta+d}{2},
$$

and gave recursion formulas for computing successive solutions.
E. Meyer ${ }^{46}$ noted that Stifel's ${ }^{16}$ formulas for diametral numbers do not give all, for example not $33 \cdot 56$, and that he should have used

$$
a: b=m^{2}-n^{2}: 2 m n .
$$

He compared many known ways of solving $x^{2}+y^{2}=z^{2}$.
P. Lambert ${ }^{47}$ solved $x^{2}+y^{2}=z^{2}$ by use of numbers $a+b i$.

N . Gennimatás ${ }^{48}$ would solve $x^{2}+y^{2}=a^{2}$ by setting $2 a=c+d$, where $c d$ is a square $x^{2}$, whence $y=a-d$.
*E. Haentzschel ${ }^{48 a}$ noted that from one rational right triangle we can derive an infinity by use of the formulas for $\sin n \alpha$ and $\cos n \alpha$ [cf. Vieta, ${ }^{4}$ Ch. VI]. From two right triangles whose hypotenuses are primes of the form $4 \hat{k}+1$, we can derive an infinity by use of the addition theorem for sine and cosine. By means of these theorems we can arrange in order the proper solutions of $x^{2}+y^{2}=z^{2}$.
P. Quintili ${ }^{49}$ attributed to F. Klein (!) the solution (1) of $x^{2}+y^{2}=z^{2}$.
A. E. Jones ${ }^{50}$ discussed right triangles whose three sides are of the form $x^{2}-1$.
C. A. Laisant ${ }^{51}$ noted that $M Q, 2 P N, P^{2}+N^{2}$ are sides of a right triangle if $M, N, P, Q$ are four consecutive terms of Fibonacci's series (Vol. I, Ch. XVII of this History), so that $P=M+N, Q=N+P$.

[^113]
## Papers without Novelty.

G. Oughtred, Opuscula Math., Oxonii, 1677, 130-8.
A. Thacker, A Miscellany of Math. Problems, Birmingham, 1, 1743, 171-8 [Proof of (1)].

Anonymous, Ladies' Diary, 1752, 39, Quest. 344 [Proof of (1)].
A. D. Wheeler, Amer. Jour. Arts. Sc. (ed., Silliman), 20, 1831, 295 [Plato's rule].
J. A. Grunert, Klügel's Math. Wörterbuch, 5, 1831, 1141-3 [Euler ${ }^{20}$ ].
C. M. Ingleby and S. Bills, Math. Quest. Educ. Times, 6, 1866, 39-40 [Proof of (1)].
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Sides of a right triangle divisible by 3 , 4 , or 5.
Frenicle de Bessy ${ }^{52}$ ( $\dagger 1675$ ) noted that if the g.c.d. of the integral sides of a right triangle is a square or the double of a square, the sides are of the form (1), and that one of the sides is divisible by 5 , one of the legs by 3 and one by 4. If the sides are relatively prime, the sum and difference of the legs are of the forms $8 k \pm 1$.
P. Lentheric ${ }^{53}$ noted that the product $x y z$ of the numbers (1) is divisible by 60 , since $m n\left(m^{2}-n^{2}\right)$ is divisible by 6 and if no one of $m, n, m \pm n$ is divisible by $5, m^{2}+n^{2}$ is. F. Paulet added (p. 382) the remark that $m^{4}-n^{4}$ is divisible by 5 if neither $m$ nor $n$ is, since $m^{4}=10 k+1$ or $10 k+6$.
L. Poinsot ${ }^{23}$ stated, as if new, that if $x, y, z$ are relatively prime solutions of $x^{2}+y^{2}=z^{2}, 3$ is a factor of $x$ or $y, 4$ a factor of $x$ or $y$, and 5 a factor of $x, y$ or $z$. This was proved by E. R. Grenoble ${ }^{54}$ by considering the residues modulo 3, 4 or 5, and by J. Binet (pp. 686-7, 755) by use of Fermat's theorem. J. Liouville remarked (p. 687) that $x, y, x+y$ or $x-y$ is divisible by 7. Bourdat ${ }^{55}$ stated that he had found these facts in 1839 and added that, if $x^{2}+y^{2}=z^{4}, 5$ is a factor of $x, y$ or $z$, likewise 7 and 24 . If $x^{2}+y^{2}=z^{8}$, one of the numbers has the factor $2^{4} \cdot 3 \cdot 7$.
A. Vermehren ${ }^{56}$ proved that $x y z$ is divisible by 60.
A. Lévy ${ }^{57}$ noted that in $a^{2}+b^{2}=c^{2}, 7$ divides $a+b$ or $a-b$ if 7 is prime to $a, b, c ; 11$ divides one of $5 a \pm b, 5 b \pm a$ if 11 is prime to $a, b, c$.

[^114]Number of right triangles with a given side.
Report has been given above of the papers by Volpicelli, ${ }^{26}$ Hart ${ }^{33}$ and de Jonquières. ${ }^{29}$ See Fermat ${ }^{10}$ and Frenicle ${ }^{17}$ of Ch . VI and papers $19-32$ of Ch . XIII.
F. Gauss ${ }^{88}$ noted that to every hypotenuse composed of $k$ distinct primes belong

$$
\left[\frac{k}{1}\right]+2\left[\frac{k}{2}\right]+2^{2}\left[\frac{k}{3}\right]+\cdots+2^{k-1}\left[\frac{k}{k}\right]
$$

different pairs of legs, where $[x]$ is the largest integer $\leqq x$. The legs are relatively prime for $2^{k-1}$ pairs. ${ }^{59}$
D. N. Lehmer ${ }^{60}$ proved that the number $N$ of right triangles whose sides are integers with no common divisor, and whose hypotenuse is $\leqq n$, is asymptotically $n /(2 \pi)$. But, if the sum of the three sides is $\leqq n$, $N=n(\log 2) / \pi^{2}$ asymptotically.
O. Meissner ${ }^{61}$ stated that the number $P$ of integral right triangles with one $\operatorname{leg} x=2^{m} p_{1}^{m_{2}} \cdots p_{n}^{m_{n}}\left(p^{\prime}\right.$ s distinct primes) is:

$$
P=P_{2}+\frac{m-1}{\left[1+\frac{1}{m}\right]}\left(2 P_{2}+1\right), \quad P_{2} \equiv \frac{1}{2}\left\{\prod_{\nu=1}^{n}\left(2 m_{\nu}+1\right)-1\right\},
$$

where $[a]$ is the largest integer $\leqq a$. Also $P+1$ is the number of sets of positive integral solutions $z, y$ of $z^{2}-y^{2}=x^{2}$ ( $x$ given).
E. Bahier ${ }^{62}$ noted that if $A, B, \cdots, P$ are distinct odd primes the number of right triangles one of whose legs is $A^{a} B^{\beta} \cdots P^{\star}$ is

$$
\Sigma \alpha+2 \Sigma \alpha \beta+2^{2} \Sigma \alpha \beta \gamma+\cdots+2^{k-1} \alpha \beta \gamma \cdots \pi .
$$

If $A=2$, we have only to replace $\alpha$ by $\alpha-1$ in the last result.

## Right triangles of equal area.

Diophantus, $\mathrm{V}, 8$, required three rational right triangles of equal areas. If, as in $\mathrm{V}, 7, a b+a^{2}+b^{2}=c^{2}$, the right triangles formed ${ }^{7}$ from $c, a ; c, b$; $c, a+b$ have the same area $a b c(a+b)$. The chosen example has $a=3$, $b=5, c=7$. This solution was given in general form by F. Vieta, Zetetica, IV, 11. Fermat ${ }^{62 a}$ observed that if $z$ is the hypotenuse and $b, d$ the legs of a rational right triangle, we obtain a new right triangle of the same area by forming the triangle from $z^{2}, 2 b d$ and dividing its sides by $2 z\left(b^{2}-d^{2}\right)$. From this new triangle we may derive similarly a third, etc. Apart from notation, this method is the same as the "construction" in

[^115]the second part of Frenicle's ${ }^{52}$ Traité; this process has been summarized by A. Cunningham. ${ }^{63}$

Fermat ${ }^{64}$ stated that he could give five right triangles of equal area and had a method to find as many as one pleases, whereas Diophantus, V, 8, and Vieta, Zetetica, IV, 11, gave only three.
J. de Billy ${ }^{65}$ noted that the right triangle with the legs $3 r,(x+4) r$ will have the same area 6 as $(3,4,5)$ if $\frac{3}{2}(x+4) r^{2}=6$. Thus $x+4$ and $9+(x+4)^{2}$ must be squares, which is the case if $x=-6725600 / 2405601$.

John Kersey ${ }^{66}$ discussed the problem to deduce a rational right triangle with the same area as a given one, and stated many problems on areas.
L. Euler ${ }^{67}$ discussed the solution of

$$
p r\left(p^{2}-r^{2}\right)=q s\left(q^{2}-s^{2}\right),
$$

noting the case $p=11, r=-35, q=-23, s=33$. Hence the right triangles formed ${ }^{7}$ from 11, 35 and 23, 33 have equal areas.

Euler ${ }^{68}$ noted that if we take $q=p, p^{2}=r^{2}+r s+s^{2}$, we get

$$
2 r+s=\sqrt{4 p^{2}-3 s^{2}}=2 p-s f / g \quad \text { if } \frac{p}{s}=\frac{f^{2}+3 g^{2}}{4 f g}
$$

Take $p=f^{2}+3 g^{2}, s=4 f g$. Hence the values $x=f^{2}+3 g^{2}, y=4 f g$ or $3 g^{2}-f^{2} \pm 2 f g$ give the sides $2 x y, x^{2}-y^{2}, x^{2}+y^{2}$ of three right triangles with the same area $x y\left(x^{2}-y^{2}\right)$.

Grüson ${ }^{22}$ (pp. 109-114) and Young ${ }^{134}$ of Ch. XIX discussed the determination of three right triangles of equal area.
J. Collins ${ }^{69}$ employed the three right triangles with the legs

$$
v^{2}-x^{2}, 2 v x ; \quad v^{2}-y^{2}, 2 v y ; \quad z^{2}-v^{2}, 2 z v
$$

The first two are of equal area if $v^{2}=x^{2}+x y+y^{2}$. Set $v=x-t$. Then $x=\left(t^{2}-y^{2}\right) /(y+2 t)$. The first and third have equal areas if $v^{2}=x^{2}-x z+z^{2}$. Set $v=x-s$. Then $x=\left(s^{2}-z^{2}\right) /(2 s-z)$. To make the values of $x$ equal, take $t=m+n, y=m-n, s=p+q, z=p-q$. Then $m n /(3 m+n)=p q /(3 p+q)$ determines $m$ in terms of $p, q, n$.
J. Cunliffe ${ }^{70}$ treated the problem to find $k$ rational right triangles of equal areas. For $k=3$, let $m^{2} \pm n^{2}, 2 m n$ be the sides of one triangle. In

$$
m n\left(m^{2}-n^{2}\right)=p q\left(p^{2}-q^{2}\right)
$$

set $p=m+r, q=n-r$, and solve the resulting quadratic for $r$. Thus $4 r= \pm \sqrt{R}-3(m-n)$, where $R=m^{2}+14 m n+n^{2}$. Set

$$
R=(m+n+s)^{2}
$$

[^116]thus determining $m$ rationally. Hence we get two new rational right triangles. For any $k$, let $a, b, h$ be the legs and hypotenuse of one right triangle; another of equal area has the sides
$$
\frac{2 a b h}{2 b^{2}-h^{2}}, \quad \frac{2 b^{2}-h^{2}}{2 h}, \quad \frac{h^{4}+4 b^{2} h^{2}-4 b^{4}}{2 h\left(2 b^{2}-h^{2}\right)} .
$$

From this, we obtain a third, etc. To find any number of rational squares $h^{2}, h^{\prime 2}, \cdots$ and a number $N$ which if added to or subtracted from each of the squares yields sums and differences which are rational squares, use right triangles of equal area and take $h^{2}=a^{2}+b^{2}, h^{\prime 2}=a^{\prime 2}+b^{\prime 2}, \cdots$, $N=2 a b=2 a^{\prime} b^{\prime}=\cdots$. Cf. Ch. XVI.
D. S. Hart ${ }^{11}$ repeated the method of Diophantus V, 8.
A. Martin, ${ }^{72}$ using the 3 triangles of Collins, ${ }^{69}$ concluded that the conditions reduce to $x=z-y, v^{2}=z^{2}-z y+y^{2}$, which is satisfied if $y=m^{2}-n^{2}, z=2 m n+m^{2}, v=m^{2}+m n+n^{2}$.
C. E. Hillyer ${ }^{73}$ noted that equal right triangles are formed ${ }^{7}$ from
$k^{2}+k l+l^{2}, k^{2}-l^{2} ; \quad k^{2}+k l+l^{2}, 2 k l+l^{2} ; \quad k^{2}+2 k l, k^{2}+k l+l^{2}$.
C. Tweedie, ${ }^{74}$ to find all rational right triangles of area $A$, discussed $\alpha^{2}+\beta^{2}=\gamma^{2}, \alpha \beta=2 A$, whence $x_{1}^{2}+y_{1}^{2}=1, \gamma^{2} x_{1} y_{1}=2 A$. Thus

$$
x_{1}=\frac{2 m}{1+m^{2}}, \quad y_{1}=\frac{1-m^{2}}{1+m^{2}}, \quad 2 \gamma^{2} m\left(1-m^{2}\right)=2 A\left(1+m^{2}\right)^{2} .
$$

Write $x=m, y=\left(1+m^{2}\right) / \gamma$. Hence we seek the rational points on

$$
\begin{equation*}
x\left(1-x^{2}\right)=A y^{2} \tag{2}
\end{equation*}
$$

To apply Cauchy's tangential method (papers 287, 296, etc. of Ch. XXI), start with any right triangle with sides $\alpha, \beta, \gamma$ and derive the corresponding rational point $(x, y)$. The tangent there cuts the cubic at a new rational point, which corresponds to a new right triangle with the legs $2 \alpha \beta \gamma /\left(\alpha^{2}-\beta^{2}\right)$, $\left(\alpha^{2}-\beta^{2}\right) /(2 \gamma)$. From it we get a third right triangle. The problem is also treated by Cauchy's second method (the line joining two rational points of a cubic determines a third).
E. Bahier, ${ }^{62}$ pp. 149-168, treated the subject.

Two right triangles whose areas have a given ratio.
Diophantus, V, 24, asked for three squares $x_{i}^{2}$ such that $x_{1}^{2} x_{2}^{2} x_{3}^{2}+x_{i}^{2}$ are squares for $i=1,2,3$. A solution will be $x_{i}=s b_{i} / p_{i}$ if three right triangles ( $p_{i}, b_{i}, h_{i}$ ) are found such that $p_{1} p_{2} p_{3}=s^{2} b_{1} b_{2} b_{3}$, since

$$
x_{1} x_{2} x_{3}=s, \quad s^{2}+x_{i}^{2}=s^{2}\left(1+\frac{b_{i}^{2}}{p_{i}^{2}}\right)=\left(\frac{s h_{i}}{p_{i}}\right)^{2} .
$$

[^117]Diophantus took $(3,4,5)$ as one triangle and stated that it is easy to find two triangles such that the product of the legs of one is 12 (or 3 ) times that of the other, as $(9,40,41),(8,15,17)$. C. G. Bachet ${ }^{74 a}$ chose an arbitrary triangle ( $p_{1}, b_{1}, h_{1}$ ) and the two triangles formed ${ }^{7}$ from $b_{1}, h_{1}$ and $p_{1}, h_{1}$, obtaining $s=p_{1} /\left(2 h_{1}\right)$. Fermat ${ }^{75}$ gave general rules for finding two right triangles whose areas are in a given ratio $r / s$, where $r>s$, viz., form the triangles from $2 r \pm s, r \mp s$ and $2 s \pm r, r \mp s$; or from $6 r, 2 r-s$ and $4 r+s, 4 r-2 s$; or from $r+4 s, 2 r-4 s$ and $6 s, r-2 s$. Thus to find three right triangles whose areas are proportional to given numbers $r, \varepsilon, t$, such that $r+t=4 s, r>t$, form the triangles from $r+4 s, 2 r-4 s$; $6 s, r-2 s ; 4 s+t, 4 s-2 t$. The areas of the triangles formed from 49, 2; 47,$2 ; 48,1$ are themselves the sides of a right triangle. ${ }^{76}$
L. Euler ${ }^{77}$ found ten types of pairs of right triangles whose areas $A=p q\left(p^{2}-q^{2}\right)$ and $B=r s\left(r^{2}-s^{2}\right)$ have a given ratio $a: b$. He equated $r$ and $s$ to two of the numbers $p, 2 p, q, 2 q, p \pm q$. For example, $r=p$, $s=p-q$ give $p+q: 2 p-q=a: b$, whence $p: q=a+b: 2 a-b$; taking $r=p=a+b$, we get $q=2 a-b, s=2 b-a$. He gave (pp. 222-3) several methods to make $A / B$ a square (cf. Euler ${ }^{33}$ of Ch. XV, Euler ${ }^{81}$ of Ch. XVI, Euler ${ }^{18,19}$ of Ch. XVIII and Euler ${ }^{253}$ of Ch. XXII).
A. Holm ${ }^{78}$ noted that the problem leads to a cubic curve with two given rational points, whence the chord determines a third.

## Other problems involving only area.

An anonymous ${ }^{79}$ Greek manuscript, probably dating between Euclid and Diophantus, found the sides of a right triangle with the area 5 by seeking a product of 5 and a square 36 , divisible by 6 , such that the product $5 \cdot 36$ is the area of a right triangle with the sides $9,40,41$, and reduced them in the ratio $1: 6$,-which shows a knowledge of the fact that the area of a right triangle with integral sides is a multiple of 6 (L. Pisano, ${ }^{14} \mathrm{Ch} . \mathrm{XVI}$ ).

Diophantus, VI, 3, required a right triangle whose area increased by a given number $g$ yields a square. Take $g=5$ and denote the triangle by ( $h x, p x, b x$ ); we are to choose $x$ so that $\frac{1}{2} p b x^{2}+5=n^{2} x^{2}$. Let ( $h, p, b$ ) be formed from $m, 1 / m$ and take $n=m+2 \cdot 5 / m$. Then $\frac{1}{2} p b=m^{2}-1 / m^{2}$. When this is subtracted from $n^{2}$, the difference shall be 5 times a square. Hence $100 m^{2}+505=\square$, say $(10 m+5)^{2}$. Thus $m=24 / 5, n=413 / 60$, $x=24 / 53$. F. Vieta (Zetetica, V, 9) took $g=r^{2}+s^{2}$, formed the triangle from $(r+s)^{2},(r-s)^{2}$, and divided its sides by $2(r+s)(r-s)^{2}$; the area is now $2 r s\left(r^{2}+s^{2}\right) /(r-s)^{2}$, which added to $g$ yields the square of $\left(r^{2}+s^{2}\right) /$ $(r-s)$. C. G. Bachet ${ }^{74 a}$ remarked that $g$ need not be the sum of two squares

[^118]and solved the problem when $g=6$. Fermat (Oeuvres, III, 265) pointed out the probable origin of Vieta's unnecessary assumption on $g$. Let the triangle be formed from $a x^{2}, a$; its area $x^{2} a^{4}\left(x^{4}-1\right)$ increased by $5 z^{2}$ shall give a square. Since 5 is a sum of two squares, we can determine $y$ so that $5 y^{2}-1=\square$. Take $y=x+1$; then $x^{4}-1+5 y^{2}$ can readily be made a square. But Vieta did not observe that the problem can be solved when $x^{4}-1$ is replaced by $1-x^{4}$ since we can solve $g y^{2}+1=\square$. Fermat found the triangle ( $9 / 3,40 / 3,41 / 3$ ) whose area 20 increased by 5 gives $5^{2}$.

The history of the theorem that the area of a rational right triangle is never a square or double a square is given in Ch. XXII, where are given Bachet's and Vieta's comments on the problem to find a right triangle with a given area.

Fermat ${ }^{80}$ stated that the area of the right triangle with the sides 2896804, 7216803, 7776485 is of the form $6 u^{2}$; likewise for the triangle with the sides 3, 4, 5. E. Lucas ${ }^{81}$ obtained these triangles and that with the sides $49,1200,1201$ and area $6(70)^{2}$. He noted that the area of a right triangle is never a square, nor the double, triple or quintuple of a square.

Fermat's problem to find three right triangles the sum of whose areas by twos are sides of a right triangle was solved by Gillot at the request of Descartes. ${ }^{82}$ The triangles

$$
\left(\frac{24}{5}, \frac{35}{12}, \frac{337}{60}\right), \quad\left(\frac{8}{3}, \frac{21}{2}, \frac{65}{6}\right), \quad\left(12, \frac{7}{2}, \frac{25}{2}\right)
$$

have the areas $7,14,21$, whose sums by twos are the sides $35,28,21$ of a right triangle. Gillot gave also the areas $15,30,45$ and 7 more sets.

Miscellaneous problems involving the area and other elements.
In an early Greek manuscript ${ }^{79}$ there occurs the problem to find the integral legs $a, b$ and hypotenuse $c$ of a right triangle such that the sum of the area $T$ and perimeter $2 s$ is a given number $A$. The solution given for $A=8 \cdot 35,6 \cdot 45,5 \cdot 20,5 \cdot 18$ is made clear if we introduce the radius $r$ of the inscribed circle, whence $T=r s=a b / 2, r+s=a+b, c=s-r$. Separate $A$ into two factors $s, r+2$ such that $(r+s)^{2}-8 r s$ is a perfect square $n^{2}$. Then $2 a, 2 b=r+s \pm n$. Cf. E. Bahier, ${ }^{62}$ pp. 190-9.

Diophantus VI, 6-9 relate to right triangles whose areas increased or diminished by one leg or by the sum of both legs shall be a given number $g$. To solve the first two problems, Fermat formed the triangle from $g, 1$ and divided the sides by $g+1$ or $g-1$; he enunciated the problems to find a right triangle such that one leg or the sum of the legs diminished by the area is a given number. Cf. E. Bahier, ${ }^{62}$ pp. 170-190.

Diophantus, VI, 10 [11], found a right triangle ( $28 x, 45 x, 53 x$ ) whose area increased [diminished] by the sum of the hypotenuse and one leg is 4.

[^119]Fermat asked that the sum of the hypotenuse and one leg, diminished by the area, shall be 4 ; the answer $(17 / 3,15 / 3,8 / 3)$ is given in the Inventum Novum, III, 33 (Oeuvres de Fermat, III, 389). Bachet found a right triangle whose area increased (or decreased) by the hypotenuse is 4.

Diophantus VI, 13 relates to a right triangle ( $p x, b x, h x$ ) whose area increased by either leg is a square. Let $A=p b / 2$. From $A x^{2}+b x=m^{2} x^{2}$, $x=b /\left(m^{2}-A\right)$. Then $A x^{2}+p x=\square$ requires that

$$
p b m^{2}+A b(b-p)=\square .
$$

As in VI, 12 , we may choose $(p, b, h$ ) similar to $(3,4,5)$ so that the greater leg $b, b-p$ and $p+A$ are all squares, say $b-p=m^{2}$. The preceding condition is thus satisfied. Fermat's method (Oeuvres, III, 267) yields an infinitude of triangles not similar to $(3,4,5)$.

Diophantus, VI, 15 [17], gave a right triangle ( $8 x, 15 x, 17 x$ ) whose area diminished [increased] either by the hypotenuse or one leg is a square. Fermat ${ }^{83}$ required that on subtracting the area from the hypotenuse or one leg each difference be a square.

Diophantus, VI, 19 [20], required a right triangle the sum of whose area and hypotenuse is a square [cube], and perimeter a cube [square]. His solution and various related papers are considered in $\mathrm{Ch} . \mathrm{XX}$.

Diophantus, VI, 21 [22], required a right triangle the sum of whose area and one leg is a square [cube], and perimeter a cube [square]. Use a triangle given by the rule of Pythagoras, ${ }^{1}$ after dividing its sides by $\alpha+1$. The perimeter $4 \alpha+2$ is to be a cube. By the other condition, $2 \alpha+1=\square$. But 8 is the only cube which is double a square. Hence $\alpha=3 / 2$.

Diophantus VI, 23 [24] $]^{84}$ relates to a right triangle the sum of whose area and perimeter is a cube [square], and perimeter a square [cube]. Use a triangle given by the rule of Plato. ${ }^{1}$ The perimeter $p=2 \alpha^{2}+2 \alpha$ is a square for $\alpha=2 /\left(m^{2}-2\right)$. Then $\alpha\left(\alpha^{2}-1\right)+p$ and hence $2 m$ is to be a cube for $2<m^{2}<4$, which is the case when $m=27 / 16$.

Bháscara ${ }^{12}$ found a right triangle whose area equals the hypotenuse.
C. G. Bachet, at the end of book VI of his edition of Diophantus, added 22 problems. In the first 13, we are given the perimeter, or hypotenuse or area of a rational right triangle and seek the maximum or minimum of some specified function of the sides. In 14-18, we seek the sides, given the sum of the legs or perimeter $p$, or $p$ and the area $A$, or $p$ and the product of the sides. In $19, p$ and $p \pm A$ are to be squares. In 21 and 22 , we are given $p$ or $A$ and the perpendicular from the right angle to the hypotenuse.
J. de Billy ${ }^{85}$ found a right triangle in which one leg, the sum of the legs, and the excess of each leg over double the area are all squares. If $x$ and $y=1-x$ are the legs, the conditions are that $y$ and $x^{2}+y^{2}$ be squares, as is true if $x=40 / 49$. If we formulate the problem algebraically and then

[^120]interpret as the hypotenuse the letter which stood for one leg, we have a new problem solved by A. Cunningham. ${ }^{86}$

Fermat ${ }^{87}$ proposed that St. Martin find two right triangles whose areas are in a given ratio and such that the two legs of the larger triangle differ by unity.

Fermat ${ }^{88}$ noted that if in $(205769,190281,78320)$ we add the area to the square of the sum of the legs, we get a square.

Frenicle ${ }^{89}$ stated the last result without comment; also that the sum of the area and hypotenuse of $(17,144,145)$ is a square; while the first three right triangles in which the sum of the area and smaller leg is a square are $(3,4,5),(16,30,34),(105,208,233)$.
J. de Billy ${ }^{90}$ treated a large number of problems on rational right triangles. In the first 44, a prescribed multiple of the area when added to or subtracted from certain sides gives squares. The next five involve the perimeter. In Prob. 58, the cube of the sum of the hypotenuse and one leg when increased by a given multiple of the area shall be a cube, while 55-67 are analogous. In Prob. 68, the areas of ( $30 \cdot 2^{3 n}, 18 \cdot 2^{3 n}$, $24 \cdot 2^{3 n}$ ) are seen to form a geometrical progression of ratio $2^{6}$, while 69-73 are similar. The 120 problems of Ch .2 do not involve areas, but make certain functions of the sides squares and cubes.
J. Ozanam ${ }^{91}$ found that in the right triangle whose sides are the ratios of 2264592,18325825 and 18465217 to 20590417 each side exceeds double the area by a square. This problem was proposed in obscure verse in the Ladies' Diary for 1728 as Question 133; a modified uninteresting problem was solved in 1729.
C. Wildbore ${ }^{92}$ took $x$ and $1-x$ as the legs; they exceed the double area by $x^{2}$ and $(1-x)^{2}$. Equating the hypotenuse $h$ to $v(1-x)+x$, we get $x=\left(1-v^{2}\right) /\left(1+2 v-v^{2}\right)$. The condition $h-\left(x-x^{2}\right)=\square$ becomes $1+4 v^{3}-v^{4}=\square$. First, take $v=b / a, b=d-3, a=d+5$; then $4 d^{4}+\cdots=\square=\left(2 d^{2}-260 d-2\right)^{2}$ for $d=4223 / 66$, which yields Ozanam's answer. The next value of $v$ is said to be 491050/555466, which gives $x=8426546832 / 76616941657$. Elsewhere ${ }^{93}$ he took

$$
1+4 v^{3}-v^{4}=\left(1+n v^{2}\right)^{2} .
$$

By the radical in the solution for $v$,

$$
2(1-n)\left(2+n+n^{2}\right)=\square=4 r^{2}(1-n)^{2},
$$

say. Solving for $n$, we see that $4 r^{4}+12 r^{2}-7=\square$. Take $r=a / b$,

[^121]$a=d+1, b=d-1$ and equate the quartic in $d$ to the square of $3+$ $22 d / 3-43 d^{2} / 27$; thus $d=202752 / 179200$, which gives the last answer. A longer analogous discussion led to the new value $r=50929 / 46200$, which yields an answer involving numbers of ten digits.
T. Leybourn ${ }^{94}$ took $x /(x+y)$ and $y /(x+y)$ as the legs, since each exceeds double the area by a square. Take $x=m^{2}-n^{2}, y=2 m n$. Then the hypotenuse exceeds double the area by a square if $m^{4}+4 m n^{3}-n^{4}=\square$. Take $m=1+v, n=4$, and equate the quartic in $v$ to the square of $v^{2}-130 v+1$, whence $v=4223 / 66$. Or take $m=v+5, n=v-3$, and equate the quartic in $v$ to $\left(2 v^{2}-236 v-2\right)^{2}$, whence $v=7619 / 176$.

Malézieux ${ }^{95}$ proposed to find two right triangles the sum or difference of whose perimeters is a square; the difference of the areas a square; the difference of the least side of the first and the least side of the second equals the difference of the two largest sides of the first or of the two largest sides of the second, the difference being a cube; the difference of the largest leg of the first and the least leg of the second is a square; and the sum of the least side of the first and the medium side of the second is a square.
L. Euler ${ }^{96}$ discussed the problem proposed by Fermat (on the margin of his Diophantus VI, 14): Find a right triangle such that each leg exceeds the area by a square. Euler denoted the legs by $2 x / z, y / z$, where $x=a b$, $y=a^{2}-b^{2}$. Subtract the area $x y / z^{2}$. Hence $2 x z-x y$ and $y z-x y$ are to be squares. Let their product be the square of $x y-y z p / q$. Hence
$z-x=x^{2} y(p-q)^{2} / k, \quad 2 z-y=x(2 q x-p y)^{2} / k, \quad k=2 q^{2} x^{2}-p^{2} y x$.
It remains only to make $k$ a square, say $r^{2} x^{2}$. Thus $x: y=p^{2}: 2 q^{2}-r^{2}$. Taking the proportionality factor with $z$, we may set $x=p^{2}, y=2 q^{2}-r^{2}$. Then $z=p^{2}+(p-q)^{2}\left(2 q^{2}-r^{2}\right) / r^{2}$. The condition $4 x^{2}+y^{2}=\square$ becomes $E \equiv 4 p^{4}+\left(2 q^{2}-r^{2}\right)^{2}=\square$. Special solutions are obtained by setting $\sqrt{E}=2 p^{2} \mp r^{2}, 2 p^{2} \pm 2 q^{2}$ or $r^{2}+2 q^{2} \pm 2 p^{2}$. Returning in § 20 to the general case, Euler expressed $k=r^{2} x^{2}$ in the form

$$
a b\left(a^{2}-b^{2}\right)=\frac{a^{2} b^{2}}{p^{2}}\left(2 q^{2}-r^{2}\right)=2 t^{2}-u^{2}
$$

Every product of primes $2,8 m \pm 1$ and a square is of the form $2 t^{2}-u^{2}$ and only such products. Moreover, if a product of two numbers whose g.c.d. is 1 or 2 is of the form $2 t^{2}-u^{2}$, each factor is. Hence $a, b, a+b$, $a-b$ must each be of the form $2 t^{2}-u^{2}$. Conversely, when this is the case, solutions of the initial problem can be readily found. Euler tabulated the permissible values $a<200$ for each permissible $b<100$, and gave formulas for $p, q, r, z$.

To find a right triangle whose area increased by the square of the hypotenuse is a square, J. Whitley ${ }^{97}$ wrote $r s\left(r^{2}-s^{2}\right)+\left(r^{2}+s^{2}\right)^{2}=a^{2}$

[^122]and took $r=t-8 s, a=t^{2}-m t s+61 s^{2}$, and found $t=3839 s / 488$, $r=-65 s / 488$. J. Wright took $a=r^{2}+s^{2}+\frac{1}{2} r s$ and found $r=-8 s$, which does not give positive answers. Hence set $r=t-8 s$.
"Calculator" ${ }^{98}$ found three right triangles of equal perimeters and areas in arithmetical progression. The areas are proportional to the radii $r$ of the inscribed circles; for the sides 2amn, $a\left(m^{2} \pm n^{2}\right), r=a n(m-n)$. A long computation yielded triangles all of whose sides involve eight digits: (18601944, 13951458, 23252430), (18559223, 13999464, 23247145), (18515584, 14048388, 23241860).
W. Wright ${ }^{99}$ found a right triangle whose perimeter is a square and area a cube by taking $m^{2} \pm n^{2}, 2 m n$ as the sides. Let the perimeter equal $q^{2} m^{2}$, whence $m=2 n /\left(q^{2}-2\right)$. Then the area is a cube if
$$
8 n-2 n\left(q^{2}-2\right)^{2}=s^{3},
$$
which gives $n$. "Epsilon" took $p\left(m^{2} \pm n^{2}\right), 2 p m n$ as the sides. The perimeter is a square if $p=2 m(m+n)$. The area is a cube if $4 n(m-n)$ is, whence either $n$ is a cube and the double of $m-n$ is a cube or vice versa.

To find a right triangle the sum of whose sides equals the area, many solvers ${ }^{100}$ noted that $2 s^{2}+2 r s=r s\left(s^{2}-r^{2}\right)$ implies $-2=r^{2}-s r$. The root $r$ involves the radical $\sqrt{s^{2}-8}$, which is equated to $s-x$, giving $s=\left(8+x^{2}\right) /(2 x)$. For integral solutions we have $x<s$, whence $x=4$, $s=3, r=2$ or 1 and the only triangles are ( $13,5,12$ ), ( $10,8,6$ ).
J. Baines, ${ }^{101}$ to find two right triangles the differences between whose bases, perpendiculars, hypotenuses, perimeters and diameters of inscribed circles are all squares, and difference of areas a cube, took $25 m^{2}-n^{2}$, 10 mn and $25 \mathrm{~m}^{2}+n^{2}$ as base, perpendicular and hypotenuse of one, and $9 m^{2}-n^{2}, 6 m n, 9 m^{2}+n^{2}$ for the other, so that we have only to make $4 m n$ and $A=32 m^{2}+4 m n$ squares and $B=98 m^{3} n-2 m n^{3}$ a cube. Take $m n=a^{2}$. Then $A=\square$ if $8 a^{2}+n^{2}=\square=(2 a r / s+n)^{2} . \quad$ Take $r=s=1$, whence $n=a=m$. Then $B=96 a^{4}$ is a cube if $a=b^{3} / 96$. G. Heald took the triangles ( $10 x^{2}, 24 x^{2}, 26 x^{2}$ ) and ( $6 x^{2}, 8 x^{2}, 10 x^{2}$ ). All but the last condition is satisfied identically. The difference $96 x^{4}$ of the areas is a cube if $x=p^{3} / 12$.
J. Davey ${ }^{102}$ found a right triangle whose perimeter is a square $p^{2}$ such that $p^{3}$ equals the area. Take $p r, p s, p t$ as the sides. Then $r=p-s-t$, $s=2 p / t$, and $r^{2}=s^{2}+t^{2}$, which gives $p=2 t(t-2) /(t-4)$.

Many ${ }^{103}$ found the sides $a, b$ and hypotenuse $c$ of a right triangle such that $a, c+b, c-b$ are integral cubes, say $p^{3}, m^{3}, n^{3}$. Then $c^{2}-b^{2}=a^{2}$ gives $m n=p^{2}$.

[^123]G. R. Perkins ${ }^{104}$ noted that the triangles ( $40,30,50$ ), ( $45,24,51$ ), ( $48,20,52$ ) have equal perimeters and areas $600,540,480$ in arithmetical progression.
V. J. Knisely ${ }^{105}$ found the same result as had Perkins, by taking as the sides
\[

$$
\begin{array}{lll}
\left(p^{2}+2 p q\right) a, & \left(2 p q+2 q^{2}\right) a, & \left(p^{2}+2 p q+2 q^{2}\right) a, \\
\left(p^{2}-q^{2}\right) b, & 2 p q b, & \left(p^{2}+q^{2}\right) b, \\
\left(p^{2}-4 q^{2}\right) c, & 4 p q c, & \left(p^{2}+4 q^{2}\right) c .
\end{array}
$$
\]

The conditions reduce to

$$
(p+2 q) a=p b, \quad(p+q) a=p c, \quad 2(p-q) b=p a+2 p c-4 q c .
$$

Substitute into the third the values of $b, c$ given by the first two conditions; we get $p=4 q$, whence $b=6 a / 4, c=5 a / 4$. For $q=1, p=a=4, c=5$, $b=6$, we get the answer cited. A. B. Evans gave a long discussion said to give the complete solution; but his numerical example involves very large numbers.
E. Lucas proposed and Moret-Blanc ${ }^{106}$ solved the problems to find a right triangle such that the square of the hypotenuse increased or diminished by the area (or by double the area) is a square.

Lucas ${ }^{177}$ showed that the method of descent leads to a complete solution of the second (double area) of the last two problems.
C. de Comberousse ${ }^{108}$ discussed rational right triangles whose area and perimeter are equal. Eliminating $z$ between $x^{2}+y^{2}=z^{2}$ and

$$
x+y+z=x y / 2,
$$

we get $y=4+8 /(x-4)$. Thus $x-4$ is a divisor of 8 , and the only solutions are $(x, y, z)=(5,12,13),(6,8,10)$.
A. Holm ${ }^{109}$ discussed a problem including the cases of Diophantus VI, $6-11$, and the additions by Bachet and Fermat: Find a rational right triangle such that the sum of given multiples of the area and three sides shall be a given number. Taking $\left(x^{2} \pm 1\right) / y, 2 x / y$ as the sides, the condition is

$$
a \frac{x\left(x^{2}-1\right)}{y^{2}}+b\left(\frac{x^{2}+1}{y}\right)+c\left(\frac{x^{2}-1}{y}\right)+d\left(\frac{2 x}{y}\right)=e .
$$

The discriminant of this quadratic for $y$ is a quartic function $Q(x)$ in which the coefficient of $x^{4}$ and the constant term are squares. There are many known methods of making $Q(x)$ a square.

Riget triangles whose legs differ by unity.
A. Girard ${ }^{109 a}$ gave fourteen such triangles in which the least leg is 3,20 , 119, 696, 4059, 23660, 137903, 803760, $\cdots, 31509019100$.

[^124]From one right triangle $(x, x+1, z)$ whose legs are consecutive integers, Fermat ${ }^{110}$ deduced the second triangle ( $X, X+1, Z$ ), where

$$
X=2 z+3 x+1, \quad Z=3 z+4 x+2
$$

For example, we have the series (3, 4, 5), (20, 21, 29), (119, 120, 169), $\cdots$. The alternate triangles give solutions of the problem to find right triangles whose least side differs from the other two sides by squares. He noted later (pp. 232-3) that such a triangle is formed from $r^{2}+s^{2}, 2 s(r-s)$.

Fermat ${ }^{111}$ noted that the sixth such triangle is (23660, 23661, 33461). From the first such triangle ( $3,4,5$ ), we get the second by taking the double (viz., 24) of the sum of the three sides and subtracting separately the legs and adding the hypotenuse.
J. Ozanam ${ }^{112}$ gave the first six such triangles. If one is formed (Diophantus ${ }^{7}$ ) from $m$, $n$, where $m>n$, the next is formed from $m, 2 m+n$. In the edition by J. E. Montucla, 1, 1790, 48, the triangle is formed from any two consecutive terms of $1,2,5,12,29,70, \cdots, k$, where $k$ is such that one of the two numbers $2 k^{2} \pm 1$ is a square. The same rule was given by Grüson. ${ }^{22}$
C. Hutton ${ }^{113}$ noted that, if $p_{r} / q_{r}$ is the $r$ th convergent to $\sqrt{2}$, then $p_{r} p_{r+1}$ and $2 q_{r} q_{r+1}$ are consecutive integers the sum of whose squares is a square $q_{2 r+2}^{2}$.

Du Hays ${ }^{114}$ gave triangles the difference of whose legs is 1 (or 7).
L. Brown ${ }^{115}$ gave the first six and the eleventh such triangles.
G. H. Hopkins and M. Jenkins ${ }^{116}$ reduced the problem to $x^{2}-2 y^{2}= \pm 1$, and gave recursion formulas for the solutions. A. B. Evans used the continued fraction for $\sqrt{2}$. Cf. Moret-Blanc ${ }^{154}$ of Ch. XII.

Judge Scott ${ }^{117}$ gave the first eight and the eleventh.
A. Martin ${ }^{118}$ employed the legs $\frac{1}{2}(x \pm 1)$, whence $x^{2}-2 y^{2}=-1$, and the odd convergents $x_{n} / y_{n}$ to the continued fraction for $\sqrt{2}$. Thus $x_{n}=6 x_{n-1}-x_{n-2}$ and likewise for the $y$ 's. Also

$$
2 x_{n}, \quad 2 \sqrt{2} y_{n}=(1+\sqrt{2})^{2 n+1} \pm(1-\sqrt{2})^{2 n+1}
$$

The eightieth such triangle is found.
T. T. Wilkinson stated and J. Wolstenholme ${ }^{119}$ proved a rule equivalent to a recursion formula for the solutions of $x^{2}-2 y^{2}=1$.
D. S. Hart ${ }^{120}$ took $x$ and $x+1$ as the legs. Then

$$
2 x^{2}+2 x+1=\square=(x p / q-1)^{2}
$$
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gives $x=\left(2 p q+2 q^{2}\right) / d$, where $d=p^{2}-2 q^{2}$. He made $d= \pm 1$ by use of the theory of Pell's equation.
A. Martin ${ }^{121}$ gave the $n$th triangle for $n=80$ and 100 .
P. Bachmann ${ }^{122}$ proved that the only integral solutions of $x^{2}+y^{2}=z^{2}$ in which $z>0$, while $x$ and $y$ are consecutive integers, are those given by

$$
x+y+z \sqrt{2}=(1+\sqrt{2}) \cdot(3+2 \sqrt{2})^{k} \quad(k=0,1,2, \cdots) .
$$

Several writers ${ }^{123}$ obtained the first six triangles.
R. W. D. Christie ${ }^{124}$ noted that the solution of $x^{2}+(x+1)^{2}=y^{2}$ in integers is

$$
x=2_{0}+2_{1}+\cdots+2_{2 r-1}, \quad y=2_{2 r},
$$

where $2_{r}$ is the simple continuant of order $r$ all of whose diagonal elements are 2. This was proved by T. Muir, ${ }^{125}$ who cited Fermat's ${ }^{110}$ rule.
A. Martin ${ }^{126}$ noted various methods. The first three methods are based on the solution of $2 k^{2} \pm 1=\square$ [Ozanam, ${ }^{112}$ Hutton, ${ }^{113}$ Bachmann ${ }^{122}$ ]. Fermat's method was used to compute a table (p. 322) of the first forty such triangles.
A. Lévy ${ }^{127}$ found when two of the numbers (1) are consecutive. Evidently $z-y=2 n^{2} \neq 1$. Next, $z-x=(m-n)^{2}=1$ for $m=n+1$. Finally, $y-x= \pm 1$ gives $(m-n)^{2}-2 n^{2}= \pm 1$. Write $(1-\sqrt{2})^{p}$ in the form $a-b \sqrt{2}$; then $a, b$ are integral solutions of $a^{2}-2 b^{2}=(-1)^{p}$, and all solutions of $u^{2}-2 v^{2}= \pm 1$ are said to be obtained in this way by using all integral values of $p$. Or we may compute the solutions of the latter by the recursion formulas of G. Fontene ${ }^{284}$ of Ch. XII. We get $(3,4,5),(21,20,29),(119,120,169),(697,696,985),(4060,4059,5741)$.
G. A. Osborne ${ }^{128}$ discussed the problem. Cf. Barisien ${ }^{100}$ of Ch. IX. Several ${ }^{129}$ made use of $x^{2}-2 y^{2}=-1$. F. Nicita ${ }^{130}$ employed recurring series.

Right triangles the difference $d$ or sum of whose legs is given.
Frenicle ${ }^{131}$ stated that every number is the difference of the legs in an infinitude of ways, every prime $8 n+1$ or product of such primes is the difference of the legs of an infinitude of primitive triangles. To find all triangles with $d=7$, start with $(5,12,13)$ formed from 3,2 , and take that formed from $3,2 \cdot 3+2$, etc. A second series is found similarly from ( $8,15,17$ ), formed from 4,1 . He discussed right triangles the sum of whose legs is given.

[^126]Fermat ${ }^{132}$ noted that $d=7$ for $(5,12,13)$ and $(8,15,17)$; from these we get all by his ${ }^{111}$ rule.

Frenicle ${ }^{89}$ examined the 16 triangles with hypotenuses $<100$ and found that $d=1,7,7^{2}, 17,23,31,41$, each of the form $8 n \pm 1$. The triangles formed from $n, m$ and $m, 2 m+n$ have the same difference of legs. ${ }^{132 a}$
T. T. Wilkinson ${ }^{133}$ would start with a solution of $a^{2}+b^{2}=c^{2}$ and form $\alpha=a+c, \beta=b+c, \gamma=a+b+c$; repeat the process; we obtain

$$
\begin{gathered}
a^{\prime}=\alpha+\gamma=2 a+b+2 c, \quad b^{\prime}=\beta+\gamma=a+2 b+2 c \\
c^{\prime}=\alpha+\beta+\gamma=2 a+2 b+3 c
\end{gathered}
$$

which are sides of a new triangle with $a^{\prime}-b^{\prime}=a-b$. H. S. Monck (pp. 20-21, 76) failed in his attempt to prove that if we start with ( $3 n, 4 n$, $5 n$ ) and apply the process repeatedly we obtain all triangles with the same difference of legs. J. W. L. Glaisher (p. 54) noted that the proof is inadequate. Proof was given by S. Tebay (p. 99) and P. Mansion. ${ }^{134}$
T. Pepin ${ }^{135}$ considered the problem of Fermat (Oeuvres, II, 231) to find the number of right triangles the sum of whose legs is a given number $A$. To the resulting condition $x^{2}-2 y^{2}=A$ we may apply the theory of quadratic forms and show that, if $A=a^{\alpha} \cdots c^{\gamma}$, where $a, \cdots, c$ are primes $8 l \pm 1$, the total number of primitive triangles whose sum of legs is $A$ is $\frac{1}{2}\{(2 \alpha+1) \cdots(2 \gamma+1)-1\}$.
J. H. Drummond and M. A. Gruber ${ }^{138}$ found solutions when $d$ is given. Several ${ }^{137}$ treated the case $d=7$.
E. Bahier, ${ }^{62}$ pp. 72-120, treated the problem at length by recurring series.

Two right triangles with equal differences of legs, and larger LEG OF ONE EQUAL TO THE HYPOTENUSE OF THE OTHER.

Frenicle ${ }^{138}$ proposed the problem to J. Wallis. Wallis (Aug., 1661) took two overlapping triangles $B A C$ and $B C E$ with the respective hypotenuses $B C=5+x$ and $B E$. Take $B A=5-x$. Then $B C^{2}-B A^{2}=20 x$ is a square if $5 x$ is; take $5=b a^{2}, x=b e^{2}$. Then

$$
B C=b a^{2}+b e^{2}, \quad B A=b a^{2}-b e^{2}, \quad A C=2 b a e
$$

On $A B$ lay off $A D=A C$; on $B C$ lay off $B \delta=B D$. Since

$$
B C-C E=A B-A C=B D
$$

[^127]by hypothesis, $C E=\delta C=2 b e^{2}+2 b a e$. Hence
$$
B E^{2}=B C^{2}+C E^{2}=b^{2} f, \quad f=a^{4}+5 e^{4}+6 a^{2} e^{2}+8 a e^{3} .
$$

It remains to make $f$ a square, which Wallis suspected to be impossible. Frenicle (Dec. 20, 1661) took $a=2, e=4$, whence $f=52^{2}$ [whereas we desire $a>e]$. Fermat ${ }^{139}$ formed the first triangle from $N+1$ and 2. Then the legs of the second triangle are $N^{2}+2 N+5$ and $4 N+12$; by their sum of squares,

$$
N^{4}+4 N^{3}+30 N^{2}+116 N+169=\square=\left(13+\frac{58}{13} N-N^{2}\right)^{2}
$$

say. Thus $N=-1525 / 546$. Hence we use as the first triangle that formed from +979 and $2 \cdot 546$. The resulting triangles are

$$
(2150905,2138136,234023), \quad(2165017,2150905,246792)
$$

If we had used the sum of the legs instead of their difference, we would obtain the simpler solution ( $1517,1508,165$ ) and ( $1525,1517,156$ ).
T. Pepin ${ }^{140}$ noted that the initial problem is equivalent to

$$
\begin{equation*}
x^{2}+y^{2}=z^{2}, \quad u^{2}+v^{2}=x^{2}, \quad u-v=x-y>0 \tag{3}
\end{equation*}
$$

We have $u, v=a^{2}-e^{2}, 2 a e ; x=a^{2}+e^{2}$. According as $u$ is odd or even, $y=2 e(a+e)$ or $2 a(a-e)$. Then the first condition becomes

$$
z^{2}=a^{4}+5 e^{4}+6 a^{2} e^{2}+8 a e^{3} \quad \text { or } \quad z^{2}=5 a^{4}+e^{4}+6 a^{2} e^{2}-8 a^{3} e,
$$

according as the larger leg of the smaller triangle is odd or even. Contrary to Frenicle's solution $a=2, e=4$, the geometry requires $a>e$. But we can satisfy the first condition by taking $x=d\left(m^{2}-n^{2}\right), y=2 d m n$, $z=d\left(m^{2}+n^{2}\right)$, where $d=1$ if $x, y$ are relatively prime, and $d=2$ if $x, y$ are even, while $m, n$ are relatively prime and one is even. Then $2 d m n=2 e(a+e)$, which is completely solved by
(4) $m=\alpha \beta, \quad n=h k, \quad e=\beta k, \quad a+e=\alpha h$, or $e=\alpha h, a+e=2 \beta k$, according as $d=1$ or $d=2$, where $\alpha, \beta, h, k$ are relatively prime in pairs, the first three being odd and $k$ even. Whether $d=1$ or $d=2$,

$$
d\left(m^{2}-n^{2}\right)=a^{2}+e^{2}
$$

gives

$$
\begin{equation*}
k^{2}\left(h^{2}+2 \beta^{2}\right)-2 \alpha \beta h k+\alpha^{2}\left(h^{2}-\beta^{2}\right)=0 . \tag{5}
\end{equation*}
$$

Solving this for $k / \alpha$ or $h / \beta$, and making the radicals rational, we get $2 \beta^{4}-h^{4}=\square, \alpha^{4}-2 k^{4}=\square$, which have been completely solved by Lagrange ${ }^{54}$ of Ch. XXII, so that we know all solutions under a given limit. Then (4) give solutions of the proposed problem. We may also solve (5) by a method equivalent to that of Euler ${ }^{143-145}$ of Ch. XXII. Set $h / \beta=\xi$, $k / \alpha=\eta$; then

$$
\left(\xi^{2}+2\right) \eta^{2}-2 \xi \eta+\xi^{2}-1=0
$$

[^128]Call $\eta, \eta^{\prime}$ the values corresponding to the same $\xi$; and $\xi, \xi^{\prime}$ the values corresponding to the same $\eta$. Hence

$$
\eta+\eta^{\prime}=\frac{2 \xi}{\xi^{2}+2}, \quad \xi+\xi^{\prime}=\frac{2 \eta}{\eta^{2}+1}
$$

Hence all solutions follow from the primitive solution $\eta=0, \xi=1$ :

$$
\xi=1, \eta=\frac{2}{3} ; \quad \xi_{1}=-\frac{1}{13}, \eta_{1}=-\frac{84}{113} ; \quad \xi_{2}=-\frac{1343}{1525}, \cdots
$$

The second set is said to furnish the least positive solution of (3): $x=2150905, \quad y=246792, \quad z=2165017, \quad u=2138136, \quad v=234023$.
M. Martone ${ }^{141}$ satisfied the first equation (3) by taking $x=2 a b$, $y=a^{2}-b^{2}, z^{2}=a^{2}+b^{2}$. From the square of the third given equation, we get $x^{2}-2 u v=z^{2}-2 x y$. Thus we have $u v$ and $u-v$ expressed in terms of $a, b$. Thus

$$
\begin{array}{cl}
2 v=a^{2}-2 a b-b^{2} \pm r, & r^{2} \equiv 8 a^{2} b^{2}-\left(2 a b-a^{2}+b^{2}\right)^{2} \\
\text { Taking } a=5 b, \text { we get } r^{2}=4 b^{4}, & (v, u)=\left(6 b^{2},-8 b^{2}\right) \text { or }\left(8 b^{2},-6 b^{2}\right)
\end{array}
$$

## Miscellaneous problems involving the sides, but not the area.

Diophantus $\mathrm{V}, 25$ relates to $x_{1}^{2} x_{2}^{2} x_{3}^{2}-x_{i}^{2}=\square$ for $i=1,2,3$. A solution will be $x_{i}=t b_{i} / h_{i}$ if three right triangles ( $p_{i}, b_{i}, h_{i}$ ) are found such that $h_{1} h_{2} h_{3}=t^{2} b_{1} b_{2} b_{3}$. He took (3, 4, 5) as the first triangle and $b_{3}=4$. From the triangles $(13,5,12)$ and $(5,3,4)$, the ratio of whose areas is $5: 1$, we can find two triangles such that the product of the hypotenuse and base of one is 5 times that of the other. Indeed, ${ }^{142}$ he knew how to deduce from a right triangle ( $\alpha, \beta, \gamma$ ) a triangle ( $a, b, c$ ) with $a c=\beta \gamma / 2$, where $\alpha$ and $a$ are the hypotenuses. He took $a=\alpha / 2, b=\left(\beta^{2}-\gamma^{2}\right) /(2 \alpha), c=\beta \gamma / \alpha$. From ( $13,5,12$ ) and $(5,3,4)$ he thus deduced $\left(6 \frac{1}{2}, 119 / 26,60 / 13\right)$ and ( $2 \frac{1}{2}, 7 / 10,12 / 5$ ), the product of the hypotenuse and final leg being 30 and 6, respectively. Fermat ${ }^{143}$ gave two such triangles for which the ratio in question is $5: 1$, the sides being numbers of 10 and 11 figures (Oeuvres, I, 325; III, 263).

Fermat, ${ }^{144}$ to find two right triangles $(p, b, h),\left(p^{\prime}, b^{\prime}, h^{\prime}\right)$ for which $p-b=b^{\prime}-h^{\prime}$ and $b-h=p^{\prime}-b^{\prime}$, took three squares $r^{2}, s^{2}, t^{2}$ in arithmetical progression and formed the triangles from $r+s, s$ and $s+t$, $s$. From $r=1, s=5, t=7$, we get (11, 60, 61), (119, 120, 169). We may also take $r=7, s=13, t=17$.

[^129]Saint-Martin asked how many ways 1803601800 is the difference of the [larger] sides of a right triangle whose least side differs from the other sides by squares. Fermat ${ }^{145}$ replied that there are exactly 243 such triangles.

Fermat ${ }^{146}$ asked for two right triangles such that the product of the hypotenuse and least leg of one shall have a given ratio to the corresponding product for the other triangle.

Under $2 x^{4}-y^{4}=\square$ in Ch. XXII are discussed right triangles whose hypotenuse is a square and either the sum of the legs is a square or the least side differs by a square from each of the remaining sides.

Fermat ${ }^{147}$ gave $(156,1517,1525)$ in reply to Frenicle's question to find a right triangle in which the square of the difference of the legs exceeds the double of the square of the least leg by a square. A. Aubry ${ }^{148}$ obtained an infinity of solutions by descent.

Frenicle ${ }^{89}$ noted (pp. 71-8) that if the hypotenuse and perimeter of a right triangle are squares, the perimeter has at least 13 digits.
J. Ozanam ${ }^{149}$ gave a rule to find a right triangle whose hypotenuse exceeds the larger leg by unity [Pythagoras ${ }^{1}$ ]. From the lengths of its legs form a new triangle; its hypotenuse is a square. He found right triangles whose base and hypotenuse are triangular numbers and altitude is a cube.

Wm. Wright ${ }^{150}$ found a right triangle the sum of whose perimeter and square of any side is a square. Let the sides be $a x, b x, c x$, where $a^{2}+b^{2}=c^{2}$. Then $x^{2}+p x, x^{2}+q x, x^{2}+r x$ are made squares in the usual way (Ch. XVIII), where $p=s / a^{2}, q=s / b^{2}, r=s / c^{2}, s=a+b+c$. He and others ${ }^{151}$ gave a similar treatment to find a right triangle such that the square of any side exceeds that side by a square.

Several ${ }^{152}$ found a right triangle whose perimeter is a square, also the sum of the square of any side and the remaining two sides, also the sum of any side and the square of the sum of the remaining two sides. These seven conditions are satisfied if the sum of the sides is $1 / 4$. Take $f\left(p^{2} \mp q^{2}\right), 2 f p q$ as the sides. Equating the sum to $1 / 4$, we get $f$.
R. Tucker and S. Bills ${ }^{153}$ found a right triangle with perimeter a square and diameter of the inscribed circle a cube [or vice versa]. Let the sides be $\left(p^{2} \pm q^{2}\right) x, 2 p q x$. Then $2 p(p+q) x=\square=r^{2}$, and the diameter $2 q(p-q) x$ is to be a cube, say $r^{3} / s^{3}$. From the two values of $x$ we get $r$ in terms of $q, s$.
A. B. Evans ${ }^{153 a}$ found a right triangle with integral values for the sides $a, b, c$, diameter $d$ of the inscribed circle and side $s$ of the inscribed square having one angle coincident with the right angle of the triangle and having

[^130]the opposite vertex on the hypotenuse $c$, and such that $d+s$ is a square. Take the sides to be the products of the numbers (1) by $u v$. Then $s=$ $a b c /\left(a b+c^{2}\right)$ equals $u v$ times a fractional function of $m, n$, whose denominator is taken as $u$. Since $d=a+b-c=2 n(m-n) u v$, the condition $d+s=\square$ is of the form $A v=\square$ and holds if $v=A$.
S. Tebay ${ }^{154}$ noted the existence of an infinitude of pairs of right triangles with the same hypotenuse such that the differences between the hypotenuse and the legs are a square and double a square.
G. de Longchamps ${ }^{154 a}$ stated and Svechnikoff proved that $x^{2}=y^{2}+z^{2}$ has an infinitude of solutions for which $x+y$ is a biquadrate.

Several ${ }^{155}$ found right triangles with the base 105, and two right triangles with the same base which is a mean proportion between the two perpendiculars.

To find any number of dissimilar rational triangles of equal perimeter, R. W. D. Christie ${ }^{156}$ multiplied the sides of special triangles by suitable common factors, while A. Cunningham employed (1) and solved

$$
m(m+n)=\text { const. }
$$

A. Gérardin ${ }^{157}$ noted that, to find two right triangles having the same sum of squares of the hypotenuse and one leg, we have to solve

$$
\left(x^{2}+y^{2}\right)^{2}+(2 x y)^{2}=\left(\alpha^{2}+\beta^{2}\right)^{2}+(2 \alpha \beta)^{2},
$$

and gave a solution in which $x, y, \alpha, \beta$ are functions of the seventh degree of two parameters.
R. Janculescu ${ }^{158}$ noted that the problem to find a right triangle with integral values for the sides and perpendicular from the right-angle leads to $1 / x^{2}+1 / y^{2}=1 / z^{2}$. Thus $x^{2}+y^{2}=t^{2}$. Let $d$ be the g.c.d. of $x=d \alpha$, $y=d \beta, t=d \gamma$. Then $z= \pm d \alpha \beta / \gamma$, so that $d$ must be a multiple of $\gamma$.
E. Turrière ${ }^{159}$ discussed right triangles each of whose sides is a sum of two squares, as $9=3^{2}, 40=2^{2}+6^{2}, 41=4^{2}+5^{2}$.
E. Bahier, ${ }^{62}$ pp. 122-148, investigated right triangles with a given perimeter.

## Right triangle with a rational angle-bisector.

Diophantus, VI, 18, found a rational right triangle with the bisector of one acute angle rational. Let the bisector be $5 N$, altitude $4 N$, so that one segment of the base is $3 N$. The other segment is taken to be $3-3 N$. Then (by proportion) the hypotenuse is $4-4 N$. Equating its square to $(4 N)^{2}+3^{2}$, we get $N=7 / 32$. Multiply all our numbers by 32 . Then the sides are 28, 96, 100, and the bisector is 35 .
C. G. Bachet ${ }^{74 c}$ in his commentary on the preceding noted that no rational right triangle has a rational bisector of the right angle.

[^131]J. Kersey ${ }^{66}$ (p. 143) took the right triangle with the rational sides
$$
A C=p\left(p^{2}+b^{2}\right), \quad A B=p\left(p^{2}-b^{2}\right), \quad B C=p(2 b p)
$$

The bisector $A D$ of angle $A$ divides the base into two segments

$$
C D=b\left(p^{2}+b^{2}\right), \quad B D=b\left(p^{2}-b^{2}\right)
$$

proportional to $A C$ and $A B$. Since $A B: B D=p: b$, we have

$$
A D=h\left(p^{2}-b^{2}\right)
$$

if $h, p, b$ are sides of any rational right triangle.
Several ${ }^{160}$ writers found a right triangle with a rational bisector of one acute angle.
E. Turrière ${ }^{161}$ found a rational right triangle with rational interior and exterior bisectors of an acute angle.

## Tables of right triangles with integral sides.

The tables are usually arranged according to the magnitude of the hypotenuse $h$ or the area $A$.

An Arab manuscript ${ }^{9}$ of 972 gave a brief table (see Ch. XVI).
J. Kersey, Elements of Algebra, Books 3, 4, 1674, 8, $h \leqq 265$.
J. C. Schulze, Sammlung Log., Trig. . . . Tafeln, Berlin, II, 1778, 308, gave the decimal values of $\tan \omega / 2=m / n$ for 200 pairs of relatively prime integers $m, n$ each $\leqq 25, m<n$; also right triangles with an angle $\omega$.
A. Aida ${ }^{17}$ (1747-1817) listed the 292 primitive triangles with $h<2000$.

Le père Saorgio, Mém. Acad. Sc. Turin, 6, années 1792-1800, 1801, 239-252, quoted a table of primitive right triangles from Schulze.
C. A. Bretschneider, Archiv Math. Phys., 1, 1841, 96, $h \leqq 1201$.

Du Hays, Jour. de Math., 7, 1842, 331-4, gave four tables each with 32 entries to illustrate the systematic tabulation of primitive right triangles, using (1) with $m, n$ relatively prime, $m>n$. First, give to $m$ the values $2,3, \cdots$ and to $n$ the values $<m$ and prime to $m$, such that one of $m, n$ is even. Second, take 1, 3, 5, $\cdots$ as the odd side and factor each into two factors $m \pm n$. Third, begin with the even side $2 m n$. Fourth, take a sum of two squares as the hypotenuse.
A. Wiegand, Sammlung Trig. Aufgaben, Leipzig, 1852, 131 triangles and their angles.
D. W. Hoyt, Math. Monthly (ed., Runkle), Cambridge, Mass., 2, 1860, 264-5, $h<100$.
E. Sang, Trans. Roy. Soc. Edinburgh, 23, III, 1864, 757, $h \leqq 1105$.
S. Tebay, Elements of Mensuration, London and Cambridge, 1868, 111-2, gave an incomplete table arranged according to area $A$, the largest $A, 863550$, being an error for 934800 . Reprinted by G. B. Halsted, Metrical Geometry, 1881, 147-9.
H. Rath, Archiv Math. Phys., 56, 1874, 188-224, used formulas [due to de Lagny ${ }^{18}$ ] to form a double-entry table, and noted an error by Berkhan. ${ }^{28}$
W. A. Whitworth, Proc. Lit. Phil. Soc. Liverpool, 29, 1875, 237, $h<2500$.

Whitworth and G. H. Hopkins, Math. Quest. Educ. Times, 31, 1879, 67-70; D. S. Hart, Math. Visitor, 1, 1880, 99, forty triangles with

$$
h=5 \cdot 13 \cdot 17 \cdot 29
$$

N. Fitz, Math. Magazine, 1, 1884, 163, primitive with $h<500$.
G. B. Airy, Nature, 33, 1886, 532, $h<100$.
A. Tiebe, Zeitschr. Math. Naturw. Unterricht, 18, 1887, 178, 420, solved $a^{2}+x^{2}=h^{2}$ by setting $h=x+y$, whence $2 x=a^{2} / y-y$, so that $y$ is to be chosen as a divisor of $a^{2}(a>2)$ such that the difference is even. Whence he constructed a table with $h<100$. Cf. T. Meyer, ibid., 36, 1905, 339.
H. Lieber and F. von Lühmann, Trig. Aufgaben, ed. 3, Berlin, 1889, 287-9, gave the 131 primitive triangles with $h<999$.
P. G. Egidi, Atti Accad. Pont. Nuovi Lincei, 50, 1897, 126-7, $h \leqq 320$.
J. Sachs, Tafeln zum Math. Unterricht, Wiss. Beilage zum Jahresbericht Gym. Baden-Baden, 1905, $h<2000 ; 2000<h<5000, h$ a product of primes $4 n+1$; one side $<500$.
J. Gediking, ${ }^{42} h<1000$.
A. Martin, Math. Mag., 2, 1910, 301-324 (preface, 2, 1904, 297-300), tabulated the values of $p^{2} \pm q^{2}, 2 p q$ and area $A=p q\left(p^{2}-q^{2}\right)$ for $p \leqq 65$, $q<p, q$ prime to $p, q$ even if $p$ is odd. Omitting the entries $p=33$, $q=22$, and $p=35, q=14$, we have 862 triangles of which 443 have $A \leqq 934800$ (the largest $A$ of the 178 triangles in Tebay's table). There is a table of the sides $p^{2} \pm q^{2}, 2 p q$ of triangles for which $p=q+1 \leqq 157$ and those with $p \leqq 312, q=1$, whence $h$ exceeds a leg by 1 or 2 respectively.
P. Barbarin, l'intermédiaire des math., 18, 1911, 117-120, gave the 35 pairs of primitive triangles with the same $h<1000$. A. Martin, ibid., $19,1912,41,134$, noted the omission of one pair and stated that there are 41 pairs with $1000<h<2000$.
A. Martin, Proc. Fifth Internat. Congress Math., 2, 1912, 40-58, gave the primitive triangles with $h<3000$, noting two omissions by Sang. He listed many sets of $k$ ( $k \leqq 15$ ) triangles whose $h$ 's are consecutive integers; also sets of three triangles whose $h$ 's are sides of a right or scalene triangle. A product of $n$ distinct primes $4 m+1$ is the hypotenuse of $\left(3^{n}-1\right) / 2$ different right triangles, only $2^{n-1}$ of which are primitive.
W. Könnemann, Rationale Lösungen Aufgaben, Berlin, 1915, $h<1000$ (adverse review, Zeitschrift Math. Naturw. Unterricht, 46, 1915, 390).
E. Bahier, ${ }^{62}$ pp. 255-9, tabulated the primitive triangles with a leg $\leqq 300$.

On systems of equations including $x^{2}+y^{2}=z^{2}$ see papers $76,77,80$, $46,84,89,139,140$ of Ch. XVI; 5 of Ch. XVII; 51,146 of Ch. XIX; $354,357,360,362,366,369-71,436$ of Ch. XXI; 109, 113, 313 of Ch . XXII; 207 of Ch. XXIII.

## Papers not available for report.

G. M. Pagnini, Collezione d' Opuscoli Sc., Firenze, 3, 1807, 3-24; Giornal. di Fisica, Chimica e Storia Nat., Pavia, 3, 1810, 193-207. [Series of rational right triangles.]
Gruhl, Die Aufstellung Pythagoreischer Zahlen, Blätter Fortbildung d. Lehrers u. d. Lehrerin, Berlin, 4, 1911, 998-1000.

## CHAPTER V.

## TRIANGLES, QUADRILATERALS AND TETRAHEDRA WITH RATIONAL SIDES.

## Rational or Heron Triangles.

Heron of Alexandria gave the well known formula for the area of a triangle in terms of the sides and noted that when the sides are $13,14,15$, the area is 84 . A triangle with rational sides and rational area is called a rational triangle or Heron triangle.

Brahmegupta ${ }^{1}$ (born 598 A.D.) noted that, if $a, b, c$ are any rational numbers,

$$
\frac{1}{2}\left(\frac{a^{2}}{b}+b\right), \quad \frac{1}{2}\left(\frac{a^{2}}{c}+c\right), \quad \frac{1}{2}\left(\frac{a^{2}}{b}-b\right)+\frac{1}{2}\left(\frac{a^{2}}{c}-c\right)
$$

are sides of an oblique triangle [whose ${ }^{2}$ altitudes and area are rational and which is formed by the juxtaposition of two right triangles with the common $\operatorname{leg} a]$.
S. Curtius ${ }^{2 a}$ proposed the following question: Three archers $A, B$, and $C$ stand at the same distance from a parrot, $B$ being 66 feet from $C, B 50$ feet from $A$, and $A 104$ feet from $C$; if the parrot rises 156 feet from the ground, how far must the archers shoot to reach the parrot? He noted that they stand at the vertices of a triangle the radius of whose circumscribed circle is 65 feet, while the parrot is 156 feet above its center. Since $65^{2}+156^{2}=169^{2}$, each archer is 169 feet from the parrot. It is stated to be difflcult to explain why the radius turns out to be an integer. Cf. Gauss. ${ }^{14 a}$ [The triangle is rational since its area is $2^{3} \cdot 3 \cdot 5 \cdot 11=1320$.]
C. G. Bachet, ${ }^{3}$ in his comments on Diophantus VI, 18, treated several problems, the second of which is to find a triangle with rational sides and a rational altitude (and hence a Heron triangle). Taking a right triangle $A D C$ with the sides $10,8,6$, he found $B D=N$ such that $N^{2}$ $+8^{2}$ shall be the square of a rational number $(A B)$. Assuming first that angle $B A C$ is acute, so that $D C$ : $A D<A D: B D$, we must have $6 N<64$, whence
 $N<32 / 3$. Let $N^{2}+8^{2}$ be the square of $8-x N$; then

$$
\frac{16 x}{x^{2}-1}=N<\frac{32}{3}, \quad x=\frac{x^{2}-1}{16} N<\frac{2}{3}\left(x^{2}-1\right), \quad 3 x+2<2 x^{2}
$$

[^132]whence $x>2$. Taking $x=5$, we have
$$
N^{2}+8^{2}=(8-5 N)^{2}, \quad N=\frac{10}{3}
$$
and the sides are $10,9 \frac{1}{3}, 8 \frac{2}{3}$, while the altitude is 8 .
If $B A C$ is oblique, $N>32 / 3$. He took
$$
N^{2}+8^{2}=\left(8-\frac{3}{2} N\right)^{2}, \quad N=\frac{96}{5} .
$$

Bachet's second method of solution is of greater importance, since it consists in juxtaposing two rational right triangles having a common side $A D$. Take as the latter any number, as 12. Seek two squares such that the sum of each and $12^{2}$ is a square: $35^{2}+12^{2}=37^{2}, 16^{2}+12^{2}=20^{2}$. Hence by juxtaposition, we get a rational triangle with the sides 37,20 , $35+16=51$, and altitude 12. Using the first relation with $9^{2}+12^{2}=15^{2}$ or $5^{2}+12^{2}=13^{2}$, we get the rational triangle ( $37,15,35+9$ ) or ( 37,13 , $35+5$ ).
F. Vieta ${ }^{4}$ started with a given right triangle with legs $B, D$ and hypotenuse $Z$, and formed (Diophantus ${ }^{7}$ of Ch. IV) a second right triangle from $F+D$ and $B$, having therefore the altitude $A=2 B(F+D)$, and multiplied its sides by $D$, and the sides of the given triangle by $A$. Juxtaposing the resulting two triangles with the common altitude $A D$, we obtain a rational triangle with the sides $A Z, D(F+D)^{2}+B^{2} D, D(F+D)^{2}-B^{2} D+B A$, whose angle at the vertex is acute or obtuse according as $F<Z$ or $F>Z$.

Frans van Schooten ${ }^{5}$ used the juxtaposition of right triangles.
The Japanese manuscript of Matsunago, ${ }^{6}$ first half of the eighteenth century, started with any two right triangles with integral sides and multiplied the sides of each by the hypotenuse of the other and then juxtaposed the triangles. The sides below 1000 of the resulting oblique triangles were tabulated. Removing common factors, he obtained a table of primitive triangles. From Kurushima ( $\dagger$ 1757) he quoted the result that, if

$$
n_{3}: d_{3}=d_{1} d_{2}-n_{1} n_{2}: n_{1} d_{2}+n_{2} d_{1}
$$

then

$$
n_{1}\left(n_{2} d_{3}+n_{3} d_{2}\right), \quad n_{2}\left(n_{3} d_{1}+n_{1} d_{3}\right), \quad n_{3}\left(n_{1} d_{2}+n_{2} d_{1}\right)
$$

are sides of a triangle with rational area.
Nakane Genkei ${ }^{6 a}$ in 1722 considered triangles whose sides are consecutive integers such that the perpendicular upon the longest side from the opposite vertex shall be rational. Denote the solutions (3, 4, 5), (13, 14, 15), (51, $52,53)$ and $(193,194,195)$ by $\left(a_{j}, b_{j}, c_{j}\right), j=1,2,3,4$. Then

$$
a_{z+1}=4 a_{z}+2-a_{z-1}
$$

and similarly for the $b$ 's and $c$ 's. Whether or not he made the induction complete does not, however, appear.

[^133]L. Euler ${ }^{7}$ noted that in any triangle with rational sides $a, b, c$, and rational area,
\[

$$
\begin{equation*}
a: b: c=\frac{(p s \pm q r)(p r \mp q s)}{p q r s}: \frac{p^{2}+q^{2}}{p q}: \frac{r^{2}+s^{2}}{r s}, \tag{1}
\end{equation*}
$$

\]

and that every pair of sides are in the ratio of two numbers of the form $\left(\alpha^{2}+\beta^{2}\right) / \alpha \beta$, since

$$
a: b=\frac{r^{2}+s^{2}}{r s}: \frac{x^{2}+y^{2}}{x y}, \quad \text { if } \quad x=p s \pm q r, \quad y=p r \mp q s
$$

whence

$$
x^{2}+y^{2}=\left(p^{2}+q^{2}\right)\left(r^{2}+s^{2}\right)
$$

The portion of Euler's paper containing his derivation of (1) is missing. It is probable that he employed Bachet's method of juxtaposing two right triangles, using those with the sides

$$
2, \frac{p^{2}+q^{2}}{p q}, \frac{p^{2}-q^{2}}{p q} ; \quad 2, \frac{r^{2}+s^{2}}{r s}, \frac{r^{2}-s^{2}}{r s}
$$

and obtaining (1) with the upper or lower signs according as the component triangles do not or do overlap.
J. Cunliffe ${ }^{8}$ juxtaposed two right triangles with a common side $2 r s=2 m n$ and hypotenuses $r^{2}+s^{2}, m^{2}+n^{2}$.
J. Davey ${ }^{9}$ found three triangles with integral sides and areas having equal perimeters and areas in the ratio of $a=2, b=7, c=15$. Let the triangles be $A F B, B F C, C F D$ with collinear bases and the common altitude FE. Take
$A F=\frac{r^{2}+1}{2 r} \cdot v, B F=\frac{s^{2}+1}{2 s} \cdot v, C F=\frac{t^{2}+1}{2 t} \cdot v, D F=\frac{u^{2}+1}{2 u} \cdot v, E F=v$.
Then $A E=\left(r^{2}-1\right) v /(2 r)$, etc. By the equality of the perimeters,

$$
\frac{s^{2}-1}{s}=r-\frac{1}{t}, \quad \frac{t^{2}-1}{t}=s-\frac{1}{u} .
$$

Then the conditions that the bases be proportional to $a, b, c$ reduce to $\left(a r^{2}+b\right) / r=\left(a t^{2}+b\right) / t$, whence $r=b /(a t)$ (since $\left.r \neq t\right)$, and to $u=c /(b s)$. Eliminating $r, u, s$ between our four relations in $r, u, s, t$, we get

$$
t^{4}-\left(d^{2}+d e+2\right) t^{2}+d e+1=0, \quad d=\frac{c-b}{c}, \quad e=\frac{b-a}{a}
$$

For $a=2, b=7, c=15$, we get the rational root $t=5 / 3$. Taking $v=420$, we have $A F=541, B F=525, C F=476, D F=421, A B=26$, $B C=91, C D=195$, perim. $=1092$.

To find a triangle $A B C$ with integral sides and area such that the distances from $A, B, C$ to the center $O$ of the inscribed circle shall be integers,

[^134]C. Gill ${ }^{10}$ made a computation which (although not so stated) in effect consists in finding three right triangles $A O F, B O F, C O E$ (see the figure below) with integral sides such that $O F=O E$

take
\[

$$
\begin{gathered}
A F=\left(r^{2}-a^{2}\right) /(2 a), \quad A O=\left(r^{2}+a^{2}\right) /(2 a), \quad B F=\left(r^{2}-b^{2}\right) /(2 b), \\
B O=\left(r^{2}+b^{2}\right) /(2 b), \quad O F=r .
\end{gathered}
$$
\] $=O D=r$ is the radius of the inscribed circle, but omitted the condition that the sum of their angles at $O$ shall be two right angles. If $A F=m, B F=n, C E=s$, this condition is $m n s=r^{2}(m+n+s)$. Thus his solution fails.

A. Cook ${ }^{11}$ gave the following solution. Draw $O R$ perpendicular to $A O$ to meet $A B$ at $R$. [The sides of any rational right triangle are proportional to $r^{2} \pm a^{2}, 2 r a$.] Hence we may

By similar triangles,

$$
A F: F O:: F O: F R=\frac{2 a r^{2}}{r^{2}-a^{2}}: A O: R O=\frac{r\left(r^{2}+a^{2}\right)}{r^{2}-a^{2}} .
$$

Hence we have $R B=B F-F R$. Since angles $B O R$ and $O C B$ are equal, the same lettered triangles are similar. Hence
$B R: B O:: R O: O C=\frac{r\left(r^{2}+a^{2}\right)\left(r^{2}+b^{2}\right)}{d}:: B O: B C=\frac{\left(r^{2}+b^{2}\right)^{2}\left(r^{2}-a^{2}\right)}{2 b d}$,
where $d=\left(r^{2}-a^{2}\right)\left(r^{2}-b^{2}\right)-4 a b r^{2}$. Hence

$$
D C=B C-B D=2 r^{2}\left\{\left(r^{2}-a^{2}\right) b+\left(r^{2}-b^{2}\right) a\right\} / d
$$

We may assign any values to $a, b$ and any value, exceeding $a$ and $b$, to $r$. For $a=16, b=18, r=72$, we get $A F=154, A O=170, B F=135$, $B O=153, O C=120, C D=96, A B=289, A C=250, B C=231$.

Several ${ }^{12}$ employed Heron's formula

$$
\Delta^{2}=(B+S+s)(B+S-s)(B-S+s)(-B+S+s)
$$

for the square of the area $\Delta$ of a triangle with sides $2 B, 2 S, 2 \mathrm{~s}$. T. Baker wrote $x, y, z$ for the last three factors of $\Delta^{2}$. Then $\Delta^{2}=x y z(x+y+z)$. Let $\Delta=(a x z)^{2}$. We get $x$ rationally. "A. B. L." took $B=x-y, S=x$, $s=x+y$; then $3 x^{2}-12 y^{2}=\square$, whence $u^{2}-3 v^{2}=1$. C. Holt equated the last three factors of $\Delta^{2}$ to $4 p^{2} q^{2},\left(q^{2}+r^{2}-p^{2}\right)^{2}, 4 p^{2} r^{2}$; by addition, $B+S+s=\left(q^{2}+r^{2}+p^{2}\right)^{2}$. J. Anderson equated the product of the four factors to $s^{2} x^{2}$. Hence

$$
\left\{B^{2}-\left(S^{2}+s^{2}\right)\right\}^{2}=s^{2}\left(4 S^{2}-x^{2}\right)=s^{2}(2 S-y)^{2}
$$

say; hence we get $S$ and then $B^{2}$.

[^135]C. Gill ${ }^{13}$ found integral sides $x, y, z$ of a triangle the four diameters of whose inscribed and escribed circles are integral squares $r^{2}$ and $R^{2}, R_{1}^{2}, R_{2}^{2}$. Take $x+y+z=a^{2}, y+z-x=b^{2}, x+z-y=c^{2}, x+y-z=d^{2}$. Let the condition $a^{2}=b^{2}+c^{2}+d^{2}$ be satisfied. We get $x=\left(a^{2}-b^{2}\right) / 2$, $y, z$. It is known that $4 \Delta=r^{2} a^{2}=R^{2} b^{2}=R_{1}^{2} c^{2}=R_{2}^{2} d^{2}$.
C. L. A. Kunze ${ }^{14}$ derived eight rational triangles from the two rational right triangles $(3,4,5)$ and $(5,12,13)$ by reducing their sides in proper ratios so that any chosen leg of one shall equal any chosen leg of the other and then juxtaposing the resulting triangles either with or without overlapping. Schlömilch ${ }^{36}$ noted that we may start with any two rational right triangles.
C. F. Gauss, ${ }^{14 a}$ whose attention had been called to Curtius' ${ }^{2 a}$ problem by Schumacher, stated that the sides of every triangle such that each side and the radius $r$ of the circumscribed circle are integers are of the form
$$
4 a b f g\left(a^{2}+b^{2}\right), \quad \pm 4 a b(f+g)\left(a^{2} f-b^{2} g\right), \quad 4 a b\left(a^{2} f^{2}+b^{2} g^{2}\right),
$$
where $a, b, f, g$ are positive integers, while $r=\left(a^{2}+b^{2}\right)\left(a^{2} f^{2}+b^{2} g^{2}\right)$. We obtain Curtius' numbers by taking $a=g=1, b=2, f=10$, and deleting the common factor 8. Many writers ${ }^{14 b}$ derived Gauss' formula.
E. W. Grebe ${ }^{15}$ tabulated for 46 rational triangles the 12 rational values of the segments of the altitudes and the segments of the sides cut off by the altitudes.

Grebe ${ }^{16}$ gave a table of 496 rational triangles, showing also the area, perimeter, altitudes, and diameter of the circumscribed circle. He began with 32 rational right triangles (4, 3, 5), $\cdots$, (195, 28, 197) with small ratios of sides, took each pair of these triangles and multiplied their sides by such factors as produce two triangles whose larger legs are equal. By juxtaposition he formed a rational acute triangle.

To find a triangle with integral sides whose area and perimeter are equal, B. Yates ${ }^{17}$ took, in accord with (1), the sides to be $p q\left(r^{2}+s^{2}\right) / n$, $r s\left(p^{2}+q^{2}\right) / n,(p s+q r)(p r-q s) / n$. The latter multiplied by $p q r s / n$ is the area. Equating the area to the perimeter $2 p r(p s+q r) / n$, we get

$$
q s(p r-q s)=2 n
$$

Integral solutions are found when $n=1,2,8$. Many solvers used the segments $l, m, n$ into which the sides $a, b, c$ are divided at the points of contact of the inscribed circle of radius $r$. Thus $l+m=a, l+n=b$, $m+n=c$. If $s$ is the semi-perimeter, $r s=2 s$, whence $r=2$. But $r^{2} s^{2}=s l m n$. Hence $4(l+m+n)=l m n$. The least side exceeds $2 r=4$. Hence we may take $l+m=5,6, \cdots$ and find integral solutions.

[^136]Many ${ }^{18}$ proved that if the sides and area be integers, the area is divisible by 6. Take the sides to be the products of (1) by pqrs. Then the area is $p q r s(p s+q r)(p r-q s)$.
S. Tebay ${ }^{19}$ tabulated 237 rational triangles arranged according to the magnitude of the area, the greatest area being 46410 (cf. Martin ${ }^{46}$ ).
J. Wolstenholme ${ }^{20}$ found a triangle whose sides and area are in arithmetical progression. Take $a-b, a, a+b$ as the sides, $a+2 b$ as the area. Then

$$
2 b=\frac{a\left(3 a^{2}-16\right)}{16+3 a^{2}}
$$

W. Ligowski ${ }^{21}$ found a triangle whose sides $a, b, c$, area $F$, and radii $r$ and $\rho$ of circumscribed and inscribed circles, are all rational. He assumed that $s-a=p x, s-b=\rho y, s-c=\rho z$, where $s$ is the semi-perimeter, and readily proved that the sides are proportional to

$$
a=x\left(y^{2}+1\right), \quad b=y\left(x^{2}+1\right), \quad c=(x+y)(x y-1)
$$

whence

$$
\rho=x y-1, \quad r=\frac{1}{4}\left(x^{2}+1\right)\left(y^{2}+1\right), \quad F=x y(x+y)(x y-1)
$$

W. Šimerka ${ }^{21 a}$ gave several methods of finding rational triangles and a table of the 173 having sides $\leqq 100$, showing also the area, tangents of the half angles, and the coordinates of the vertices (cf. Scherrer ${ }^{62 a}$ ). He proved that the perimeter is always even.
H. Rath ${ }^{22}$ employed the segments $\alpha, \beta$, $\gamma$ of the sides determined by the points of tangency of the inscribed circle. Then the sides are $\alpha+\beta$, $\alpha+\gamma, \beta+\gamma$ and the square of the area is $\alpha \beta \gamma(\alpha+\beta+\gamma)$. The latter is a rational square only for $\alpha=d j^{2}, \beta=\delta B, \gamma=\delta C$, where $B$ and $C$ are any two positive relatively prime integers, and likewise for $k$ and $j$, while $d / \delta$ is the value of the fraction

$$
\frac{B C(B+C)}{k^{2}-B C j^{2}}
$$

when reduced to its lowest terms. Each resulting set of rational numbers $\alpha, \beta, \gamma$ defines a rational triangle, the condition that the sum of any two sides shall exceed the third being evidently satisfied. His final tables show relatively prime integral sides, the triangles whose area is a multiple of some side being listed separate from the others. He gave (p. 218) nine rational triangles whose sides form an arithmetical progression, the common difference being here given as a subscript:

$$
\begin{gathered}
(3,4,5)_{1}, \quad(13,14,15)_{1}, \quad(15,26,37)_{11}, \quad(75,86,97)_{11}, \\
(25,38,51)_{13}, \quad(61,74,87)_{13}, \quad(15,28,41)_{13} .
\end{gathered}
$$

${ }^{18}$ The Lady's and Gentleman's Diary, London, 1866, 61, Quest. 2044.
${ }^{19}$ Elements of Mensuration, London and Cambridge, 1868, 113-5. Table reprinted by G. B. Halsted, Metrical Geometry, 1881, 167-170.
${ }^{20}$ Math. Quest. Educ. Times, 13, 1870, 89-90. Same by D. S. Hart, 20, 1874, 56.
${ }^{21}$ Archiv Math. Phys., 46, 1866, 503-4.
${ }^{21 a}$ Ibid., 51, 1870, 196-240.
${ }^{22}$ Archiv Math. Phys., 56, 1874, 188-224. See the compact exposition by P. Bachmann,
Niedere Zahlentheorie, 2, 1910, $440-1$. Cf. Kommerell ${ }^{270}$ of Ch. XXII.
D. S. Hart ${ }^{23}$ juxtaposed two right triangles with the common leg $2 p r$ and further legs $r\left(p^{2}-1\right), p\left(r^{2}-1\right)$, and obtained

$$
(p+r)(p r-1), \quad r\left(p^{2}+1\right), \quad p\left(r^{2}+1\right)
$$

viz., (1) for the case of the upper signs and $q=s=1$. The last assumption does not restrict the generality of the result.

Hart ${ }^{24}$ noted that the triangle with the sides $w-1, w, w+1$ has a rational area if $3 w^{2}-12=\square$. He obtained $w=n / d, d=x^{2}-3 y^{2}$ and took $d=1$, whose general set of solutions is known.
A. B. Evans ${ }^{25}$ found a triangle whose sides $a, b, c$, radii

$$
x=\frac{1}{2} r\left(1+\tan \frac{1}{4} A\right)\left(1+\tan \frac{1}{4} B\right) /\left(1+\tan \frac{1}{4} C\right),
$$

$y, z$ of Malfatti's circles, and radius $r$ of the inscribed circle are all rational. Take $\cot \frac{1}{2} A=m / n, \cot \frac{1}{2} B=p / q, m^{2}+n^{2}=\square, p^{2}+q^{2}=\square$. Then $\tan \frac{1}{4} A$, etc., are rational. A. Martin took $\cot \frac{1}{4} C=3$, $\cot \frac{1}{4} B=4$; then the ratios of $x, y, z, a, b, c$ to $r$ are known.
H. S. Monck ${ }^{26}$ showed how to deduce a second from one triangle with integral sides, two differing by unity.
J. L. McKenzie ${ }^{27}$ found a triangle whose area and sides are integers, semi-perimeter is a square, two sides having a given common difference.
D. S. Hart ${ }^{28}$ discussed rational triangles two of whose sides differ by unity.
R. Hoppe ${ }^{29}$ discussed triangles with the sides $n-r, n, n+r$ and rational area $\Delta$. Thus $\Delta=\frac{3}{4} m n$, where $3 m^{2}=n^{2}-4 r^{2}$. Hence $n$ is even, $n=2 p$, and $m=2 q$, whence $p^{2}-3 q^{2}=r^{2}$. First, let $r=1$. If $p_{k}, q_{k}$ is a solution in integers, then is also

$$
p_{k+1}=2 p_{k}+3 q_{k}, \quad q_{k+1}=p_{k}+2 q_{k} .
$$

Further, $p_{k+1}-4 p_{k}+p_{k-1}=0$ and similarly for the $q$ 's. Hence

$$
\begin{aligned}
s_{k} \equiv p_{k+1}-(2+\sqrt{3}) p_{k} & =\frac{p_{k}-(2+\sqrt{3}) p_{k-1}}{2+\sqrt{3}}, \\
s_{k}(2+\sqrt{3})^{k} & =s_{c} .
\end{aligned}
$$

The resulting values of $n, \Delta$ are

$$
n=(2+\sqrt{3})^{k}+(2-\sqrt{3})^{k}, \quad \Delta=\frac{\sqrt{3}}{4}\left\{(2+\sqrt{3})^{2 k}-(2-\sqrt{3})^{2 k}\right\}
$$

for $k=0,1, \cdots$. It is proved that there are no further solutions.
Next, let $r$ be undetermined. Then $p: r=3 \lambda^{2}+\mu^{2}: 3 \lambda^{2}-\mu^{2}$, where $\lambda$ and $\mu$ are relatively prime integers. Thus the sides are

$$
3\left(\lambda^{2}+\mu^{2}\right), \quad 2\left(3 \lambda^{2}+\mu^{2}\right), \quad 9 \lambda^{2}+\mu^{2} .
$$

[^137]W. A. Whitworth ${ }^{30}$ noted that the triangle with the altitude 12 and sides $13,14,15$ is the only one in which the altitude and sides are consecutive integers.
G. Heppel ${ }^{31}$ noted that there are 220 triangles with integral sides $\leqq 100$ and integral areas, but repeated ( $39,41,50$ ). He listed only 55 rational scalene triangles with relatively prime sides.

Worpitzky ${ }^{32}$ gave without proof a formula equivalent to (1).
R. Müller ${ }^{33}$ considered rational triangles whose sides are consecutive integers $x-1, x, x+1$. Since the area is to be rational, $x^{2}-4=3 y^{2}$, whence $x=2 u, y=2 v, u^{2}-3 v^{2}=1$. Hence the triangles are $(3,4,5)$, (13, 14, 15), etc.
A. Martin ${ }^{34}$ noted that the triangle with the sides $2 m^{2}+1,2 m^{2}+2$, $4 m^{2}+1$ has a rational area.
T. Pepin ${ }^{35}$ gave a historical note on rational triangles.
O. Schlömilch ${ }^{36}$ gave the same method and results as Hart. ${ }^{23}$
C. A. Roberts ${ }^{37}$ noted that, if $u$ is a square and $w$ the double of a square, $u+w, u+2 w, 2 u+w$ are the sides of a triangle with rational area $(u+w) \sqrt{2 u w}$ and listed many triangles with sides $<500$. The triangle is special since one side equals one-third of the sum of the remaining two.
S. Robins ${ }^{88}$ tabulated rational triangles with a given base and a given difference between the remaining two sides; also (pp. 262-3) rational triangles with sides $x, x+n, 2 x-n$ for given $n$ 's.
H. F. Blichfeldt ${ }^{39}$ derived (1) by use of Heron's formula for area.
S. Robins ${ }^{40}$ found rational triangles whose sides are consecutive integers by taking $x-2$ and $x+2$ as the segments of the base made by the perpendicular to the base. The altitude is $\left(3 x^{2}-3\right)^{\frac{1}{2}}$, which is made rational by choice of $x$ by means of convergents to the continued fraction for $\sqrt{3}$.
A. Martin ${ }^{41}$ juxtaposed two right triangles in various ways to obtain rational triangles. From Heron's formula for the area $\Delta$ of a triangle with the sides $x, y, z$,

$$
\frac{1}{16}\left(z^{2}-x^{2}-y^{2}\right)^{2}=\frac{1}{4} x^{2} y^{2}-\Delta^{2}=\left(\frac{1}{2} x y-\Delta q / p\right)^{2}, \quad \text { if } \quad \Delta=\frac{p q x y}{p^{2}+q^{2}}
$$

Then

$$
z^{2}=x^{2}+y^{2} \pm \frac{2\left(p^{2}-q^{2}\right) x y}{p^{2}+q^{2}}=\left(\frac{r}{s} y-x\right)^{2}
$$

[^138]determines $x / y$. Taking $x$ to be the numerator of the resulting fraction, we have
\[

$$
\begin{gathered}
x=\left(p^{2}+q^{2}\right)\left(r^{2}-s^{2}\right), \quad y=2 r s\left(p^{2}+q^{2}\right) \pm 2 s^{2}\left(p^{2}-q^{2}\right), \\
z=\left(p^{2}+q^{2}\right)\left(r^{2}+s^{2}\right) \pm 2 r s\left(p^{2}-q^{2}\right) .
\end{gathered}
$$
\]

He discussed at length rational triangles two of whose sides differ by a given integer, making use of a Pell equation $g q^{2}-p^{2}= \pm 1$.
T. H. Safford ${ }^{42}$ juxtaposed the right triangles $(5,12,13),(9,12,15)$ of areas 30 and 54 to obtain Heron's triangle ( $13,14,15$ ) of area 84 , also to obtain ( $4,13,15$ ) of area 54-30. He listed 37 rational right triangles.
D. N. Lehmer ${ }^{43}$ derived (1) by use of the rationality of the sines and cosines of the three angles, a necessary and sufficient condition for the rationality of the triangle.

Rational triangles with consecutive integral sides have been found. ${ }^{44}$
W. A. Whitworth and D. Biddle ${ }^{45}$ proved that there are only five triangles with integral sides whose area equals the perimeter: ( $5,12,13$ ), $(6,8,10),(6,25,29),(7,15,20),(9,10,17)$.
A. Martin ${ }^{48}$ formed rational triangles by the juxtaposition of two rational right triangles. He tabulated 168 rational triangles of area $\leqq 46410$ not found in Tebay's ${ }^{19}$ table.
H. Schubert ${ }^{47}$ considered a Heron triangle with integral sides $a, b, c$ and area $J$. If $\alpha, \beta, \gamma$ are the angles, $f=\tan \alpha / 2$ and hence also $\sin \alpha$ and $\cos \alpha$ must be rational (such an angle $\alpha$ being called a Heron angle). Set $f=n / m$, where $n$ and $m$ are relatively prime integers. Then

$$
\sin \alpha=\frac{2 m n}{m^{2}+n^{2}}, \quad \sin \beta=\frac{2 p q}{p^{2}+q^{2}}, \quad \sin \gamma=\frac{2(m q+n p)(m p-n q)}{\left(m^{2}+n^{2}\right)\left(p^{2}+q^{2}\right)},
$$

since $\tan \gamma / 2=\cot (\alpha+\beta) / 2 . \quad$ By $a=2 r \sin \alpha$, etc.,

$$
4 r=\left(m^{2}+n^{2}\right)\left(p^{2}+q^{2}\right) .
$$

## Hence

$a=m n\left(p^{2}+q^{2}\right), b=p q\left(m^{2}+n^{2}\right), c=(m q+n p)(m p-n q), J=m n p q c$.
J. Sachs ${ }^{48}$ gave tables of rational triangles with altitudes $<100$; acute rational triangles with altitudes $100, \cdots, 500$; rational triangles arranged according to the least side and according to the greatest side. The last tables are convenient for the formation by juxtaposition of rational quadrilaterals, pentagons, etc.
T. Harmuth ${ }^{49}$ considered rational triangles with sides $a, a+d, a+2 d$.

[^139]Its area is rational if $(a+3 d)(a-d)=3 y^{2}$. Hence decompose $3 y^{2}$ in every way into two factors congruent modulo 4.
E. N. Barisien ${ }^{50}$ noted that, if $2 p$ is the perimeter, the area is an integer if

$$
\begin{aligned}
p & =(\alpha n+1)(\beta n+1), & & p-b=\lambda n(\gamma n+1), \\
p-a & =(\alpha n+1)(\gamma n+1), & & p-c=\mu n(\beta n+1),
\end{aligned}
$$

and $\lambda \mu=k^{2}$. The condition $p=\Sigma(p-a)$ is satisfied if $4 \gamma+\beta=5 \alpha$, $\beta-\gamma=5$. If in $p-b$ and $p-c$ we replace $\lambda n$ and $\mu n$ by $\delta n+1$, the area is integral and the condition $p=\Sigma(p-a)$ gives for $\delta n+1$ a value which is integral if $\beta+\gamma=2 \alpha$; then $B$ is a right angle. A. Gérardin noted that we may set $p=(\alpha n+t)(\beta n+t)$, etc., and take $\beta+\gamma=2 \alpha$, $\beta-\gamma=2 \rho, t=(\rho-\delta) n$.
L. Aubry ${ }^{51}$ noted that the triangle with the sides $x-1, x, x+1$ has an integral area if $(x / 2)^{2}-3 y^{2}=1$, i. e., if

$$
x=2,4,14, \cdots, \quad x_{n}=4 x_{n-1}-x_{n-2}
$$

The area ${ }^{52}$ of any triangle with integral sides and area is a multiple of 6.
B. Hech ${ }^{53}$ discussed triangles whose sides are integers, also the area or the four radii of the escribed and inscribed circles.
A. Martin ${ }^{54}$ proved that in any primitive rational triangle two sides are odd, the least side is $>2$, the difference between the sum of the two smaller sides and the largest side is not unity, and the area is a multiple of 6 . Every integer $>2$ is the least side of an infinitude of primitive rational triangles.
E. N. Barisien ${ }^{55}$ noted that the triangle with the sides 7, 15, 20 has its area and perimeter each 42. Multiplying the sides by 10, we get a triangle with integral altitudes.

* H. Böttcher ${ }^{56}$ gave rational triangles with an angle $60^{\circ}$ or $120^{\circ}$.

Barisien ${ }^{57}$ gave complicated formulas for the integral sides of a triangle, with integral values for the altitudes, area, radius of circumscribed circle, radii of tritangent circles, segments of the sides made by the altitudes, and segments of the altitudes made by the orthocenter.

Of several triangles ${ }^{58}$ with integral sides, area and one altitude, the least appears to have the sides $4,13,14$, area 24 and altitude (to side 4) 12.
A. Martin ${ }^{59}$ added 61 rational scalene triangles to Heppel's ${ }^{31}$ list.
N. Gennimatas ${ }^{60}$ proved that any rational triangle is similar to one with

[^140]the sides $x^{2}+y^{2},\left(1+y^{2}\right) x, c=(1+x)\left(y^{2}-x\right)$. Conversely, if $x, y$, $y^{2}-x$ are positive, these numbers are the sides of a triangle, of area $c x y$.
E. Turrière ${ }^{61}$ noted several methods to find Heron triangles. There is an infinitude of Heron triangles with sides in arithmetical progression such that no two are similar. He investigated Heron triangles in which the semiperimeter $p$ and $p-a, p-b, p-c$ are all rational squares, and the analogous problem for inscriptible quadrilaterals. $\mathrm{He}^{62}$ found Heron triangles in which the sum of the squares of two sides is a square.
F. R. Scherrer ${ }^{62 a}$ made use of the theory of complex integers $a+b i$ to obtain the coordinates of the vertices, of the centers of the circumscribed, inscribed, escribed and Feuerbach circles, of the intersection of the altitudes, etc., of primitive Heron triangles. Cf. Šimerka. ${ }^{11 a}$
M. Rignaux ${ }^{63}$ stated the final formulas of Schubert. ${ }^{47}$
E. T. Bell stated and W. Hoover ${ }^{64}$ proved incompletely that if $u_{0}=2$, $u_{1}=4, \cdots, u_{n+2}=4 u_{n+1}-u_{n}$, then $u_{n}-1, u_{n}, u_{n}+1$ are the consecutive sides of a triangle with integral area, and all such triangles are given by this method.

## Pars of Rational Triangles.

Frans van Schooten ${ }^{5}$ found two isosceles rational triangles with equal perimeters and equal areas. Divide each into halves and let the right triangles be formed from $a, b$ and $k, d$ respectively. By the perimeters,

$$
2\left(a^{2}+b^{2}\right)+2(2 a b)=2\left(k^{2}+d^{2}\right)+2(2 k d), \quad a+b=k+d .
$$

Set $k=a+x, d=b-x$. The equality of the areas requires

$$
2 x^{2}+3(a-b) x+a^{2}-4 a b+b^{2}=0, \quad x=\frac{1}{4}(r+3 b-3 a),
$$

where $r^{2}=a^{2}+b^{2}+14 a b$. Set $r=a+b+c$. Thus

$$
a=\frac{c^{2}+2 b c}{12 b-2 c} .
$$

The general solution thus involves the parameters $b, c$. For $b=1, c=3$, we get $a=5 / 2, x=1 / 2$. Multiply the sides by 4 . We get the right triangles $(20,21,29)$ and ( $12,35,37$ ). Their doubles have the perimeter 98 and area 420 .
J. H. Rahn ${ }^{65}$ devoted 8 pages to this problem, and J. Pell 62 pages. There is first given the above solution by van Schooten, attributed to Descartes.

Several ${ }^{66}$ gave straightforward solutions to van Schooten's problem.
J. Cunliffe ${ }^{67}$ treated the problem to find two triangles with rational altitudes and segments of sides and with equal perimeters and equal areas.

[^141]He found a pentagon inscribed in a circle with rational sides and areas for all the triangles into which the pentagon can be divided by diagonals.

Triangles all of whose Sides and Medians are rational.
L. Euler ${ }^{88}$ denoted the sides by $2 a, 2 b, 2 c$, and the medians by $f, g, h$. Then

$$
2 b^{2}+2 c^{2}-a^{2}=f^{2}, \text { etc., } \quad 2 g^{2}+2 h^{2}-f^{2}=9 a^{2}, \text { etc. }
$$

Hence, if $2 f, 2 g, 2 h$ be taken as sides of a triangle, its medians are $3 a, 3 b, 3 c$. Write $\sigma=a+b+c$. Then

$$
(b-c)^{2}+\sigma(b+c-a)=f^{2}, \quad(a-c)^{2}+\sigma(a+c-b)=g^{2} .
$$

Set $f=b-c+\sigma p, g=a-c+\sigma q$. Then

$$
b+c-a=2(b-c) p+\sigma p^{2}, \quad a+c-b=2(a-c) q+\sigma q^{2} .
$$

Solving each for $c$ and adding $a+b$, we have two expressions for $\sigma$. Equating these, we get the ratio $a^{\prime}: b^{\prime}$ of $a: b$. Euler took $a^{\prime}=a$ and got
$a=1+q-p^{2}-2 p q-p^{2} q+2 p q^{2}, \quad b=1+p-q^{2}-2 p q-p q^{2}+2 p^{2} q$. Then $\sigma / 2=1+p+q-3 p q$, so that $c$ is known and hence also $f, g$. Next,

$$
h^{2}=(a-b)^{2}+\sigma(a+b-c)=A^{2} q^{4}+2 B q^{3}+C q^{2}+2 D q+E^{2}
$$

where

$$
\begin{array}{ll}
A=1+3 p, & B=-1+11 p-9 p^{2}-9 p^{3} \\
C=-3\left(1+2 p-2 p^{2}+6 p^{3}-3 p^{4}\right), & D=2-9 p-3 p^{2}+11 p^{3}+3 p^{4} \\
E=2+p-p^{2} .
\end{array}
$$

We can obtain rational solutions by setting

$$
h=A q^{2}+\frac{B}{A} q \pm E \quad \text { or } \quad A q^{2} \pm \frac{D}{E} q \pm E
$$

Euler examined the simplest cases $p= \pm 2$ ( $p=0$ or $\pm 1$ being excluded). For $p=-2$, we have $A=-5, B=13, C=321, D=-32, E=-4$. Taking the second expression for $h$, we have

$$
h=-5 q^{2}-8 q+4, \quad q=\frac{11}{2}, \quad h=\frac{765}{4} .
$$

Multiplying the resulting values of $a, b, \cdots$ by $4 / 3$, we get
$a=158, \quad b=127, \quad c=131, \quad f=204, \quad g=261, \quad h=255$.
Since $\frac{2}{3} f, \frac{2}{3} g, \frac{2}{3} h$ are sides of a triangle with the medians $a, b, c$ as remarked at the outset, we get the new solution

$$
a=68, \quad b=87, \quad c=85, \quad f=158, \quad g=127, \quad h=131
$$

Euler's ${ }^{69}$ paper of 1778 deals with triangles in which the distances of the vertices from the center of gravity are rational and the sides are rational.

[^142]We have $g^{2}-h^{2}=3\left(c^{2}-b^{2}\right)$. Euler took

$$
g+h=3 p q, \quad g-h=r s, \quad c+b=p r, \quad c-b=q s .
$$

From

$$
g^{2}+h^{2}=4 a^{2}+b^{2}+c^{2}, \quad f^{2}=2 c^{2}+2 b^{2}-a^{2},
$$

we get, on setting $p=x+y, s=x-y$,

$$
\begin{array}{ll}
\frac{a^{2}}{q^{2}}=x^{2}+y^{2}+2 M x y, & \frac{f^{2}}{r^{2}}=x^{2}+y^{2}+2 N x y, \\
M=\frac{5 q^{2}-r^{2}}{4 q^{2}}, & N=\frac{5 r^{2}-9 q^{2}}{4 r^{2}} .
\end{array}
$$

Take $a / q=x+t y, f / r=x+u y$. Then

$$
\frac{x}{y}=\frac{1-t^{2}}{2(t-M)}=\frac{1-u^{2}}{2(u-N)} .
$$

All conditions are satisfied if we take

$$
u=-t=\frac{N-M}{2}, \quad \frac{x}{y}=\frac{(M-N)^{2}-4}{4(M+N)} .
$$

The cases $r=q$ and $r=3 q$ are excluded since $M+N \neq 0$. For $q=1, r=2$, we obtain the solution given above. For $q=2, r=1$, we get $a=404, \quad b=377, \quad c=619, \quad f=3 \cdot 314, \quad g=3 \cdot 325, \quad h=3 \cdot 159$.

Euler's ${ }^{70}$ paper of 1779 does not differ materially from the preceding.
Euler's ${ }^{71}$ paper of 1782 avoided the earlier restrictions on the generality of the solution. Changing the notations to conform with his earlier ones, we may set

$$
h+g=\frac{3 \alpha}{\beta}(b-c), \quad h-g=\frac{\beta}{\alpha}(b+c) .
$$

From

$$
(h+g)^{2}+(h-g)^{2}=2 h^{2}+2 g^{2}=8 a^{2}+(b+c)^{2}+(b-c)^{2},
$$

we get

$$
8 a^{2}=\left(\frac{9 \alpha^{2}-\beta^{2}}{\beta^{2}}\right)(b-c)^{2}+\left(\frac{\beta^{2}-\alpha^{2}}{\alpha^{2}}\right)(b+c)^{2} .
$$

Then $f^{2}=(b+c)^{2}+(b-c)^{2}-a^{2}$ gives a similar formula for $f^{2}$. Write $b+c=\alpha(\gamma+\delta), \quad b-c=\beta(\gamma-\delta), \quad P=\frac{\beta^{2}-5 \alpha^{2}}{4 \alpha^{2}}, \quad Q=\frac{9 \alpha^{2}-5 \beta^{2}}{4 \beta^{2}}$. Then

$$
\begin{equation*}
\frac{a^{2}}{\alpha^{2}}=\gamma^{2}+\delta^{2}+2 P \gamma \delta, \quad \frac{f^{2}}{\beta^{2}}=\gamma^{2}+\delta^{2}+2 Q \gamma \delta . \tag{2}
\end{equation*}
$$

Take $\gamma=4(P+Q), \delta=(P-Q)^{2}-4$. Then (2) are the squares of

$$
(P-Q)(3 P+Q)-4, \quad(Q-P)(3 Q+P)-4 .
$$

${ }^{70}$ Mém. Acad. Petrop., 2, 1807-8, 10; Comm. Arith., II, 362-5.
${ }^{71}$ Mém. Acad. Petrop., 7, 1820, 3; Comm. Arith., II, 488-91.

Set $P Q+1=n(P+Q)$. We may discard the common factor $P+Q$ of $\gamma$ and $\delta$, thus altering $\alpha$ and $\beta$ in the same ratio, and set $\gamma=4$, $\delta=P+Q-4 n$. The first expression (2) is the square of

$$
(P-Q)(P+Q)+2 P(P-Q)-4=(P+Q)(3 P-Q-4 n)
$$

which is to be divided by $P+Q$. Hence

$$
\frac{a}{\alpha}=3 P-Q-4 n, \quad \frac{f}{\beta}=3 Q-P-4 n
$$

From the above expressions for $P, Q$, we readily get $n=-5 / 4$. Set

$$
C=16 \alpha^{2} \beta^{2}, \quad D=\left(9 \alpha^{2}+\beta^{2}\right)\left(\alpha^{2}+\beta^{2}\right), \quad F=2\left(9 \alpha^{4}-\beta^{4}\right)
$$

Then $\gamma=4, \delta=D /\left(4 \alpha^{2} \beta^{2}\right)$. Suppressing the common denominator $4 \alpha^{2} \beta^{2}$ in $a, b \pm c, f, h \pm g$, we get

$$
\begin{array}{lll}
a=\alpha(D-F), & b+c=\alpha(C+D), & b-c=\beta(C-D), \\
f=\beta(D+F), & h+g=3 \alpha(C-D), & h-g=\beta(C+D) .
\end{array}
$$

Euler ${ }^{72}$ noted that $2 a^{2}+2 b^{2}-c^{2}$ is a square if
$a=(m+n) p-(m-n) q, \quad b=(m-n) p+(m+n) q, \quad c=2 m p-2 n q$. It suffices to make the product of the remaining two medians a square. We obtain a homogeneous quartic in $p, q$. A special set of values making it a square is found to be

$$
p=\left(m^{2}+n^{2}\right)\left(9 m^{2}-n^{2}\right), \quad q=2 m n\left(9 m^{2}+n^{2}\right)
$$

Euler deduced his ${ }^{68}$ two solutions and three others:

$$
207,328,145 ; \quad 881,640,569 ; \quad 463,142,529 .
$$

To make $\alpha=2 x^{2}+2 y^{2}-z^{2}, \beta=2 x^{2}+2 z^{2}-y^{2}, \gamma=2 y^{2}+2 z^{2}-x^{2}$ squares, "Atticus" ${ }^{73}$ took $x=5 n-4 m, y=2 m, z=2 m+n$. Then $\alpha=(7 n-6 m)^{2}$, and $\gamma=48 m n-23 n^{2}=p^{2}$ determines $m$. Also,

$$
64 n^{2} \beta=p^{4}-50 p^{2} n^{2}+1649 n^{4}=\square
$$

if $p=n$, whence $m=n / 2$.
J. Cunliffe ${ }^{74}$ treated the problem subject to very special assumptions and obtained for the halves of the sides $807,466,491$. Later, he ${ }^{75}$ gave another very special treatment and obtained the sides $884,510,466$ and medians 208, 659, 683.
N. Fusss ${ }^{76}$ reproduced the solution in Euler's paper of 1782 with $\alpha$ replaced by $r-s, \beta$ by $r+s, \gamma$ by $p$, etc.
J. Cunliffe ${ }^{77}$ wrote $x=A C, y=B C, z=A B$ for the sides, and $B E$, $A F, C D$ for the medians. Take $z=x+y-d$. Then
$4 A F^{2}=2\left(A B^{2}+A C^{2}\right)-B C^{2}=4 x^{2}+4 x y+y^{2}-4 d(x+y)+2 d^{2}$.

[^143]Equate it to $(2 x+y-m)^{2}$ and the similar expression for $4 B E^{2}$ to $(x+2 y-n)^{2}$. Solve the two resulting linear equations for $x, y$ in terms of $d, m, n$. Reject the common denominator. Thus

$$
\begin{aligned}
& x=d^{2}(4 n-2 m)+2 d\left(m^{2}-n^{2}\right)-m n(2 m-n), \\
& y=d^{2}(4 m-2 n)-2 d\left(m^{2}-n^{2}\right)+m n(m-2 n), \\
& z=2 d^{2}(m+n)-6 m n d+m n(m+n) .
\end{aligned}
$$

Then $4 C D^{2}=2\left(x^{2}+y^{2}\right)-z^{2}$ becomes a quartic in $d$ which is a square for

$$
d=\frac{3(m+n)(m-n)^{2}\left(2 m^{2}-5 m n+2 n^{2}\right)}{10(m-n)^{4}-m n\left(m^{2}+n^{2}\right)}
$$

C. Gill ${ }^{78}$ gave a solution in which the sides are proportional to expressions in the sines and cosines of two of the angles $A, B$, subject to the condition that $\tan A / 2$ equals one of four complicated functions of $\sin B$ and $\cos B$. The numerical example is the same as the first one of Euler's ${ }^{68}$ paper of 1773 .
E. W. Grebe ${ }^{79}$ thought the problem was a new one. Changing his notations to conform with Euler's, we see that $2 b^{2}+2 c^{2}-a^{2}=f^{2}$ implies

$$
(b+c+f)(b+c-f)=(a+b-c)(a-b+c)
$$

From this and a similar formula involving $g$, we get

$$
\begin{array}{ll}
b+c+f=m(a+b-c), & b+c-f=\frac{1}{m}(a-b+c) \\
c+a+g=p(b+c-a), & c+a-g=\frac{1}{p}(b-c+a)
\end{array}
$$

where $m$ and $p$ are unknowns. These four relations determine the ratios of $a, b, c, f, g$ as rational functions of $m$ and $p$. Then $2 a^{2}+2 b^{2}-c^{2}$ (which is to equal $h^{2}$ ) is made a rational square by choice of $p$ rationally in terms of $m$. Then the sides and medians are quintic functions of $m$.
C. L. A. Kunze ${ }^{80}$ gave essentially the solution in Euler's ${ }^{71}$ paper of 1782.
J. W. Tesch ${ }^{81}$ gave Cunliffe's ${ }^{75}$ solution.

* E. Haentzschel ${ }^{82}$ and Schubert ${ }^{88}$ treated the problem. Cf. papers 101, 106.

The medians of a triangle with rational sides $a, b, c$ are proportional to the sides if and only if $a^{2}+c^{2}=2 b^{2}$; such a triangle is called automédian. Reports of many papers on this equation are given in Ch. XIV.

Triangles with a Rational Median and Rational Sides; Parallelograms with Rational Sides and Diagonals.
C. G. Bachet's ${ }^{3}$ fourth problem, added to his comment on Diophantus, VI, 18, was to find a rational triangle with one rational median. First
${ }^{78}$ Application of the angular analysis to the solution of indeterminate problems of the second degree, New York, 1848, 50-2. Results quoted in l'intermédiaire des math., 5, 1898, 10. Cf. A. Martin, Math. Quest. Educ. Times, 25, 1876, 96-7; E. Turrière, l'enseignement math., 19, 1917, 267-272.
${ }^{79}$ Archiv Math. Phys., 17, 1851, 463-74.
${ }^{80}$ Ueber einige Aufgaben aus der Dioph. Analysis, Progr. Weimar, 1862, 9.
${ }^{81}$ L'intermédiaire des math., 3, 1896, 237. Repeated, 20, 1913, 219.
82 Jahresber. d. Deutsc en Ma h.-Vereinigung. 25, 1916, 333-351.
let the angle $A$ from which the median $A D$ is drawn be acute. Let $B C$ denote the side whose mid point is $D$. Take any number, as 13 , which is a sum of two squares, $2^{2}+3^{2}$, and take $D C=2, A D=3$. Then $A B^{2}+A C^{2}=2 A D^{2}+2 D C^{2}=2 \cdot 13=5^{2}+1^{2}$, since the double of a sum of two squares is a sum of two squares. But 5 and 1 are not values of $A B$, $A C$. Hence we divide $5^{2}+1^{2}$ into a sum of two other squares by Diophantus II, 10 , viz., $(5-N)^{2}+(1+2 N)^{2}$, whence $N=6 / 5, A B=3 \frac{4}{5}$, $A C=3 \frac{2}{5}$. Multiplying all by 5 , we get $A B=19, A C=17, B C=20$, $A D=15$.

If $A$ is obtuse, take $D C=3, A D=2$. We get the same values of $A B$ and $A C$ as before, while $B C=30, A D=10$ (in place of the misprint 12).
T.F. de Lagny ${ }^{88}$ proved that in any parallelogram the sum of the squares of the two diagonals equals the sum of the squares of the four sides and noted the examples $9^{2}+13^{2}=2\left(5^{2}+10^{2}\right), 17^{2}+31^{2}=2\left(15^{2}+20^{2}\right)$. To solve $x^{2}+y^{2}=2\left(a^{2}+b^{2}\right)$ in integers, we may, for $a=b$, take $y=2 a-x b / c$, whence $x=4 a b c /\left(b^{2}+c^{2}\right)$. Next, a special solution of

$$
x^{2}+y^{2}=2\left\{a^{2}+(a+b)^{2}\right\}
$$

is given by $x=b, y=b+2 a$; to find the general solution, set $c=2 a+b$, $x=c \pm z, y=b \mp z d / e$; then $z=\left( \pm 2 b d e \mp 2 c e^{2}\right) /\left(d^{2}+e^{2}\right)$.
B. A. Gould ${ }^{84}$ found a parallelogram with rational sides $a, b$ and diagonals $x, y$. The condition is $x^{2}+y^{2}=2\left(a^{2}+b^{2}\right)$. Set $a+b=s, a-b=t$, whence $x^{2}+y^{2}=t^{2}+s^{2}$. A solution is $f x=s d+t e, f y=s e-t d$, if $f^{2}=d^{2}+e^{2}$. Wm. Lenhart called the sides $a \pm a^{\prime}$ and diagonals $2 b, 2 b^{\prime}$, whence $a^{2}-b^{2}=b^{\prime 2}-a^{n}$, which is satisfied if

$$
a, b=n n^{\prime} \pm m m^{\prime} ; \quad b^{\prime}, a^{\prime}=n m^{\prime} \pm m n^{\prime} .
$$

J. Maurin ${ }^{85}$ gave Gould's solution.
E. Henet ${ }^{86}$ noted that in the triangle with the sides $x=\rho v+u$, $y=\rho u-v, z=u+v+\rho(u-v)$, where $u>v, \rho>1$, the median $m_{z}$ is rational: $2 m_{z}=\rho(u+v)-u+v$. Also $m_{y}$ is rational if

$$
u: v=(\mu-2)(4 \rho-\mu):(\mu-4)(2 \rho+\mu), \quad 4<\mu<3+\rho .
$$

M. A. Gruber ${ }^{87}$ solved $2\left(a^{2}+b^{2}\right)=c^{2}+d^{2}$ by setting $b=a+p$, $c=2 a+q$, whence $a$ follows rationally. W. F. King (pp. 320-2) proceeded as had Gould. ${ }^{84}$
H. Schubert ${ }^{88}$ discussed triangles with rational sides $a, b, c$, and one or more rational medians, that to side $a$ being designated by $t_{a}$. Since

$$
\left(2 t_{a}\right)^{2}-(b-c)^{2}=(b+c)^{2}-a^{2}=4 s(s-a), \quad s=\frac{1}{2}(a+b+c),
$$

the rationality of $t_{a}$ implies that of $x$, where

$$
\pm t_{a}-\frac{1}{2}(b-c)=s x, \quad \pm t_{a}+\frac{1}{2}(b-c)=(s-a) / x .
$$

${ }^{83}$ Hist. Acad. Roy. Sc. avec les Mém., année 1706, Paris, 1731, 319-333 (Hist., 83-99).
${ }^{84}$ Cambridge Miscellany, 1, 1843, 14.
${ }^{25}$ L'intermédiaire des math., 3, 1896, 210.
${ }^{88}$ Ibid., 240.
${ }^{87}$ Amer. Math. Monthly, 3, 1896, 219-221.
${ }^{58}$ Auslese Unterrichts- u. Vorlesungspraxis, Leiprig, 2, 1905, 68-92; same in Schubert, ${ }^{47}$ 3s-50.

Subtract, replace $s x$ by $(s-a) x+(s-b) x+(s-c) x$, and $c-b$ by $s-b-(s-c)$. Thus

$$
\frac{s-a}{x}+\frac{s-b}{x+1}+\frac{s-c}{x-1}=0 .
$$

Since $s-a$, etc. shall be positive $-1<x<1$. Similarly, the rationality of $t_{b}$ implies the existence of a rational value $y,-1<y<1$, for which

$$
\frac{s-b}{y}+\frac{s-c}{y+1}+\frac{s-a}{y-1}=0
$$

The two equations determine the ratios of $s-a, \cdots$. We may set

$$
\begin{gathered}
s-a=(x+2 y+1) x(1-y)=A, \quad s-b=(2 x+y-1)(1+x) y=B \\
s-c=(x-y+1)(1-x)(1+y)=C .
\end{gathered}
$$

By addition, $s=3 x y+x-y+1$. Hence for any proper fractions $x, y$, we have rational values of $a, b, c$, and of

$$
\pm 2 t_{a}=s x+(s-a) / x, \quad \pm 2 t_{b}=s y+(s-b) / y
$$

For $x=\frac{1}{2}, y=\frac{1}{3}$, we find $a=17, b=27, c=16,2 t_{a}=41,2 t_{b}=19$.
If also $t_{c}$ is to be rational, we must have a rational solution $z,-1<z<1$, of

$$
\frac{s-c}{z}+\frac{s-a}{z+1}+\frac{s-b}{z-1}=0 .
$$

Replacing $s-a, s-b, s-c$ by their values $A, B, C$, we obtain a relation $R$ between $x, y, z$, quadratic in each. Now the pair of equations

$$
\frac{3 y x(1-y)}{1+z}-\frac{B}{1-z}=0, \quad \frac{(x-y+1) x(1-y)}{1+z}+\frac{C}{z}=0
$$

have the sum $R$ and are such that the elimination of $z$ gives

$$
y=\left(7-4 x-2 x^{2}\right) /(10 x-5)
$$

He gave eight further pairs of equations with the sum $R$ such that the elimination of $z$ yields an equation linear in $x$ or $y$. For the problem of three rational medians, this method lacks the generality and simplicity of Euler's. ${ }^{71}$

Heron triangles with a rational median; Heron parallelograms.
H. Schubert ${ }^{89}$ defined a Heron parallelogram to be one whose sides, diagonals and area are rational. Call $\alpha, \beta$ the angles made by a diagonal with the concurring sides $a, b$; and $\theta$ the angle between the diagonals and opposite $b$. Then

$$
a: b=\sin (\theta+\beta): \sin (\theta-\alpha), \quad a \sin \alpha=b \sin \beta
$$

the second following from the equal areas on each side of our diagonal. Hence

$$
2 \cot \theta=\cot \alpha-\cot \beta
$$

The area being rational, we may set (Schubert ${ }^{47}$ )

$$
\tan \frac{1}{2} \alpha=\frac{n}{m}, \quad \tan \frac{1}{2} \beta=\frac{q}{p}, \quad \tan \frac{1}{2} \theta=\frac{y}{x},
$$

where $m, n$ are relatively prime integers, etc. Hence

$$
\begin{aligned}
2 \cdot \frac{x^{2}-y^{2}}{2 x y} & =\frac{m^{2}-n^{2}}{2 m n}-\frac{p^{2}-q^{2}}{2 p q}, \\
2\left(x^{2}-y^{2}\right) m n p q & =x y(m p+n q)(m q-n p) .
\end{aligned}
$$

It is concluded erroneously ${ }^{90}$ that the only integral solutions are

$$
(x, y)=(m q, n p) \quad \text { or } \quad(m p, n q)
$$

Hence there remains in doubt his conclusion that no Heron triangle has more than one rational median.
R. Güntsche ${ }^{91}$ considered a triangle $A B C$ whose sides $a, b, c$, area $I$ and median $C F$ are rational. If $s$ is the semi-perimeter and $\rho$ the radius of the inscribed circle,

$$
\cot \frac{1}{2} A=s(s-a) / I, \quad s \rho=I
$$

so that the cotangents $\alpha, \beta, \gamma$ of $\frac{1}{2} A, \frac{1}{2} B, \frac{1}{2} C$ must be rational. Also, $\alpha+\beta+\gamma=\alpha \beta \gamma$. Taking $\rho=(\alpha \beta-1) /(\alpha \beta)$, we have

$$
s=\alpha+\beta, \quad a=\beta+\frac{1}{\beta}, \quad b=\alpha+\frac{1}{\alpha}, \quad c=s-\frac{1}{\alpha}-\frac{1}{\beta}=I .
$$

Let $F$ be the center of $A B$ and $\nu=\cot \frac{1}{2}(C F B)$. From triangles $C A F$ and $C F B$ we obtain the two values of $c / 2$ :

$$
\begin{equation*}
\alpha-\frac{1}{\alpha}+\frac{1}{\nu}-\nu=\nu-\frac{1}{\nu}+\beta-\frac{1}{\beta} . \tag{3}
\end{equation*}
$$

To secure symmetry, set $\beta^{\prime}=1 / \beta$. We obtain

$$
\begin{equation*}
2 \nu^{2} \beta^{\prime} \alpha-\nu\left(\beta^{\prime 2} \alpha+\beta^{\prime} \alpha^{2}-\beta^{\prime}-\alpha\right)-2 \beta^{\prime} \alpha=0 \tag{4}
\end{equation*}
$$

which is quadratic in each of $\nu, \alpha, \beta^{\prime}$. Taking $\alpha$ as a parameter, we may treat the equation in $\nu, \beta^{\prime}$ by Euler's ${ }^{144}$ method of Ch. XXII. But the second value of $\nu$ belonging to $\beta^{\prime}$ is $-1 / \nu$, so that the corresponding angle has been increased by $\pi$. To obtain an essentially new solution, introduce the variable $\xi=\nu \beta^{\prime}$ in place of $\nu$ before applying Euler's process. A similar remark holds for the more general equation

$$
\begin{equation*}
p x^{2} y+q x y^{2}+r x y+h q x+h p y=0 . \tag{5}
\end{equation*}
$$

[^144]${ }^{n}$ Sitzungsber. Berlin Math. Gesell., 4, 1905, 27-38.
which includes the case treated by Kummer. ${ }^{133}$ To simplify Euler's process, set
$$
\theta(\xi)=\frac{q \xi+p h}{p \xi+q h}, \quad X_{i}=\frac{h}{x_{i}}, \quad Y_{i}=\frac{h}{y_{i}} .
$$

From the initial pair $x=x_{0}, y=y_{0}$, we form
$x_{1}=y_{0} \theta_{1}, y_{1}=X_{0} \theta_{1}, \theta_{1} \equiv \theta\left(x_{0} y_{0}\right) ; x_{2}=y_{1} \theta_{2}, y_{2}=X_{1} \theta_{2}, \theta_{2} \equiv \theta\left(x_{1} y_{1}\right) ; \cdots$. Then $x_{i}, y_{i}$ is a new pair of solutions of (5). Similarly, we may start with $x_{0}, Y_{0}$. For (4),
$h=-1, \quad p=2 \alpha, \quad q=-\alpha, \quad r=1-\alpha^{2}, \quad \theta(\xi)=-(\xi+2) /(2 \xi+1)$. Hence from the initial pair $\nu_{0}, \beta_{0}^{\prime}$, we get $\nu_{1}=\beta_{0}^{\prime} \theta\left(\nu_{0} \beta_{0}^{\prime}\right), \beta_{1}^{\prime}=-\nu_{0}^{-1} \theta\left(\nu_{0} \beta_{0}^{\prime}\right)$. From the trivial solution $\alpha=p, \nu_{0}=1, \beta_{0}^{\prime}=1 / p$, we get

$$
\alpha=p, \quad \nu_{1}=\frac{-(2 p+1)}{p(p+2)}, \quad \beta_{1}^{\prime}=\frac{2 p+1}{p+2} .
$$

From these we obtain a new set; etc. We may replace $\nu$ by $-1 / \nu$, since (3) remains unaltered; we obtain the solution

$$
\begin{gathered}
\alpha=p, \quad \nu=\frac{p(p+2)}{2 p+1}, \quad \beta=\frac{p+2}{2 p+1}, \quad a=b\left\{(p+2)^{2}+(2 p+1)^{2}\right\}, \\
b=(p+2)(2 p+1)\left(p^{2}+1\right), \quad c=2\left(p^{2}-1\right)\left(p^{2}+p+1\right), \\
C F=p^{2}(p+2)^{2}+(2 p+1)^{2}, \quad I=\frac{1}{2} p\left(p^{2}-1\right)(p+2)(2 p+1)\left(p^{2}+p+1\right) .
\end{gathered}
$$

E. Haentzschel ${ }^{92}$ repeated Güntsche's deduction of (3), with $\alpha, \beta$ interchanged. For symmetry replace the new $\alpha$ by its reciprocal. Hence

$$
\frac{\alpha^{2}-1}{2 \alpha}+\frac{\beta^{2}-1}{2 \beta}=\frac{\nu^{2}-1}{\nu} .
$$

The value obtained by solving for $\nu$ will be rational if

$$
\left\{\beta^{2} \alpha+\beta\left(\alpha^{2}-1\right)-\alpha\right\}^{2}+(4 \beta \alpha)^{2}=\square .
$$

This quartic in $\beta$ is treated by use of Weierstrass's elliptic $\wp$-fumetion [cf. Haentzschel ${ }^{82}$ of $\mathrm{Ch} . \mathrm{XV}$ ]. There result various particular types of Heron parallelograms.

Triangles with rational sides and one or more rational angleBisectors.
C. G. Bachet ${ }^{93}$ gave a long construction and discussion leading to the special acute angled triangle with the sides (reduced 1:4) 20, 20, 5 and having 6 as the bisector of either equal angle; also the oblique angled triangle with the sides $80,125,164$ and having 60 as the angle-bisector drawn to the side 164. [The area of each triangle is irrational.]
J. Kersey ${ }^{94}$ discussed oblique triangles with rational sides and area and one rational angle-bisector or median.

[^145]N. Fuss ${ }^{95}$ investigated triangles with rational sides $a, b, c$, rational angle-bisectors $\alpha, \beta, \gamma$ and rational area $\sigma$. The altitudes are then rational. Set

Then

$$
b+c-a=2 f, \quad a+c-b=2 g, \quad a+b-c=2 h .
$$

$$
a+b+c=2(f+g+h), \quad \sigma^{2}=(f+g+h) f g h .
$$

He took $f=p q, g=q r, h=p r$. Then $\sigma$ is rational if

$$
p q+p r+q r=s^{2},
$$

where $s$ is rational. Since $a=g+h, b=f+h, c=f+g$, we get

$$
\alpha=\frac{\sqrt{b c(b+c+a)(b+c-a)}}{b+c}=\frac{2 p q s}{p q+s^{2}} \cdot \sqrt{(p+r)(q+r)} .
$$

The quantity under the last radical equals $r^{2}+s^{2}$, which is therefore to be a square. Similarly, $p^{2}+s^{2}$ and $q^{2}+s^{2}$ are to be squares. Set $p=l s$, $q=m s, r=n s$. Then $1+l^{2}$, etc., are to be squares, while

$$
l m+l n+m n=1
$$

These conditions are satisfied if

$$
l=\frac{P^{2}-Q^{2}}{2 P Q}, \quad m=\frac{R^{2}-S^{2}}{2 R S}, \quad n=\frac{1-l m}{l+m} .
$$

For example, let $P=R=2, Q=S=1$. Then $l=m=3 / 4, n=7 / 24$.
Take $s=1$ and multiply $a, \alpha$, etc. by 32 . We get

$$
a=14, \quad b=c=25, \quad \alpha=24, \quad \beta=\gamma=\frac{560}{39} .
$$

J. Cunliffe ${ }^{s 6}$ noted that the triangle with the sides

$$
\begin{gathered}
m n\left(m^{2}-n^{2}\right)\left(r^{2}+s^{2}\right)^{2}, \quad r s\left(r^{2}-s^{2}\right)\left(m^{2}+n^{2}\right)^{2}, \\
\left\{m n\left(r^{2}-s^{2}\right)-r s\left(m^{2}-n^{2}\right)\right\}\left\{\left(r^{2}-s^{2}\right)\left(m^{2}-n^{2}\right)+4 r s m n\right\}
\end{gathered}
$$

has rational area and angle-bisectors. He ${ }^{97}$ obtained such a triangle with the sides $39,150,175$ by taking three right triangles $\left(m^{2}+n^{2}, m^{2}-n^{2}\right.$,

$2 m n$ ) with a common leg $2 m n$, where $m, n=12,1 ; 6,2 ; 4,3$ and using each right triangle twice.

[^146]Cunliffe ${ }^{98}$ found a rational triangle $A B C$ with rational values for the sides, altitudes and angle-bisectors. Circumscribe the circle with the rational diameter $d$. Let the perpendicular bisectors $m D, n E, p F$ of the sides meet the circle at $D, E, F$ (see right-hand figure on p. 210). Set $a=A D=D B, b=A E, c=B F$. Then $D m=a^{2} / d, E n=b^{2} / d, F p=c^{2} / d$,

$$
A m=\frac{a}{d} \sqrt{d^{2}-a^{2}}, \quad C n=\frac{b}{d} \sqrt{d^{2}-b^{2}}, \quad C p=\frac{c}{d} \sqrt{d^{2}-c^{2}}
$$

Since the chords $a, b, c$ subtend arcs whose sum is the semi-circle, they serve to form with the diameter an inscribed quadrilateral with sides $a=M P, c=P Q, b=Q N, d=M N$. Hence

$$
N P^{2}=d^{2}-a^{2}, \quad M Q^{2}=d^{2}-b^{2}
$$

and

$$
M P \cdot N Q+M N \cdot P Q=N P \cdot M Q, \quad c d=\sqrt{d^{2}-a^{2}} \cdot \sqrt{d^{2}-b^{2}}-a b
$$

Hence if $d^{2}-a^{2}$ and $d^{2}-b^{2}$ are rational squares, $c$ as well as $a$ and $b$ are rational. By the inscribed quadrilateral $A C B D$,

$$
A B \cdot D C=D B \cdot A C+A D \cdot B C
$$

hence $D C$ is rational. Thus the angle-bisector $D l=(D B)^{2} / D C$ is rational. A second solution employs the inscribed circle with radius $r$ and center $S$, lengths $a, b, c$ of the tangents from $A, B, C$, and foot $T$ of the perpendicular from $S$ to $A B$. Then $A S^{2}=A T^{2}+S T^{2}=a^{2}+r^{2}$. To satisfy it in integers, take $a=2 m n r /\left(m^{2}-n^{2}\right)$. Similarly, satisfy $B S^{2}=b^{2}+r^{2}$. It is proved that $C S^{2}=c^{2}+r^{2}$ is a rational square by use of

$$
a b c=r^{2}(a+b+c)
$$

W. Wright and C. Gill ${ }^{99}$ employed an isosceles triangle with the equal sides $C A$ and $C B$, altitude $C D$, and intersection $O$ of the angle-bisectors $A P$ and $B Q$. Set $x=A D, a=A C+x=$ semi-perimeter. Then

$$
C D=\sqrt{a^{2}-2 a x}
$$

will have a rational value $a p$ if $x=\frac{1}{2} a\left(1-p^{2}\right)$. Then

$$
O D=\frac{A D \cdot C D}{A D+A C}=\frac{1}{2} a p\left(1-p^{2}\right), \quad A O=\frac{1}{2} a\left(1-p^{2}\right) \sqrt{1+p^{2}}
$$

It follows from certain proportions that $C P$ is rational, while $A P$ involves $\sqrt{1+p^{2}}$. Hence the problem is solved if $1+p^{2}=\square=(1-q p)^{2}$, say, which gives $p=2 q /\left(q^{2}-1\right)$. Taking $q=3,4,5,7$, we get four isosceles triangles with the same perimeter and having rational sides, areas and angle-bisectors.
S. Jones ${ }^{100}$ found a triangle whose sides $x, y, z$ and angle-bisectors are rational. Let $n x$ and $n y$ be the segments of $z$ made by the bisector of the opposite angle; $m x$ and $m z$ those of $y$. Hence $y=(1+n) m x /(1-m n)$, $z=(1+m) n x /(1-m n)$. The square of the bisector of angle $(x, y)$ is

[^147]$x y\left(1-n^{2}\right)$, which is a square if $(1-n) m(1-m n)=\square=m^{2} n^{2}$, say, whence $m=(1-n) / n$. Then $y=\left(1-n^{2}\right) x / n^{2}, z=x / n$. Then the bisectors of angles $(x, z)$ and $(y, z)$ are rational if $2 n^{2}-n$ and $2 n^{2}+n$ are squares. Equating the first to $p^{2} n^{2}$, we get $n$. Then $2 n^{2}+n=\square$ if $4-p^{2}=\square=(2-p q)^{2}$, which determines $p$. W. Rutherford called the sides $a, b, c$; the square of the bisector $A D$ of angle $A$ equals $4 b c s(s-a) /$ $(b+c)^{2}$, where $s=(a+b+c) / 2$. Thus $b c s(s-a)=\square$. Similarly, $a b s(s-c)=\square, a c s(s-b)=\square$. Hence $s(s-a)(s-b)(s-c)=\square$ and the area is rational. Thus the problem is that treated by Cunliffe. ${ }^{98}$
J. Davey ${ }^{101}$ found a triangle $A B C$ in which the sides, the angle-bisector $C D$, the median $C E$, and the segments $A E=E B$ and $E D$ of the base are all integers. Take
$A C=(m+1) p, \quad B C=(m-1) p, \quad A D=(m+1) q, \quad B D=(m-1) q$.
Then $A E=m q, E D=q, C D^{2}=\left(m^{2}-1\right)\left(p^{2}-q^{2}\right)$. Take
$$
C D=\left(m^{2}-1\right)(p-q),
$$
whence $p=m^{2} q /\left(m^{2}-2\right)$. Then
$$
C E^{2}=\left(m^{2}+1\right) p^{2}-m^{2} q^{2}=\left(\frac{m q}{m^{2}-2}\right)^{2}\left(5 m^{2}-4\right)
$$

Hence take $5 m^{2}-4$ to be the square of $5(m-1) r / s-1$, thus obtaining $m$ rationally.

Feldhoff ${ }^{102}$ treated 31 problems on triangles in which certain elements (area, perimeter, side) are rational, are equal, or are squares. In the triangle formed by the juxtaposition of two rational right triangles, the anglebisectors are rational if two expressions of the form $x^{2}+1$ are squares. ${ }^{103}$

Worpitzky ${ }^{32}$ stated that, if the rational triangle with sides (1) has its angle-bisectors rational, then $p=\mu^{2}-\nu^{2}, q=2 \mu \nu, r=\rho^{2}-\sigma^{2}, s=2 \rho \sigma$.
D. Biddle ${ }^{104}$ found special oblique triangles having integral values for the sides, area, altitude from one vertex and bisector of the angle at that vertex. Use is made of 3 right triangles with a common side.
R. Chartres ${ }^{105}$ and others found integral values for the sides and the bisector $g$ of the largest angle such that the perimeter equals $m g$.

* P. Dolgusin ${ }^{108}$ gave examples, but no general solution, of the problem to find all triangles whose area, bisectors, medians, etc. are all rational.

[^148]H. Schubert ${ }^{47}$ (pp. 17-21, or Schubert, ${ }^{88}$ 27-36) considered a Heron triangle $A B C$ in which the bisector $w_{a}$ of angle $A$ is rational. Since it divides the triangle into two Heron triangles we need only take $A / 2$ and $B$ to be Heron angles, i. e.,
$\sin \frac{A}{2}=\frac{2 u v}{u^{2}+v^{2}}, \quad \cos \frac{A}{2}=\frac{u^{2}-v^{2}}{u^{2}+v^{2}}, \quad \sin B=\frac{2 p q}{p^{2}+q^{2}}, \quad \cos B=\frac{p^{2}-q^{2}}{p^{2}+q^{2}}$.
Thus $\sin A$ and $\cos A$ are rational, so that in his ${ }^{47}$ formulas for the sides of a Heron triangle we need only take $m=u^{2}-v^{2}, n=2 u v$. To make $w_{a}$ and $w_{b}$ (and hence $w_{c}$ ) rational, take both $A / 2$ and $B / 2$ as Heron angles. He considered (§6) Heron triangles with both a rational bisector and a rational median.

An anonymous writer ${ }^{107}$ gave three large integers which are the sides of a triangle having integral values for the area, three interior and three exterior angle-bisectors and the 12 segments cut off by them on the opposite sides. Also a triangle having integral values for the sides, area, altitude and two bisectors from the vertex, and the four segments of the base cut off by the two bisectors. M. Rignaux ${ }^{108}$ gave a solution in smaller integers of the last problem.
E. Turrière ${ }^{199}$ considered a triangle with rational values for the sides $a, b, c$ and bisector $d$ of the interior angle $A$. Thus

$$
y^{2}=n x^{2}+1, \quad y=\frac{b+c}{a}, \quad x=\frac{b+c}{a} \cdot d, \quad n=\frac{1}{b c} .
$$

The rational solutions of this Pell equation are

$$
y=\frac{t^{2}+n}{t^{2}-n}, \quad x=\frac{2 t}{t^{2}-n} .
$$

Hence the desired triangle is obtained by assigning any rational values to $b, c$ and taking $a=\left(b c-t^{2}\right)(b+c) / q, d=2 b c t / q, q=b c+t^{2}$. In a Heron triangle, the bisector of angle $A$ is rational if and only if $\tan \frac{1}{4} A$ is rational. Every Heron triangle whose bisectors are rational is the pedal triangle to a Heron triangle.
*O. Schulz ${ }^{157}$ (pp. 72-3) treated rational triangles with three rational angle-bisectors.

Triangles with rational sides and a hinear relation between the angles.
K. Schwering ${ }^{10}$ discussed triangles with integral sides one of whose angles is double another.
J. Heinrichs ${ }^{111}$ generalized the problem, taking the relation $\alpha=n \beta+\gamma$ between the angles. Set $B=\beta / 2$. Then

$$
a: c: b=\cos (n-1) B: \cos (n+1) B: 2 \cos B \sqrt{1-\cos ^{2} B} .
$$

[^149]Use may be made of the expansion of $\cos k B$ in terms of $\cos B$ or of $2 \cos k B=\left(x+\sqrt{x^{2}-1}\right)^{k}+\left(x-\sqrt{x^{2}-1}\right)^{k}, \quad x=\cos B$.
K. Schwering ${ }^{112}$ took any linear relation between the angles.

Miscellaneous Results on Triangles whose Area need not be Rational.
A. Girard ${ }^{112 a}$ noted that $z=B^{2}+B D+D^{2}, x=2 B D+D^{2}, y=2 B D+B^{2}$ are sides of a triangle in which an angle is $60^{\circ}$ [i.e., satisfy $z^{2}=x^{2}-x y+y^{2}$ ], and the same is true of $z, x_{1}=B^{2}-D^{2}, y$. Also $z, x, x_{1}$ are sides of a triangle in which an angle is $120^{\circ}$ [i.e., $z^{2}=x^{2}+x x_{1}+x_{1}^{2}$ ].

To find integral sides $a, b, c$ of a triangle $A B C$ such that, if $P$ is the point within it from which the sides subtend equal angles, the distances $x=A P$, $y=B P, z=C P$ are expressed by integers, we have

$$
c^{2}=x^{2}+x y+y^{2}, \quad b^{2}=x^{2}+x z+z^{2}, \quad a^{2}=y^{2}+y z+z^{2}
$$

Many solvers ${ }^{113}$ took $c=x+y-m, b=x+z-n$ and obtained two values for $x$, from which we get $z=(h y-m n) /(y-k)$, where $h$ and $k$ are known. Then

$$
(y-k)^{2} a^{2}=y^{4}+\cdots=\left(y^{2}+\frac{h-2 k}{2} y+m n\right)^{2}
$$

determines $y$ rationally. Cf. papers 116 and 123 ; also 65, 67, 68, 70-73 of Ch. XIX.

Berton stated and J. de Virieu ${ }^{114}$ proved that the area of a triangle is not rational if the sum of the sides, without a common factor 2 , is odd.
W. S. B. Woolhouse ${ }^{115}$ proved that, if three numbers $\leqq n$ are taken at random from a list of such triples and if $p_{n}$ is the probability they will be sides of a possible triangle, then $p_{n}, p_{n+1}, p_{n+2}$ are in arithmetical progression if $n$ is even. He found the probability that three integers $\leqq n$ named by three different persons or by the same person will be proportional to the sides of a real triangle.

S . Bills ${ }^{16}$ found the least integral sides $B C, C A, A B$ of a triangle for which $x=O A, y=O B$ and $z=O C$ make equal angles and are measured by integers. ${ }^{113}$ First, $A B^{2}=x^{2}+x y+y^{2}=\square, A C^{2}=x^{2}+x z+z^{2}=\square$ if

$$
y=\frac{p^{2}-1}{2 p+1} x, \quad z=\frac{q^{2}-1}{2 q+1} x
$$

Take $q=2$. Then $B C^{2}=y^{2}+y z+z^{2}=\square$ if $25 p^{4}+\cdots=\square$, which holds if $p=9 / 4$, whence $x=440, y=325, z=264$.
H. S. Monck ${ }^{117}$ gave a very special discussion of the problem to find the least triangle with sides in arithmetical progression and altitudes in

[^150]harmonical progression. Its sides are the halves of the sides of a triangle whose area is divisible by each side. A. B. Evans ${ }^{1188}$ noted that the altitudes $p_{i}$ vary inversely as the sides $a, b, c$, whence the condition is $a+c=2 b$. Let $x=\cot \frac{1}{2} A, y=\cot \frac{1}{2} B$. Thus $2 y=x+(x+y) /(x y-1)$, which gives $y$ rationally. Then, if $r$ is the radius of the inscribed circle,
$$
a=r\left(\cot \frac{1}{2} B+\cot \frac{1}{2} C\right), \cdots, \quad p_{1}=r(a+b+c) / a, \cdots
$$

Evans and A. Martin ${ }^{119}$ found rational triangles with integral sides and lines from the vertices to the center $O$ of the inscribed circle, by use of $O A=r \csc \frac{1}{2} A$.
M. Weill stated and $E$. Cesàro ${ }^{120}$ proved that $(4,5,6)$ is the only triangle whose sides are consecutive integers and the ratio of two of whose angles is an integer.
K. Schwering ${ }^{121}$ noted that the ratios of the sines of the three angles $\alpha, \beta, \gamma$ are rational if the sides are rational. Assigning values to $\tan \alpha / 2$ and $\tan \beta / 2$, whose ratio is rational, we have $\tan \gamma / 2$ and hence the ratios of $a \pm b \pm c$ and therefore the ratios of $a, b, c$. He discussed the problem to find a point $O$ inside an equilateral triangle with the given rational side $a$ such that the distances from $O$ to the vertices shall be rational.

Züge ${ }^{122}$ gave the general solution of $z^{2}=x^{2}+y^{2}-2 x y \cos \alpha$, where $\cos \alpha$ is rational. [But the topic is of little interest since we obtain a triangle with rational sides $x, y, z$ by assigning to them any rational values such that $x+y>z$, etc.]
A. B. Evans ${ }^{123}$ noted that, if $B C=399, A C=455, A B=511, C O=195$, $B O=264, A O=325$, the lines joining $O$ to the vertices of triangle $A B C$ make equal angles. ${ }^{113}$

Several ${ }^{124}$ gave triangles with integral sides and an angle $60^{\circ}$.
A. Martin ${ }^{125}$ discussed the last problem.
R. A. Johnson ${ }^{126}$ gave expressions for the integral sides of any triangle with a given rational value for the cosine of one angle.

Several ${ }^{127}$ gave pairs of triangles with integral sides having a common base and equal altitudes.
E. Turrière ${ }^{128}$ found points whose distances from the three vertices of a given triangle with rational sides are all rational.
N. Alliston ${ }^{129}$ gave special triangles with integral sides and points whose distances from the vertices are integers.

[^151]On the ratios of the sides to the radius of the inscribed circle see Gerono, ${ }^{150} \mathrm{Ch}$. XXIII.

The following papers were not available for report:
C. Klobassa, Über Pythagoreische u. Heronische Zahlen, Progr., Troppau, 1908.
E. Haentzachel, Das Rationale in der algebraischen Geometrie [an address], Unterrichtsblätter Math. Naturw., 21, 1915, 1-5.

## Rational Quadrilaterals.

A rational quadrilateral is one whose sides, diagonals and area are expressed by rational numbers.

Brahmeguptal (§38) stated that " the legs of two right triangles multiplied reciprocally by the hypotenuses give the four sides of a trapezium."

Bháscara ${ }^{130}$ (born 1114) illustrated this construction of a rational quadrilateral by starting with the right triangles $(3,4,5),(5,12,13)$. Multiplying the legs of the first by the hypotenuse of the
 second, we get two opposite sides of the quadrilateral; multiplying the legs of the second by the hypotenuse of the first, we get the two remaining sides of the quadrilateral. One diagonal is the sum $4 \cdot 12+3 \cdot 5=63$ of the products of the legs of one triangle by the corresponding legs of the other. The other diagonal is

$$
4 \cdot 5+3 \cdot 12=56
$$

As the Commentator Ganésa (1545 A.D.) indicated (p. 81), the quadrilateral is formed by the juxtaposition of four right triangles obtained by multiplying the sides of each given triangle by the perpendicular and base of the other. Bháscara noted that if we take the sides of the quadrilateral in the new sequence $25,39,52,60$, one diagonal is still 56 , but the other is now the product 65 of the two hypotenuses. He noted ( $\S \S 179-184$, pp. $76-8$ ) that the quadrilateral with the sides $40,51,68,75$ and diagonals 77 , 85 has the area 3234.
M. Chasles ${ }^{181}$ made clear the true sense of Brahmegupta's theorem. Let $a, b, c, d, e$ be integers, such as $3,4,5,12,13$, for which $a^{2}+b^{2}=c^{2}$, $c^{2}+d^{2}=e^{2}$. Construct the quadrilateral $A B C D$ with perpendicular diagonals $A C, B D$, crossing at $I$ (see figure above), with

$$
A I=a c, \quad C I=b d, \quad B I=a d, \quad D I=b c
$$

Then

$$
A B=a e, \quad B C=c d, \quad C D=b e, \quad A D=c^{2}
$$

Hence the sides are rational and the quadrilateral is inscriptible in a circle, since $A I \cdot C I=B I \cdot D I$; its diameter is $c e / 2$. The area is

$$
\frac{1}{2}(a c+b d)(b c+a d)
$$

[^152]From one inscriptible quadrilateral we get two others (but not with perpendicular diagonals) by permuting the sides. The area of each of the three quadrilaterals is the product of the three distinct diagonals divided by double the area of the circumscribed circle (A. Girard; proof by Grebe, Manuel de Géom., 1831, 435).
L. N. M. Carnot ${ }^{132}$ noted that the segments of the diagonals of a quadrilateral are expressible rationally in terms of the sides and diagonals.
E. E. Kummer ${ }^{133}$ noted that Chasles unriddled the obscurity of Brahmegupta without perceiving the method used by the latter, and expressed Brahmegupta's theorem in the following form. If the four sides of a quadrilateral, inscriptible in a circle, have the values
$\left(a^{2}+b^{2}\right)\left(c^{2}-d^{2}\right), \quad\left(a_{2}-b^{2}\right)\left(c^{2}+d^{2}\right), \quad 2 c d\left(a^{2}+b^{2}\right), \quad 2 a b\left(c^{2}+d^{2}\right)$,
where $a, b, c, d$ are rational, then both diagonals (perpendicular to each other), the segments of them, the area of the quadrilateral and the diameter of the circumscribed circle are all rational.

Kummer showed how to obtain all rational quadrilaterals. Let $A B C D$ have rational sides and diagonals. Then the segments $\alpha, \beta, \gamma, \delta$ of the diagonals are rational. For, by

$$
b^{2}=a^{2}+A C^{2}-2 a \cdot A C \cos u
$$

$\cos u$ is rational; likewise $\cos v$ and $\cos (u+v)$. Hence $\sin u \sin v$ is rational; also $\sin ^{2} u$ and therefore $\sin u / \sin v$. But

$$
\frac{a}{\beta}=\frac{\sin w}{\sin u}, \quad \frac{d}{\delta}=\frac{\sin w}{\sin v}, \quad \frac{\beta}{\delta}=\frac{a}{d} \cdot \frac{\sin u}{\sin v} .
$$

Hence $\beta / \delta, 1+\beta / \delta=B D / \delta, \delta$ and $\beta$ are rational. Similarly, $\alpha$ and $\gamma$ are rational. Next, $c=\cos w$ is rational, in view of

$$
\begin{equation*}
a^{2}=\alpha^{2}+\beta^{2}-2 \alpha \beta c . \tag{1}
\end{equation*}
$$

Set $c=m / n$, where $m, n$ are relatively prime. Without loss of generality, we may assume that $a, \alpha, \beta$ are integers with no common factor. To treat one of two analogous cases leading to like results, let $n$ be odd. Then $n$ must divide $\alpha \beta$. Thus $\alpha=r \alpha_{1}, \beta=s \beta_{1}, n=r s$,

$$
\begin{equation*}
a^{2}=r^{2} \alpha_{1}^{2}+s^{2} \beta_{1}^{2}-2 m \alpha_{1} \beta_{1} . \tag{2}
\end{equation*}
$$

Now $\alpha_{1}, \beta_{1}$ are relatively prime, since a common factor would divide $a$. We may take $\beta_{1}$ odd. The product of (2) by $r^{2}$ may be given the form
$F_{1} F_{2}=\left(n^{2}-m^{2}\right) \beta_{1}^{2}, \quad F_{1}=a r+r^{2} \alpha_{1}-m \beta_{1}, \quad F_{2}=a r-r^{2} \alpha_{1}+m \beta_{1}$.
If $F_{1}$ and $F_{2}$ were both divisible by a prime factor $p$ of $\beta_{1}$, then $2 r^{2} \alpha_{1}$ and hence $r \alpha_{1}$ would be divisible by $p$, likewise $a$ by (2), whereas $a, \alpha, \beta$ do not

[^153]have the common factor $p$. Hence
\[

$$
\begin{gathered}
F_{1}=f y^{2}, \quad F_{2}=g z^{2}, \quad y z=\beta_{1}, \quad f g=n^{2}-m^{2}, \\
\frac{F_{1}-F_{2}^{\prime}}{\beta_{1}}=\frac{2 r^{2} \alpha_{1}}{\beta_{1}}-2 m=\frac{f y}{z}-\frac{g z}{y} .
\end{gathered}
$$
\]

Divide the latter equation by $n$ and set $\xi=f y /(n z)$. Thus

$$
\frac{2 \alpha}{\beta}=2 c+\xi-\frac{1}{\xi}+\frac{c^{2}}{\xi}, \quad \frac{\alpha}{\beta}=\frac{(\xi+c)^{2}-1}{2 \xi} .
$$

The rationality of $\xi$ is thus a necessary condition for the rationality of the ratios of the sides of triangle $A E B$. It is a sufficient condition, since

$$
\frac{a}{\beta}=\frac{\xi^{2}-c^{2}+1}{2 \xi},
$$

by (1). There are similar formulas for the remaining three triangles whose angles at $E$ are $w$ and $\pi-w$. Taking $\beta$ as the unit of length, we have

$$
\begin{array}{ll}
\alpha=\frac{(\xi+c)^{2}-1}{2 \xi}, & \gamma=\frac{(\eta-c)^{2}-1}{2 \eta}, \\
\frac{\delta}{\alpha}=\frac{(x-c)^{2}-1}{2 x}, & \frac{\delta}{\gamma}=\frac{(y+c)^{2}-1}{2 y}, \tag{4}
\end{array}
$$

where $\xi, \eta, x, y$ are rational. By multiplication, we obtain two values for $\delta$. Hence we have the condition

$$
\begin{equation*}
\frac{(\xi+c)^{2}-1}{2 \xi} \cdot \frac{(x-c)^{2}-1}{2 x}=\frac{(\eta-c)^{2}-1}{2 \eta} \cdot \frac{(y+c)^{2}-1}{2 y} . \tag{5}
\end{equation*}
$$

Hence for any set of rational solutions of (5), such that $|c|<1$, we obtain a quadrilateral with rational diagonals and rational sides
(6) $A B=\frac{\xi^{2}+t}{2 \xi}, B C=\frac{\eta^{2}+t}{2 \eta}, C D=\gamma\left(\frac{y^{2}+t}{2 y}\right), D A=\alpha\left(\frac{x^{2}+t}{2 x}\right)$,
where $t=1-c^{2}$, while $\alpha, \gamma$ are given by (3).
Let also the area $\frac{1}{2}(\alpha \beta+\beta \gamma+\gamma \delta+\delta \alpha) \sin w$ of the quadrilateral be rational, and hence also $\sin w$. The rational solutions of $\sin ^{2} w+c^{2}=1$ are

$$
\sin w=\frac{2 \lambda}{\lambda^{2}+1}, \quad c=\frac{\lambda^{2}-1}{\lambda^{2}+1}
$$

Hence to obtain all rational quadrilaterals we have only to seek the rational solutions $c, \xi, \eta, x, y$ of (5) for which $c$ is of the form $\left(\lambda^{2}-1\right) /\left(\lambda^{2}+1\right)$. Now (5) is a quadratic equation in $y$ whose discriminant must be a square:

$$
\begin{equation*}
\left\{\alpha x^{2}-2 c(\alpha+\gamma) x-\alpha t\right\}^{2}+4 t \gamma^{2} x^{2}=z^{2} \tag{7}
\end{equation*}
$$

Hence we may obtain all rational quadrilaterals as follows: Give arbitrary rational values to $\xi, \eta, \lambda$ and set

$$
c=\frac{\lambda^{2}-1}{\lambda^{2}+1}, \quad t=1-c^{2}
$$

Determine all rational solutions ${ }^{134} x, z$ of (7). Then (5) determines two rational values of $y$, and (3), (4), (6) give the segments of the diagonals and the sides as rational numbers.
W. Ligowski ${ }^{135}$ and J. Cunliffe ${ }^{135 a}$ gave special rational inscribed quadrilaterals.
D. S. Hart ${ }^{136}$ desired an inscriptible quadrilateral with integral sides $a, b, c, d$ and diagonals $x, y$. Thus $x y=a c+b d, x: y=b c+a d: a b+c d$, so that the product of the three sums is to be a square, say the square of $a b c+d\left(a^{2}+b^{2}+c^{2}\right) / 2$, which determines $d$. A. B. Evans took the sides $A B=x, B C=m x, C D=n x, A D=p x$. As known,

$$
A C^{2}=(m p+n) \alpha x^{2}, \quad B D^{2}=(m p+n) x^{2} / \alpha, \quad \alpha=\frac{p+m n}{m+p n}
$$

The last gives $p$ rationally. Let

$$
\alpha=a^{2}, \quad n=q^{2}, \quad m p+n=\left\{q+m y /\left(a^{2} q^{2}-1\right)\right\}^{2}
$$

which gives $m$. Hart ${ }^{137}$ found a trapezoid with integral values for the sides, diagonals, area and perpendicular between the parallel sides.
G. Darboux ${ }^{188}$ based a geometrical theory of quadrilaterals upon two equations

$$
a t_{1}+b t_{2}+c t_{3}+d t_{4}=0, \quad \frac{a}{t_{1}}+\frac{b}{t_{2}}+\frac{c}{t_{3}}+\frac{d}{t_{4}}=0
$$

where $a, b, c, d$ are the sides, and $t_{j}=e^{i_{j}}, \omega_{j}$ being the angle between the $j$ th side and any line in the plane. Regarding the $t$ 's as homogeneous coordinates, we have a plane cubic curve.
O. Schlömilch, ${ }^{139}$ started with two right triangles $T_{a}=\left(1-\alpha^{2}, 2 \alpha, 1+\alpha^{2}\right)$ and $T_{\beta}$, reduced their sides proportionally to obtain a common leg, and juxtaposed them to obtain a triangle with the sides $\left(1+\alpha^{2}\right) \beta$, $(\alpha+\beta)(1-\alpha \beta),\left(1+\beta^{2}\right) \alpha$. Treating two such oblique triangles similarly, we obtain a quadrilateral with the sides $\left(1+\alpha^{2}\right) \beta,\left(1+\beta^{2}\right) \alpha,\left(1+\gamma^{2}\right) \delta$, $\left(1+\delta^{2}\right) \gamma \epsilon$, where

$$
\epsilon=\frac{(\alpha+\beta)(1-\alpha \beta)}{(\gamma+\delta)(1-\gamma \delta)}
$$

The sides, diagonals and area are rational if $\alpha, \cdots, \delta$ are.
S. Robins ${ }^{140}$ listed rational trapeziums whose area equals the square root of the product of the four sides, found by use of convergents to $\sqrt{a^{2}+1}$.
H. Schubert ${ }^{88}$ (pp. 49-54) considered quadrilaterals inscribed in a circle of radius $r$. Let $2 \alpha_{1}, \cdots, 2 \alpha_{4}$ be the arcs subtended by the sides. Then

[^154]the sides are $2 r \sin \alpha_{i}$, the diagonals are
$$
e=2 r \sin \left(\alpha_{1}+\alpha_{2}\right), \quad f=2 r \sin \left(\alpha_{2}+\alpha_{3}\right) .
$$

The area is $\frac{1}{2} e f \sin \left(\alpha_{1}+\alpha_{3}\right)$. In the very special case in which the tangents of $\frac{1}{2} \alpha_{1}, \frac{1}{2} \alpha_{2}, \frac{1}{2} \alpha_{3}$ are rational, as well as one side or $r$, the four sides, diagonals and area will be rational.
A. Gérardin ${ }^{141}$ juxtaposed two right triangles with a common hypotenuse to obtain a quadrilateral whose sides have the values quoted from Brahmegupta by Kummer; also a second quadrilateral.
E. N. Barisien ${ }^{124}$ noted the inscriptible quadrilateral with the sides $A B=75, B C=68, C D=40, D A=51$, segments of diagonals (at right angles) $A I=45, B I=60, C I=32, D I=24$, and diameter 85 of circumscribed circle.
F. Neiss ${ }^{122 a}$ treated rational triangles and rational quadrilaterals.
I. Newton ${ }^{142 b}$ treated the problem to find the diameter $x=D A$ of a circle having an inscribed quadrilateral $A B C D$, three of whose consecutive sides $a=A B, b=B C, c=C D$ are given, while the fourth side is the diameter. We have $x^{3}-\left(a^{2}+b^{2}+c^{2}\right) x-2 a b c=0$. E. Haentzschel and E. Lampe ${ }^{122 c}$ found rational quadrilaterals of this type by the method of Kummer. ${ }^{133}$
E. Haentzschel ${ }^{143}$ treated rational quadrilaterals with perpendicular diagonals by setting $c=0, t=1$, in Kummer's work. Condition (7) is now $\alpha^{2}\left(x^{2}-1\right)^{2}+4 \gamma^{2} x^{2}=z^{2}$; methods of finding rational solutions are developed. An evident special solution is obtained by taking $\xi=\eta$; then $y=x, A B=B C, C D=A D$, and the quadrilateral is given by the juxtaposition of two congruent rational triangles. Next, taking $x=\eta=c / d$, $y=\xi=a / b$, we get Brahmegupta's quadrilateral as quoted by Kummer. More general solutions are found by use of Weierstrass' ${ }^{\circ}$-function.

Haentzschel ${ }^{144}$ noted that the determination of a quadrilateral with rational sides, diagonals, area, and radii of the inscribed and circumscribed circles, depends on the rational solution of

$$
\left(\mu^{2}+1\right)\left(\nu^{2}+1\right)\left\{\left(\mu^{2}+1\right)\left(\nu^{2}+1\right)+4 \mu \nu\right\}=\square .
$$

By use of Weierstrass' $\varphi$-function, he found two infinite sets of rational solutions, including the special solutions by 0 . Schulz ${ }^{157}$ (pp. 98-103). Ankum's method to deduce a rational tetrahedron from a rational quadrilateral is applied to the quadrilaterals found here.
E. N. Barisien ${ }^{155}$ noted that in the quadrilateral with the sides

$$
A B=1625, \quad B C=2535, \quad C D=3900, \quad D A=3380,
$$

[^155]with diagonals crossing at right angles at $I$, and having $E, F, G, H$ as the projections of $I$ on the sides and $K, L, M, N$ as its projections on $E F, F G$, $G H, H E$, there are integral values for the distances from $I$ to these 12 points, for the 8 segments on the sides, and for the 8 segments on $E F, F G, G H, H E$.
E. Turrière ${ }^{146}$ gave known results on inscriptible quadrilaterals with rational sides and diagonals.
W. F. Beard stated and G. N. Watson ${ }^{147}$ proved that if two circles with centers $O$ and $O^{\prime}$, and radii $R$ and $R^{\prime}$, are such that quadrilaterals can be inscribed in the first and circumscribed about the second circle, then the least integral values for $R, R^{\prime}, c=O O^{\prime}$ are $35,24,5$, while general solutions follow from
$$
\left(R^{2}-c^{2}\right)^{2}=\left\{R^{\prime}(R+c)\right\}^{2}+\left\{R^{\prime}(R-c)\right\}^{2}
$$

For rational quadrilaterals, see Turrière, ${ }^{61-62}$ Euler ${ }^{148}$ and Schwering ${ }^{150}$; also, Euler ${ }^{32}$ of Ch. XV. Cf. Berton ${ }^{49}$ of Ch. XXIII.

## Rational Inscribed Polygons.

L. Euler ${ }^{148}$ gave a construction to find a polygon with any number $n$ of sides, inscribed in a circle with center $O$ and radius unity, such that the sides, all diagonals, and the area are rational. Employ $n-1$ arbitrary angles $2 A, 2 B, \cdots$, and take as the $n$th angle one whose sine and cosine equal the sine and negative of the cosine of the sum of those $n-1$ angles. Take arc $A B=2 A$, arc $B C=2 B$, arc $C D=2 C$, etc. Hence side $A B$ is $2 \sin A$, side $B C$ is $2 \sin B, \cdots$, diagonal $A C$ is $2 \sin (A+B), \cdots$. To make all the sines and cosines rational, take $\sin A=2 a b /\left(a^{2}+b^{2}\right)$, etc. Since triangle $A O B$ equals $\sin A \cos A$, the area is rational. He gave complicated expressions which serve as rational sides and diagonals of an inscribed quadrilateral, but do not make the area rational.
H. Schubert ${ }^{47}$ (pp. 28-38, or Schubert, ${ }^{88}$ pp. 55-67) considered an inscribed polygon with the sides $a_{1}, \cdots, a_{n}$. Let $2 \alpha_{i}$ be the arc subtended by $a_{i}$. Let $n-1$ of the $\alpha$ 's (and hence all) be Heron angles. ${ }^{47}$ Let

$$
\tan \frac{1}{2} \alpha_{i}=q_{i} / p_{i}, \quad 4 r=\prod_{i=1}^{n-1}\left(p_{i}^{2}+q_{i}^{2}\right),
$$

so that $r$ is the radius of the circumscribed circle. Then the sides $a_{i}=2 r \sin \alpha_{i}$ are rational, also all diagonals since the ratio of any one to $2 r$ is the sine of a sum of certain $\alpha$ 's. The area $\left(\sin 2 \alpha_{1}+\cdots+\sin 2 \alpha_{n}\right) r^{2} / 2$ is rational.
J. Cunliffe ${ }^{67}$ found rational inscribed pentagons.

## Rational Pyramids; Rational Trihedral Angles.

A rational pyramid is one whose edges and volume $V$ are rational.
R. Hoppe ${ }^{149}$ considered a rational trihedral angle (one having rational sines and cosines of the face and dihedral angles). Let $a, b, c$ be the tangents

[^156]of the half face angles. Then the cosine of the dihedral angle $(b, c)$ is $\left[b^{2}+c^{2}-a^{2}\left(1+b^{2} c^{2}\right)\right] /\left\{2 b c\left(1+a^{2}\right)\right\}$. Adding and subtracting 1 , we obtain as factors of the numerators
\[

$$
\begin{array}{ll}
D=a+b+c-a b c, & A=-a+b+c+a b c \\
B=a-b+c+a b c, & C=a+b-c+a b c
\end{array}
$$
\]

Hence $s=\sin (b, c)=\sqrt{A B C D} /\left\{2 b c\left(1+a^{2}\right)\right\}$. If $f, g, h$ are the tangents of the half dihedral angles, then

$$
s=2 f /\left(1+f^{2}\right), \quad\left(1+b^{2}\right)\left(1+h^{2}\right) / b h=\left(1+c^{2}\right)\left(1+g^{2}\right) / c g
$$

etc. If the latter equation has rational solutions, we obtain 32 distinct rational trihedrals, since we may replace $b$ by its reciprocal, etc.

To obtain a rational tetrahedron, we may take two rational trihedrals having a common dihedral angle and subject to the condition that the edges converge (in the earlier notation, $b b^{\prime}<1, c c^{\prime}<1, f=f^{\prime}$ ). While the tetrahedron now has a rational volume, it remains to make the sixth edge rational. The condition is that $\bar{b}_{1}^{2}+b_{2}^{2}+c_{1}^{2}+c_{2}^{2}-2-2 b_{1} b_{2} c_{1} c_{2}-2 m$ be a square, where

$$
\begin{gathered}
b_{1}=\frac{1+b b^{\prime}}{1-b b^{\prime}}, \quad b_{2}=\frac{b-b^{\prime}}{b+b^{\prime}}, \quad c_{1}=\frac{1+c c^{\prime}}{1-c c^{\prime}}, \quad c_{2}=\frac{c-c^{\prime}}{c+c^{\prime}}, \\
m=\frac{16 b c b^{\prime} c^{\prime}\left(1-f^{2}\right)}{\left(1-b b^{\prime}\right)\left(1-c c^{\prime}\right)\left(b+b^{\prime}\right)\left(c+c^{\prime}\right)\left(1+f^{2}\right)}
\end{gathered}
$$

K. Schwering ${ }^{150}$ discussed rational tetrahedra by use of the formula $36 V^{2}=f^{2} g^{2} h^{2} F, \quad F=\left(1-\cos ^{2} \alpha\right)\left(1-\cos ^{2} \beta\right)-(\cos \gamma-\cos \alpha \cos \beta)^{2}$, where $f, g, h$ are the edges from the vertex $D$, and $\alpha, \beta, \gamma$ are the face angles at $D$, while $a, b, c$ are the sides of the base of the tetrahedron. The first problem is to choose rational values of the cosines such that $F$ shall be the square of a rational number. The first term of $F$ must be the sum of two squares. Give $1-\cos ^{2} \alpha$ the form of a fraction whose denominator is a perfect square. Then its numerator is a divisor of a sum of the squares of two integers and hence is itself the sum of two squares. Thus $1-\cos ^{2} \alpha$ equals the sum of two rational squares. Hence $\cos ^{2} \alpha$ is one of three rational squares whose sum is unity; likewise for $\cos ^{2} \beta$. Consider the integral squares equal to the sums of the squares of three integers; for instance
$\left(m^{2}+n^{2}+p^{2}+q^{2}\right)^{2}=\left(m^{2}+n^{2}-p^{2}-q^{2}\right)^{2}+(2 m p+2 n q)^{2}+(2 m q-2 n p)^{2}$. If

$$
Q^{2}=M^{2}+N^{2}+P^{2}, \quad Q_{1}^{2}=M_{1}^{2}+N_{1}^{2}+P_{1}^{2}
$$

we take

$$
\cos \alpha=\frac{M}{Q}, \quad \cos \beta=\frac{M_{1}}{Q_{1}}, \quad \cos \gamma=\frac{M M_{1}-N P_{1}+P N_{1}}{Q Q_{1}}
$$

and find that $F$ is the square of $\left(N N_{1}+P P_{1}\right) / Q Q_{1}$.

[^157]The next problem is to find rational solutions of $a^{2}=g^{2}+h^{2}-2 g h \cos \alpha, b^{2}=h^{2}+f^{2}-2 h f \cos \beta, c^{2}=f^{2}+g^{2}-2 f g \cos \gamma$, where the cosines are given rational numbers. Set

$$
a=\lambda g+h, \quad b=\mu f+h, \quad c=\nu g+f .
$$

Then

$$
\begin{gathered}
g\left(1-\lambda^{2}\right)=2 h(\lambda+\cos \alpha), \quad f\left(1-\mu^{2}\right)=2 h(\mu+\cos \beta), \\
g\left(1-\nu^{2}\right)=2 f(\nu+\cos \gamma) .
\end{gathered}
$$

Hence $g / f$ has the value

$$
q=\frac{1-\mu^{2}}{1-\lambda^{2}} \cdot \frac{\lambda+\cos \alpha}{\mu+\cos \beta}=\frac{2(\nu+\cos \gamma)}{1-\nu^{2}} .
$$

If $\cos \alpha=\cos \beta=\cos \gamma=0$, we have a rectangular tetrahedron and the problem reduces to that treated by Euler ${ }^{3}$ of Ch. XIX to find three squares such that their sums by pairs are squares. This process of Euler leads in the general problem to

$$
-\lambda=\frac{p^{2}(1+\cos \gamma)+2 p(\cos \alpha+\cos \beta)+1-\cos \gamma+2 \cos \alpha \cos \beta}{4(p+\cos \beta)} .
$$

For example, let $M=N=0, P=Q=3, M_{1}=P_{1}=2, N_{1}=-1$, $Q_{1}=3$. Then

$$
\cos \alpha=0, \quad \cos \beta=\frac{2}{3}, \quad \cos \gamma=\frac{-1}{3}, \quad-\lambda=\frac{p^{2}+2 p+2}{6 p+4} .
$$

Thus $f, g, h$ are proportional to $(6 p+4)\left(p^{2}-2 p-4\right)\left(5 p^{2}+2 p-2\right)$, $6(6 p+4)\left(p^{2}-1\right)\left(p^{2}+2 p+2\right), 3\left(p^{2}-1\right)\left(p^{2}-4 p-2\right)\left(p^{2}+8 p+6\right)$. For $p=0$, we remove the factor 4 , and get $f=8, g=-12, h=9$, $a=15, b=-7, c=12, V=96$, in which the signs may be taken positive. For $p=-2$ we get $f=112, g=72, h=135, a=153, b=103, c=152$, $V=120960$.

To obtain a rational quadrilateral, set $\beta+\gamma=\alpha$ or $2 \pi-\alpha$. For example, for $\cos \alpha=\cos \beta=\cos \gamma=-\frac{1}{2}$, we have

$$
\begin{gathered}
f=\left(7 p^{2}-4\right)\left(p^{2}-4\right)(2 p-1), \quad g=8\left(p^{2}-1\right)\left(p^{2}+2\right)(2 p-1), \\
h=p\left(p^{2}-1\right)(p+4)\left(p^{2}-12 p+8\right) .
\end{gathered}
$$

Thus, for $p=-\frac{1}{2}$, we have the rational quadrilateral $A B C D$, in which
$A B=138, B C=192, C D=168, D A=127, A C=283, D B=120$.
We obtain a simpler solution by taking $\lambda=\mu$. Thus, for $\cos \alpha=-3 / 7$, $\cos \beta=0, \cos \gamma=2 / 7, \nu=-2$, we have $\lambda=-3$ and $f=6, g=7, h=8$, $a=9, b=10, c=11, V=48$. For $\cos \alpha=\cos \gamma=\frac{1}{2}, \cos \beta=-\frac{1}{2}$, $\nu=2$, we get the rational quadrilateral $A B=48, B C=57, C D=73$, $D A=80, A C=63, B D=112$.
H. Schubert ${ }^{47}$ (pp. 50-7, or Schubert, ${ }^{88} 92-104$ ) employed a rational polygon inscribed in a circle of radius $r$ and center $C$. Draw a perpendicular to its plane at $C$ and of length $h$ such that in the right triangle of legs $h$ and $r$ the angle opposite $h$ is a Heron angle ${ }^{47} \mu$. Thus we have a rational
pyramid. For example, if the sides of the triangular base are $13,14,15$, take $\cos \mu=65 / 97, \sin \mu=72 / 97$; then the altitude is $h=9$, lateral edge $97 / 8$, and volume 252.

Schubert ${ }^{151}$ discussed rational spherical triangles, i. e., having rational values for the tangents of half of each side and angle.
R. Güntsche ${ }^{152}$ made use of $F$. Bessell's ${ }^{153}$ relations between the face and trihedral angles and reduced the problem of the rational tetrahedron to a diophantine equation quadratic in $q$ and quadratic in $r$ with coefficients involving an arbitrary parameter $p$. Euler's ${ }^{144}$ process of Ch. XXII is used to find solutions $q, r$ rational in $p$, so that the six edges, the surface areas and volume are expressed rationally in $p$.

Güntsche ${ }^{154}$ considered tetrahedra whose edges, surface areas and volume are all rational and having all faces congruent. He reduced the problem to the solution of

$$
\psi \theta(\psi \theta+\psi+\theta-1)(\psi \theta-\psi-\theta-1)=h^{2},
$$

but did not solve it in general. But seven particular sets of solutions involving an arbitrary parameter are found. ${ }^{155}$ The tetrahedra of Hoppe ${ }^{149}$ are all of the type here considered.
E. Haentzschel ${ }^{156}$ wrote Güntsche's cubic function in the form

$$
\psi^{3}\left(\theta^{3}-\theta\right)-4 \psi^{2} \theta^{2}-\psi\left(\theta^{3}-\theta\right)
$$

and reduced it to Weierstrass' normal form $4 \Pi\left(s-e_{i}\right)$ by the substitution

$$
\psi=\frac{4\left(s+\theta^{2} / 3\right)}{\theta^{3}-\theta},
$$

obtaining $e_{1}=-\theta^{2} / 3 ; e_{2}, e_{3}=\mp \theta^{3} / 4+\theta^{2} / 6 \mp \theta / 4$. By use of Weierstrass' $\wp$-function, he solved $4 \Pi\left(s-e_{i}\right)=v^{2}$. The case $\theta=7 / 3$ is treated in detail.

* O. Schulz ${ }^{157}$ treated rational tetrahedra.

For special tetrahedra, see papers $30-31$ of Ch. XIX.
${ }^{151}$ Auslese . . . Unterrichts- und Vorlesunggpraxis, 3, 1906, 202-250.
${ }^{152}$ Sitzungsber. Berlin Math. Gesell., 6, 1907, 2-16.
${ }^{153}$ Archiv Math. Phys., $65,1880,363-372$, on spherical triangles with rational values for the sines and cosines of the angles and sides. Cf. M. Bambas, (3), 26, 1918, $195-6$.
${ }^{14}$ Sitzungsber. Berlin Math. Gesell., 6, 1907, 38-53.
${ }^{185}$ He gave two such sets in Archiv Math. Phys., (3), 11, 1907, 371.
${ }^{15}$ Sitzungsber. Berlin Math. Gesell., 12, 1913, 101-8. Continued, 17, 1918, 37-9.
${ }^{157}$ Ueber Tetraeder mit rationalen Masszahlen der Kantenlängen und des Volumens, Halle, 1914, 292 pp . Cf. HaentzscheL. ${ }^{14}$

## CHAPTER VI.

## SUM OF TWO SQUARES.

Diophantus, II, 10 , divided a given number $13=2^{2}+3^{2}$, which is a sum of two squares, into two other squares, $(z+2)^{2}+(m z-3)^{2}$, by taking $m=2$, whence $z=8 / 5$. In III, 22, Diophantus required four numbers $x_{i}$ such that each of the eight expressions $E=\left(\Sigma x_{i}\right)^{2} \pm x_{i}$ shall be a square. In any right triangle $(p, b, h), h^{2} \pm 2 p b=\square . \quad\left[\right.$ If $h^{2}=p_{i}^{2}+b_{i}^{2}(i=1$, $\cdots, 4)$, take $x_{i}=2 p_{i} b_{i} x^{2}, \quad \Sigma x_{i}=h x$; then $\left.E=x^{2}\left(h^{2} \pm 2 p_{i} b_{i}\right)=\square.\right]$ Hence we seek four right triangles with equal hypotenuses. We must therefore find a square which can be expressed as a sum of two squares in four ways. Take the right triangles $(3,4,5)$ and $(5,12,13)$; multiply the sides of each by the hypotenuse of the other. We obtain the triangles $(39,52,65)$ and ( $25,60,65$ ) with equal hypotenuses. The number 65 can be expressed as a sum of two squares in two ways: $65=4^{2}+7^{2}=1^{2}+8^{2}$, since 65 is the product of 13 and 5 , each a sum of two squares. Now form* the right triangle $(33,56,65)$ from 7,4 and $(16,63,65)$ from 8,1 . We now have four right triangles with equal hypotenuses. [If we carry out the corresponding process on the right triangles ( $a^{2}-b^{2}, 2 a b, a^{2}+b^{2}$ ), ( $c^{2}-d^{2}$, $2 c d, c^{2}+d^{2}$ ), we obtain by multiplication two triangles with the hypotenuse $\dagger$

$$
\begin{equation*}
\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)=(a c \pm b d)^{2}+(a d \mp b c)^{2} \tag{1}
\end{equation*}
$$

The right triangles formed from $a c \pm b d$ and $a d \mp b c$ give two new triangles with the same hypotenuse, provided $c / d$ is distinct from $a / b, b / a$, $(a \pm b) /(a \mp b)$.

Diophantus, $V, 12$, treated the division of unity into two parts such that, if a given number $a$ is added to each part, the sums are (rational) squares. The problem is equivalent to the representation of $2 a+1$ as a sum of two squares. It is stated that $a$ must not be odd [so that no number $4 n-1$ is a sum of two squares]. Unfortunately the text of the second part of the necessary condition is very obscure. C. G. J. Jacobi ${ }^{1}$ emended it to read that $2 a+1$ must have no factor of the form $4 n-1$; P. Tannery and T. L. Heath, in their editions of Diophantus, read prime factor; but neither correction makes the criterion exact.

Diophantus, VI, 15, stated that 15 is not a sum of two (rational) squares.
Mohammed Ben Alhocain, ${ }^{2}$ an Arab of the tenth century, gave a table of numbers equal to a sum of two squares, formed by adding each square to itself and to the larger squares. It is stated falsely that if an even number is a sum of two squares, one of them is unity.

[^158]Leonardo Pisano, ${ }^{3}$ in his Liber Quadratorum of 1225, proved (1) and used it to solve $x^{2}+y^{2}=a^{2}+b^{2}$, given a solution of $c^{2}+d^{2}=e^{2}$ :

$$
x=(a c+b d) / e, \quad y=(a d-b c) / e
$$

This solution was reproduced without proof by Lucas Paciuolo and Cardan in their arithmetics (full titles on p. 6 and p. 8 of Vol. I).
F. Vieta ${ }^{4}$ noted that $X^{2}=F^{2}+G^{2}, Z^{2}=B^{2}+D^{2}$ imply

$$
(X Z)^{2}=(B G \pm D F)^{2}+(B F \mp D G)^{2}
$$

If $B$ and $D$ are the hypotenuses, $M, N$ and $M D / B, N D / B$ the pairs of legs of two similar right triangles, a third right triangle with the legs $(B M \pm D N) / B$ and $(B N \mp D M) / B$ has the hypotenuse $\sqrt{B^{2}+D^{2}}$. In the special case $F=B, G=D,\left(1^{\prime}\right)$ becomes $\left(X^{2}\right)^{2}=(2 B D)^{2}+\left(B^{2}-D^{2}\right)^{2}$; the right triangle with the sides $2 B D, D^{2}-B^{2}, X^{2}$ is called the triangle of double angle. Using the latter and the given triangle ( $B, D, X$ ), and applying the same rule, we obtain the triangle ( $3 B D^{2}-B^{3}, D^{3}-3 B^{2} D, X^{3}$ ) of triple angle, etc. [equivalent to De Moivre's formulas for $\cos n a, \sin n a$ in terms of $\cos a, \sin a]$.

Vieta, ${ }^{5}$ to express $Z^{2}=B^{2}+D^{2}$ as the sum of two new squares, employed a second right triangle ( $F, G, X$ ) to obtain ( $1^{\prime}$ ), whence [cf. L. Pisano ${ }^{3}$ ]

$$
Z^{2}=\left(\frac{B G \pm D F}{X}\right)^{2}+\left(\frac{B F \mp D G}{X}\right)^{2}
$$

He noted that the method of Diophantus II, 10 consists in denoting the sides of the required squares by $A+B, S A / R-D$. Thus

$$
A=\frac{2 S R D-2 R^{2} B}{S^{2}+R^{2}}, \quad A+B=\frac{2 S R D+B\left(S^{2}-R^{2}\right)}{S^{2}+R^{2}}
$$

Hence from ( $B, D, Z$ ) and the triangle ( $2 S R, S^{2}-R^{2}, S^{2}+R^{2}$ ), formed from $S, R$, construct a third triangle by ( $1^{\prime}$ ) and reduce the sides in the ratio $R^{2}+S^{2}$.
G. Xylander, ${ }^{6}$ in his comment on Diophantus V, 12, stated incorrectly that $a$ must be the double of a prime.
C. G. Bachet ${ }^{7}$ remarked that 10 is the double of a prime, while $2 \cdot 10+1=21$ is neither a square nor the sum of two integral squares, and expressed his belief that 21 is not the sum of two rational squares. While Diophantus seemed to infer that the double of the even number $a$, increased by unity, should be a prime, this would exclude $22,58,62$, for which $2 \cdot 22+1=45=36+9$, etc., whereas 45 , 117 are not primes.

[^159]He treated the generalization to divide any number (as 2) into two parts such that, if a given number (as 4) is added to each part, the sums are squares,-whence 10 is to be expressed as a sum of two squares each $>4$.

Fermat's ${ }^{8}$ comment was: " The true condition (namely, that which is general and which excludes all the numbers which are inadmissible) is that the given number $a$ must not be odd and that $2 a+1$, when divided by the largest square entering it as a factor, must not be divisible by a prime $4 n-1 . "$
A. Girard ${ }^{9}$ ( $\dagger$ Dec. 9, 1632) had already made a determination of the numbers expressible as a sum of two integral squares: every square, every prime $4 n+1$, a product formed of such numbers, and the double of one of the foregoing.

Bachet ${ }^{7}$ (p. 173) in his comment on Diophantus III, 22 found that 5525 is the sum of the squares of 55 and 50,62 and 41,70 and 25,71 and 22 , 73 and 14,74 and 7 . Also $1073=32^{2}+7^{2}=28^{2}+17^{2}$ is a sum of two squares in four ways. Thus $5525 \cdot 1073$ is a sum of two squares in 24 ways, all being given. He stated and proved (1) in his Porisms, III, 7.

Fermat ${ }^{10}$ made, apropos of Bachet's preceding comments, the remarks:
(A) Every prime of the form $4 n+1$ is the hypotenuse of a right triangle in a single way, its square in two ways, its cube in three, its biquadrate in four, and so on indefinitely.
(B) The same prime $[4 n+1]$ and its square are the sums of two squares in a single way, its cube and biquadrate in two ways, its fifth and sixth powers in three ways, and so on indefinitely.
(C) If a prime which is the sum of two squares be multiplied by another prime also the sum of two squares, the product will be the sum of two squares in two distinct ways; if the first prime be multiplied by the square of the second prime, the product will be the sum of two squares in three distinct ways; if the first prime be multiplied by the cube of the second, the product will be the sum of two squares in four distinct ways, and so on indefinitely.
(D) It is now easy to determine in how many ways $w$ a given number can be the hypotenuse of a right triangle. For the number $p^{a} q^{b} r^{c} s$, where $p, q, r$ are primes of the form $4 n+1$, while $s$ is a square having no such prime factor,

$$
w=2 c(2 a b+a+b)+2 a b+a+b+c
$$

Here, and in (E), Fermat used numerical values.
(E) To find a number which is an hypotenuse in an assigned number $w$ of ways, take the prime factors of $2 w+1$, subtract 1 from each and

[^160]take half of the remainder as the exponent of any prime $4 n+1$. [Since
$$
2 w+1=(2 a+1)(2 b+1)(2 c+1) \cdots,
$$
by $D$.$] For w=7,15=(2+1)(2 \cdot 2+1)$, and $p q^{2}$ answers the question.
( F ) To find a number which shall be the sum of two squares in any assigned number $w$ of ways. For $w=10$, set $2 w=2 \cdot 2 \cdot 5$. Subtracting 1 from each prime factor, we get $1,1,4$. Take three primes of the form $4 n+1$; for example, $3,13,17$. The number sought is the product of two of these by the fourth power of the third.
(G) Conversely, to find in how many ways a given number, say 325 , is the sum of two squares, consider its prime factors of the form $4 n+1$. Since $325=5^{2} \cdot 13$, we take $\frac{1}{2}\{2 \cdot 1+2+1+1\}=3$. Then 325 is the sum of two squares in three ways. For three exponents $a, b, c$, the number of ways is $k / 2$ if $k=(a+1)(b+1)(c+1)$ is even, but is $(k-1) / 2$ if $k$ is odd.
(H) To find an integer which is the hypotenuse of any assigned number $w$ of right triangles, and which if increased by a given number $a$ becomes a square. The question is difficult. If $w=a=2,2023$ and 3362 satisfy the conditions, as do also an infinitude of numbers.

That no number $4 n-1$ is a square or a sum of two rational squares was communicated to Descartes March 22, 1638, as having been proved by Fermat. Descartes ${ }^{11}$ proved this for integral squares by observing that a square is of the form $4 k$ or $8 k+1$.

Fermat ${ }^{12}$ stated that he had proved that a number is neither a square nor the sum of two squares, integral or fractional, if its quotient by the largest square dividing it contains a prime factor $4 n-1$; and that $x^{2}+y^{2}$ is divisible by no prime $4 n-1$ if $x$ and $y$ are relatively prime.

Fermat (Oeuvres, II, 213) stated the contents of $A, B, D, E$ in a letter to Mersenne, Dec. 25, 1640. Frenicle, in a letter to Fermat (ibid., 241), Sept. 6, 1641, proposed the problem to find the least number in $F$. T. Pepin ${ }^{13}$ roted that this problem and $D$ are answered by the theory of quadratic forms.

Fermat ${ }^{14}$ called the theorem that every prime $4 n+1$ is a sum of two squares [cited henceforth as Girard's theorem] the fundamental theorem on right triangles. He ${ }^{15}$ stated that he possessed an irrefutable proof. Elsewhere he ${ }^{16}$ stated that his proof was by the method of indefinite descent: "If a prime $4 n+1$ is not a sum of two squares, there exists a smaller prime of the same nature, then a third still smaller, etc., until the number 5 is reached," thus leading to a contradiction. He found it much more difficult to apply the method to such an affirmative question than to negative theorems (cf. Fermat, ${ }^{2}$ etc., Ch. XXII); for the former, "the method had to be supplemented by some new principles."

[^161]Frenicle ${ }^{17}$ concluded from numerical tables that, if $p_{1}, p_{2}, \cdots$ are distinct primes, each the hypotenuse of a right triangle (a necessary and sufficient condition being that the prime is of the form $4 k+1$ ), a number $N=p_{1}^{\varepsilon_{1}} \cdots p_{n}^{e_{n}}$ is the hypotenuse of exactly $2^{n-1}$ primitive right triangles (i. e., with relatively prime legs). He recognized that the problem reduces to the question of the number of ways in which the proposed number $N$ can be expressed as the product of two relatively prime factors. The nonprimitive triangles are obtained from the primitive triangles whose hypotenuses are the factors of $N$. Fermat's rule $D$ is given. Problem $G$ is discussed (pp. 34-46).

John Kersey, ${ }^{18}$ to treat $x^{2}+y^{2}=d^{2}+b^{2}$ of Diophantus II, 10, set $x=r a+b, y=s a-d$. Thus $a=2(s d-r b) /\left(s^{2}+r^{2}\right)$, so that the values of $x, y$ follow. He also treated the problem [Bachet, ${ }^{7} 304$ ] with the restriction that $x$ or $y$ shall fall within given limits.

Claude Jaquemet, ${ }^{19}$ in a letter Jan. 26, 1690, proved that an integer not a square, which divides no sum of two squares without dividing each square, is not a sum of two squares, integral or fractional. A manuscript by Jaquemet or N. Malebranche proved also that a number which divides a sum of two relatively prime squares is itself a sum of two squares; but the later proof by Euler ${ }^{24}$ is far simpler. Cf. Bháscara, ${ }^{30} \S 88$, of Ch. XII.

The Japanese Matsunago, ${ }^{20}$ the first half of the 18th century, would solve $x^{2}+y^{2}=k$ by setting $k / 2=r^{2}+R$, where $r^{2}$ is the greatest square contained in $k$, and forming the equations

$$
\begin{array}{llll}
a_{1}=2 r-1, & a_{2}=a_{1}-2, & a_{3}=a_{2}-2, & \cdots, \\
b_{1}=2 r+1, & b_{2}=b_{1}+2, & b_{3}=b_{2}+2, & \cdots .
\end{array}
$$

From $2 R$ subtract successively $b_{1}, b_{2}, \cdots$. When a difference is negative, add the corresponding $a_{i}$. If the remainder zero is reached, and $a^{\prime}, b^{\prime}$ are the values last employed, a solution is

$$
x=\frac{1}{2}\left(a^{\prime}+1\right), \quad y=\frac{1}{2}\left(b^{\prime}-1\right) .
$$

It was stated that a set of solutions of $x^{2}+y^{2}=z^{3}$ is given by

$$
x=\left(m^{2}-3 n^{2}\right) m, \quad y=\left(3 m^{2}-n^{2}\right) n, \quad z=m^{2}+n^{2} .
$$

L. Euler ${ }^{21}$ proved that, if neither $a$ nor $b$ is divisible by the prime $p=4 n-1$, then $a^{2}+b^{2}$ is not divisible by $p$. For, $a^{4 n-2}-b^{4 n-2}$ is divisible by $p$ and hence $a^{4 n-2}+b^{4 n-2}$ is not; thus the factor $a^{2}+b^{2}$ of the latter is not divisible by $p$.

Euler22 stated that if $4 m+1$ is composite it is either not a sum [2] of two squares or is so in more than one way; if $a b$ and $a$ are 四, $b$ is a (2.2.

[^162]He stated he had a rigorous proof. He stated Feb. 16, 1745 (p. 312) that it has not yet been proved that the sum of the squares of two relatively prime integers has no divisor other than a 2 , nor that every prime $4 n+1$ is a $\overbrace{2}$, uniquely.

Chr. Goldbach ${ }^{23}$ proved Fermat's statement that a prime $4 k-1$ cannot divide the sum of two relatively prime squares. Let $a^{2}$ be the minimum square of the form $(4 n-1) m-1$. Set $\nu=4 n-1$. Then

$$
\nu(m-2 a+\nu)-1=(a-\nu)^{2}
$$

so that $a^{2} \leqq(a-\nu)^{2}$, whence $\nu \geqq 2 a$. Similarly,

$$
\{4(n-a+m)-1\} m-1=(a-2 m)^{2}, \quad a^{2} \leqq(a-2 m)^{2}, \quad m \geqq a
$$

Thus $a^{2}+1=\nu m \geqq 2 a m \geqq 2 a^{2}, a=0$ or 1 , values leading to contradictions.

Euler ${ }^{24}$ proved the Lemma: Every divisor of the sum of two relatively prime squares is itself the sum of two squares.

It is first shown that, if $p=c^{2}+d^{2}$ is a prime and $p q=a^{2}+b^{2}$, then $q$ is a 2. Since $c^{2}\left(a^{2}+b^{2}\right)-a^{2}\left(c^{2}+d^{2}\right)$ is divisible by $p$, one of the factors $b c \pm a d$ is of the form $m p$. Set $b=m c+x, a= \pm m d+y$. Then $c x \pm d y=0$. But $c$ is prime to $d$. Thus* $x=n d, y=\mp n c$. Hence

$$
p q=\left(m^{2}+n^{2}\right)\left(c^{2}+d^{2}\right), \quad q=m^{2}+n^{2} .
$$

It now follows from (1) that, if the primes $p_{1}, \cdots, p_{k}$ and the product $p_{1} \cdots p_{k} q$ are all (2), then $q$ is a 2. Hence if $p q$, but not $q$, is a [2], $p$ has a prime factor not a 2 .

Let $p$ divide $a^{2}+b^{2}$, where $a, b$ are relatively prime, while $p$ is not a 2. Set $a=m p \pm c, \quad b=n p \pm d, 0 \leqq c \leqq \frac{1}{2} p, 0 \leqq d \leqq \frac{1}{2} p$. Then $c^{2}+d^{2}=p q \leqq \frac{1}{2} p^{2}$. Hence $q$ has a prime factor $r \leqq \frac{1}{2} p$, not a 2 . As before, the divisor $r$ of $c^{2}+d^{2}$ divides a sum $e^{2}+f^{2} \leqq \frac{1}{2} r^{2}$, and $e^{2}+f^{2}$ has a prime factor $\leqq \frac{1}{2} r$ not a 2 . Proceeding in this manner we ultimately reach a contradiction with the fact that the sum of two sufficiently small squares has all its prime factors sums of two squares.

Euler gave a "tentative proof " of Girard's theorem that every prime $p=4 n+1$ is a 22. If neither $a$ nor $b$ is divisible by $p, a^{4 n}-b^{4 n}$ is divisible by $p$. If $p$ divides the factor $a^{2 n}+b^{2 n}$, a 2 , then $p$ is a 2 . It remains to show $\dagger$ that $a^{2 n}-b^{2 n}$ is not divisible by $p$ for some pair of values of $a, b$ [proved later by Euler ${ }^{25}$ ].

Since $p=a^{2}+b^{2}$ implies $2 p=(a+b)^{2}+(a-b)^{2}$, and conversely $2 p=a^{2}+b^{2}$ implies $p=\alpha^{2}+\beta^{2}$, where $\alpha=(a+b) / 2, \beta=(a-b) / 2$ are integers, there are as many representations of $p$ as of $2 p$ as a sum of two squares (including the case in which one square is zero).
${ }^{23}$ Corresp. Math. Phys. (ed., Fuss), 1, 1843, 255, letter to Euler, Sept. 28, 1743. Euler, p. 258, expressed surprise at the simplicity of the proof.
${ }^{24}$ Ibid., 416-9; letter to Goldbach, May 6, 1747. Novi Comm. Acad. Petrop., 4, 1752-3 (1749), 3-40; Comm. Arith., I, 155-173.

* In the letter, it is concluded from $b c \pm a d=m\left(c^{2}+d^{2}\right)$ that $m d \mp a$ is divisible by $c$; Thus $\mp a=c n-d m, b=c m+d n$.
$\dagger$ In the letter, it is stated that there are innumerable cases in which $a^{2 n}-b^{2 n}$ is not divisible by $4 n+1$.

From Girard's theorem and (1) it was concluded that any number is a (2) if it has the form $2^{j} a^{2} b$, where each prime factor of $b$ is of the form $4 k+1$.

Euler ${ }^{25}$ later succeeded in establishing the point which he could not prove in his preceding paper. ${ }^{24}$ If the differences $(a+1)^{2 n}-a^{2 n}$ of the first order of $1,2^{2 n}, 3^{2 n}, \cdots,(4 n)^{2 n}$ were all divisible by $p$, the differences of order $2 n$ would be divisible by $p$, whereas they equal ( $2 n$ )!. This point can also be proved by means of Euler's ${ }^{26}$ criterion for quadratic residues; however, Euler proved this criterion by the method of differences. In the former ${ }^{25}$ paper ( $\S 70$ ), Euler noted that the negative of a residue of a square when divided by a prime $4 n-1$ is not the residue of a square, whence $a^{2}+b^{2}$ is not divisible by $4 n-1$ if $a$ and $b$ are not. Since a product of primes of the form $4 k+1$ is of that form, it follows (§ 73 ) that $4 n-1$, whether prime or composite, is not a divisor of a sum of two relatively prime squares.

Lagrange ${ }^{9}$ of Ch . VIII proved that if a 2 divides a $[2$ the quotient is a 22. Euler ${ }^{27}$ proved (1) by multiplying $(a+b i)(c+d i)$ by its conjugate.
Euler ${ }^{28}$ gave a more elegant proof of the Lemma. ${ }^{24}$ Let $N$ divide $P^{2}+Q^{2}$, where $P$ and $Q$ are relatively prime. Set

$$
P=f N \pm p, \quad Q=g N \pm q, \quad 0 \leqq p \leqq \frac{1}{2} N, \quad 0 \leqq q \leqq \frac{1}{2} N
$$

Then $p^{2}+q^{2}=N n$, where $n \leqq \frac{1}{2} N$. Set $p=\alpha n+a, q=\beta n+b$, where $a$ and $b$ are numerically $\leqq \frac{1}{2} n$. Set $A=a \alpha+b \beta$. Then

$$
N n=n^{2}\left(\alpha^{2}+\beta^{2}\right)+2 n A+a^{2}+b^{2} .
$$

Hence $a^{2}+b^{2}=n n^{\prime}, n^{\prime} \leqq \frac{1}{2} n$. Thus $N=n\left(\alpha^{2}+\beta^{2}\right)+2 A+n^{\prime}$. By (1),

$$
n n^{\prime}\left(\alpha^{2}+\beta^{2}\right)=\left(a^{2}+b^{2}\right)\left(\alpha^{2}+\beta^{2}\right)=A^{2}+B^{2}, \quad B=a \beta-b \alpha
$$

Hence $N n^{\prime}=\left(n^{\prime}+A\right)^{2}+B^{2}$. Just as this was derived from $N n=p^{2}+q^{2}$, so from it we get $N n^{\prime \prime}=\left[2, n^{\prime \prime} \leqq \frac{1}{2} n^{\prime}\right.$, etc., finally $N \cdot 1=2$.
C. G. J. Jacobi ${ }^{1}$ (p.341) repeated this proof and stated that, while it contained nothing not known to Diophantus, there is no ground for the assumption that the latter actually possessed the proof.

Euler ${ }^{29}$ gave a second proof of Girard's theorem. Since - 1 is a quadratic residue of every prime $p=4 n+1$, there exists a square $b^{2}$ with the residue -1 , so that $p$ divides $1+b^{2}$. Hence, by the Lemma, $p$ is a ${ }^{2}$.

In a posthumous manuscript, Euler ${ }^{30}$ proved the first step in the above Lemma. Let $P=p^{2}+q^{2}$ be divisible by $A=a^{2}+b^{2}$, where $a$ is prime

[^163]to $b$. Since $A$ is prime to $a$ and $b$, we may set $p=m A \pm f a, q=n A \pm g b$. Thus $f^{2} a^{2}+g^{2} b^{2}$ is divisible by $A$. The error in the conclusion that $g=f$ was pointed out in a marginal note by means of the case $p=17, q=6$, $a=7, b=4$. However, $\left(g^{2}-f^{2}\right) b^{2}$ and hence $g^{2}-f^{2}$ is divisible by $A$. If we assume that $A$ is a prime, we see that $g \pm f$ is divisible by $A$, so that $q=\nu A \pm f b$. Hence
$$
P / A=(f \pm m a \pm \nu b)^{2}+( \pm \nu a \mp m b)^{2}
$$

Thus Euler's proof of the first step in the Lemma is valid if $A$ is a prime. He gave ( p .570 ) another proof by setting $p=m a-n b, q=n a+m b+s$. Then $P=A\left(m^{2}+n^{2}\right)+s k, k=2(n a+m b)+s$. Since $A$ is a prime, either $s=t A$ or $k=-t A$. In either case,

$$
P / A=(m+b t)^{2}+(n+a t)^{2} .
$$

J. L. Lagrange ${ }^{31}$ deduced from Wilson's theorem the fact that the prime $4 n+1$ divides $(1 \cdot 2 \cdots 2 n)^{2}+1$. He ${ }^{32}$ proved the Lemma in connection with the general problem to find the form of the divisors of numbers represented by $B t^{2}+C t u+D u^{2}$. $\mathrm{He}^{33}$ deduced Girard's theorem from the fact that a prime $p$ of the form $4 n+1$ divides $x^{2 n}+1$ for $2 n$ integral values of $x$ numerically $<\frac{1}{2} p$ (it being a factor of $x^{p-1}-1$ ).

Beguelin ${ }^{75}$ of Ch . I failed in his attempt to prove Girard's theorem.
P. S. Laplace ${ }^{34}$ remarked that every prime $4 n+1$ will be a ${ }^{2}$ if proved to divide a 2 , in view of Lagrange. ${ }^{32}$ But $4 n+1$ divides $\left(a^{2 n}+1\right)\left(a^{2 n}-1\right)$ and not the last factor for every $a$, since

$$
(2 n)!=\left\{(2 n+1)^{2 n}-1\right\}-2 n\left\{(2 n)^{2 n}-1\right\}+\cdots
$$

by the formula for the $2 n$th order of differences of $x^{2 n}-1$ for $x=1$ [Euler ${ }^{25}$ ].
J. Leslie ${ }^{34 a}$ solved $x^{2}+y^{2}=a^{2}+b^{2}$ by setting

$$
x+a=(b-y) m, \quad x-a=(b+y) / m
$$

C. F. Kausler ${ }^{35}$ gave tentative numerical methods of expressing a given number $A$ as a sum of 2,3 or 4 squares.

Let $A=4 C+1=(2 P)^{2}+(2 Q+1)^{2}$. Then $C=P^{2}+Q(Q+1)$. If $C=2 D+1$, then $P=2 T+1$ and $D-\frac{1}{2} Q(Q+1)=2 T(T+1)$. Hence we subtract from $D$ in turn the halves of the pronic numbers $Q(Q+1)$, given by a table (extending to $Q=225$ ), and note if any remainder is double a pronic number. If $C=2 D$, then $P=2 T$ and we use $D-\frac{1}{2} Q(Q+1)=2 T^{2}$.

A number $A=4 B+2$ can only be the sum of two odd squares, whence

$$
B=P(P+1)+Q(Q+1)
$$

Thus $B=2 C$. Set $P=Q+R$. Solving the quadratic for $Q$, we see

[^164]that $4 C^{2}+1-R^{2}$ must be a square. The problem thus reduces to finding two squares with the sum $4 C^{2}+1$, treated in the first case.

The methods employed to express $A$ as a 3 or 4$]$ are no better than the similar one of subtracting from $A$ in turn squares, or sums of two squares, and ascertaining if the remainder is a 2 .

Kausler ${ }^{36}$ extended his table of pronic numbers to $Q=1000$, and gave their halves and quarters, and applied them as in the former paper. Given $A=a^{2}+b^{2}$, to solve $x^{2}+y^{2}=A$, set $x=a+2 m \alpha, y=2 n \alpha-b$. Then $\alpha=(n b-m a) /\left(m^{2}+n^{2}\right)$ is to be integral. Let $m, n$ be relatively prime. Then $b=\alpha n+\beta m$, where $\beta=(\alpha m+a) / n$ is an integer. The latter gives $n=p a+\mu \alpha, m=q a+\mu \beta$, where $p / q$ is a convergent to $\alpha / \beta$. Then the former gives a relation between $\alpha, \beta, p, q, \mu$ which is not solved.
C. F. Gauss ${ }^{37}$ applied the theory of binary quadratic forms to prove that every prime $4 n+1$ is a $2 \pi$ in a single way. In a foot-note he considered $M=2^{\mu} S a^{a} b^{\beta} \cdots$, where $a, b, \cdots$ are distinct primes of the form $4 n+1$, and $S$ is the product of all the prime factors $4 n+3$ of $M$. If $S$ is not a square, $M$ is not a 2. It is stated that, if $S$ is a square, there are

$$
k=\frac{1}{2}(\alpha+1)(\beta+1) \cdots
$$

decompositions of $M$ into a sum of two squares, when one of the exponents $\alpha, \beta, \cdots$ is odd; but $k+\frac{1}{2}$ if $\alpha, \beta, \cdots$ are all even. Here the squares and not their roots are counted.
A. M. Legendre ${ }^{38}$ had already given the last result.

Legendre ${ }^{39}$ developed $\sqrt{p}$ into a continued fraction with the

| quotients | $a$ | $\alpha$ | $\beta$ | $\cdots$ | $\mu$ | $\mu$ | $\cdots$ | $\beta$ | $\alpha$ | $2 a$ | $\cdots$, |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| convergents | $\frac{1}{0}$ | $\frac{a}{1}$ |  | $\cdots$ | $\frac{m_{0}}{n_{0}}$ | $\frac{m}{n}$ | $\cdots$ |  | $\frac{f_{0}}{g_{0}}$ | $\frac{f}{g}$ | $\cdots$, |

where $f^{2}-p g^{2}=-1$. Then by use of the convergents corresponding to $\mu, \mu$,

$$
\frac{f}{g}=\frac{m\left(n / n_{0}\right)+m_{0}}{n\left(n / n_{0}\right)+n_{0}}, \quad f=m n+m_{0} n_{0}, \quad g=n^{2}+n_{0}^{2}
$$

Substituting these values into $f^{2}-p g^{2}=-\left(m n_{0}-m_{0} n\right)^{2}$, we get

$$
m^{2}-p n^{2}=-\left(m_{0}^{2}-p n_{0}^{2}\right)
$$

But if $\left(\sqrt{p}+I_{0}\right) / D_{0}$ and $(\sqrt{p}+I) / D$ are the complete quotients corresponding to $m_{0} / n_{0}, m / n$, then

$$
m^{2}-p n^{2}=\left(m n_{0}-m_{0} n\right) D, \quad m_{0}^{2}-p n_{0}^{2}=-\left(m n_{0}-m_{0} n\right) D_{0}
$$

Hence $D_{0}=D$, so that $D D_{0}+I^{2}=p$ gives $p=D^{2}+I^{2}$.

[^165]Legendre ${ }^{40}$ stated that every divisor of a sum of two relatively prime squares is a sum of two relatively prime squares. P. Volpicelli ${ }^{41}$ noted that the latter need not be relatively prime since $d=2197=39^{2}+26^{2}$ is a divisor of $13 d=119^{2}+120^{2}$ [but $d$ also equals $9^{2}+46^{2}$ ].
P. Barlow ${ }^{42}$ stated that a number $4 n+1$ is a prime if a 2 in one way only. [He should have said relatively prime squares; $45=36+9$ is a $\left.{ }^{2}\right]$ in a single way. For Euler's proofs of the correct theorem see Ch. XIV of Vol. I].
A. Cauchy ${ }^{43}$ obtained (1) by taking the norm of the product of two complex numbers.
C. F. Gauss ${ }^{44}$ stated that, if a prime $p=4 k+1$ is expressed in the form $e^{2}+f^{2}, e$ odd, $f$ even, then $\pm e$ and $\pm f$ equal the minimum residues (i. e., between $-p / 2$ and $+p / 2)$ modulo $p$ of $\frac{1}{2} r /(k!)$ and $\frac{1}{2} r^{2}$, respectively, where

$$
r=(k+1)(k+2) \cdots(2 k)
$$

The residue of $\pm e$ is positive or negative according as the positive value of $e$ is of the form $4 m+1$ or $4 m+3$. But there is given no general rule as to the sign of $\pm f$ (cf. Goldscheider ${ }^{130}$ ).

Gauss ${ }^{45}$ noted that the number of sets of integers $x, y$ for which $x^{2}+y^{2} \leqq A$ is

$$
\begin{gathered}
4 q^{2}+1+4[\sqrt{A}]+8 \sum_{j=q+1}^{r}\left[\sqrt{A-j^{2}}\right] \\
=1+4\{[A]-[A / 3]+[A / 5]-[A / 7]+\cdots\},
\end{gathered}
$$

where $q=[\sqrt{A / 2}], r=q+[\sqrt{A}]$, and $[t]$ denotes the greatest integer $\leqq t$. Denote by $f(A)$ the number of representations of $A$ by $x^{2}+y^{2}$, which $\mathrm{i}_{\mathrm{S}}$ 8 if $A$ is a prime $4 n+1$, while for $A=2^{\mu} S a^{a} b^{\beta} \cdots$ (as in Gauss ${ }^{37}$ )

$$
f(A)=4(\alpha+1)(\beta+1) \cdots
$$

or 0 , according as $S$ is a square or not. The mean of $f(A)$ is $\pi$. Set $f^{\prime}(m)=f(m)+f(3 m)$; the mean of $f^{\prime}(m)$ is $4 \pi / 3$. Set

$$
f^{\prime \prime}(m)=f^{\prime}(5 m)-f^{\prime}(m)
$$

the mean of $f^{\prime \prime}(m)$ is $16 \pi / 15$. Proceeding, we approach the mean 4 and find that

$$
4=\pi \cdot \frac{4}{3} \cdot \frac{4}{5} \cdot \frac{8}{7} \cdot \frac{12}{11} \cdots \text { (to infinity) },
$$

the denominators being the successive odd primes $p$, and the numerators being $p \pm 1$.

[^166]C. G. J. Jacobi ${ }^{48}$ stated in a letter to Legendre, Sept. 9, 1828, that the theorems relative to numbers represented as a 23 follow from
\[

$$
\begin{aligned}
\left(1+2 q+2 q^{4}+2 q^{9}+\cdots\right)^{2} & =1+\frac{4 q}{1-q}-\frac{4 q^{3}}{1-q^{3}}+\frac{4 q^{5}}{1-q^{5}}-\cdots \\
& =1+\frac{4 q}{1-q}-\frac{4 q^{3}}{1+q^{2}}-\frac{4 q^{8}}{1-q^{3}}+\frac{4 q^{10}}{1+q^{4}}+\cdots
\end{aligned}
$$
\]

A. Genocchi ${ }^{75}$ noted the conclusion that, if $x^{2}+y^{2}=n$ has $N_{1}(0$ or 2$)$ sets of solutions with $x$ or $y$ zero, and $N_{2}$ other sets, $N_{1}+2 N_{2}$ is double the excess of the number of divisors $4 m+1$ of $n$ over the number of divisors $4 m+3$ of $n$.

Jacobi ${ }^{47}$ gave the formulae

$$
\frac{2 k K}{\pi}=\frac{4 q^{1 / 2}}{1-q}-\frac{4 q^{3 / 2}}{1-q^{3}}+\frac{4 q^{5 / 2}}{1-q^{5}}+\cdots=4 \Sigma \psi(n) q^{m^{2} n / 2},
$$

where $m, n$ range over all odd integers such that all prime factors of $m$ are $\equiv 3(\bmod 4)$, all of $n$ are $\equiv 1(\bmod 4)$, while $\psi(n)$ is the number of factors of $n$ and hence is the excess of the number of divisors $4 k+1$ of $m^{2} n$ over the number of divisors $4 k+3$ of $m^{2} n$;

$$
\left(\frac{2 k K}{\pi}\right)^{1 / 2}=2 q^{1 / 4}+2 q^{9 / 4}+2 q^{25 / 4}+\cdots
$$

A comparison of the square of the latter series with the former shows that the number of representations of $2 m^{2} n$ as a sum of two odd squares is the excess of the number of divisors $4 k+1$ of $m^{2} n$ over the divisors $4 k+3$.

Jacobi ${ }^{48}$ proved that

$$
\frac{2 K}{\pi}=1+4 \sum_{x=1}^{\infty} A^{(x)} q^{x}, \quad\left(\frac{2 K}{\pi}\right)^{1 / 2}=\sum_{n=-\infty}^{+\infty} q^{n^{2}},
$$

where $A^{(x)}$ is the excess of the number of divisors $4 m+1$ of $x$ over the number of divisors $4 m+3$. Although not explicitly stated by Jacobi, it follows that the number of representations of $x$ as a 2 is $4 A^{(x)}$ [cf. Dirichlet ${ }^{52}$ ]. Evident corollaries relating to the evenness or oddness of the two squares were noted by J. W. L. Glaisher. ${ }^{49}$

Jacobi ${ }^{50}$ gave an arithmetical proof of his ${ }^{47}$ first theorem: If $p$ is odd, the number of sets of positive integral solutions of $y^{2}+z^{2}=2 p$ is the excess $E$ of the number of factors $4 m+1$ of $p$ over the number of factors $4 m+3$. Let

$$
p=\alpha^{A} \cdots \rho^{R} \alpha^{\prime 1^{\prime}} \cdots \sigma^{\prime s^{\prime}}
$$

where $\alpha, \cdots, \rho$ are primes $4 m+1$, and $\alpha^{\prime}, \cdots, \sigma^{\prime}$ are primes $4 m+3$. The factors of $p$ are the terms of the product

$$
\left(1+\alpha+\cdots+\alpha^{4}\right) \cdots\left(1+\rho+\cdots+\rho^{R}\right)\left(1+\alpha^{\prime}+\cdots+\alpha^{\prime A^{\prime}}\right) \cdots
$$

[^167]Set $\alpha=\cdots=\rho=1, \alpha^{\prime}=\cdots=\sigma^{\prime}=-1$. Then a factor $4 m+1$ is replaced by +1 , a factor $4 m+3$ by -1 . Hence the product is replaced by $E$. Thus

$$
E=(1+A) \cdots(1+R)\left\{\frac{1+(-1)^{A^{\prime}}}{2}\right\} \cdots\left\{\frac{1+(-1)^{s^{\prime}}}{2}\right\} .
$$

Hence $E=0$ unless $A^{\prime}, \cdots, S^{\prime}$ are all even. If the latter are all even, $E$ is the number of factors of $n=\alpha^{A} \cdots \rho^{R}$, while $p=n Q^{2}$, where every prime factor of $Q$ is of the form $4 m+3$. Now $2 p$ is not a 2 unless $p$ is of this form $n Q^{2}$. Also $2 n Q^{2}=y^{2}+z^{2}$ requires that $y$ and $z$ be divisible by $Q$, while $2 n=w^{2}+x^{2}$ has as many sets of positive solutions as $n$ has factors (all the factors of $n$ being of the form $4 m+1$ ).
A. D. Wheeler ${ }^{51}$ gave trivial or known results on $[2$.
G. L. Dirichlet ${ }^{52}$ obtained, as a special case of a general thoerem on quadratic forms, Jacobi's ${ }^{48}$ result that, if $n$ is odd and positive, the number of sets of solutions of $x^{2}+y^{2}=n$ is the quadruple of the excess of the number of divisors $4 k+1$ of $n$ over the number of divisors $4 k+3$.
A. Cauchy ${ }^{53}$ proved Gauss' ${ }^{44}$ result that, if $p=x^{2}+y^{2}$,

$$
x \equiv-\frac{1}{2} \frac{(2 \omega)!}{(\omega!)^{2}} \quad(\bmod p), \quad \omega=\frac{p-1}{4}
$$

Cauchy ${ }^{54}$ proved identities of the type

$$
\left.\left.\begin{array}{rl}
\left(1+2 t+2 t^{4}+2 t^{9}+\cdots\right)^{2}=\left(1+2 t^{2}\right. & +2 t^{8}
\end{array} \quad+\cdots\right)^{2}\right)
$$

G. Eisenstein ${ }^{55}$ gave the values of $A, B$ in $p=4 n+1=A^{2}+B^{2}$ and $p=3 n+1=A^{2}-A B+B^{2}$, where $p$ is a prime. $\mathrm{He}^{56}$ stated that the number of lattice points inside and on the circumference of a circle of radius $\sqrt{m}$ and center at the origin is

$$
1+4\left\{[m]-\left[\frac{m}{3}\right]+\left[\frac{m}{5}\right]-\left[\frac{m}{7}\right]+\cdots\right\}
$$

C. G. J. Jacobi ${ }^{57}$ gave the representation as a ${ }^{2}$ of each prime $4 n+1 \equiv 11981$.

Jacobi ${ }^{1}$ noted in 1847 that an insignificant change in the text of Diophantus V, 12 gives the result that, if a number without a square factor is a 2, neither itself nor a factor of it has the form $4 n-1$, and expressed his belief that Diophantus had a proof, though he gave none, since all that is essential to a proof was in the Greek mathematics and is

[^168]in the spirit of their method. From this point of view, Jacobi proved that, if a given odd number $N$ is the sum of the squares of two integers $b$ and $c$ having no common factor $4 n-1$, every prime factor $p$ of $N$ is of the form $4 k+1$. When $b, c$ are relatively prime, the proof shows that $p$ and hence every divisor of $N$ is a sum of two rational squares. The fact that every divisor is a sum of two integral squares is established by an argument perhaps not known to Diophantus and not necessary for his assertion.
F. Arndt, ${ }^{58}$ using continued fractions as had Legendre ${ }^{39}$ for the case of a prime, proved that the $h$ th power of a prime $4 n+1$ is a 2 in $2^{h-1}$ ways.
J. B. Kulik ${ }^{59}$ gave the representation as a ${ }^{2}$ of each prime $\leqq 10529$.
V. A. Lebesgue ${ }^{60}$ noted that $x^{2}+y^{2}=z^{2}+t^{2}$ becomes $p q=r s$ if we set
\[

$$
\begin{array}{ll}
2 x=p+q+r-s, & 2 y=p+q-r+s \\
2 z=p-q+r+s, & 2 t=p-q-r-s
\end{array}
$$
\]

C. Hermite ${ }^{61}$ developed $a / p$ into a continued fraction, where $a^{2} \equiv-1$ ( $\bmod p$ ), and employed two consecutive convergents $m / n, m^{\prime} / n^{\prime}$, such that $n<\sqrt{p}, n^{\prime}>\sqrt{p}$. Then

$$
\frac{a}{p}=\frac{m}{n}+\frac{\epsilon}{n n^{\prime}}, \quad \epsilon<1 ; \quad(n a-m p)^{2}=\epsilon^{2} p^{2} / n^{\prime 2}<p
$$

Since $(n a-m p)^{2}+n^{2}$ is a multiple of $p$ and is $<2 p$, it equals $p$.
J. A. Serret ${ }^{62}$ employed $q^{2} \equiv-1(\bmod p), q<p$, and developed $p / q$ into a continued fraction so that the number of quotients is even (replacing if necessary the last quotient $Q$ by $Q-1+1$ ). In the series of quotients the terms equidistant from the extremes are shown to be equal. Let $m / n$ be the convergent which includes the quotients of the first half of the series, and $m_{0} / n_{0}$ the preceding convergent. Then the continued fraction whose quotients are those of the second half of the series has the value $m / m_{0}$. If $\omega$ is the common middle quotient, the convergent following $m / n$ equals

$$
\frac{m \omega+m_{0}}{n \omega+n_{0}}
$$

Replacing $\omega$ by $m / m_{0}$, we get the entire continued fraction. Thus

$$
\frac{p}{q}=\frac{m^{2}+m_{0}^{2}}{m n+m_{0} n_{0}}, \quad p=m^{2}+m_{0}^{2} .
$$

L. Wantzel ${ }^{63}$ stated that the use of complex integers affords the simplest proof that every prime divisor of a 2 is a 2 . He proved that no complex prime $a+b i$ divides a product without dividing one factor [due to Gauss].

[^169]P. Volpicelli ${ }^{64}$ noted that, if $z=a_{j}^{2}+b_{j}^{2}(j=1, \cdots, m),(1)$ shows that $z^{2}$ is a sum of two squares in $m(m-1)$ ways, not necessarily distinct. If $z=m^{2}+n^{2}=p^{2}+q^{2}$, then
\[

$$
\begin{gathered}
z=\left(a_{1}^{2}+b_{1}^{2}\right)\left(a_{2}^{2}+b_{2}^{2}\right), \quad a_{1} a_{2}=\frac{m+p}{2}, \quad b_{1} b_{2}=\frac{p-m}{2} \\
a_{2} b_{1}=\frac{n+q}{2}, \quad a_{1} b_{2}=\frac{n-q}{2}
\end{gathered}
$$
\]

To show that a number having a prime factor $p=4 n+3$ is not a sum of two relatively prime squares, raise $a^{2}=p q-b^{2}$ to the power $2 n+1$, whence $s=a^{p-1}+b^{p-1}$ is a multiple of $p$, whereas $s \equiv 2(\bmod p)$ by Fermat's theorem. In attempting to prove that every prime $p=4 n+1$ is a 2 , he employed relatively prime integers $x, y$, not divisible by $p$ and one even. By Fermat's theorem, $x^{4 n}-y^{4 n}=p Q$. Since every odd number can be expressed as a difference of two squares, he claimed that we can satisfy $x^{2 n}-y^{2 n}=Q$, whence $p=\left(x^{n}\right)^{2}+\left(y^{n}\right)^{2}$. By use of (1), a product of $k$ distinct primes of the form $4 n+1$ is a sum of two squares in $2^{k-1}$ ways, and only in that many ways. Several examples illustrate the method to express $A$ as a 2 by use of the continued fraction for $\sqrt{A}$. The $n$th power of a 2 is a 2 in $n / 2$ or $(n+1) / 2$ ways, according as $n$ is even or odd.

Volpicelli ${ }^{65}$ considered the number $\nu$ of ways of expressing $z$ as a ${ }^{2}$, when each prime factor of $z$ is a 22 . When $z$ is a product of $k$ distinct primes, $\nu=2^{k-1}$. When just two of these $k$ primes have exponents $m$ and $m^{\prime}$, his three formulas can be combined into the single one $\nu=2^{k-3+\mu+\mu^{\prime}}$, where $\mu=m / 2$ or $(m+1) / 2$ according as $m$ is even or odd, and similarly for $\mu^{\prime}$. When the roots of the two squares are given double signs, the number is $4 \nu$.

Volpicelli ${ }^{66}$ considered Gauss' ${ }^{37}$ theorem on the number $\nu$ of the ways of expressing $P=a^{a} b^{\beta} \cdots$ as a 2 , when $a, b, \cdots$ are distinct primes of the form $4 n+1$. Let $N=(\alpha+1)(\beta+1) \cdots$ be the number of divisors of $P$. Let $N^{\prime}$ be the number of ways of expressing $P$ as a product of two factors $A, B$. Then $N^{\prime}=(N+1) / 2$ or $N / 2$ according as $\alpha, \beta, \cdots$ are all even or not all even. If $P$ is a product of two distinct factors $>1$ each expressible as a [2], the product theorem (1) yields two expressions for $P$ as [2, and conversely. Thus if $P$ is not a square, $\nu=N^{\prime}=N / 2$. If $P$ is a square, $\nu-1=N^{\prime}-2, \nu=(N-1) / 2$, whereas Gauss gave $\nu=(N+1) / 2$. [It is merely a question as to the inclusion or exclusion of $P=P+0$, cf. Genocchi. ${ }^{75}$ ] The special cases in which $P$ is a power of a prime or a product of distinct primes are treated (pp. 71-81). $\mathrm{He}^{67}$ insisted until ${ }^{76} 1854$ that there is a misprint in Gauss' formula.

[^170]V. A. Lebesgue ${ }^{68}$ proved that $y^{2}+1 \neq x^{m}$ if $y \neq 0, m>1$, by use of complex numbers.
G. Bellavitis ${ }^{69}$ stated that every solution of $x^{2}+y^{2}=5 \cdot 13 \cdot 17$ is given by
$$
x+y i=(2 \pm i)(3 \pm 2 i)(4 \pm i) .
$$

If each $c_{i}$ is a prime $4 k+1, x^{2}+y^{2}=c_{1}^{m_{1}} c_{2}^{m_{2}} \cdots$ has $k=\frac{1}{2}\left(m_{1}+1\right)\left(m_{2}+1\right) \cdots$ or $k-\frac{1}{2}$ essentially different sets of solutions, according as $y=0$ gives no solution or a solution.
E. Prouhet ${ }^{70}$ proved Gauss' ${ }^{37}$ formula.
D. Chelini ${ }^{71}$ gave an " elegant proof " of Gauss' formula by noting that every solution of $x^{2}+y^{2}=\left(a^{2}+b^{2}\right)^{m}\left(a_{1}^{2}+b_{1}^{2}\right)^{m_{1}} \cdots$ is given by the development of

$$
x+y i=(a+b i)^{n}(a-b i)^{m-n}\left(a_{1}+b_{1} i\right)^{n_{1}}\left(a_{1}-b_{1} i\right)^{m_{1}-n_{1}} \cdots,
$$

where $n=0,1, \cdots, m ; n_{1}=0,1, \cdots, m_{1}$; etc.
A. Genocchi ${ }^{72}$ noted that Chelini ${ }^{71}$ did not prove that the solutions obtained are all different, nor that no other solutions exist.
V. Bouniakowsky ${ }^{73}$ proved that every prime $8 k+5$ is a 22 by use of his formula (10), Ch. X, Vol. I, involving sums of divisors.
H. Suhle ${ }^{73 a}$ noted that Jacobi's ${ }^{48}$ theorem implies the generalization that the number of positive solutions $x, y$ of $x^{2}+y^{2}=p$ is the excess of the number of divisors $4 m+1$ of $p$ over the number of divisors $4 m+3$. He proved Eisenstein's ${ }^{56}$ result.
C. Hermite ${ }^{74}$ noted that, to express as a ${ }^{2}$ a number $A$ for which $\alpha^{2} \equiv-1(\bmod A)$ is solvable, it suffices to consider the form

$$
A x^{2}+2 \alpha x y+A^{-1}\left(\alpha^{2}+1\right) y^{2}
$$

which is reducible to $X^{2}+Y^{2}$.
A. Genocchi ${ }^{75}$ considered the number of representations of $n$ by $u^{2}+v^{2}$. By the remark of Euler ${ }^{24}$ (end), it suffices to take $n$ odd. Let $t$ be the g.c.d. of $u, v$. If $n$ has a prime factor $p=4 m+3$, set $n=p^{\pi} n^{\prime}, t=p^{\rho} t^{\prime}$, where $n^{\prime}$ and $t^{\prime}$ are prime to $p$. Since $p$ cannot divide a $2, \pi=2 \rho$, so that the product of all the prime divisors $4 m+3$ of $n$ is a square which divides $u^{2}$ and $v^{2}$. It thus suffices to treat the case in which every prime factor of $n$ is of the form $4 m+1$. For such an $n$, set $n=p^{\star} n^{\prime}, p$ being a prime not dividing $n^{\prime}$. Then

$$
(u+i v)(u-i v)=(q+i r)^{x}(q-i r)^{x} n^{\prime}, \quad q^{2}+r^{2}=p
$$

Now $q \pm i r$ are complex primes, and decomposition into such primes is unique. Thus

$$
u+i v=i^{t}(q+i r)^{h}(q-i r)^{k}\left(u^{\prime}+i v^{\prime}\right)
$$

[^171]where the final factor divides $n^{\prime}$. Multiplying by the conjugate, we get $n=p^{h+k}\left(u^{\prime 2}+v^{\prime 2}\right)$. Hence $h+k=\pi, n^{\prime}=u^{\prime 2}+v^{\prime 2}$. The multiplication of $u+i v$ by $i^{-t}$ at most interchanges $u^{2}$ and $v^{2}$. Hence the effective solutions $u, v$ are given by
$$
u+i v=(q+i r)^{h}(q-i r)^{\pi-h}\left(u^{\prime}+i v^{\prime}\right) \quad(h=0,1, \cdots, \pi),
$$
where $u^{\prime}, v^{\prime}$ range over the $N^{\prime}$ solutions of $u^{\prime 2}+v^{\prime 2}=n^{\prime}$. If we change the sign of $v^{\prime}$ and replace $h$ by $\pi-h$, we get $u-i v$. If $\pi$ is even, and $n^{\prime}$ is a square $u^{\prime 2}$, the representation $n=\left(p^{\pi / 2} u^{\prime}\right)^{2}$ is excluded. Hence the number of representations of $n$ as a 2 is $\frac{1}{2}(\pi+1) N^{\prime}$, unless $\pi$ is even and $n$ is a square, and then is $\frac{1}{2}\left\{(\pi+1) N^{\prime}-1\right\}$. The number of representations of $n^{\prime}$ is $\frac{1}{2} N^{\prime}$ or $\frac{1}{2}\left(N^{\prime}-1\right)$ according as $N^{\prime}$ is even or odd. Hence by induction we obtain Gauss' ${ }^{37}$ result that if $a, b, \ldots$ are distinct primes $4 m+1$, the number of representations of $n=a^{a} b^{\beta} \cdots$ as a ${ }^{2}$ is $\frac{1}{2} N$ or $\frac{1}{2}(N-1)$, according as $n$ is or is not a square, where $N=(\alpha+1)(\beta+1) \cdots$. The second would be $\frac{1}{2}(N+1)$ if we count also the case of $n+0$. Hence the "correction" by Volpicelli ${ }^{87}$ is unnecessary.
P. Volpicelli ${ }^{76}$ retracted his ${ }^{67}$ claim of an error on the part of Gauss ${ }^{37}$ and Legendre, ${ }^{38}$ but gave $k-\frac{1}{2}$ as the number of representations of $M$ as a 2 when $\mu$ and $\alpha, \beta, \cdots$ are all even, i. e., when $M$ itself is a square. Concerning Euler's remark, quoted by Genocchi, ${ }^{75}$ that an integer and its double have the same number of representations as a 2 , Volpicelli (p. 185) stated that $p=4225$ has only four [omitting $p=65^{2}+0$ ], while $2 p$ has five, representations.
A. Genocchi ${ }^{77}$ answered the latter objection by noting that zero is to be counted as an integer. He remarked (p. 495) that the "new" case noted by Volpicelli (that of $M$ a square) had been treated by Fermat, who discussed the number of ways a number is the hypotenuse of a rational right triangle.
A. Cayley ${ }^{78}$ noted that a formula of Dirichlet's $s^{52}$ becomes, for $D=-1$, $\left(1+2 q^{4}+2 q^{16}+2 q^{36}+\cdots\right)\left(q+q^{9}+q^{25}+\cdots\right)$
$$
=\frac{q}{1-q^{2}}-\frac{q^{3}}{1-q^{6}}+\frac{q^{5}}{1-q^{10}}-\frac{q^{7}}{1-q^{14}}+\cdots .
$$
H. J. S. Smith, ${ }^{79}$ in accord with Gauss ${ }^{24}$ of Ch. II, denoted by $\left[q_{1} \cdots q_{n}\right]$ the numerator of the common fraction equal to the continued fraction
$$
q_{1}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\cdots+\frac{1}{q_{n}},
$$
and employed Euler's ${ }^{72}$ relations (Ch. XII)
\[

$$
\begin{equation*}
\left[q_{1} q_{2} \cdots q_{i-1} q_{i}\right]=\left[q_{i} q_{i-1} \cdots q_{2} q_{1}\right], \tag{2}
\end{equation*}
$$

\]

$$
\begin{equation*}
\left[q_{1} \cdots q_{n}\right]=\left[q_{1} \cdots q_{i}\right]\left[q_{i+1} \cdots q_{n}\right]+\left[q_{1} \cdots q_{i-1}\right]\left[q_{i+2} \cdots q_{n}\right] . \tag{3}
\end{equation*}
$$

[^172]For $p$ a given integer, let $\mu_{1}, \cdots, \mu_{s}$ denote the integers prime to $p$ and $<\frac{1}{2} p$. In the continued fraction for $p / \mu_{k},\left[q_{1} \cdots q_{n}\right]$ is now $p$. In view of (2), $\left[q_{n} \cdots q_{1}\right]$ arises from some $p / \mu_{k^{\prime}}$. Let $p$ be a prime $4 \lambda+1$, so that $s=2 \lambda$. Hence there is some $\mu_{k} \neq 1$ which coincides with $\mu_{k^{\prime}}$ and thus there is a set of quotients $q_{1}, \cdots, q_{n}$ symmetrical from the ends. If $n$ were odd, $n=2 i-1 \geqq 3, p=\left[q_{1} \cdots q_{i-1} q_{i} q_{i-1} \cdots q_{1}\right]$ has the factor [ $\left.q_{1} \cdots q_{i-1}\right]$ by (3). Hence $n=2 i$ and

$$
p=\left[q_{1} \cdots q_{i} q_{i} \cdots q_{1}\right]=\left[q_{1} \cdots q_{i}\right]^{2}+\left[q_{1} \cdots q_{i-1}\right]^{2} .
$$

C. G. Reuschle ${ }^{80}$ expressed as a sum of two squares each prime $4 n+1$ up to 12377, and to 24917 for those primes for which 10 is a quadratic residue.
A. Cayley ${ }^{81}$ wrote $E^{\prime}(n / k)=1$ or 0 according as $n / k$ is an integer or not and proved that the number of ways the integer $n$ is a $2_{2}$ is

$$
\nu=E^{\prime}(n)-E^{\prime}(n / 3)+E^{\prime}(n / 5)-E^{\prime}(n / 7)+\cdots
$$

if $n=\alpha^{2}+\beta^{2}$ is counted twice when $\alpha \neq \beta$. Hence $\nu$ is the number of lattice points on the quadrant of the circle with radius $\sqrt{n}$ and center at the origin. Eisenstein's ${ }^{56}$ formula follows readily.
J. Liouville ${ }^{82}$ stated the formula

$$
\Sigma(-1)^{(s-1) / 2}\left[\frac{n}{s}\right]=\Sigma\left[\sqrt{n-\theta^{2}}\right]
$$

summed for $s=1,3,5, \cdots$ and for $\theta=0,1,2, \cdots,[\sqrt{n}]$, and implied that it is connected with sums of two squares. It was proved geometrically by L. Goldschmidt, ${ }^{83}$ who showed that the right member is the number of lattice points in a quadrant of the circle $\tau^{2}+\theta^{2}=n$.
F. Unferdinger ${ }^{84}$ proved, by use of norms of complex numbers, that a product of $n$ sums of two squares can be expressed as a 2 in $2^{n-1}$ ways, distinct in general.
S. Kaminsky ${ }^{85}$ proved that $x^{2}+y^{2}=p z^{2}$ is impossible in integers if $p$ is a prime $4 n+3$.
F. Woepcke ${ }^{86}$ proved by induction from $p, p^{n}, p^{n+1}$ to $p^{n+2}$ that any power of a prime $4 m+1$ can be expressed in one and but one way as a sum of two relatively prime squares. The proof shows that the number of all decompositions (primitive or not) of $p^{\lambda}$ as a 2 is $(\lambda+1) / 2$ if $p$ is odd, $\lambda / 2$ if $p=2$. Hence follows Gauss' ${ }^{37}$ formula. Also the number of primitive decompositions of $p_{1}^{\alpha_{1}} \cdots p_{\nu}^{a_{\nu}}$ is $2^{\nu-1}$, if each $p_{i}$ is of the form $4 m+1$.
J. Plana ${ }^{87}$ used Jacobi's ${ }^{46}$ formula to prove Gauss ${ }^{37}$ result on the number of ways of expressing $N=2^{\mu} S^{2} p^{a} p^{\prime \beta} \cdots$ as $a^{2}+b^{2}$, where $p, p^{\prime}, \cdots$ are
${ }^{\text {so }}$ Math. Abh., Neue Zahlenth. Tabellen, Progr. Stuttgart, 1856. Errata by Cunningham, Mess. Math., 34, 1904-5, 133-5.
${ }^{81}$ Quar. Jour. Math., 1, 1857, 186-191.
${ }^{82}$ Jour. de Math., (2), 5, 1860, 287-8.
${ }^{83}$ Beiträge zur Theorie der quad. Formen, Diss. Göttingen, Sondershausen, 1881.

* Archiv Math. Phys., 34, 1860, 83-100.
${ }^{85}$ Nouv. Ann. Math., (1), 20, 1861, 97-9.
${ }^{8}$ Atti Accad. Pont. Nuovi Lincei, 14, 1860-1, 311-5.
primes $4 k+1$. To find $a, b$ without trial, express $p, p^{\prime}$ as 四 by continued fractions and apply (1) and

$$
\begin{aligned}
& \left(P^{2}+Q^{2}\right)^{t}=G^{2}+H^{2}, \quad G=P^{t}-\binom{t}{2} P^{t-2} Q^{2}+\binom{t}{4} P^{t-4} Q^{4}-\cdots, \\
& H=t P^{t-1} Q-\binom{t}{3} P^{t-3} Q^{3}+\binom{t}{5} P^{t-5} Q^{5}-\cdots .
\end{aligned}
$$

G. L. Dirichlet ${ }^{88}$ used the theory of binary quadratic forms to prove that, if $m$ is a product of powers of $\mu$ primes $4 h+1$, the number of sets of relatively prime solutions $x, y$ of $x^{2}+y^{2}=m$ is $2^{\mu+2}$. The number (§91) of all sets of solutions is the quadruple of the excess of the number of its divisors $4 h+1$ over the number of its divisors $4 h+3$.
A. Vermehren, ${ }^{89}$ to express $z^{3}$ as a sum of two squares, put $z=u+v$; F. Unferdinger 90 noted that the product of the expansions of $(a \pm b i)^{m}$. gives $\left(a^{2}+b^{2}\right)^{m}=A^{2}+B^{2}$, where $A, B$ are known polynomials. $\mathrm{He}^{84}$ had shown that a product $P$ of $n$ sums of two squares can be expressed as a (2) in $2^{n-1}$ ways distinct in general. The same result therefore holds for $P^{m}$. prime squares is a sum of two relatively prime squares.
V. Eugenio ${ }^{91}$ proved the Lemma ${ }^{24}$ as follows. Let $M$ divide $P^{2}+Q^{2}$, where $P$ is prime to $Q$, and call $P^{\prime} / Q^{\prime}$ the next to the last convergent of the $Q^{2}$, $\left(P P^{\prime}+Q Q^{\prime}\right)^{2}+1$. Thus $M$. Then $P Q^{\prime}-P^{\prime} Q= \pm 1$. By (1), $M$ divides Express $M / N$ as a continued fraction with an even number of quotients:

$$
a+\frac{1}{a_{1}}+\cdots+\frac{1}{a_{n-1}}
$$

where $n=2 \mathrm{~s}$. Let $M_{1} / N_{1}, \cdots, M_{n} / N_{n} \equiv M / N$ be the successive con-

$$
\begin{gather*}
M_{i+1}=M_{i} a_{i}+M_{i-1}, N_{i+1}=N_{i} a_{i}+N_{i-1}, M N_{n-1}-N M_{n-1}=(-1)^{n}  \tag{4}\\
\frac{M}{M_{n-1}}=a_{n-1}+\frac{1}{a_{n-2}}+\cdots+\frac{1}{a_{1}}+\frac{1}{a} . \tag{5}
\end{gather*}
$$

Now $N^{2}+1=M N^{\prime}$. Thus by ( $4_{3}$ ), $M\left(N^{\prime}-N_{n-1}\right)=N\left(N-M_{n-1}\right)$. Thus $M$ divides $N-M_{n-1}<M$. Hence $M_{n-1}=N$. Thus (5) equals $\frac{M}{N}=a+\frac{1}{a_{1}}+\cdots+\frac{1}{a_{s-1}}+\frac{1}{a_{s-1}}+\cdots+\frac{1}{a_{1}}+\frac{1}{a}=\frac{M_{s}}{N_{s}}+1 /\left(\frac{M_{s}}{M_{s-1}}\right)$.
But $M_{s-1}=N_{s}$. Thus $M / N=\left(M_{s}^{2}+N_{s}^{2}\right) / M_{s} N_{s}, M=M_{s}^{2}+N_{s}^{2}$.
${ }^{88}$ Zahlentheorie, 868,1863 ; ed. 2, 1871; ed. 3, 1879; ed. 4, 1894.
${ }^{89}$ Die Pythagoräischen Zahlen, Progr. Domschule, Güstrow, 1863.
${ }^{90}$ Archiv Math. Phys., 49, 1869, 116-7.
${ }^{9}$ Giornale di Mat., 8, 1870, 162-5. 254 , 559.
P. Seeling ${ }^{92}$ proved that if $A$ is a prime $4 m+1$ the period of the continued fraction for $\sqrt{A}$ has an odd number of terms. Hence $A$ is a 2 .
J. Petersen ${ }^{93}$ reproduced Euler's ${ }^{24}$ proof that every divisor of a sum of two relatively prime squares is a 2 . Then by Wilson's theorem, every prime $4 n+1$ is a 2 . He proved Gauss' ${ }^{37}$ result on the number of solutions of $x^{2}+y^{2}=A$.
L. Lorenz ${ }^{94}$ proved that

$$
\sum_{m, n=-\infty}^{+\infty} q^{m^{2}+n^{2}}=1+4 \sum_{m=0}^{\infty} \sum_{n=1}^{\infty}\left\{q^{(4 m+1) n}-q^{(4 m+3) n}\right\}
$$

whence $m^{2}+n^{2}=N$ has $4\left(a_{N}-b_{N}\right)$ solutions if $a_{N}$ is the number of divisors of the form $4 m+1$ of $N$, and $b_{N}$ the number of divisors of the form $4 m+3$.
P. Bachmann ${ }^{95}$ employed the theory of roots of unity to prove that every prime $p=4 n+1$ is a sum of two squares, to compute the squares, and to prove Gauss' ${ }^{44}$ result.
J. W. L. Glaisher ${ }^{96}$ would strike out of the list of numbers

$$
\begin{array}{rrrrrrl}
1 & 2 & 3 & 4 & 5 & 6 & \cdots \\
-3 & -6 & - & -12 & -15 & -18 & \cdots \\
5 & 10 & 15 & 20 & 25 & 30 & \cdots \\
-7 & -14 & -21 & -28 & -35 & -42 & \cdots \\
9 & 18 & 27 & 36 & 45 & 54 & \cdots \\
. & . & . & . & . & . & \cdots \\
. & . & . & . & . & . & \cdots
\end{array}
$$

every one whose negative occurs in the list. Each remaining positive number $1,2,4,5,8,9,10, \cdots$ is a 2 and every ${ }^{2}$ occurs in the final set. The proof is by Jacobi's ${ }^{46}$ formula. He gave a like scheme to obtain the numbers expressible as a sum of two odd squares.
R. Hoppe ${ }^{97}$ proved that every prime $p=4 n+1$ is a ${ }^{2}$. The values of $r=x^{2}$ for $x=1, \cdots, 2 n$ are incongruent modulo $p$. But $r^{2 n} \equiv 1$ has only $2 n$ roots and $-r$ is a root. Hence to each $x$ corresponds an integer $y$ such that $y^{2} \equiv-r$. Thus $x^{2}+y^{2}=p q$. If $p_{1}$ is a factor of $q$, we get $x_{1}^{2}+y_{1}^{2}=p_{1} q_{1}$. Since the $q$ 's decrease, we finally get a $q_{k}=1$, whence $x_{k}^{2}+y_{k}^{2}=p_{k}$. The remaining factors of $q_{k-1}$ are 2, whence $q_{k-1}$ is a 2 . Then $p_{k-1}=2 / q_{k-1}=[2]$, etc. Finally, $p$ is a 2$]$.
F. L. F. Chavannes ${ }^{98}$ considered an integer $N$ whose prime factors are distinct and each of the form $4 e+1$ and hence a (22. Thus $N=\Pi\left(\alpha^{2}+\beta^{2}\right)$. Set $N_{1}=\left(\alpha^{2}+\beta^{2}\right)\left(\gamma^{2}+\delta^{2}\right), N_{2}=N_{1}\left(\epsilon^{2}+\zeta^{2}\right), \cdots$, whence $N_{1}=x_{1}^{2}+y_{1}^{2}$ for $x_{1}=\alpha \gamma \pm \beta \delta, y_{1}=\beta \gamma \mp \alpha \delta$. Similarly, each pair $x_{1}, y_{1}$ yields two
${ }^{02}$ Archiv Math. Phys., 52, 1871, 40-9.
${ }^{23}$ Tidsskrift for Math., (3), 1, 1871, 80-4.
${ }^{2}$ Ibid., 97.
${ }^{\circledR}$ Die Lehre von der Kreistheilung, 1872, 122-137, 235.
${ }^{56}$ Math. Quest. Educ. Times, 20, 1873, 87; British Assoc. Report, 46, 1873, 10-12 (Trans. Sect.).
${ }^{97}$ Archiv Math. Phys., 56, 1874, 223.
${ }^{18}$ Bull. Soc. Vaudoise des Sc. Naturelles, Lausanne, 13, 1874-5, 477-509.
sets of solutions $x_{2}, y_{2}$ of $N_{2}=x_{2}^{2}+y_{2}^{2}=\left(x_{1}^{2}+y_{1}^{2}\right)\left(\epsilon^{2}+\zeta^{2}\right)$. Then $N_{3}=x_{3}^{2}+y_{3}^{2}$ has 8 sets, etc. It is proved (pp. 503-6) that if $p$ and $p^{\prime}$ are primes $4 e-1$, no one of $p, p^{\prime}$ or $p p^{\prime}$ is a [2].
V. Schlegel ${ }^{99}$ stated that the numbers $(8 \lambda+7) 4^{\mu}$ are the only ones not a sum of fewer than four squares; the numbers $(4 \lambda+3) 2^{\mu}$ and the products of two relatively prime numbers of that form are the only numbers not a sum of fewer than three squares. The numbers representable as a 2 are $s \cdot 2^{\mu}$, where $s=4\left(\lambda^{2}+\nu^{2}+\nu\right)+1$. The numbers representable in $n$ ways as a ${ }_{2}^{2}$ are $2^{\mu}$ times the product of $n$ factors $s$.
T. Muir ${ }^{100}$ noted that by Lagrange's theorem any integer $A$ is of the form $x^{2}+y^{2}$ if in the continued fraction for $\sqrt{A}$ the period of the partial denominators has an odd number of terms. Muir ${ }^{101}$ gave formulas for $x$ and $y$. For, the general expression for such an integer is $A=R^{2}+S$,

$$
\begin{aligned}
R & =\frac{1}{2} K\left(a_{1} a_{2} \cdots a_{2} a_{1}\right) M+\frac{1}{2} K\left(a_{1} a_{2} \cdots a_{2}\right) K\left(a_{2} a_{3} \cdots a_{3} a_{2}\right) \\
S & =K\left(a_{1} a_{2} \cdots a_{2}\right) M+K\left(a_{2} \cdots a_{2}\right)^{2}
\end{aligned}
$$

where $a_{1} a_{2} \cdots a_{n} a_{n} \cdots a_{2} a_{1}$ is the period, while $K$ is a continuant. For example,

$$
K\left(a_{1} a_{2} a_{3} a_{4}\right)=\left|\begin{array}{cccc}
a_{1} & 1 & 0 & 0 \\
-1 & a_{2} & 1 & 0 \\
0 & -1 & a_{3} & 1 \\
0 & 0 & -1 & a_{4}
\end{array}\right|
$$

Then $A=x^{2}+y^{2}$,

$$
\begin{aligned}
& 2 x=\left\{K\left(a_{1} \cdots a_{n}\right)^{2}-K\left(a_{1} \cdots a_{n-1}\right)^{2}\right\} M+K\left(a_{1} \cdots a_{n}\right) K\left(a_{2} \cdots a_{n}\right)^{3} \\
& -K\left(a_{1} \cdots a_{n-1}\right) K\left(a_{2} \cdots a_{n-1}\right)^{3}+(-1)^{n} 3 K\left(a_{2} \cdots a_{n-1}\right) K\left(a_{2} \cdots a_{n}\right) \text {, } \\
& y=\left\{K\left(a_{1} \cdots a_{n}\right) K\left(a_{1} \cdots a_{n-1}\right)\right\} M+K\left(a_{1} \cdots a_{n}\right) K\left(a_{2} \cdots a_{n-1}\right)^{3} \\
& +K\left(a_{1} \cdots a_{n-1}\right) K\left(a_{2} \cdots a_{n}\right)^{3} .
\end{aligned}
$$

When $M=K\left(a_{1} \cdots a_{2}\right), A=x^{2}+y^{2}$ is also the sum of 3 squares.
E. Lucas ${ }^{102}$ gave the complete solution of $u^{2}+v^{2}=y^{4}$ and stated that the same process applies to $u^{2}+v^{2}=y^{2 \pi}$.
S. Roberts ${ }^{103}$ derived all the decompositions into the sum of two squares of an odd positive integer $D$, containing no square factor, and such that $t^{2}-D u^{2}=-1$ is solvable in integers, by developing into a continued fraction $\sqrt{N / M}$, where $M$ and $N$ are complementary factors of $D$ and $M<\sqrt{D}$. For $D$ odd, we take $M<\sqrt{D / 2}$.
G. H. Halphen ${ }^{104}$ considered the sum $s(x)$ of the positive divisors $d$ of a positive integer $x$ such that $x / d$ is odd. Then

$$
\frac{1}{2} s(x)=s(x-1)-s(x-4)+s(x-9)-\cdots \pm s\left(x-n^{2}\right)+\cdots
$$

[^173]the series being continued as long as $x-n^{2}$ is positive; if $x$ is a square, $s(0)$ is replaced by $x / 2$. The proof is by use of the series for
$Q \equiv(1-q)\left(1-q^{2}\right)\left(1-q^{3}\right) \cdots=(1+q)\left(1+q^{2}\right) \cdots\left(1-2 q+2 q^{4}-2 q^{9}+\cdots\right)$.
Hence if $x$ is not a square and no $x-n^{2}$ is a square, $s(x)$ is a multiple of 4. Thus $s(x)$ is a multiple of 4 when $x$ is not a square or a 22. If also $x$ is a prime, $x$ is of the form $4 m-1$, since $s(x)=x+1$. Hence every prime not a 2 is of the form $4 m-1$, so that every prime $4 m+1$ is a 2 .
S. Realis ${ }^{105}$ proved that every prime $4 n+1$ is the quotient of $x^{2}+y^{2}$ by the common factor of $x^{2}$ and $y^{2}$, where
$$
x=\alpha^{2}+\beta^{2}-\gamma^{2}, \quad y=(\gamma-\alpha)^{2}+(\gamma-\beta)^{2}-\gamma^{2} .
$$

For the latter values and

$$
u=\alpha^{2}+(\alpha-\gamma)^{2}-(\alpha-\beta)^{2}, \quad v=\beta^{2}+(\beta-\gamma)^{2}-(\beta-\alpha)^{2}
$$

we have $x^{2}+y^{2}=u^{2}+v^{2}$, identically, and they furnish all the solutions.
E. Lucas ${ }^{106}$ proved that every prime $4 k+1$ is a ${ }^{2}$ by use of "satins" $n_{a}$ formed of the points $(x, y)$ with $x=0,1, \cdots, n$ such that $y$ is the residue of $a x$ modulo $n$ where $a$ is prime to $n$ and $a<n$. Since each parallel to the $y$-axis contains one and but one point of the satin, $\alpha x \equiv 1(\bmod n)$ has a unique solution. If $f^{2}+1 \equiv 0$ is solvable, $y \equiv f x$ gives $f y \equiv f^{2} x \equiv-x$, and the satin $n_{f}$ is unaltered by a rotation through a right angle and is a square satin. If $n$ is a prime $p=4 k+1$, we can separate $2,3, \cdots, p-2$ into $(p-5) / 4$ sets of four numbers like $a, \alpha, p-a, p-\alpha$, where $a \alpha \equiv 1$ $(\bmod p)$, and one set $p, p-f$, such that $f(p-f) \equiv 1$, whence $f^{2}+1 \equiv 0$ is solvable. Thus $p$ divides a sum of two squares. Since the satin is formed of squares having $p$ as a side, $p$ is a sum of two squares.
T. Harmuth ${ }^{107}$ proved that every prime $p=4 n+1$ divides a sum of two relatively prime squares. Let $g$ be an odd primitive root of $p$ and set $g^{\lambda} \equiv 2(\bmod p) . \quad$ Then $g^{2 e}+2^{2} \equiv 0(\bmod p), e=\lambda+(p-1) / 4$.
S. Günther ${ }^{108}$ proved (1) by use of lattice (gitter) points. No three lattice points are vertices of a regular triangle. The geometrical proof by Lucas shows that

$$
x^{2}+y^{2}=u^{2}+v^{2}=2(u x+v y)
$$

have no rational solutions. If $a^{2}$ is a $2, a$ is a 2,
For the knight's path problem in chess, we have (pp. 14-16) the system of equations

$$
\left(x_{i}-x_{i+1}\right)^{2}+\left(y_{i}-y_{i+1}\right)^{2}=5 \quad\left(i=1,2, \cdots, n^{2}-1\right),
$$

and, if the path is closed, also

$$
\left(x_{n^{2}}-x_{1}\right)^{2}+\left(y_{n 3}-y_{1}\right)^{2}=5
$$

[^174]If the path is symmetrical, there are further conditions. He gave a history of the subject.
N. V. Bougaief ${ }^{109}$ applied elliptic functions to the decomposition of numbers into squares (with relation to Jacobi's ${ }^{47}$ Fundamenta Nova).
E. Fauquembergue ${ }^{110}$ noted that a cube $\neq 1$ is never a sum of squares of two consecutive integers.
E. Cesàro ${ }^{111}$ considered the function $\psi(n)=\Sigma f(a)$, where $a$ ranges over all the positive integers for which $n-a^{2}$ is a square. Then

$$
\sum_{j=1}^{n} \psi(j)=\sum_{j=1}^{\mu} r_{j} f(j), \quad r_{j}=\left[\sqrt{n-j^{2}}\right], \quad \mu=[\sqrt{n}] .
$$

For $f(x)=1, \psi(n)$ is the number of positive integral solutions of $x^{2}+y^{2}=n$; then $\Sigma \psi(j)$ equals $n \pi / 4$ asymptotically, whence the number of ways of decomposing a number into a sum of two squares is in mean $\pi / 4$.
T. J. Stieltjes ${ }^{12}$ states that if $f(n)$ is the number of solutions of $x^{2}+y^{2}=n$, and if $\mu$ is the largest odd integer $\leqq \sqrt{n}$, then $f(2 \cdot 1)+f(2 \cdot 5)+\cdots+f(2 \cdot n)$

$$
=8 \sum_{i=0}(-1)^{t}\left[\frac{n-(2 t+1)^{2}}{4(2 t+1)}\right]+4 \cos ^{2} \frac{(\mu-1) \pi}{4}, \quad n \equiv 1(\bmod 4),
$$

$f(1)+f(9)+f(17)+\cdots+f(n)$

$$
=8 \sum_{t=0}(-1)^{t}\left[\frac{n-(2 t+1)^{2}}{8(2 t+1}\right]+4 \cos ^{2} \frac{(\mu-1) \pi}{4}, \quad n \equiv 1(\bmod 8)
$$

$f(5)+f(13)+f(21)+\cdots+f(n)$

$$
=8 \sum(-1)^{t}\left[\frac{n-(2 t+1)(2 t+5)}{8(2 t+1)}\right]+\sin ^{2} \frac{k \pi}{2}, \quad n \equiv 5(\bmod 8),
$$

where, in the last, $k=\left[\frac{1}{2}(\sqrt{n+4}-1)\right]$. If $\phi(x)$ is the sum of the odd divisors of $x$,

$$
\begin{gathered}
\phi(1)+\phi(5)+\cdots+\phi(4 n+1), \quad \phi(1)+\phi(3)+\cdots+\phi(2 n-1) \\
\phi(1)+\phi(2)+\cdots+\phi(n)
\end{gathered}
$$

are expressed as sums of greatest integers.
T. Pepin ${ }^{133}$ proved that, if $m$ is an odd number not a square,

$$
m \sigma(m)=2 \sum_{n}\left\{2+(-1)^{m-n}\right\}\left(5 n^{2}-m\right) X\left(m-n^{2}\right),
$$

where $X(k)$ is the sum of the odd divisors of $k$ and $\sigma(k)$ is the sum of all the divisors of $k$. Let $m$ be a prime $4 l+1$. Hence

$$
1 \equiv \Sigma\left(20 \mu^{2}-m\right) \sigma\left(m-4 \mu^{2}\right) \quad(\bmod 2) .
$$

Thus among the differences $m-4 \mu^{2}$ occur an odd number of squares, so that $m$ is a 2 .

[^175]E. Catalan ${ }^{114}$ expressed $s=x^{4 n+2}+y^{4 n+2}$ as the sum of the squares of two polynomials, and $s^{2}$ as such a sum in two ways (p. 51). By use (p.63) of $(x \pm i y)\left(x^{2} \pm i y^{2}\right) \cdots\left(x^{2 n-1} \pm i y^{2^{n-1}}\right)=P+i Q$, we get $2^{n-1}$ decompositions of $\left(x^{2}+y^{2}\right)\left(x^{4}+y^{4}\right) \cdots\left(x^{2^{n}}+y^{2^{n}}\right)$ as a (2.

Catalan ${ }^{115}$ noted that, if $a+b=2$, and $n=2^{p}$,

$$
a^{n-1}+a^{n-2} b+\cdots+b^{n-1}=2
$$

C. Hermite ${ }^{116}$ stated that if $f(n)$ is the number of solutions of $x^{2}+y^{2}=n$, $f(2)+f(6)+\cdots+f(4 n+2)$

$$
=4\left\{E_{1}\left(\frac{2 n+1}{2}\right)+E_{1}\left(\frac{2 n+2}{6}\right)+\cdots+E_{1}\left(\frac{4 n+1}{4 n+2}\right)\right\},
$$

where $E_{1}(x)=\left[x+\frac{1}{2}\right]-[x]=[2 x]-2[x]$ is the function used by Gauss.

Hermite ${ }^{117}$ proved by use of expansions of elliptic functions

$$
\begin{aligned}
& s \equiv f(1)+f(2)+\cdots+f(C)=4 \Sigma(-1)^{(a-1) / 2}[C / a] \\
& t \equiv f(2)+f(10)+\cdots+f(8 C+2)=4 \Sigma(-1)^{\sim-1}[(2 C+c) /(2 c-1)]
\end{aligned}
$$

summed for $a=1,3,5, \cdots ; c=1,2,3, \cdots$. He stated that

$$
\begin{aligned}
\frac{1}{4} s=\left[\frac{C}{1}\right]-\left[\frac{C}{3}\right]+ & \cdots-(-1)^{n}\left[\frac{C}{2 n-1}\right]+E_{1}\left[\frac{C+1}{4}\right] \\
& +E_{1}\left(\frac{C+2}{8}\right)+\cdots+E_{1}\left(\frac{C+n}{4 n}\right)-n \sin ^{2} \frac{n \pi}{2},
\end{aligned}
$$

where $n=[(\sqrt{8 C+1}+1) / 4]$. Also, for $n=[(\sqrt{4 C+1}+1) / 2]$,

$$
\begin{aligned}
t=8\left\{\left[\frac{C}{1}\right]-\left[\frac{C-1 \cdot 2}{3}\right]+\right. & {\left[\frac{C-2 \cdot 3}{5}\right]-\cdots } \\
& \left.-(-1)^{n}\left[\frac{C-n^{2}+n}{2 n-1}\right]\right\}+4 \sin ^{2} \frac{n \pi}{2}
\end{aligned}
$$

He proved Gauss' ${ }^{45}$ result for $s$; also, J. Liouville's ${ }^{118}$ result

$$
t=4 \sum\left[\frac{1}{2}\left(\sqrt{4 n+2-a^{2}}+1\right)\right]
$$

L. Gegenbauer ${ }^{119}$ concluded from a general theorem on quadratic forms that the number of ways any number $r$ which is odd or the double of an odd number can be represented as a sum of two squares is the quadruple of the number of decompositions into two relatively prime factors of those divisors of $r$ which have only prime factors of the form $4 s+1$ and a square as complementary factor. The number of representations by $x^{2}+y^{2}$ of those divisors of $r$ whose complementary divisor is a product of

[^176]an even number of primes exceeds the number of representations of the remaining divisors by the excess of the number of those divisors, with complementary square divisor, of the form $4 s+1$ over the number of such divisors of the form $4 s-1$.
T. Pepin ${ }^{120}$ quoted Dirichlet's ${ }^{52}$ theorem that the number of representations of an odd number $n$ by $x^{2}+y^{2}$ is $4 \rho$, where
$$
\rho=\sum_{i / n}\left(\frac{-1}{i}\right)
$$
is a sum of Legendre-Jacobi symbols. It follows readily that the number $\rho$ is the excesions of $2 n$ is $4 \rho$ and the number of decompositions is $\rho$. Since $\rho$ is the excess of the number of divisors $4 l+1$ over the number of divisors
$4 l+3$, we have Jacobi'so is that excess. Likewise, $2^{2} n=n^{2}$ that the number of decompositions of $2 n$
S. Réalis ${ }^{121}$ noted that if $p$ is $y^{2}$ has $4 \rho$ solutions. form $4 q+1$, all integral solutions prime or a product of primes of the identity
$$
(a+b+1)^{2}+(a-b)^{2}=4\left(\frac{a^{2}+a}{2}+\frac{b^{2}+b}{2}\right)+1,
$$
by giving to $a$ and $b$ such integral values that the second member takes the value $p$. Thus the problem reduces to that of expressing $q$ as a sum of two
triangular numbers. $p=x^{2}+y^{2}$, where $x$ and $y$ are relatively double of an odd number and if
$$
x, y=p-\left(\frac{m^{2}-m}{2}+\frac{n^{2} \mp n}{2}\right) .
$$ $(2 n)^{2}$. From any pair $x_{1}^{2}, y_{1}^{2}$, whose sum is not divisible by the prime
$p=4 n+1$, we new sums $\nu^{2} x_{2}^{2}+\nu^{2} y_{2}^{2}$; etc. exists a sum $s=A^{2}+B^{2}$ But $2 n$ does not divide $n(2 n-1)$. Hence there the attempt to prove that, ifisible by $p, 0<A<\frac{1}{2} p, 0<B<\frac{1}{2} p$. In quotient is a sum of two squares is divisible by a prime $q=a^{2}+b^{2}$, the $d$ not being assumed integuares, the quotient is taken to be $c^{2}+d^{2}, c$ and From $s=x^{2}+y^{2}$, it is concluded By (1), $q\left(c^{2}+d^{2}\right)$ is of the form $x^{2}+y^{2}$.
R. Lipschitz ${ }^{123}$ noted thated erroneously that $A=x$ or $y, B=y$ or $x$. for which $x_{1}^{2}+x_{i}^{2}=y_{1}^{2}+y_{2}^{2}$ all real substitutions of determinant unity $\left(\lambda_{0}+i \lambda_{12}\right)\left(x_{1}+i x_{2}\right)=\left(\lambda_{0}\right.$. automorphs) are given by multiplying by $\lambda_{0}-i \lambda_{12}$ and equating the $\left.x_{2}\right)=\left(\lambda_{0}-i \lambda_{12}\right)\left(y_{1}+i y_{2}\right)$

[^177]conversely. In particular, all rational automorphs of $x_{1}^{2}+x_{2}^{2}$ are derived by taking $\lambda_{0}$ and $\lambda_{12}$ to be relatively prime integers. To show ( $p$. 384) that every prime $p=4 r+1$ is a 22 , use a solution of $\omega^{2}+1 \equiv 0(\bmod p)$ and set $\xi_{1}=\omega \xi_{2}$, where $\xi_{2}$ is any integer not divisible by $p$. We can choose relatively prime integers $\rho_{0}, \rho_{21}$ such that $\tau \rho_{0}$ and $\tau \rho_{21}$ are numerically $<p / 2$ and congruent modulo $p$ to $\xi_{1}$ and $\xi_{2}$ respectively. Take $\rho_{12}=-\rho_{21}$. Then $\tau^{2}\left(\rho_{0}^{2}+\rho_{12}^{2}\right)$ is $<\frac{1}{2} p^{2}$ and is divisible by $p$. Hence $\rho_{0}^{2}+\rho_{12}^{2}=p t$, where $t<p / 2$. Determine $\phi_{0}$ and $\phi_{12}$ numerically $<t / 2$ and congruent modulo $t$ to $\rho_{0}$ and $\rho_{12}$ respectively. Then $\phi_{0}^{2}+\phi_{12}^{2}=t t^{\prime}$, where $t^{\prime} \leqq t / 2$. Then
$$
\left(\phi_{0}-i \phi_{12}\right)\left(\rho_{0}+i \rho_{12}\right)=\tau^{\prime} t\left(\rho_{0}^{\prime}+i \rho_{12}^{\prime}\right),
$$
where $\rho_{0}^{\prime}, \rho_{12}^{\prime}$ are relatively prime. Hence $\rho_{0}^{\prime 2}+\rho_{12}^{\prime 2}=p k, k=t^{\prime} / \tau^{\prime 2} \leqq t / 2$. Repeating this process, we finally get $\lambda_{0}=\rho_{0}^{(8)}, \lambda_{12}=\rho_{12}^{(0)}$, such that $\lambda_{0}^{2}+\lambda_{12}^{2}=p$, and
\[

$$
\begin{equation*}
\lambda_{0} \xi_{1}-\lambda_{12} \xi_{2} \equiv 0, \quad \lambda_{12} \xi_{1}+\lambda_{0} \xi_{2} \equiv 0(\bmod p) \tag{6}
\end{equation*}
$$

\]

Similarly we can find a complex integer with relatively prime coordinates $\lambda_{0}, \lambda_{12}$, whose norm is any power $p^{\gamma}$ of $p$ and which satisfies (6) modulo $p^{\gamma}$. If $m=p^{\gamma} q^{\delta} \cdots$, where $p, q, \cdots$ are primes $\equiv 1(\bmod 4)$, or if $m$ is the double of such a product, apply the preceding discussion for each $p^{\gamma}$ and take the product of the resulting complex integers. By using all sets of solutions of $\xi_{1}^{2}+\xi_{2}^{2} \equiv 0\left(\bmod p^{\gamma}\right)$, we get every proper representation of $m$ as a 2 and each once and but once.
C. Hermite ${ }^{124}$ proved by use of elliptic functions that, if $M=4 n+1$, $S=f(1)+f(5)+f(9)+\cdots+f(M)$

$$
=4 \Sigma(-1)^{(m-1) / 2}+8 \Sigma(-1)^{(m-1) / 2}\left[\frac{M-m^{2}}{4 m}\right]
$$

summed for $m=1,3,5, \cdots$, where $f(n)$ is the number of representations of $n$ as a 2. The asymptotic value of $S$ is $\frac{1}{2} M \pi$.
A. Berger ${ }^{125}$ gave an elementary proof of the theorem that, if $n$ is a positive odd integer, the number of all sets of solutions of $x^{2}+y^{2}=n$ is $4 \Sigma(-1)^{(\delta-1) / 2}$, where $\delta$ ranges over all positive divisors of $n$. While Dirichlet's proof was by transcendental analysis, Berger uses only the known number (Dirichlet ${ }^{88}$ ) of relatively prime sets of solutions.

Berger ${ }^{126}$ proved that if $n$ is a positive integer the number of sets of integers $x, y$ for which $x^{2}+y^{2}=n$ is $4 \Sigma \sin \delta \pi / 2$ (Berger ${ }^{125}$ ).
C. Hermite ${ }^{127}$ proved Gauss' ${ }^{45}$ formula for the number of sets of integers $x, y$ for which $x^{2}+y^{2} \leqq A$.
E. Catalan ${ }^{128}$ noted that, if $x^{2}+y^{2}+z^{2}$ is a square,

$$
\left\{\left(x^{2}+z^{2}\right) p-\left(y^{2}+z^{2}\right) q\right]^{2}+4 x^{2} y^{2} p q=\text { 2 }
$$

If $B^{2}-A C=-m^{2}, \quad(C a-A c)^{2}-4(B c-C b)(A b-B a)=2$.

[^178]J. W. L. Glaisher ${ }^{129}$ wrote $4 G(n)$ for the excess of the number of representations of $n$ in the form $(6 r)^{2}+(6 s+1)^{2}$ over the number of those in the form $(6 r+2)^{2}+(6 s+3)^{2}$, provided $n \equiv 1(\bmod 12)$, whence the representations of $n$ as a (2] are of one of those two types. If $p, q$ are relatively prime numbers $12 k+1, G(p r)=G(p) G(r)$. He evaluated $G\left(a^{a}\right), a$ being a prime. The number of representations of $n$ as a 2 is $4 E(n)$, where $E(n)$ is the excess of the number of divisors $4 k+1$ of $n$ over the number of divisors $4 k+3$. There are noted simple relations between $E(n)$ and $G(n)$. It is shown (p. 195) by elliptic functions that the number of representations of $4 n+1$ as a sum of an even and an odd square is $4 E(4 n+1)$; the number of representations of $8 n+2$ as a sum of two odd squares is $4 E(4 n+1)$. Hence if $n \equiv 1(\bmod 4), n$ and $2 n$ have the same number of representations as 22. Next, $E(36 n+9)=E(4 n+1)$. The number of compositions of a number as a sum of two squares, both of the form $(12 n+1)^{2}$ or both of the form $(12 n+5)^{2}$, or one of each form, is expressed in terms of functions $E$ and $G$. Similarly for representations by the forms at the beginning of this summary. Let (pp. 211-3) $m$ be odd, $a$ even, $b$ odd and not divisible by $3, c \equiv 1, d \equiv 5(\bmod 12)$; then the number of representations by $3 a^{2}+b^{2}, 3 a^{2}+c^{2}, 3 a^{2}+d^{2}, 3 m^{2}+c^{2}$ or $3 m^{2}+d^{2}$ is expressed in terms of $G$ and the excess $H(n)$ of the number of divisors $\equiv 1(\bmod 3)$ of $n$ over the number of divisors $\equiv 2(\bmod 3)$.
F. Goldscheider ${ }^{130}$ discussed the sign of $f$, not determined by Gauss. ${ }^{44}$
L. Gegenbauer ${ }^{131}$ noted that Hermite's ${ }^{124}$ formula is one of a set which follows from a general formula for the sum of the values taken by an arbitrary function $f(y)$ when $y$ ranges over all those divisors $\leqq \sqrt{k}$ of $k=4 n+1$ or $4 n+3$.
E. Lucas ${ }^{132}$ gave two proofs by use of continued fractions that every divisor of a sum of two relatively prime squares is a (2).
K. Th. Vahlen ${ }^{133}$ deduced from the theory of partitions the fact that every odd integer is a 22 in $E$ ways, if $g^{2}+u^{2}$ and $(-g)^{2}+u^{2}$ are regarded as different ways, while $E$ is the excess of the number of factors $4 m+1$ over the number of factors $4 m+3$. He noted that this fact is equivalent to the theorem of Jacobi ${ }^{50}$ in view of a remark by Euler ${ }^{24}$ (end). Since every integer $N$ is the product of an even power of 2 by an odd integer or by the double of an odd integer, the number of sets of solutions $\geqq 0$ of $x^{2}+y^{2}=N$ is $E$. He gave a summation formula for the number of primitive representations as a 2 .

From a representation $a^{2}+b^{2}+c^{2}+d^{2}$ of an odd prime $p$ we obtain a multiple of 32 representations by permuting $a, \cdots, d$ or changing their signs, except when two are zero, the factor being then $12 \cdot 4$. But there are $8 \sigma(p)$ representations of $p$. Thus if $p=a^{2}+b^{2}$ has $N$ sets of solutions

[^179]$b>a>0$, then $8 \sigma(p) \equiv 48 N(\bmod 32)$. For $p=4 n+1$,
and $N$ is odd.
$$
\sigma(p)=2(2 n+1)
$$
A. Matrot ${ }^{134}$ noted that, if $p=2 h+1$ is a prime, and $a$ is not divisible by $p, a^{h} \equiv \pm 1(\bmod p)$ by Fermat's theorem. If the upper sign held for every $a$,
$$
s_{h}=1^{h}+\cdots+(p-1)^{h} \equiv p-1(\bmod p)
$$
whereas, for $q<p-1, s_{q} \equiv 0(\bmod p)$, as shown by induction. Hence there exists an $a$ for which $a^{h} \equiv-1$. Let $h=2 k$. Thus $p$ divides a ${ }^{2}$. That $p$ is a ${ }^{2}$ follows as in his 1891 paper on [ 4 .
E. Catalan ${ }^{135}$ repeated the proof by Eugenio. ${ }^{91}$
H. Weber ${ }^{136}$ proved that every prime $n=4 f+1$ is a 2 by use of the four periods each of $f$ terms of $n$th roots of unity.
C. Störmer ${ }^{137}$ proved that $1+x^{2} \neq 2 y^{n}$ if $|x|>1$ and $n$ has an odd divisor $>1$.

Several ${ }^{138}$ treated $x^{2}+(x+1)^{2}=y^{4}$, whence $t^{2}-2 u^{2}=-1$ if

$$
t=2 x+1, \quad u=y^{2} .
$$

Störmer ${ }^{139}$ applied a theorem on Pell's equation (Störmer ${ }^{230}$ of Ch. XII) to find the complete solution of $1+x^{2}=k A_{1}^{z_{1}} \cdots A_{n}^{z_{n}}$ in positive integers, where $k, A_{1}, \cdots, A_{n}$ are given positive integers. In particular, there is a new proof that $1+x^{2}=y^{n}$ or $2 y^{n}$ is impossible if $x>1, y>1, n$ being an odd prime.
M. A. Gruber ${ }^{140}$ gave a table and identities for $4 n+1=$ 围 $^{2}$.

Several writers ${ }^{141}$ discussed $x^{2}+p^{2}=y^{3}$ for $p$ a prime.
G. de Longchamps ${ }^{142}$ noted that $N^{4}$ is a ${ }^{2}$ or $3_{3}$ if $N / \lambda-1$ is a square or [2], since

$$
N^{4} \equiv 16 \lambda(N-\lambda)(N-2 \lambda)^{2}+\left(N^{2}-8 \lambda N+8 \lambda^{2}\right)^{2}
$$

R. Hoppe ${ }^{143}$ used Girard's theorem to prove that a number is a 22 or not according as it has no prime factor of the form $4 n-1$ to an odd power or at least one such prime power factor.
J. H. McDonald ${ }^{144}$ gave a direct proof of Jacobi's ${ }^{48}$ result on the number of representations of an odd positive number as a 2.
C. A. Laisant ${ }^{145}$ noted that $\left(a^{4 n+2}+1\right) /\left(a^{2}+1\right)$ is always a ${ }^{2}$.

[^180]H. Schubert ${ }^{146}$ noted that, if in $x^{2}+y^{2}=u^{2}+z^{2}$ the unknowns have no common factor, either all four are odd or in each member one number is odd and one even. In the first case,
$$
\frac{1}{2}(x+z) \cdot \frac{1}{2}(x-z)=\frac{1}{2}(u+y) \cdot \frac{1}{2}(u-y)
$$
whence we must factor an arbitrary number $g$ in two ways with always one factor even and the other odd. In the second case, $g$ must be a product of two even factors and also a product of an even and an odd factor.
R. E. Moritz ${ }^{188}$ proved that every rational number not a square can be expressed in an infinitude of ways as a quotient of two sums or two differences of two squares, and gave one such expression for each such number < 100.
A. Palmström ${ }^{147}$ noted that $x^{3}=y^{2}+z^{2}$ implies $x=a^{2}+b^{2}$, whence $y=a^{3}+a b^{2}$ or $a^{3}-3 a b^{2}$ [provided $y$ and $z$ are relatively prime]. P. F. Teilhet ${ }^{188}$ obtained all the solutions.
A. Thue ${ }^{199}$ proved that a prime divisor of a 22 is a 22 .

Several ${ }^{149 a}$ found three consecutive integers each a 2 , including $(2 n)^{2}+(2 n)^{2}, 8 n^{2}+1,(2 n-1)^{2}+(2 n+1)^{2}$, provided the second be a ${ }^{2}$, i. e., $n$ be triangular, $n=\left(m^{2}+m\right) / 2$.
L. E. Dickson ${ }^{150}$ proved that all factors of a sum of two relatively prime squares are sums of two squares by use of the theorem that if $a$ and $b$ are relatively prime every prime divisor of $a^{2}+b^{2}$ is of the form $4 n+1$ and the theorem that every prime $4 n+1$ is a sum of squares of two relatively prime integers.
G. Fonten $e^{151}$ proved Gauss' ${ }^{37}$ theorem by showing that, if $A, B, \ldots$ are primes $4 h+1$, there is a $(1,1)$ correspondence between the decompositions of $A^{a} B^{\beta} \ldots$ as a product of two factors and its decomposition into a sum of two squares, provided we fix the order of the two squares whose sum is $A$, or $B$, etc.
A. Cunningham ${ }^{152}$ expressed each prime $4 n+1<100000$ as a 2 .
P. Pasternak ${ }^{153}$ proved that all solutions of $x^{2}+y^{2}=v^{2}+w^{2}$ are

$$
x=m \omega+n p, \quad v=m \omega-n p, \quad y=n \omega-m p, \quad w=n \omega+m p
$$

whence

$$
x^{2}+y^{2}=\left(m^{2}+n^{2}\right)\left(\omega^{2}+p^{2}\right)
$$

Thus every integer which can be expressed as a 2 in more than one way is itself a product of two sums of two squares. From known theorems it is said to now follow that no prime $4 n+1$ is a 2$]$ in more than one way.

[^181]A. Gerardin ${ }^{154}$ discussed the solution of
$$
(10 x+m)^{2}+(10 y+p)^{2}=100 a, \quad a=b^{2}+d^{2}, \quad m<10, p<10
$$

Since $m^{2}+p^{2}=20 h$, we have $m=2, p=4$ or 6 ; $m=4$ or $6, p=8$. These cases are treated in turn. To solve (pp. 89-90) $x^{2}+y^{2}=a^{2}+b^{2}$, set $x=a+m h, b=y+h, m(x+a)=b+y$. Then

$$
h=2(y-a m) /\left(m^{2}-1\right),
$$

and the general solution is said to be
$\left(a m^{2}-2 m y+a\right)^{2}+y^{2}\left(m^{2}-1\right)^{2}=a^{2}\left(m^{2}-1\right)^{2}+\left(y m^{2}-2 a m+y\right)^{2}$.
W. Sierpinski ${ }^{155}$ gave a long proof that, if $A(x)$ is the number of pairs of integers $u, v$ for which $u^{2}+v^{2} \leqq x, A(x)=\pi x+O\left(x^{1 / 3}\right)$, for $O$ defined as in Landau, ${ }^{179}$ while $\pi$ is the usual constant.
E. Jacobsthal ${ }^{156}$ proved that, if $p$ is a prime $\equiv 1(\bmod 4), p=a^{2}+b^{2}$, where, in terms of Legendre's symbols,

$$
a=\frac{1}{2} \phi(r), \quad b=\frac{1}{2} \phi(n), \quad \phi(e)=\sum_{m=1}^{p}\left(\frac{m}{p}\right)\left(\frac{m^{2}+e}{p}\right),
$$

where $r$ is any quadratic residue (as -1 ) of $p$, and $n$ any non-residue. Also, $a \equiv(p-3) / 2(\bmod 8)$. Proof is given of formulas, equivalent to Gauss', ${ }^{44}$ for the residues of $a, b$ modulo $p$.

Identities ${ }^{157}$ solving $a^{2}+b^{2}=2 c^{n}$ have been given.
W. Sierpinski ${ }^{158}$ evaluated sums like

$$
\sum_{n=1}^{x} \tau\left(n^{2}\right), \quad \sum \tau^{2}(n), \quad \sum \tau_{8}(n)
$$

where $\tau(n)$ and $\tau_{8}(n)$ denote the number of decompositions of $n$ into 2 and 8 squares.

* E. N. Barisien ${ }^{159}$ expressed $2^{n}$ as a ratio of two 22.
J. Sommer ${ }^{160}$ applied ideals to show that every prime $4 n+1$ is a [2].
L. Aubry ${ }^{161}$ cited known results.
G. Bisconcini ${ }^{162}$ proved that $n$ is a $[2$ if and only if $n$ contains no odd power of a prime $4 k-1$, and deduced all decompositions of $p^{r}$ as a [2], given that of the prime $p=4 k+1$. $\mathrm{He}^{163}$ proved that, if $p_{i}$ is a prime $4 k+1, p_{1}^{\alpha_{1}} \cdots p_{n}^{a_{m}}$ has $2^{m-1}$ proper decompositions into ${ }^{2}$; also Gauss ${ }^{37}$ theorem. He treated (pp. 68-80) the decomposition of fractions into one of the forms $x^{2} \pm y^{2}$.

[^182]F. Ferrari ${ }^{164}$ found the known solution of $x^{2}+y^{2}=z^{n}$ by use of $z=r+s i$.
H. Brocard ${ }^{185}$ noted that $n^{2}+(n+1)^{2}=m^{k}$ has solutions for $k=2$, but not for $k=3$.
E. Landau ${ }^{186}$ considered the number $B(x)$ of positive integers $\leqq x$ which are ${ }^{2}$ and gave a long proof that
$$
\lim _{x=\infty} \frac{B(x) \cdot \sqrt{\log x}}{x}=\frac{1}{\sqrt{2}} \sqrt{\Pi\left(1-\frac{1}{r^{2}}\right)^{-1}},
$$
where $r$ ranges over all primes of the form $4 m+3$.
E. Landau ${ }^{167}$ applied binary quadratic forms to show that a number is a ${ }^{2}$ if and only if it has no prime factor $4 m+3$ to an odd power.
E. N. Barisien ${ }^{168}$ used the epicycloid to derive the identity
$$
\left(8 t^{3}-6 t^{2}-6 t+3\right)^{2}+4\left(1-t^{2}\right)\left(1+3 t-4 t^{2}\right)^{2}=13-12 t
$$
whence $12-13 t$ is a 2 if $t=\left(1-\theta^{2}\right) /\left(1+\theta^{2}\right)$.
M. Kaba and L. E. Dickson ${ }^{169}$ deduced, by use of special theta functions,
$$
\sqrt{\frac{2 K}{\pi}}=1+2 q+2 q^{4}+\cdots, \quad \frac{2 K}{\pi}=1+4\left(\frac{q}{1-q}-\frac{q^{3}}{1-q^{3}}+\cdots\right)
$$

Hence there is no representation as a [2] of a number having a prime factor $4 m+3$ with an odd exponent, and no proper representation when such a factor has an even exponent. If $P=p_{1}^{\pi_{1}} \cdots p_{s}^{\pi_{4}}$, where $p_{1}, \cdots, p_{s}$ are all the distinct primes of the form $4 m+3$ which divide $e$, and if $\pi_{1}, \cdots, \pi_{s}$ are all even, there are as many improper representations of $e$ as there are representations of $e / P$; every representation of $e$ is of the type $\left(P^{1 / 2} x\right)^{2}$ $+\left(P^{1 / 2} y\right)^{2}$. Hence the problem reduces to the case in which every prime factor of $e$ is of the form $4 m+1$. Then the number of representations of $e$ as a ${ }^{2}$ is $\left(\pi_{1}+1\right) \cdots\left(\pi_{n}+1\right)$.
P. Bachmann ${ }^{170}$ gave an exposition of the work of Lagrange ${ }^{32}$ and Vahlen. ${ }^{133}$

Welsch ${ }^{171}$ stated that the general solution of $u^{2}+x^{2}=y^{2}+z^{2}$ is

$$
2 x=a b+c d, \quad 2 y=a c+b d, \quad 2 z=a b-c d, \quad 2 u=a c-b d
$$

where $a, d$ are even, or $b, c$ are even, or all four are odd.
L. Aubry ${ }^{172}$ proved that $x^{2}+(x+1)^{2} \neq m^{k}$ if $k$ is not a power of 2.
A. Deltour ${ }^{173}$ applied continuants (Muir ${ }^{101}$ ) to prove that a prime $4 h+1$ is a 2 in one and but one way.

[^183]Marchand ${ }^{174}$ presented the known application of complex integers $a+b i$ to find all decompositions of a product of primes $4 n+1$ as a (2.

Paulmier ${ }^{175}$ gave solutions of $x^{2}+y^{2}=A^{3}$ for five special values of $A$.
Several writers ${ }^{176}$ found $x$ such that $x+1$ and $x^{2}+2$ are sums of two squares.
J. K. Heydon ${ }^{177}$ noted that, if $a, b, \cdots$ are distinct primes,

$$
\left.a^{2 p-1} b^{2 z-1} \cdots=2\right] \text { in } 2^{p+q+\cdots-1} \text { or } 0 \text { ways. }
$$

P. Lambert ${ }^{178}$ applied complex integers $a+b i$. He gave two proofs that a divisor of a 2 is a (2).
E. Landau ${ }^{179}$ proved that, if $A(x)$ is the number of pairs of integers $u, v$ for which $u^{2}+v^{2} \leqq x$, then $A(x)=\pi x+O\left(x^{1 / 3+\epsilon}\right)$, for every $\epsilon>0$. Here $f(x)=O(g(x))$ means a function such that there exist two numbers $\xi$ and $A$ for which $|f(x)|<A g(x)$ when $x \geqq \xi$. Although the result is not quite as sharp as that by Sierpinski, ${ }^{155}$ the proof is much shorter.

Landau ${ }^{180}$ gave a new proof of the theorem due to Sierpinski. ${ }^{155}$
R. Bricard ${ }^{181}$ gave an elementary proof that every prime $p=4 n+1$ is a 园. By Wilson's theorem, $m^{2}+1 \equiv 0(\bmod p)$ for $m=[(p-1) / 2]!$. Write $x_{i}$ for the minimum residue of $m i$ modulo $p$. Consider the $p-1$ points $M_{i}=\left(x_{i}, i\right)$. The square of the distance $M_{i} M_{j}$ between any two of these points is divisible by $p$. It is shown that the least of these squares is $<2 p$ if $p>32$ and hence equals $p$. A like proof shows that every prime $8 q \pm 1$ is of the form $x^{2}-2 y^{2}$.
F. Ferrari ${ }^{182}$ noted that the least number decomposable in $2^{n}$ distinct ways as a sum of two relatively prime squares $\neq 0$ is the product, found by (1), of the first $n+1$ primes of the form $4 k+1$. For this least $x=p_{i}^{2}+q_{i}^{2}$ ( $i=1, \cdots, 2^{n}$ ), set $y_{i}=p_{i}^{2}-q_{i}^{2}, z_{i}=2 p_{i} q_{i}$; then $x^{2}=y_{i}^{2}+z_{i}^{2}$ is the least square decomposable in $2^{n}$ ways as a (2. To find the least $(p+1)$ th power decomposable in $2^{p}$ ways as a ${ }^{2}$, use $P=b_{i}^{2}+c_{i}^{2}\left(i=1, \cdots, 2^{p}\right)$, whence $\Pi\left(b_{i}^{2}+c_{i}^{2}\right)=P^{p+1}$ has $2^{p}$ decompositions.
A. Aubry ${ }^{183}$ noted that (1) can be derived from Brahmegupta's (Ch. V) inscribed quadrilateral $A B C D$ whose diagonals meet at right angles at $O$, by evaluating the perpendiculars $B E$ and $O J$ to $D C$.
E. Haentzschel ${ }^{184}$ noted that his ${ }^{152}$ method in Ch. XXI to deduce a new solution of $a x^{3}+\cdots+d=y^{3}$ from one solution may be applied to $x^{2}+y^{2}=z^{3}$ in two ways according as $x$ or $y$ is taken as the variable. He

[^184]quoted from A. Fleck ${ }^{185}$ the solution
$\left(a^{2} c+2 a b d-b^{2} c\right)^{2}+\left(b^{2} d+2 a b c-a^{2} d\right)^{2}=\left(a^{2}+b^{2}\right)^{3}, a^{2}+b^{2}=c^{2}+d^{2}$, which includes the primitive solution $\left(a^{3}-3 a b^{2}\right)^{2}+\left(3 a^{2} b-b^{3}\right)^{2}=\left(a^{2}+b^{2}\right)^{3}$ by Euler ${ }^{6}$ of Ch. XX.

* Hesse ${ }^{186}$ gave the general solution of $x^{2}+y^{2}=z^{n}$.

Several writers ${ }^{187}$ found solutions of $x^{2}+y^{2}=z^{4}$.

* J. G. van der Corput ${ }^{188}$ treated sums of two squares.
G. H. Hardy ${ }^{189}$ wrote $r(n)$ and $R(n)$ for the number of integral solutions of $\mu^{2}+\nu^{2}=n$ and of $\mu^{2}+\nu^{2} \leqq n$, respectively, and set $R(x)=\pi x+P(x)$. He proved the existence of a positive constant $K$ such that each of

$$
P(x)>K x^{1 / 4}, \quad P(x)<-K x^{1 / 4}
$$

is satisfied by values of $x$ surpassing all limit. Hence in Sierpinski's ${ }^{155}$ result $P(x)=O\left(x^{1 / 3}\right)$, with $O$ defined as by Landau, ${ }^{179}$ the exponent $\frac{1}{3}$ cannot be replaced by a nurnber $<\frac{1}{4}$. He gave an explicit analytic expression for $P(x)$ in terms of Bessel's functions.

Hardy ${ }^{190}$ proved that, for every positive $\epsilon, P(x)$ is on the average $O\left(x^{1 / 4+e}\right)$, i. e.,

$$
\frac{1}{x} \int_{1}^{x}|P(\tau)| d \tau=O\left(x^{1 / 4+e}\right)
$$

G. Bonfantini ${ }^{191}$ proved that, if a number $n$ not a prime is a ${ }^{2}$, it equals either a product of several factors each a ${ }^{2}$ or such a product multiplied by a square which is a common factor of the given squares whose sum is $n$. Conversely, if $m$ is a product of several sums of two squares and if $m$ is not an even power of $2, m$ is a 2 .
G. Koenigs and L. Bastien ${ }^{192}$ discussed the number of decompositions of $\left(a^{2}+b^{2}\right)^{5}$ as a 2 .
A. Gérardin ${ }^{193}$ noted that $t^{2}-2 h u^{2}=1$ implies

$$
\{(h-1) t\}^{2}+\left\{(h-1)^{2} u^{2}-1\right\}^{2}=1+\left\{(h-1)^{2} u^{2}+h-1\right\}^{2} .
$$

By means of the fact that every prime of the form $4 n+1$ is a factor of a number $t^{2}+1$, R. D. Carmichael ${ }^{193 a}$, proved by Fermat's method of infinite descent that such a prime is a 2.

* A. L. Bartelds ${ }^{194}$ gave an elementary proof of Girard's theorem.
T. Hayashi ${ }^{195}$ proved that $y^{2}+1 \neq z^{3}$ if $y \neq 0$.

[^185]M. Weill ${ }^{196}$ noted that the product of $p$ sums of two squares is a sum of two squares in $2^{p-1}$ distinct ways.
M. Chalaux ${ }^{197}$ proved Girard's theorem by induction using the fact that if a prime is a 2 and divides a sum of two relatively prime squares, the quotient is a sum of two relatively prime squares.
E. Landau ${ }^{198}$ proved his ${ }^{179}$ former theorem by means of a new simplification of Pfeiffer's method (cf. pp. 305, 322 of Vol. 1 of this History). $\mathrm{He}^{199}$ next considered the lower limit $\alpha$ of the constants for which $A(x)=$ $\pi x+O\left(x^{a}\right)$, and proved that $\alpha \geqq \frac{1}{4}$. Later he ${ }^{200}$ proved a theorem on the number of lattice points in certain regions which is a generalization of the main theorem applied in his ${ }^{179}$ above papers.

* K. Szilysen ${ }^{201}$ stated empirically an asymptotic formula for the number of pairs of integers for which $x^{2}+y^{2} \leqq N$, a formula already proved by Lipschitz.
M. Rignaux ${ }^{202}$ announced a table in manuscript of the decompositions as a 2 of the 3908 decomposable numbers $<10000$.
G. H. Hardy ${ }^{203}$ deduced Landau's ${ }^{179}$ theorem very simply by two different methods from the theorems in Hardy's ${ }^{190}$ former paper. If ${ }^{204} a_{1}, \ldots$. $a_{m}$ are primes of the form $4 k+1$, there are $4(n+1)^{m}$ sets of solutions of $x^{2}+y^{2}=\left(a_{1} a_{2} \cdots a_{m}\right)^{n}$, in $2^{m+2}$ of which $x$ and $y$ are relatively prime.

On the number of solutions of $x^{2}+(4 y)^{2}=n$, see Nasimoff ${ }^{68}$ of Ch . XIII. On $x^{2}+y^{2}=\left(m^{2}+n^{2}\right) z^{2}$, see papers $142-5$ of Ch . XIII and the cross-references given there. On $1+x^{2}=2 y^{4}$, see Euler ${ }^{7}$ of Ch. XIV and Cunningham ${ }^{79}$ of Ch. XX. In Ch. XVII are given reports on papers on a number and its square both sums of two consecutive squares; cf. Meyl ${ }^{30}$ of Ch. IV. On $x^{2}+n^{2} \neq y^{3}$, see Pepin ${ }^{10}$ and Hayashi ${ }^{61}$ of Ch. XX. On $x+y=\square, x^{2}+y^{2}=z^{4}$, see papers $40,48,50,52,54-56,63$ of Ch. XXII. On systems of equations including $x^{2}+y^{2}=z^{3}$, see papers $353,363,368$ of Ch. XXI. Equal sums of two squares occur on p. 37, p. 206; in paper $107 a$ of Ch. VII; 18 of Ch. XIII; papers 21, 35, 45, 62, 80 of Ch. XV; 7, $9,18,20$ of Ch. XVIII; $4,13,15,33,37,42,46-50,75,102,133,149$ of Ch. XIX; 177 of Ch. XXII; 45 of Ch. XXIV. In Vol. I were cited the papers by Euler ${ }^{3,7}$ and Gauss, ${ }^{13}$ pp.381-2, containing tables of primes and factors of numbers $x^{2}+y^{2}$; by Lucas ${ }^{53}$ and Catalan, ${ }^{61} \mathrm{pp}$. $402-3$, on special numbers which are ${ }^{2}$; by Liouville ${ }^{28}$, p. 286; and various papers, pp. 360-1, on factoring numbers which are 2 in two ways.

[^186]
## CHAPTER VII.

## SUM OF THREE SQUARES.

Diophantus V, 14 relates to the division of unity into three parts such that if the same given number $a$ be added to each part the sums will be squares. This problem is equivalent to the determination of three squares, each $>a$, whose sum is $3 a+1$. Diophantus stated that $a$ must not be of the form $8 l+2$.
C. G. Bachet ${ }^{1}$ stated that this condition is not sufficient and gave as a sufficient condition that a must not be of the form $8 k+2$ or $32 k+9$, stating that he had tested the numbers $a<325$. He also divided 5 into three parts such that each increased by 3 is a square; since

$$
3 \cdot 3+5=1+2^{2}+3^{2}
$$

he took the sides of the squares to be $1+7 N, 2+N, 3-5 N$, whence $N=4 / 25$.

Fermat ${ }^{2}$ remarked that Bachet's condition fails to exclude $a=37,149$, etc., and himself gave the correct sufficient condition that $a$ must not be of one of the forms

$$
\begin{gathered}
8 k+2, \quad 4 \cdot 8 k+2 \cdot 4+1, \quad 4^{2} \cdot 8 k+2 \cdot 4^{2}+4+1 \\
4^{3} \cdot 8 k+2 \cdot 4^{3}+4^{2}+4+1, \quad \cdots .
\end{gathered}
$$

[Thus $a$ must not equal

$$
4^{n} \cdot 8 k+2 \cdot 4^{n}+\left(4^{n}-1\right) / 3=\left[(24 k+7) 4^{n}-1\right] / 3
$$

so that $3 a+1$ must not be of the form $(24 k+7) 4^{n}$ and hence not $(8 m+7) 4^{n}$, since $m$ is a multiple of 3 if $3 a+1$ is of the latter form.]

Regiomontanus ${ }^{3}$ (Johannes Müller, 1436-1476) proposed in a letter the problem of solving the pair of equations

$$
x+y+z=116, \quad x^{2}+y^{2}+z^{2}=4624=68^{2}
$$

Fermat ${ }^{4}$ stated that no integer $8 k+7$ is the sum of three rational squares. Descartes ${ }^{5}$ proved this for integral squares by noting that a square is of one of the forms $4 k$ or $8 k+1$.

Fermat ${ }^{6}$ treated the problem to find two numbers each of which, as well as their sum, is composed of three squares only [not composed of one or two squares]. He took any such number, as 11, and multiplied it by two squares whose sum is a square, for example, 9 and 16. The problem was proposed by Sainte-Croix to Descartes in April, 1638, with the illustra-

[^187]tion 3, 11. In his reply, Descartes ${ }^{7}$ gave $a^{2}+2, b^{2}+2$ ( $a$ and $b$ odd); he ${ }^{8}$ took the interpretation that each required number and their sum shall be the sum of three squares in one and but one way, and gave nine examples including
$$
22=9+9+4, \quad 35=25+9+1, \quad 57=49+4+4
$$

But Sainte-Croix desired that each be the sum of 3 , but not of 4 , squares.
Fermat ${ }^{9}$ asserted that the double of any prime $8 n-1$ is the sum of three squares; he desired that Brouncker and Wallis seek a proof. Reference will be made under the subject of binary quadratic forms to the assertion of Fermat and proof by Lagrange that any prime $8 h+1$ or $8 h+3$ is expressible in one and but one way as the sum of a square and double of a square.

The Japanese Matsunago ${ }^{10}$ in the first half of the eighteenth century solved $x^{2}+y^{2}+z^{2}=u^{2}$ by taking $x$ and $y$ at pleasure, expressing $x^{2}+y^{2}$ as a product of two factors and equating the latter to $u-z$ and $u+z$. He noted that $x^{2}+y^{2}+z^{2}=u^{4}$ has the solutions

$$
x=m^{4}-n^{4}, \quad y=4 m^{2} n^{2}, \quad z=2\left(m^{2}-n^{2}\right) m n, \quad u=m^{2}+n^{2}
$$

L. Euler ${ }^{11}$ noted that if Fermat's theorem that every number $x$ is a sum of three triangular numbers $\left(a^{2}+a\right) / 2$ is true, then every number $8 x+3$ is a sum of three squares $(2 a+1)^{2}$.

Euler ${ }^{12}$ noted that, to prove that a prime $8 m+3$ is of the form $2 a^{2}+b^{2}$, one needs the theorems (of which he had no proofs): If the integer $n$ is not a sum of two integral squares, then no integer $n p^{2}$ is a sum of two integral squares; if $n$ is not a sum of three integral squares, it is not a sum of three fractional squares.

May 6, 1747 (p. 414), Euler wrote that he had verified for small integers $m$ that there always exists a triangular number $\Delta=\left(x^{2}+x\right) / 2$ such that $4(m-\Delta)+1$ is a prime. If this be true, set $n=m-\Delta$; then $4 n+1$ is a [2] and $2(4 n+1)$ is a [2. Set $a=2 x+1$. Then $n=m-\Delta$ gives $8 m+1=8 n+a^{2}$. Hence $8 m+3=2(4 n+1)+a^{2}$ is a 3 . On pp. 442-5, Euler and Chr. Goldbach discussed without result the problem to express $8 m+3$ as a ${ }^{3}$. June 25 , 1748 (pp. 458-460), Euler expressed his belief that any number $4 n+1$ or $4 n+2$ is a [3]. The latter would give $4 n+2=(2 a)^{2}+(2 b+1)^{2}+(2 c+1)^{2}, \quad 2 n+1=2 a^{2}+(2 e)^{2}+(2 d+1)^{2}$, for $b=d+e, c=d-e$, whence any odd number is of the form $2 x^{2}+y^{2}+z^{2}$.

March 24, 1750 (p. 512), Goldbach gave the identity

$$
\beta^{2}+\gamma^{2}+(3 \delta-\beta-\gamma)^{2} \equiv(2 \delta-\beta)^{2}+(2 \delta-\gamma)^{2}+(\delta-\beta-\gamma)^{2}
$$

[^188]June 9, 1750 (p. 515), Euler expressed this as the first of the following:
$a^{2}+b^{2}+c^{2}=(2 m-a)^{2}+(2 m-b)^{2}+(2 m-c)^{2}$, if $a+b+c=3 m$;
$a^{2}+b^{2}+c^{2}=(m-a)^{2}+(m-b)^{2}+(2 m-c)^{2}, \quad$ if $a+b+2 c=3 m$;
$a^{2}+b^{2}+c^{2}=(2 m-a)^{2}+(4 m-b)^{2}+(4 m-c)^{2}$, if $a+2 b+2 c=9 m ;$ and gave five more such formulae and similar ones for 4 .

Euler ${ }^{13}$ verified that if $m \leqq 187$ and $m$ is of the form $8 N+3$, then $m$ is the sum of an odd square and the double of a prime $4 n+1$. Since $4 n+1=a^{2}+b^{2}, 2(4 n+1)=(a+b)^{2}+(a-b)^{2}$, and the $m$ 's in question are 3 .
J. L. Lagrange ${ }^{14}$ remarked that a prime $8 n-1$ is of the form $24 n-1$ or $24 n+7$. Since he had proved that any prime $24 n+7$ is of the form $y^{2}+6 z^{2}$, its double equals $(y+2 z)^{2}+(y-2 z)^{2}+(2 z)^{2}$. He added that he did not see a proof of Fermat's ${ }^{9}$ assertion for the remaining case of primes $24 n-1$.
J. A. Euler ${ }^{15}$ used $\left(a^{2}-1\right)^{2}+4 a^{2}=\left(a^{2}+1\right)^{2}$ for $a=p$, $q$, to prove the identity

$$
\left(p^{2}+1\right)^{2}\left(q^{2}+1\right)^{2}=\left(q^{2}-1\right)^{2}\left(p^{2}+1\right)^{2}+4 q^{2}\left(p^{2}-1\right)^{2}+(4 p q)^{2} .
$$

A. M. Legendre ${ }^{16}$ remarked that Fermat's ${ }^{9}$ assertion is true not only of primes but of all odd numbers, and stated that either every number or its double is a ${ }^{3}$. His proof ${ }^{17}$ (pp. 545-8) was based on empirical theorems on the quadratic divisors of $t^{2}+c u^{2}$. He was led (pp. 530-542) to the empirical theorem that, if $c$ is a prime $8 m-3$ or $8 m+1$, the number of decompositions of $c$ into a sum of three squares (ignoring the order and signs of the roots) is the number of reduced quadratic divisors of the form $4 n+1$ (or of the form $4 n-1$ ); while for a prime $c=8 m+3$, it is the number of reduced quadratic divisors.
P. Cossali ${ }^{18}$ noted that the sum of the squares of $n, n+1, n(n+1)$ equals the square of $n^{2}+n+1$. This result has been attributed ${ }^{100}$ to Diophantus, who in III, 5 noted that $2^{2}+3^{2}+6^{2}=\square$.

Legendre ${ }^{19}$ proved [the statement of Beguelin ${ }^{75}$ of Ch . I] that every positive integer, not of the form $8 n+7$ or $4 n$, is a sum of three squares having no common factor; the proof is by means of theorems on reciprocal (p. 367) quadratic divisors of $t^{2}+c u^{2}$. In $2(2 a+1)=x^{2}+y^{2}+z^{2}$, two of the squares must be odd and the third even. Hence we may set $x=p+q, y=p-q, z=2 r$ and get $2 a+1=p^{2}+q^{2}+2 r^{2}$. Again, any integer is of the form $2^{2 n}(2 a+1)$ or $2^{2 n} \cdot 2(2 a+1)$, and the latter is a [3); hence either any integer or its double is a (3. The product (p. 198) of two 30 is not in general a 3 , since $(1+1+1)(16+4+1)$ is not a $[3$.

[^189]C. F. Gauss ${ }^{20}$ determined the number $\phi(m)$ of proper representations $x, y, z$, without common factor (and counted as different from $y, x, z$ and from $-x, y, z$;etc.) of an integer $m$ as a 疋. Let $h$ be the number of classes, in the principal genus, of the properly primitive binary quadratic forms of determinant $-m$. Let $\mu$ be the number of distinct prime factors of $m$. Then
\[

$$
\begin{aligned}
& \phi(m)=3 \cdot 2^{\mu+2} h \text { if } m \equiv 1,2,5,6(\bmod 8), \\
& \phi(m)=2^{\mu+2} h \quad \text { if } m \equiv 3(\bmod 8) .
\end{aligned}
$$
\]

In particular, we have Legendre's ${ }^{19}$ theorem. But the squares of $x, y, z$; $-x, y, z ; y, x, z$; etc. give the same decomposition of $m$ into a 3 . The resulting number of decompositions (art. 292) of $m$ agrees with that derived by (incomplete) induction by Legendre ${ }^{16}$ for the case $m$ a prime.
A. Cauchy ${ }^{21}$ noted, as a corollary to Legendre's theorem, ${ }^{19}$ that if $a$ is any integer and if $4^{a}$ is the highest power of 4 dividing $a$, then $a$ is a 3 if and only if $a / 4^{a}$ is not of the form $8 n+7$.
J. R. Young ${ }^{21 a}$ solved $x^{2}+y^{2}+z^{2}=w^{2}$ by taking $w=x+p$ and finding $x$ rationally, or by setting $y^{2}=2 x z$. Then if $w$ is given, take $y=p z$, whence $z$ is found in terms of $p$. To find (p.346) three numbers in harmonical progression whose sum of squares is a square, take $1 /(x \pm y), 1 / x$ as the three numbers; the condition $3 x^{4}+y^{4}=\square$ is satisfied if $x=2$, $y=1$.
C. Gill ${ }^{21 b}$ noted that the sum of the squares of $2 m n\left(k^{2}+l^{2}\right), 2 k l\left(m^{2}-n^{2}\right)$ and $\left(k^{2}-l^{2}\right)\left(m^{2}-n^{2}\right)$ equals the square of $\left(k^{2}+l^{2}\right)\left(m^{2}+n^{2}\right)$.
C. G. J. Jacobi ${ }^{22}$ proved by use of elliptic functions that

$$
\begin{equation*}
\left\{\sum_{m=-\infty}^{+\infty}(-1)^{m} x^{\left(3 m^{2}+m\right) / 2}\right\}^{3}=\sum_{n=0}^{\infty}(-1)^{n}(2 n+1) x^{\left(n^{2}+n\right) / 2}, \tag{1}
\end{equation*}
$$

a result occurring also in Gauss' posthumous papers.
Jacobi ${ }^{23}$ gave an elementary proof of (1). Replace $x$ by $x^{24}$ and multiply the resulting equation by $x^{3}$; we get

$$
\begin{equation*}
\left\{\sum_{m=-\infty}^{+\infty}(-1)^{m} x^{(6 m+1)^{2}}\right\}^{3}=\sum_{b}(-1)^{(b-1) / 2} b x^{3 s s} \quad(b \text { odd }, b>0) \tag{2}
\end{equation*}
$$

For $m$ positive, set $a=6 m+1$; for $m$ negative, set $a=-6 m-1$; thus

$$
\left(\sum_{a} \pm x^{a 2}\right)^{3}=\sum_{b}(-1)^{(b-1) / 2} b x^{3 z^{2}}
$$

where $a$ and $b$ range over all positive odd integers such that $a$ is not divisible by 3. The sign in the left member is + if $a=12 k \pm 1,-$ if $a=12 k \pm 5$. The expansion gives the following theorem: If a number $24 k+3$, not of the form $3 b^{2}$, be expressed as a sum of three squares $(6 m \pm 1)^{2}$ in all possible

[^190]ways, counting two for each case of three distinct squares, then the number of decompositions in which one or three of the $m$ 's are even equals that in which one or three of the $m$ 's are odd. But for $3 b^{2}$ the first number exceeds the second if and only if $b \equiv 1(\bmod 4)$, the excess being always $[b / 3]$.

If $N$ is any odd integer, (2) shows that

$$
3 N^{2}=(6 m+1)^{2}+\left(6 m_{1}+1\right)^{2}+\left(6 m_{2}+1\right)^{2}
$$

in more than one way if $N>1$, so that the squares need not all be equal. Thus

$$
\begin{aligned}
N^{2} & =n^{2}+2 n_{1}^{2}+6 n_{2}^{2}, & n & =2\left(m+m_{1}+m_{2}\right)+1, \\
n_{1} & =2 m-m_{1}-m_{2}, & n_{2} & =m_{1}-m_{2},
\end{aligned}
$$

where $n_{1}$ and $n_{2}$ are not both zero. By changing the sign of $n$ if necessary, we may assume that $N-n$ is divisible by 4 . Let $N$ be a prime. Then $(N-n) / 4$ and $(N+n) / 2$ are relatively prime and each divides $n_{1}^{2}+3 n_{2}^{2}$, whence each are of the latter form:

$$
\frac{1}{2}(N+n)=\alpha^{2}+3 \gamma^{2}, \quad \frac{1}{4}(N-n)=\beta^{2}+3 \delta^{2} .
$$

Hence every prime can be expressed in the form $\alpha^{2}+2 \beta^{2}+3 \gamma^{2}+6 \delta^{2}$. Since the product of two such expressions is of the same form, every number can be expressed in that form.
G. L. Dirichlet ${ }^{24}$ remarked that, by use of his formulas for the number $h$ of classes of binary quadratic forms, one can give a new expression for the number $\phi(m)$ of proper representations of $m$ as a 33 (Gauss ${ }^{20}$ ). According to G. Eisenstein, ${ }^{25}$ the result is

$$
\begin{aligned}
& \phi(m)=24 \sum_{s=1}^{[m / 4]}\left(\frac{s}{m}\right), \text { if } m \equiv 1(\bmod 4) ; \\
& \phi(m)=8 \sum_{s=1}^{[m / 2]}\left(\frac{s}{m}\right), \text { if } m \equiv 3(\bmod 4),
\end{aligned}
$$

where $(s / m)$ is Jacobi's symbol and is 0 if $s, m$ have a common factor.
T. Weddle ${ }^{26}$ noted that, if ( $a, p, z$ ), (b, $q, z^{\prime}$ ) and ( $c, r, z^{\prime \prime}$ ) are the extremities of a system of conjugate semi-axes of an ellipsoid,

$$
\left(a^{2}+b^{2}+c^{2}\right)\left(p^{2}+q^{2}+r^{2}\right)=(a q-b p)^{2}+(a r-c p)^{2}+(b r-c q)^{2} .
$$

J. R. Young ${ }^{27}$ noted that the last formula follows by taking $d=s=0$, $a p+b q+c r=0$ in Euler's formula (1) of Ch. VIII. But if we take $d=s=0, a / p=b / q$, we get $\left(a^{2}+b^{2}+c^{2}\right)\left(p^{2}+q^{2}+r^{2}\right)=(a p+b q+c r)^{2}+(a r-c p)^{2}+(b r-c q)^{2}$.
G. L. Dirichlet ${ }^{28}$ gave an elegant proof of Legendre's ${ }^{19}$ theorem. Let $a$ be a positive integer not of one of the forms $4 n, 8 n+7$. It suffices to

[^191]show that there exists a positive ternary quadratic form $F$ of determinant +1 whose first coefficient is $a$. Indeed, such a form is equivalent to $x^{2}+y^{2}+z^{2}$, so that the latter can be transformed into $F$ by a substitution of determinant unity; thus $a$ is the sum of the squares of three of the coefficients (having no common factor) of the substitution. Now the ternary form
$$
a x^{2}+b y^{2}+c z^{2}+2 a^{\prime} y z+2 x z \quad\left(\Delta=b c-a^{\prime 2}\right)
$$
has the determinant +1 if $b=a \Delta-1$. The form is positive if $\Delta>0$. It suffices to show that a positive value of $\Delta$ can be found for which $-\Delta$ is a quadratic residue of $b$, so that $c$ and $a^{\prime}$ may be determined to satisfy $a^{\prime 2}-b c=-\Delta$. For $a=4 k+2$, we take $\Delta$ odd. Then $b \equiv 1(\bmod 4)$. We seek a suitable prime $b$. Since, for Jacobi symbols,
$$
\left(\frac{-1}{\Delta}\right)=\left(\frac{b}{\Delta}\right)=\left(\frac{\Delta}{b}\right)=\left(\frac{-\Delta}{b}\right)=+1
$$
$\Delta$ must be of the form $4 t+1$, whence $b=4 a t+a-1$. The latter is the general term of an arithmetical progression, containing primes. For $a=8 k+1$, we take $\Delta=8 t+3$, and seek a prime $p$ for which $2 p=b$. Since $2 p=a \Delta-1, p \equiv 1(\bmod 4)$,
$$
1=\left(\frac{-2}{\Delta}\right)=\left(\frac{p}{\Delta}\right)=\left(\frac{\Delta}{p}\right)=\left(\frac{-\Delta}{p}\right)=\left(\frac{-\Delta}{b}\right) .
$$

There exists a prime in the progression $p=4 a t+\frac{1}{2}(3 a-1)$. A like result follows for $a=8 k+3, \Delta=8 t+1$, and for $a=8 k+5, \Delta=8 t+3$.
H. Burhenne ${ }^{20}$ noted that $x^{2}+y^{2}+z^{2}=\left(a^{2}+b^{2}+c^{2}\right) s^{2}$ if
and

$$
s=m^{2}+n^{2}+p^{2}
$$

$x=2 m l-a s, \quad y=2 n l-b s, \quad z=2 p l-c s, \quad l=a m+b n+c p$.
H. Faure ${ }^{30}$ noted that no number $m^{2}(8 x+7)$ is a ${ }^{3}$.
V. A. Lebesgue ${ }^{31}$ proved that every odd number $p$ is of the form $x^{2}+y^{2}+2 z^{2}$, where $x, y, z$ are integers with no common factor. The method is that of Dirichlet. ${ }^{28}$ It follows that

$$
2 p=(x+y)^{2}+(x-y)^{2}+(2 z)^{2} .
$$

J. Liouville ${ }^{32}$ denoted the number of sets of integral solutions of $x^{2}+y^{2}+z^{2}=\mu$ by $\psi(\mu)$. Set $n=2^{a} m, m$ odd, $\alpha>0$. Let $\omega$ be the greatest integer $\leqq \sqrt{n}$. Then
$\sum\left(A s^{4}+B s^{2}+C\right) \psi\left(n-s^{2}\right)=\left(3 A n^{2}+6 B n+24 C\right) \sigma(m)$

$$
(s=0, \pm 1, \cdots, \pm \omega),
$$

where $\sigma(m)$ is the sum of the divisors of $m$.

[^192]L. Kronecker ${ }^{33}$ proved by use of series for elliptic functions that the number of representations of $n$ as a ${ }^{3}$ is $24 F(n)-12 G(n)$, where $G(n)$ is the number of classes of binary quadratic forms of determinant - $n$, and $F(n)$ is the number of classes of such forms of determinant $-n$ in which at least one of the two outer coefficients is odd. This result gives the theorem of Gauss ${ }^{20}$ since $G(n)=F(n)$ if $n \equiv 1$ or $2(\bmod 4) ; G(n)=2 F(n)$ if $n \equiv 7(\bmod 8), 3 G(n)=4 F(n)+t$ if $n \equiv 3(\bmod 8)$, where $t=2$ if $n$ is the triple of an odd square, $t=0$ in the remaining case.
J. Liouville ${ }^{33 a}$ noted that, if $m \equiv 3(\bmod 8)$, the number of solutions of $m=i^{2}+i_{1}^{2}+i_{2}^{2}$, where $i, i_{1}, i_{2}$ are odd and positive, is
\[

$$
\begin{aligned}
& \rho\left(\frac{m-1^{2}}{2}\right)+\rho\left(\frac{m-3^{2}}{2}\right)+\cdots \\
&=\rho^{\prime}(m)+2 \rho^{\prime}\left(m-4 \cdot 1^{2}\right)+2 \rho^{\prime}\left(m-4 \cdot 2^{2}\right)+\cdots,
\end{aligned}
$$
\]

where $\rho^{\prime}(n)$ is the excess of the number of divisors $<\sqrt{n}$ of $n$ which are of the form $4 \mu+1$ over the number of such divisors of the form $4 \mu+3$, while $\rho(n)$ is the corresponding excess for all the divisors of $n$.
V. A. Lebesgue ${ }^{34}$ stated that every solution of $t^{2}=x^{2}+y^{2}+z^{2}$ is given by

$$
t=G\left(e^{2} A+f^{2} C\right), \quad x=G\left(e^{2} A-f^{2} C\right), \quad y^{2}+z^{2}=4 e^{2} f^{2} G^{2} A C,
$$

where $G=g^{2}+h^{2}, A=a^{2}+b^{2}, C=c^{2}+d^{2}$. In the identity

$$
t^{2}-x^{2}=y^{2}+z^{2}
$$

set $g=1, h=0$, and replace $a e, b e, c f, d f$ by $\alpha, \beta, \gamma, \delta$; we get

$$
\begin{align*}
\left(\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}\right)^{2}=\left(\alpha^{2}+\beta^{2}-\gamma^{2}\right. & \left.-\delta^{2}\right)^{2}  \tag{3}\\
& +4(\alpha \gamma+\beta \delta)^{2}+4(\alpha \delta-\beta \gamma)^{2}
\end{align*}
$$

a special case ${ }^{35}$ of Euler's formula (1) of Ch. VIII. Since every integer $n$ is a $\left[4, n^{2}\right.$ is a sum of three squares [each $\neq 0$, in general].
A. Genocchi ${ }^{38}$ proved Fermat's statement that the double of any prime $8 k-1$ is a 3 .
J. Liouville ${ }^{37}$ stated that, if $m \equiv 1(\bmod 4)$ and $F$ is any function,

$$
\Sigma(-1)^{++\left(i^{2}-1\right) / 8} F(\omega)=\Sigma(-1)^{s^{1}} F\left(\omega_{1}\right),
$$

summed for all the decompositions $i^{2}+\omega^{2}+16 s^{2}=m=i_{1}^{2}+\omega_{1}^{2}+8 s_{1}^{2}$ in which $i$ and $i_{1}$ are odd and positive, while $\omega$ and $\omega_{1}$ are even. G. Zolotare ${ }^{38}$ gave a proof by use of elliptic functions.

[^193]E. Catalan ${ }^{39}$ noted that the excess of the number of even values of $x+y+z$ in
$$
(6 x \pm 1)^{2}+(6 y \pm 1)^{2}+(6 z \pm 1)^{2}=3(2 n+1)^{2}
$$
over the number of odd values of $x+y+z$ is $(2 n+1)(-1)^{n}$. There are at least $[(2 n+1) / 6]$ decompositions of $3(2 n+1)^{2}$ into a 3]. The sextuple ${ }^{40}$ of an odd square is a sum of three squares, two of which are of the form $(6 \mu \pm 1)^{2}$ and the third is $4(6 k \pm 1)^{2}$. The excess of the number of even values of $x$ in
$$
4 x^{2}+4 y^{2}+(2 z+1)^{2}=(2 n+1)^{2}
$$
over the number of odd values is $\left\{(2 n+1)(-1)^{n}-1\right\} / 4$. If a prime $p$ is not a [2], then $p^{2}$ is a 3 .

Catalan stated and V. A. Lebesgue ${ }^{41}$ proved that the square of a ${ }^{3}$ is a [3, since (3) for $\delta=0$ becomes

$$
\begin{equation*}
\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right)^{2}=\left(\alpha^{2}+\beta^{2}-\gamma^{2}\right)^{2}+(2 \alpha \gamma)^{2}+(2 \beta \gamma)^{2} . \tag{4}
\end{equation*}
$$

This formula was employed by Euler ${ }^{308}$ of Ch. XXII.
J. Neuberg ${ }^{42}$ also gave (4).

Catalan ${ }^{43}$ gave the identity
$\left(a^{2}+b^{2}+c^{2}+a b+b c+a c\right)^{2}$

$$
=(a+c)^{2}(a+b)^{2}+(b+c)^{2}(a+b)^{2}+\left(c^{2}+a c+b c-a b\right)^{2}
$$

and by a change of notation deduced

$$
\begin{aligned}
\left(f^{2}+2 g^{2}+h^{2}\right)^{2} & =\left(f^{2}-h^{2}\right)^{2}+\{2 g(f+h)\}^{2}+\left(2 f h-2 g^{2}\right)^{2} \\
& =\{2 g(f+h)\}^{2}+\{2 g(f-h)\}^{2}+\left(f^{2}-2 g^{2}+h^{2}\right)^{2}
\end{aligned}
$$

Catalan ${ }^{44}$ stated empirically that the triple of any odd square not divisible by 5 is a sum of squares of three primes other than 2 and 3.
G. H. Halphen ${ }^{45}$ proved that every prime $8 m+3$ is a 3 by means of his ${ }^{104}$ recursion formula (Ch. VI) for the sum $s(x)$ of the divisors of $x$ whose complementary divisors are odd. Let $x$ be not a square, 2 or 3 ; then no one of the arguments $x-n^{2}$ is a ${ }^{2}$, so that $s(x)$ is divisible by 8 . Let also $x$ be a prime, so that $s(x)=x+1$. Hence a prime not a ${ }_{2}$ or 3 is of the form $8 m-1$.
U. Dainelli ${ }^{46}$ derived by integration the case $c=0$ of Catalan's ${ }^{43}$ formula

$$
\left(a^{2}+a b+b^{2}\right)^{2}=(a b)^{2}+\{a(a+b)\}^{2}+\{b(a+b)\}^{2}
$$

S. Réalis ${ }^{47}$ noted that $k z^{2}=z_{1}^{2}+z_{2}^{2}+z_{3}^{2}$ if
$k=A^{2}+B^{2}+C^{2}, z=\alpha^{2}+\beta^{2}+\gamma^{2}, z_{1}=A\left(\beta^{2}+\gamma^{2}-\alpha^{2}\right)-2 \alpha(B \beta+C \gamma)$, $z_{2}=B\left(\alpha^{2}-\beta^{2}+\gamma^{2}\right)-2 \beta(C \gamma+A \alpha), z_{3}=C\left(\alpha^{2}+\beta^{2}-\gamma^{2}\right)-2 \gamma(A \alpha+B \beta)$.
${ }^{39}$ Recherches sur quelques produits indéfinis, Mém. Acad. Roy. Belgique, 40, 1873, 61-191; extract in Nouv. Ann. Math., (2), 13, 1874, 518-523.
${ }^{40}$ Repeated by Catalan, Nouv. Ann. Math., (2), 14, 1875, 428.
${ }^{4}$ Nouv. Ann. Math., (2), 13, 1874, 64, 111.
${ }^{42}$ Nouv. Corresp. Math., 1, 1874-5, 195-6.
as Ibid., 153; 2, 1876, 117.
${ }^{4}$ Nouv. Corresp. Math., 3, 1877, 29.
${ }^{45}$ Bull. Soc. Math. France, 6, 1877-8, 180.
${ }^{46}$ Giornale di Mat., 15, 1877, 378.
${ }^{47}$ Nouv. Corresp. Math., 4, 1878, 325. Cf. Malfatti1 ${ }^{19}$ of Ch. VIII.

The case $A=1, B=C=0$ expresses the square of a 3 as a 3 . The case $A=\gamma, B=\beta, C=\alpha$ expresses the cube of a ${ }_{3}$ as a (3).
H. S. Monck ${ }^{48}$ noted that if $a, b, c$ are integral edges of a rectangular parallelopiped and the diagonal $d$ is an integer, then $a^{2}+b^{2}+c^{2}=d^{2}$, and another has the edges $a+b+d, a+c+d, b+c+d$ and diagonal $a+b+c+2 d$. From $a=1, b=-2, c=2, d=3$, we get the new edges 2, 3, 6 and diagonal 7. Cf. papers $25-29$ of Ch . XIX.
S. Réalis ${ }^{49}$ gave a complicated identity

$$
x^{2}+y^{2}+z^{2}=t^{2}+u^{2}+v^{2}, \quad x=\alpha^{2}+\beta^{2}+\gamma^{2}-\delta^{2}-\epsilon^{2},
$$

said to give all solutions of the equation. He gave a similar identity which is said to give all solutions of $4=4$. Supplementing the theorem that $N$ is a $3 \pi$ if $N$ has no square factor and is of one of the forms $4 p+1,4 p+2$, $8 p+3$, he stated that $N$ is the quotient of $x^{2}+y^{2}+z^{2}$ by the factor common to $x^{2}, y^{2}, z^{2}$, where $x, y, z$ are given above.
F. Pisani ${ }^{50}$ discussed $u^{2}+(u+1)^{2}=(x-1)^{2}+x^{2}+(x+1)^{2}$, whence $(2 u+1)^{2}=6 x^{2}+3$. Thus $2 u+1=3 y, 2 x^{2}-3 y^{2}=-1$. An infinitude of solutions is found from the continued fraction for $\sqrt{3 / 2}$.
S. Realis ${ }^{51}$ expressed as a ${ }^{2}$ the sum of the three squares of

$$
2\left(\alpha^{2}-\beta^{2}-\gamma^{2}+\delta^{2}\right)+2 \alpha(2 \beta+3 \gamma+4 \delta)
$$

and two similar expressions. He gave (p. 501) expressions for $9 P^{n}$ and

E. Catalan stated and Réalis ${ }^{52}$ proved that every power of 3 is a sum of three squares prime to 3 . Réalis (p. 75) expressed $n^{2}\left(x^{2}+y^{2}+z^{2}\right)$ as a [3 when $n=a^{2}+a b+b^{2}$.

Catalan ${ }^{53}$ proved that, if $a \equiv b(\bmod 3), a^{2}+b^{2}$ is a sum of three squares $\neq 0$; also if $a \equiv b(\bmod x+y)$ and $2 x y=\square$. Also that every power of 3 is a sum of three squares prime to 3 . He ${ }^{54}$ proved that every even power of $a^{2}+a b+b^{2}$ is a $3_{3}$ and gave special identities [3] [3) $=$ [3)
O. Schier ${ }^{55}$ solved $x^{2}+y^{2}+z^{2}=u^{2}$ by setting $y=x+\beta, z=x+\gamma$, $u=x+\delta$, and taking $\beta+\gamma=\delta$. Then

$$
2 x^{2}=\delta^{2}-\beta^{2}-\gamma^{2}, \quad x^{2}=\beta \gamma=(y-x)(z-x),
$$

whence $x=y z /(y+z)$. Multiplying the values by $y+z$, we get the identity of Dainelli. ${ }^{46}$
J. Neuberg ${ }^{56}$ noted that $x^{2}+y^{2}+z^{2}=X^{2}+Y^{2}+Z^{2}$ for

$$
x / a=y / b=z / c=k^{2}+3, \quad X=a\left(k^{2}-1\right)+2 b(k+1)-2 c(k-1),
$$

$Y$ and $Z$ being derived from $X$ by permuting $a, b, c$ cyclically.

[^194]S. Réalis ${ }^{57}$ gave expressions involving five parameters satisfying
$$
X^{2}+Y^{2}+Z^{2}=k\left(x^{2}+y^{2}+z^{2}\right)
$$
for $k=7,19,67$, and formulas to deduce solutions from a given one.
L. Kronecker ${ }^{58}$ employed the number of classes of bilinear forms in two pairs of cogredient variables to find the number of ways any integer is a ${ }^{3}$, in accord with Gauss. ${ }^{20}$
E. Catalan ${ }^{59}$ stated that all solutions of $x^{2}+y^{2}=u^{2}+v^{2}+w^{2}$ are given without repetition by $u=x+\alpha, v=y-\beta, x=s p+\beta \theta, y=s q+\alpha \theta$, where $2 s=\alpha^{2}+\beta^{2}+w^{2}$ and $\alpha, \beta$ are relatively prime integers, while $\beta q-\alpha p=1$. If $r, s= \pm a+\sqrt{a^{2}+b^{2}}$, and $n>1$, then ${ }^{60}$
$$
\left(r^{2 n-1}+s^{2 n-1}\right) /(r+s)
$$
is a (2) and 园. Hence the same is true of $x^{4 n}-x^{4 n-2} y^{2}+\cdots+y^{4 n}$ for $x, y$ relatively prime integers $>1$.
G. C. Gerono ${ }^{61}$ noted that if $N^{2}$ is a sum of squares of two consecutive integers, $N$ is a sum of squares of three integers of which two are consecutive, as $29^{2}=20^{2}+21^{2}, 29=2^{2}+3^{2}+4^{2}$.

Catalan ${ }^{62}$ noted that every power of a $3^{3}$ is a ${ }^{3}$ since
$\left(x^{2}+y^{2}+z^{2}\right)^{3}=y^{2}\left(3 z^{2}-x^{2}-y^{2}\right)^{2}+x^{2}\left(3 z^{2}-x^{2}-y^{2}\right)^{2}+z^{2}\left(z^{2}-3 x^{2}-3 y^{2}\right)^{2}$.
To solve (p. 103) $x^{2}+y^{2}=u^{2}+v^{2}+w^{2}$, set $u=x+\alpha, v=y-\beta$. Then $\beta y-\alpha x=s$, where $s=\frac{1}{2}\left(\alpha^{2}+\beta^{2}+w^{2}\right)$. Take $\alpha, \beta$ relatively prime and $w$ such that $s$ is an integer. For $\beta q-\alpha p=1$, all solutions are given without repetition by $x=s p+\beta \theta, y=s q+\alpha \theta$. [Catalan ${ }^{59]}$.

Catalan stated and E. Fauquembergue ${ }^{63}$ proved that, unless $x=1$ or $4 a^{2}+1,\left(a^{2}+1\right) x^{2}=y^{2}+1$ implies that $x$ is a ${ }^{3}$, since all solutions (if any) of $y^{2}-A x^{2}=-1$ are given by the terms of convergents of even rank in the continued fraction for $\sqrt{A}$. The latter proved (p. 346) that $x^{2}+y^{2}=u^{2}+v^{2}+1$ is satisfied by $2 \alpha+1, \alpha-1, \alpha+1,2 \alpha$ and by $2 \alpha^{2}+1, \beta^{2}-1,2 \alpha^{2}-\beta^{2}+1,2 \alpha \beta$.
J. W. L. Glaisher ${ }^{64}$ proved that, if the number of representations of $8 n+1$ by

$$
(2 p+1)^{2}+(4 r)^{2}+(4 s)^{2}, \quad(2 p+1)^{2}+(4 r+2)^{2}+(4 s+2)^{2}
$$

is $R_{1}, R_{2}$, respectively, then $R_{1}=R_{2}$ unless $8 n+1$ is a square, while if $8 n+1=t^{2}$,

$$
R_{1}-R_{2}=6 t(-1)^{(t-1) / 2} .
$$

[^195]Catalan ${ }^{65}$ noted that (3) with $\delta=0$ does not give all solutions of $u^{2}=x^{2}+y^{2}+z^{2}$, for example not that with $u=27$. But all primitive solutions ( $u, x, y, z$ with no common factor) are said to be given by (3). There are several identities giving an infinitude of (but not all) solutions of $\left(x^{2}+y^{2}+z^{2}\right)^{2}=3$.
A. Desboves ${ }^{66}$ noted that the complete solution in integers of

$$
X^{2}+Y^{2}+Z^{2}=U^{2}
$$

is given by the identity

$$
\begin{aligned}
& {\left[2\left(p^{2}+q^{2}-s^{2}\right)\right]^{2}+\left\{2\left[(p-s)^{2}-q^{2}+p(q-s)\right]\right\}^{2}} \\
& \quad+\left[(q-s)^{2}-p^{2}+4 q(p-s)\right]^{2}=\left\{3\left[(p-s)^{2}+q^{2}\right]+2 s(p-q)\right\}^{2} .
\end{aligned}
$$

Catalan ${ }^{67}$ noted that, if $x^{2}+y^{2}+z^{2}=1, x x^{\prime}+y y^{\prime}+z z^{\prime}=0$, $\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}\right)\left\{\left(y z^{\prime \prime}-z y^{\prime \prime}\right)^{2}+\left(z x^{\prime \prime}-x z^{\prime \prime}\right)^{2}+\left(x y^{\prime \prime}-y x^{\prime \prime}\right)^{2}\right\}$ $=\left(x^{\prime} x^{\prime \prime}+y^{\prime} y^{\prime \prime}+z^{\prime} z^{\prime \prime}\right)^{2}+\left\{\left(y z^{\prime \prime}-z y^{\prime \prime}\right) x^{\prime}+\left(z x^{\prime \prime}-x z^{\prime \prime}\right) y^{\prime}+\left(x y^{\prime \prime}-y x^{\prime \prime}\right) z^{\prime}\right\}^{2}$.
Catalan ${ }^{68}$ treated $u^{2}=x^{2}+y^{2}+z^{2}$. Since a prime $4 \mu+1$ is of the form $y^{2}+z^{2}$, one solution is given by $u=2 \mu+1, x=2 \mu$. We may set $u+x=\alpha^{2}+\beta^{2}, u-x=\gamma^{2}+\delta^{2}$ and obtain a solution leading to the identity (3).
C. Hermite ${ }^{69}$ expressed the number of decompositions of an integer into 3 and 5 squares in terms of the number of classes of binary quadratic forms.
J. W. L. Glaisher ${ }^{70}$ considered the compositions $a^{2}+b^{2}+c^{2}, a^{2}+b^{2}+b^{2}$, $a^{2}+a^{2}+a^{2}$ of $n$ as a sum of three squares when $n \equiv 3(\bmod 4), a, b, c$ being distinct odd numbers, and formed from them the respective quantities $8 a \alpha+8 b \beta+8 c \gamma, 4 a \alpha+8 b \beta, 4 a \alpha$, where $\alpha=(-1)^{(a-1) / 2}, \cdots$, $\gamma=(-1)^{(-1) / 2}$. The sum of the quantities so derived from all the compositions of $n$ equals the expression

$$
\sigma(n)-2 \sigma(n-4)+2 \sigma(n-16)-2 \sigma(n-36)+\cdots,
$$

where $\sigma(k)$ is the sum of the divisors of $k$. This result holds also when $n \equiv 1(\bmod 4)$ if we use the quantities $8 a \alpha, 4 a \alpha, 4 a \alpha, a \alpha$ for the respective compositions $a^{2}+b^{2}+c^{2}, a^{2}+b^{2}+0, a^{2}+b^{2}+b^{2}, a^{2}+0+0$, where $a$ is odd, $b$ and $c$ are even, distinct and $\neq 0$. The number of representations of $n$ as a sum of three squares is expressed in several ways as a series involving the number of representations of $k$ as a sum of two squares.
E. Catalan ${ }^{71}$ noted that
$3\left\{(a+2 b-1)^{2}+(b+2 a-1)^{2}+(a-b)^{2}\right\}$

$$
\begin{aligned}
& =(3 a-1)^{2}+(3 b-1)^{2}+(3 a+3 b-2)^{2}, \\
\left(x^{2}+y^{2}+z^{2}\right)\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}\right) & =\sum_{(3)}\left(y z^{\prime \prime}-z y^{\prime \prime}\right)^{2},
\end{aligned}
$$

if $x^{\prime} x^{\prime \prime}+\cdots=1, x=x^{\prime}-x^{\prime \prime} \Sigma x^{\prime 2}, \cdots$.
${ }^{s}$ Bull. Acad. Roy. Belgique, (3), 9, 1885, 531.
${ }^{*}$ Nouv. Ann. Math., (3), 5, 1886, 232.
${ }^{67}$ Mém. Soc. Roy. Sc. Liège, (2), 13, 1886, 34-9 (Melanges Math. III).
${ }^{88}$ Ibid., (2), 15, 1888, 73-5, 211, 259 (Mélanges Math. III, 1885, 120 ).
${ }^{62}$ Jour. für Math., 100, 1887, 60, 63; Oeuvres, IV, 233, 237.
${ }^{70}$ Messenger Math., 21, 1891-2, 122-130.

De Rocquigny ${ }^{72}$ obtained a solution of $3 \cdot$. ${ }^{3}=[3$ by use of

$$
\left(a^{2}+\lambda b^{2}\right)\left(a_{1}^{2}+\lambda b_{1}^{2}\right)=\left(a a_{1}+\lambda b b_{1}\right)^{2}+\lambda\left(a b_{1}-a_{1} b\right)^{2}, \quad \lambda=c^{2}+d^{2} .
$$

Catalan ${ }^{73}$ took the fourth variables zero in Euler's (1) of Ch. VIII and got

$$
\begin{aligned}
P \equiv & \left(x^{2}+y^{2}+z^{2}\right)\left(x_{1}^{2}+y_{1}^{2}+z_{1}^{2}\right) \\
& =\left(x x_{1}+y y_{1}+z z_{1}\right)^{2}+\left(x y_{1}-y x_{1}\right)^{2}+\left(y z_{1}-z y_{1}\right)^{2}+\left(z x_{1}-x z_{1}\right)^{2} .
\end{aligned}
$$

Taking $x: x_{1}=y: y_{1}\left[\right.$ Young $\left.^{27}\right]$, we get $P=$ [3]; but the condition is not necessary in view of $(9+4+1)(1+1+1)=25+16+1$.
K. Th. Vahlen ${ }^{74}$ deduced (1) from the theory of partitions. The identity $\alpha^{2}+2 \beta^{2}+3 \gamma^{2}+6 \delta^{2}=\alpha^{2}+(\beta+\gamma+\delta)^{2}+(-\beta+\gamma+\delta)^{2}+(\gamma-2 \delta)^{2}$ and Jacobi's ${ }^{33}$ final result shows that every number is a 4.

Catalan ${ }^{75}$ proved that if $p$ is not a 22 , then $p^{2}$ is a (3). For, if

$$
p=a^{2}+b^{2}+c^{2}, \quad p^{2}=\left(a^{2}+b^{2}-c^{2}\right)^{2}+(2 a c)^{2}+(2 b c)^{2} .
$$

If $p=a^{2}+b^{2}+c^{2}+d^{2}$, then

$$
p^{2}=\left(a^{2}+b^{2}-c^{2}-d^{2}\right)^{2}+4\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right) .
$$

Catalan ${ }^{76}$ noted that every odd square $>1$ is a sum of 2 or 3 squares.
P. Bachmann ${ }^{77}$ considered the number $A$ of decompositions of $s$ into three distinct squares $\alpha^{2}+\alpha_{1}^{2}+\alpha_{2}^{2}$ where one (or three) of $\alpha, \alpha_{1}, \alpha_{2}$ is of the form $12 k \pm 1$ and the others are of the form $12 k \pm 7$; the number $A^{\prime}$ of decompositions into three distinct squares for which the reverse is true; the number $B$ of decompositions $s=\alpha^{2}+2 \alpha_{1}^{2}$ in which $\alpha, \alpha_{1}$ are distinct and $\alpha$ is of the form $12 k \pm 1$; and the number $B^{\prime}$ of such decompositions in which $\alpha=12 k \pm 7$. He proved that $2 A+B=2 A^{\prime}+B^{\prime}+D$, where $D=0$ or $\left\{(-1)^{i}(2 i+1)-j\right\} / 3$, according as $s$ is not or is of the form $3(2 i+1)^{2}$, and $j$ is the absolutely least residue modulo 3 of $(-1)^{i}(2 i+1)$.

Bachmann ${ }^{78}$ gave an exposition of the theory of 3.
J. F. d'Avillez ${ }^{79}$ applied Catalan's ${ }^{43}$ formula to express the squares of $1,3,6,11,17,25,34,45, \cdots$ as 3 .

We may express 1521 as a 3 in 7 ways. ${ }^{80}$ Many identities giving equal sums of three squares have been noted. ${ }^{81}$
M. A. Gruber ${ }^{82}$ tabulated solutions of $3^{2 n}=3$ for $n \leqq 6$.
R. D. von Sterneck ${ }^{83}$ gave an elementary proof of (1).

[^196]H. Schubert ${ }^{84}$ treated $x^{2}+y^{2}+z^{2}=u^{2}$, where $x, y, z$ have no common factor. They are not all odd, as seen by their residues modulo 4. Hence we may assume that $x$ and $y$ are even, and $z$ and $u$ odd. Thus $(x / 2)^{2}+(y / 2)^{2}$ is to be factored into $\frac{1}{2}(u+z), \frac{1}{2}(u-z)$, which is done by trial.
P. Whitworth ${ }^{84 a}$ tabulated the number of ways each integer $\leqq 64$ is a sum of three squares each $>0$. R. W. D. Christie noted cases of equal sums of three squares.
E. Grigorief ${ }^{85}$ noted that $[\mathrm{by}(3)] x^{2}+y^{2}+1=z^{2}$ is satisfied if $2 x=p^{2}-q^{2}+r^{2}-s^{2}, \quad y=p q+r s, 2 z=p^{2}+q^{2}+r^{2}+s^{2}, p s-r q=1$, when $p+q+r+s$ is even. Escott (p. 285) listed 34 values $<500$ of $z$.
F. Hromádko ${ }^{86}$ noted that $n^{2}+(n+1)^{2}+x^{2}=(x+1)^{2}$ for
$$
x=n(n+1)
$$
while $a^{2}+b^{2}+x^{2}=z^{2}$ for $z=x+a-b, \quad(a-b) x=a b$.
Haag ${ }^{87}$ stated that every number not of the form $(8 n-1) p^{2}$ is a [3].
H. B. Mathieu ${ }^{88}$ noted the identity
\[

$$
\begin{aligned}
& \left(\alpha^{2}+\beta^{2}+\gamma^{2}\right)\left[a^{2} \gamma^{2}+b^{2} \gamma^{2}+(a \alpha+b \beta)^{2}\right] \\
& \quad=\left[a \alpha \beta+b\left(\beta^{2}+\gamma^{2}\right)\right]^{2}+\left[a\left(\alpha^{2}+\gamma^{2}\right)+b \alpha \beta\right]^{2}+(a \beta \gamma-b \alpha \gamma)^{2} .
\end{aligned}
$$
\]

G. Humbert ${ }^{89}$ gave theorems on the decomposition of $M+P \rho$ into a sum of three squares of such complex integers, where $\rho=(1+\sqrt{5}) / 2$.
A. Hurwitz ${ }^{90}$ noted that, if $n=2^{\mu} m q_{1}^{a_{1}} q_{2}^{a_{3}} \cdots$, where $q_{1}, q_{2}, \cdots$ are primes $4 k+3$, and $m$ is a product of powers of primes $4 k+1$,

$$
n^{2}=x^{2}+y^{2}+z^{2}
$$

has

$$
6 m \prod\left(q_{i}^{a_{i}}+2 \frac{q_{i}^{a_{i}}-1}{q_{i}-1}\right)
$$

solutions. It has solutions each $\neq 0$ except for $n^{2}=2^{2 \mu}, 5^{2} \cdot 2^{2 \mu}$, since $n^{2}=x^{2}+y^{2}$ has $4 \sigma\left(n^{2}\right)$ solutions.
A. S. Werebrusow ${ }^{91}$ expressed a 3 as the cube of a [3], but made errors.
G. Bisconcini ${ }^{92}$ gave a table of solutions of (4).
E. Landau ${ }^{93}$ considered the number $C(x)$ of integers $\leqq x$ which are 3. Since a positive integer is a 3 if and only if it is not of the form

$$
f=4^{a}(8 b+7), \quad a \geqq 0, \quad b \geqq 0,
$$

${ }^{84}$ Niedere Analysis, 1, 1902, 165-6.
${ }^{8+1}$ Math. Quest. Educ. Times, (2), 1, 1902, 94-5.
${ }^{85}$ L'intermédiaire des math., 10, 1903, 245.
${ }^{86}$ Zeitschr. Math. Naturw. Unterricht., 34, 1903, 258; 35, 1904, 305.
${ }^{82}$ Ibid., 35, 1904, 57.
${ }^{88}$ L'intermédiaire des math., 11, 1904, 273. Taking $\alpha=\beta=\gamma=1$ and replacing $b$ by $b+a$, we get the identity on p. 163.
${ }^{89}$ Comptes Rendus Paris, 142, 1906, 537.
${ }^{90}$ L'intermédiaire des math., 14, 1907, 107.
${ }^{91}$ Ibid., 15, 1908, 275-6; cf. 16, 1909, 135, 256.
${ }^{92}$ Periodico di Mat., 22, 1907, 28-32.
${ }^{93}$ Archiv Math. Phys., (3), 13, 1908, 305.
the number of integers $\leqq x$ of one of the forms $f$ is $[x]-C(x)$. Since there are $[(x+1) / 8]$ integers $8 b+7 \leqq x$,

$$
[x]-C(x)=\sum_{j=0}^{\infty}\left[\frac{1+x / 4^{j}}{8}\right], \quad \lim _{x=\infty} \frac{C(x)}{x}=\frac{5}{6}
$$

A. Gérardin ${ }^{94}$ noted that

$$
\begin{gathered}
(m x-n y)^{2}+(n x+2 m y)^{2}=(m x+n y)^{2}+(n x)^{2}+(2 m y)^{2} \\
(x-1)^{2}+x^{2}+(x+1)^{2}=1+t^{2}, \text { if } t^{2}=3 x^{2}+1
\end{gathered}
$$

as for $(x, t)=(0,1),(1,2),(4,7),(15,26),(56,97), \ldots$ To Lucas is attributed

$$
(12 m \pm 2)^{2}+1=(8 m \pm 2)^{2}+(8 m \pm 1)^{2}+(4 m)^{2}
$$

W. Sierpinski ${ }^{95}$ noted that if $k$ is a ${ }^{3}$ in $\tau_{3}(k)$ ways,

$$
S(x) \equiv \sum \frac{1}{l^{2}+m^{2}+n^{2}}=\sum_{k=1}^{[x]} \frac{\tau_{3}(k)}{k}, \quad \lim _{n=\infty}\{S(x)-4 \pi \sqrt{x}\}=\text { const. }
$$

where $0<l^{2}+m^{2}+n^{2} \leqq x$. The number of sets of integers $l, m, n$ satisfying that inequality is $\frac{4}{3} \pi x^{3 / 2}+O\left(x^{5 / 6}\right)$, for $O$ as in Landau ${ }^{179}$ of Ch. VI.
E. Landau ${ }^{98}$ proved that every positive integer not of the form $4^{a}(8 m+7)$ is a 3 , using the equivalence of every positive ternary quadratic form of discriminant unity to $x^{2}+y^{2}+z^{2}$.
K. J. Sanjana ${ }^{97}$ found solutions of the system of equations

$$
x^{2}=y^{2}+z^{2}+u^{2}, \quad x+y+z+u=100
$$

Let $x=a+b, y=a-b$. Then $z^{2}+u^{2}=4 a b, 2 a=100-z-u$. Hence

$$
(z+b)^{2}+(u+b)^{2}=2 b^{2}+200 b
$$

He took $u+b=z-b$, whence $z^{2}=100 b$. Taking $b=1,4,9, \cdots$, he found the solutions $42,40,10,8$ and $38,30,20,12$. The solution 39, 34, 14, 13 was noted by N. B. Pendse.
H. B. Mathieu ${ }^{98}$ stated that the general solution of $[3]=[3]$ is

$$
l A \pm r B \pm p D, \quad p A+q B \mp l D, \quad r A \mp l B-q D .
$$

Welsch ${ }^{99}$ gave $l \pm m v, n \mp p v, l m-n p \mp v$ as the general solution.
A. Gérardin ${ }^{100}$ gave the identity $\left(7 a^{2}+7 b^{2}-12 a b\right)^{2}=\left(6 a^{2}+6 b^{2}-14 a b\right)^{2}+\left(3 a^{2}-3 b^{2}\right)^{2}+\left(2 a^{2}-2 b^{2}\right)^{2}$.
L. Aubry ${ }^{101}$ noted the existence of an infinitude of primes each a sum of three distinct squares. Every prime $p=12 n+5>17$ gives a solution.

[^197]We have $p=a^{2}+b^{2}$, where $a$ and $b$ are prime to 3 , so that we can set $a+b \equiv 0(\bmod 3)$,

$$
a^{2}+b^{2}=\left(\frac{2 a-b}{3}\right)^{2}+\left(\frac{2 a+2 b}{3}\right)^{2}+\left(\frac{2 b-a}{3}\right)^{2}
$$

where the three squares are distinct if $p>17$.
L. Aubry ${ }^{102}$ proved that not all decompositions of the square of a 3$]$ into a [3] are given by (4). Expressions for $x^{2}+y^{2}$ or $x^{2}+2 y^{2}$ as a 3$]$ are given on p. 124 and 19, 1912, 11, 188-190.
H. C. Pocklington ${ }^{103}$ noted that, if $N=4 m+1$ or $4 m+2$, there are properly primitive forms of determinant $-N$ that have the quadratic character - 1 ; while if $N=8 m+3$ there are improperly primitive forms of determinant $-N$ which have the character - 2 . Transform such a form into $(b, f, c)$, where $b$ is prime to $N$. Solve $b g^{2} \equiv-1(\bmod N)$ for $g$ and let $b g^{2}+1=a N$. Then

$$
N=(a, b, c, f, g, 0)\left(b c-f^{2}, f g,-b g\right)
$$

is a representation of $N$ by a definite ternary quadratic form of determinant unity. Reducing it in the ordinary way, we get $N=3$.
R. F. Davis ${ }^{104}$ noted that, if $p+q+r=1,1 / p+1 / q+1 / r=0$, then

$$
a^{2}+b^{2}+c^{2}=(p a+q b+r c)^{2}+(q a+r b+p c)^{2}+(r a+p b+q c)^{2} .
$$

E. Landau ${ }^{105}$ proved that the number of sets of integers $u, v, w$ for which $u^{2}+v^{2}+w^{2} \leqq x$ is $\frac{4}{3} \pi x^{3 / 2}+O\left(x^{3 / 4+\epsilon}\right)$, for $\epsilon>0$. Application is made to the number of classes of positive forms of given discriminant.
L. Aubry ${ }^{108}$ proved that $p A^{2}=B^{2}+C^{2}+D^{2}$ implies that $p$ is a sum of three squares; similarly for four squares.
E. N. Barisien ${ }^{107}$ noted various special cases of (3).
*G. Mühle ${ }^{107 a}$ solved $x^{2}+y^{2}+z^{2}=g^{2}$, where $g$ is given; also, $x^{2}+y^{2}=g^{2}$ and $x^{2}+y^{2}=z^{2}+w^{2}$.
G. Humbert, ${ }^{108}$ by use of an identity involving theta-functions, proved that if $f(x)$ is any even function of $x$,

$$
\Sigma f(t)=\Sigma(-1)^{(d-1) / 2} f(d+2 h)
$$

where $t$ ranges over the integers occurring in the decomposition of a given number $8 M+3$ into $t^{2}+t_{1}^{2}+t_{2}^{2}$, each $t$ an odd integer $>0$, while in the second member the summation extends over the decompositions

$$
8 M+3=4 h^{2}+d d_{1}\left(d_{1}>d>0\right)
$$

The case $f=1$ is due to Hermite. ${ }^{69}$ He gave a similar result and

$$
\begin{aligned}
\Sigma f(t) & =2 \Sigma\left(d_{1}+d-4 h\right) f(d+2 h) \\
4 N+3 & =t^{2}+t_{1}^{2}+t_{2}^{2}+4 l^{2}+4 l_{1}^{2}=4 h^{2}+d d_{1} \quad\left(t, t_{1}, t_{2} \text { odd }\right) .
\end{aligned}
$$

[^198]W. C. Eells, ${ }^{109}$ to solve $x^{2}+y^{2}+z^{2}=a^{2}$, took $x=2 M N, y=M^{2}-N^{2}$, $a=m^{2}+n^{2}$, and gave to $M^{2}+N^{2}, z$ the values $m^{2}-n^{2}, 2 m n$ in either order. He tabulated 125 sets of solutions arranged according to the size of $a$.
A. Gérardin and E. Miot ${ }^{110}$ gave many identities $x^{2}+y^{2}=u^{2}+v^{2}+w^{2}$.
L. Aubry ${ }^{111}$ gave a very long, but elementary proof, by use of theorems on divisors of numbers $x^{2}+m y^{2}$, that every number not of the form $4^{r}(8 n+7)$ is a 3 .
L. J. Mordell ${ }^{112}$ proved Kronecker's $s^{33}$ theorem by use of theta functions.
A. S. Werebrusow ${ }^{113}$ noted that the problem to find two equal sums of three squares is evidently equivalent to $m m^{\prime}+n n^{\prime}+p p^{\prime}=0$, the general solution of which is stated to be
\[

$$
\begin{array}{lll}
m=a \beta-b \alpha, & n=a \gamma-c \alpha, & p=a \delta-d \alpha \\
m^{\prime}=c \delta-d \gamma, & n^{\prime}=d \beta-b \delta, & p^{\prime}=b \gamma-c \beta
\end{array}
$$
\]

He gave long formulas said to solve $x^{2}+y^{2}=u^{2}+v^{2}+w^{2}$ completely.
E. Bahier ${ }^{114}$ found solutions of $a^{2}+b^{2}+c^{2}=d^{2}$ in which $a+b=d$, $d=c+1, d^{2}=c^{2}+\gamma^{2}$, or $a$ and $b$ are given. He discussed the nature of numbers $d$ such that $d^{2}$ is a sum of three squares $\neq 0$.
E. Turrière ${ }^{115}$ derived (4) geometrically and showed how to deduce new solutions of $x_{1}^{2}+\cdots+x_{n}^{2}=R^{2}$ from a given solution.
W. de Tannenberg ${ }^{116}$ found real polynomials of degree $2 n$ in a variable $\theta$ satisfying $x^{2}+y^{2}+z^{2}=P^{2}$, where $P$ is a given polynomial of degree $2 n$ in $\theta$, nct zero for any real $\theta$. Hence set $P=\left(a_{1}^{2}-t_{1}^{2}\right) \cdots\left(a_{n}^{2}-t_{n}^{2}\right), t_{p}=i\left(\theta+b_{p}\right)$. For arbitrary parameters $\alpha_{0}, \cdots, \alpha_{n}$, define two sets of functions by $u_{p}=\left(a_{p} u_{p-1}+t_{p} v_{p-1}\right) e^{i a_{p}}, \quad v_{p}=\left(a_{p} v_{p-1}+t_{p} u_{p-1}\right) e^{-i a_{p}} \quad(p=1, \cdots, n)$, $u_{0}=e^{i a_{0}}, v_{0}=e^{-i a_{0}}$. Let the $u, v$ become $u^{\prime}, v^{\prime}$ when $t_{1}, \cdots, t_{n}$ are changed in sign. Define $x, y, z$ by means of

$$
P-z=2 u_{n} v_{n}^{\prime}, \quad P+z=2 v_{n} u_{n}^{\prime}, \quad x+i y=2 u_{n} u_{n}^{\prime}, \quad x-i y=2 v_{n} v_{n}^{\prime}
$$

which are consistent since $u_{n} v_{n}^{\prime}+v_{n} u_{n}^{\prime}=P$. Take $t_{p}=i\left(\theta+b_{p}\right)$.
On two equal sums of three squares, see papers 19 and 86 of Ch . VIII. By Cesàro $0^{26}$ of Ch . IX there are in mean $\frac{1}{4} \pi n^{1 / 2}$ representations of $n$ as a 33 . On a (3) equal to $2 v^{2}, v^{2}$ or $v^{4}$, see papers 171 of Ch. XIII, 69 of Ch. XV, 312 of Ch. XXII. On numbers not a 3 , papers 4,5 of Ch . VIII. On systems of equations including $3=\square$, papers 97 of Ch. VII, 94 of Ch. IX, 32-39a, $51,146,165,168$ of Ch. XIX, $390-8$ of Ch. XXI, 308-9 of Ch. XXII. On systems including 3$]=u^{3}$ or $u^{5}$, papers 95,97 of Ch. XX, 353, 392, 402-3 of Ch. XXI.

[^199]
## CHAPTER VIII.

## SUM OF FOUR SQUARES.

Diophantus, IV, 31 [32], desired four numbers $x_{i}$ such that the sum of their squares increased [diminished] by the sum of the numbers is a given number $n$. He took $n=12[n=4]$. Since $x^{2} \pm x+\frac{1}{4}$ is a square, $\Sigma x_{i}^{2} \pm \Sigma x_{i}+1$ is the sum of four squares, here 13 [5]. Hence we have to divide 13 [5] into four squares and subtract $\frac{1}{2}$ from [add $\frac{1}{2}$ to] each of their sides to obtain the sides of the required squares. Since

$$
13=4+9=\frac{64}{25}+\frac{36}{25}+\frac{144}{25}+\frac{81}{25}, \quad\left[5=\frac{9}{25}+\frac{16}{25}+\frac{64}{25}+\frac{36}{25}\right]
$$

the sides of the required squares are

$$
\frac{11}{10}, \frac{7}{10}, \frac{19}{10}, \frac{13}{10} ; \quad\left[\frac{11}{10}, \frac{13}{10}, \frac{21}{10}, \frac{17}{10}\right] .
$$

G. Xylander ${ }^{1}$ noted that if we take 1430 in place of 4 in the second problem, we get the solution $6^{2}, 11^{2}, 21^{2}, 30^{2}$.
C. G. Bachet ${ }^{1 a}$ remarked that Diophantus apparently assumed here and occasionally in Book V that any number is either a square or the sum of 2, 3 or 4 squares [Bachet's theorem], and added that he himself had verified this proposition for all numbers up to 325 and would welcome a proof; he gave decompositions into 4 or fewer squares of each number up to 120 . He mentioned the generalization of Diophantus IV, 31 to the problem to find $k$ numbers such that the sum of their squares increased by the sum of the numbers is a given number $n$. Thus $n+k / 4$ is to be the sum of $k$ squares. Bachet stated that if $k \geqq 4$ there is no condition.

Fermat, in his comment quoted in Ch. $\mathrm{I}^{36}$, stated that he possessed a proof that every number is a sum of four squares. In stating the theorem elsewhere, Fermat ${ }^{2}$ remarked that Diophantus seems to have known the theorem.

The reason for ascribing a knowledge of this theorem to Diophantus lies in the fact that he made no mention of a condition on a number in order that it be a sum of four squares, in the three cases IV, 31,32 and V, 17 , in which he mentioned the subject, but that he gave necessary conditions for representation as a sum of two or three squares (Chs. VI, VII).

Diophantus, V, 17, sought to divide a given number into four parts such that the sum of any three of the parts is a square. Thus three times the sum of the four parts is the sum of four squares. Let the given number

[^200]be 10．Then 30 is to be divided into four squares each $<10$ ．Since $30=16+9+4+1$ ，we take 9 and 4 as two of the squares and divide 17 into two squares each＜ 10 ［the squares of 1016／349 and 1019／349］． If we subtract each of the resulting four squares from 10，we obtain the required parts 1,6 ，etc．In $V, 16$ ，the number 10 is divided into three such parts．For a generalization to $n$ parts，see Kausler ${ }^{47}$ of Ch．XV．

Regiomontanus ${ }^{3}$（J．Müller）proposed in a letter the problems to find four squares whose sum is a square and twenty squares whose sum is a square $>300000$ ．

Jakob von Speyer ${ }^{3 a}$ gave

$$
1+2^{2}+4^{2}+10^{2}=11^{2}, \quad 2^{2}+4^{2}+7^{2}+10^{2}=13^{2} .
$$

A．Girard，${ }^{4}$ in commenting on Diophantus V， 15 ，stated that there are numbers，as 7，15，23，28，31，39，not a sum of three squares，but that any integer is a sum of four squares．

R．Descartes ${ }^{5}$ announced the theorem（＂whose demonstration he judged so difficult that he dared not undertake to find it＂）：Any number which is the sum of three squares and exceeds 41 can be expressed also as the sum of four squares，excepting only the products of 6 or 14 by $4,4^{2}, 4^{3}, \cdots$ ． There are no other numbers which are not composed of four squares，except $2 \cdot 4^{n}$ ，which is not a square，nor composed of three or four squares，but only of two．

Fermat ${ }^{6}$ stated that he had much trouble in finding the new principles needed to apply his method of infinite descent to show that every number is a square or the sum of 2,3 or 4 squares；but stated that he had finally proved that if a given number is not of this nature there would exist a smaller which is not．

L．Euler ${ }^{7}$ admitted that he could not prove Bachet＇s theorem that every integer is a 困，nor give a general rule to express $n^{2}+7$ as a 4 ． Oct．17， 1730 （p．45），he noted that，if Fermat＇s theorem that every integer $x$ is a sum of three triangular numbers $\left(a^{2}+a\right) / 2$ is true，then $8 x+3$ is the sum of the three squares $(2 a+1)^{2}$ ．Hence $8 x+4$ and $8 x+7$ are 4 ． ［Cf．Beguelin ${ }^{75}$ of Ch．I．］Since $m^{2}(8 x+4)=k^{2}(2 x+1)$ ，it remains only to prove that $4 x+2$ is a 团．Oct．15， 1743 （p．263），Euler noted that，if $n p^{2}$ is a 团，$n$ is a sum of four integral squares．Thus if it be true that $8 m+3$ is a $3,8 m+4$ is a 雨 and also $2 m+1$ ，so that every integer is a 4 ． May 6， 1747 （p．419），he stated that Bachet＇s theorem depends on the unproved fact that every number $4 m+2$ is the sum of two numbers $4 x+1$ and $4 y+1$ ，neither having a factor $4 p-1$［and hence each a［2］．For，

[^201]then $2(4 m+2)$ is a 团 and hence $2 m+1$ is a 团．May 4， 1748 （p．452）， he gave the fundamental formula（Cf．Euler ${ }^{165}$ of Ch ．XIX）
\[

\left\{$$
\begin{array}{cl}
\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(p^{2}+q^{2}+r^{2}+s^{2}\right)=x^{2}+y^{2}+z^{2}+v^{2},  \tag{1}\\
x=a p+b q+c r+d s, & y=a q-b p \pm c s \mp d r, \\
z=a r \mp b s-c p \pm d q, & v=a s \pm b r \mp c q-d p,
\end{array}
$$\right.
\]

and stated（p．454，and Aug．17，1750，p．531）that Bachet＇s theorem would follow if the fourth power of $1+x+x^{4}+x^{9}+x^{16}+\cdots$ contained $x^{n}$ with a coefficient $=0$ ．April 12， 1749 （pp．495－7），he stated that he had a proof that，if $p$ is any prime，there exist four integers $a, \cdots, d$ ，each not divisible by $p$ ，such that $a^{2}+\cdots+d^{2}$ is divisible by $p$ ．Set $a=\alpha p \pm x$ ， $\cdots, d=\delta p \pm v$ ，where $0 \leqq x \leqq \frac{1}{2} p, \cdots, 0 \leqq v \leqq \frac{1}{2} p$ ．Hence $x^{2}+\cdots+v^{2}$ is divisible by $p$ ．If $p$ is odd，$x<\frac{1}{2} p, \cdots$ ，so that $x^{2}+\cdots+v^{2}<p^{2}$ ． To prove that every prime is a 4 ，suppose there is a minimum prime $p$ not a（4．But $x^{2}+\cdots+v^{2}=p q, q<p$ ．Euler believed，but could not prove，that if $p q=[4, p \neq[$ ，then $q \neq[4$ ．Admitting this，we would have a contradiction with the assumption about the minimum $p$ ．Thus every prime is a 4 and hence by（1）every integer is a 4 ．

On the point here left in doubt that $p q=4$ and $q=\square$ imply $p=$ 团， Euler proved，July 26,1749 ，pp． $505-10$ ，that，if ${ }^{*} m \leqq 7, m A=4$ and $m=$ 田 imply $A=$ 田．Set

$$
\begin{gathered}
m=a^{2}+b^{2}+c^{2}+d^{2}, \\
m A=(f+m p)^{2}+(g+m q)^{2}+(h+m r)^{2}+(k+m s)^{2},
\end{gathered}
$$

［where $f, \cdots, k$ are numerically $\leqq m / 2$ ］．Then $f^{2}+\cdots+k^{2}$ is divisible by $m$ ．For $m \leqq 7$ ，the quotient was verified to be a 团，

$$
f^{2}+g^{2}+h^{2}+k^{2}=m\left[X^{2}+Y^{2}+Z^{2}+V^{2}\right],
$$

and［in accord with，but not a consequence of，（1）］

$$
\begin{gathered}
f=a X+b Y+c Z+d V, \quad g=b X-a Y-d Z+c V, \\
h=c X+d Y-a Z-b V, \quad k=d X-c Y+b Z-a V, \\
A=X^{2}+Y^{2}+Z^{2}+V^{2}+2(f p+g q+h r+k s)+m\left(p^{2}+q^{2}+r^{2}+s^{2}\right) \\
=(x+X)^{2}+(y-Y)^{2}+(z-Z)^{2}+(v-V)^{2}
\end{gathered}
$$

where $x, \cdots, v$ are given by（1）with the upper signs．Moreover，he gave a proof of Chr．Goldbach＇s assertion of June 16 （p．503）that the sum $s$ of four odd squares can be expressed as a sum of four even squares．Since

$$
\begin{aligned}
& \frac{1}{2}(2 p+1)^{2}+\frac{1}{2}(2 q+1)^{2}=(p+q+1)^{2}+(p-q)^{2}, \\
& \frac{s}{2}=(a+b+1)^{2}+(a-b)^{2}+(c+d+1)^{2}+(c-d)^{2} .
\end{aligned}
$$

The last sum involves two even and two odd squares since $s=8 m+4$ ．

[^202]Hence

$$
\begin{gathered}
\frac{s}{2}=(2 p+1)^{2}+(2 q+1)^{2}+4 r^{2}+4 s^{2} \\
\frac{s}{4}=(p+q+1)^{2}+(p-q)^{2}+(r+s)^{2}+(r-s)^{2}
\end{gathered}
$$

As a corollary, $2 A=4$ implies $A=4$.
On March 24, 1750 (p. 513), Goldbach had stated that there is a definite connection between the sets of four squares whose sums are $2 m-1$ and $2 m+1$, as derived from $8 m+3=$ [3]. June 9, 1750 (p. 518), Euler interpreted this as follows: From $8 m-5=a^{2}+b^{2}+c^{2}$, where $a, b, c$ are odd,

$$
4 m-2=\left(\frac{1+a}{2}\right)^{2}+\left(\frac{a-1}{2}\right)^{2}+\left(\frac{b-c}{2}\right)^{2}+\left(\frac{b+c}{2}\right)^{2}
$$

where two of the squares are even. Set $2 p=(a+1) / 2,2 q=(b+c) / 2$. Then

$$
\begin{aligned}
4 m-2 & =(2 p)^{2}+(2 q)^{2}+r^{2}+s^{2}, \\
2 m-1 & =(p+q)^{2}+(p-q)^{2}+\left(\frac{r+s}{2}\right)^{2}+\left(\frac{r-s}{2}\right)^{2} \\
& =\Sigma\left(\frac{a \pm b \pm c \pm 1}{2}\right)^{2},
\end{aligned}
$$

where two or four signs are + . From $8 m+4=9+a^{2}+b^{2}+c^{2}$,

$$
\begin{aligned}
& 4 m+2=\left(\frac{a+3}{2}\right)^{2}+\left(\frac{a-3}{2}\right)^{2}+\left(\frac{b+c}{2}\right)^{2}+\left(\frac{b-c}{2}\right)^{2} \\
& 2 m+1=\Sigma\left(\frac{a \pm b \pm c \pm 3}{2}\right)^{2}
\end{aligned}
$$

where two or four signs are + . Hence, from $8 m-5=3]$,

$$
\begin{aligned}
& 2 m-1=p^{2}+q^{2}+r^{2}+s^{2} \\
& 2 m+1=(p+1)^{2}+(q+1)^{2}+(r-1)^{2}+(s-1)^{2}
\end{aligned}
$$

Thus $r+s-p-q=1$ and we can express any odd number as a sum of four squares the algebraic sum of whose roots is unity. [Cf. Cauchy, 1813]. Euler stated (p. 521, p. 527, and again on Dec. 4, 1751, p. 559) that while he had proved that any rational number is the sum of four rational squares, he had not proved the theorem for integral squares.

Goldbach (p. 526) noted that $\alpha, \beta, \gamma, \alpha+\beta+\gamma+2 \delta$, and $\alpha+\beta+\delta$, $\alpha+\gamma+\delta, \beta+\gamma+\delta, \delta$, and $\alpha+\delta, \beta+\delta, \gamma+\delta, \alpha+\beta+\gamma+\delta$ have the same sum of squares.

Euler, July 3, 1751, p. 542, discussed the problem to make

$$
s=\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}+e
$$

a (4). Call the roots $\alpha-k x, \beta-m x, \gamma-n x, \delta+x$. Then

$$
\delta=A-\frac{1}{2} B x+\frac{e}{2 x}, \quad A \equiv k \alpha+m \beta+n \gamma, \quad B \equiv k^{2}+m^{2}+n^{2}+1
$$

Resolve $e \cdot B$ into two factors $a, b$, both even or both odd. Then for $x=e / a, \delta=A+(a-b) / 2$. Take $k, m, n$ arbitrarily and determine $a-b$, or conversely. The case $e=8$ was partially treated by Goldbach,
 zero is a ${ }^{3}$ since (pp. 548-9)

$$
a^{2}+b^{2}+c^{2}+(a+b+c)^{2}=(a+b)^{2}+(a+c)^{2}+(b+c)^{2}
$$

Goldbach (p. 548) noted that

$$
8 n+4=a^{2}+b^{2}+c^{2}+d^{2}, \quad a+b+c+d=2
$$

Euler, Sept. 4, 1751, p. 551, deduced this from

$$
8 n+3=\left[3=(a+b-1)^{2}+(a+c-1)^{2}+(b+c-1)^{2} .\right.
$$

Euler ${ }^{8}$ published some results on Bachet's theorem. He proved
Theorem I. There exist integers $a, b$ for which $1+a^{2}+b^{2}$ is divisible by a given prime $p$. For, if -1 is a quadratic residue of $p$, there is an integer $a$ for which $1+a^{2}$ is divisible by $p$. Next, let -1 be a nonresidue and suppose the theorem is false. Then $1+1-2=0$ shows that -2 is a non-residue and hence +2 a residue; then $1+2-3=0$ shows that -3 is a non-residue and hence +3 a residue; and in this way $1,2, \cdots, p-1$ would all be residues.

If $A=a^{2}+\cdots+d^{2}, P=p^{2}+\cdots$, then $A / P=A P / P^{2}=(x / P)^{2}+\cdots$ by (1), so that $A / P$ is the sum of four rational squares. Euler admitted he was unable to prove that, if $A$ is divisible by $P, A / P$ is the sum of four integral squares. If this were proved, Bachet's theorem would follow. But it is readily proved that every integer is a sum of four rational squares. For, if $p$ be the least prime not such a sum, there exists (Theorem I) an integer $A=a^{2}+b^{2}+c^{2}$ divisible by $p$, where $a, b, c$ are $<p / 2$. Then $A / p<\frac{3}{4} p$, and yet $A / p$ was seen to be the sum of four ratior ul squares.
J. L. Lagrange ${ }^{9}$ gave the first proof of the theorem of Bachet and acknowledged his indebtedness to ideas in the preceding paper by Euler. The steps are as follows:
(i) If $p^{2}+q^{2}=t \rho$ and $r^{2}+s^{2}=u \rho$, where $p, q, r, s$ have no common divisor, then $t$ and $u$ are sums of two squares.

For, call $M$ the g.c.d. of $p=M p_{1}$ and $q=M q_{1} ; N$ that of $r=N r_{1}$ and $s=N s_{1}$. Then $M$ and $N$ are relatively prime. Call $\mu$ the g.c.d. of $M^{2}$ and $\rho=\mu \rho_{1}$. Since

$$
\begin{equation*}
M^{2}\left(p_{1}^{2}+q_{1}^{2}\right)=t \mu \rho_{1} \tag{2}
\end{equation*}
$$

$\rho_{1}$ divides the sum $p_{1}^{2}+q_{1}^{2}$ of two relatively prime squares. By Euler's ${ }^{24}$ theorem of Ch . VI, the quotient is a sum $c^{2}+d^{2}$ of two squares. Set $\mu=\nu^{2} \mu_{1}$, where $\mu_{1}$ has no square factor. Then $M$ is divisible by $\nu \mu_{1}$, $M=K p \mu_{1}$. Now $N^{2}\left(r_{1}^{2}+s_{1}^{2}\right)=u \rho_{1}$. Since $\mu$ divides $M^{2}$, it is prime to $N^{2}$ and hence divides $r_{\mathrm{t}}^{2}+s_{1}^{2}$. As before, $\mu_{1}=e^{2}+f^{2}$. Then, by (2),

$$
t=\left(c^{2}+d^{2}\right) M^{2} / \mu=\left(c^{2}+d^{2}\right) K^{2} \mu_{1}=K^{2}(e c+f d)^{2}+K^{2}(e d-f c)^{2}
$$

[^203](ii) If $\gamma^{2}+\delta^{2}$ is divisible by $m^{2}+n^{2}$, the quotient $t$ is a sum of two squares.

Let $l$ be the g.e.d. of $\gamma=l p, \delta=l q, m=l r, n=l s$. Then $p^{2}+q^{2}$ is divisible by $r^{2}+s^{2}=\rho$. Hence, by (i), $t=\left(p^{2}+q^{2}\right) / \rho$ is a sum of two squares.
(iii) If $P=p^{2}+q^{2}+r^{2}+s^{2}$ is divisible by a prime $A>\sqrt{P}$, then $A$ is a sum of four squares.

Set $P=A a$. Then $a<A$. A common divisor $d$ of $p, q, r, s$ is $<A$, so that $d^{2}$ divides $a$ and may be deleted from $a, p^{2}, \cdots, s^{2}$. Let therefore $d=1$.

Let $\rho$ be the g.c.d. of $a=b \rho$ and $p^{2}+q^{2}=t \rho$. Then $\left(r^{2}+s^{2}\right) / \rho$ is an integer $u$. By (i), $t=m^{2}+n^{2}, u=h^{2}+l^{2}$. Thus

$$
t u=x^{2}+y^{2}, \quad x=m h+n l, \quad y=m l-n h .
$$

From $P=A a$ follows

$$
A b=t+u, \quad A b t=t^{2}+x^{2}+y^{2} .
$$

Since $b$ is prime to $t$, there exist integers $\alpha, \cdots, \delta$ such that

$$
x=\alpha t+\gamma b, \quad y=\beta t+\delta b, \quad|\alpha|<\frac{1}{2} b, \quad|\beta|<\frac{1}{2} b,
$$

$$
\begin{equation*}
A b t=k t^{2}+2 \alpha \gamma t b+2 \beta \delta t b+\left(\gamma^{2}+\delta^{2}\right) b^{2}, \quad k \equiv 1+\alpha^{2}+\beta^{2} . \tag{3}
\end{equation*}
$$

Hence $k t^{2}$ is divisible by $b$. Thus $k=a_{1} b$, where $a_{1}<b / 2+1 / b$. Then

$$
\begin{aligned}
A t & =a_{1} t^{2}+2 \alpha \gamma t+2 \beta \delta t+\left(\gamma^{2}+\delta^{2}\right) b, \\
a_{1} A t & =\left(a_{1} t+\alpha \gamma+\beta \delta\right)^{2}+\gamma^{2}\left(a_{1} b-\alpha^{2}\right)+\delta^{2}\left(a_{1} b-\beta^{2}\right)-2 \alpha \beta \gamma \delta .
\end{aligned}
$$

Replacing $a_{1} b$ by $1+\alpha^{2}+\beta^{2}$, we get

$$
a_{1} A t=\left(a_{1} t+\alpha \gamma+\beta \delta\right)^{2}+(\beta \gamma-\alpha \delta)^{2}+\gamma^{2}+\delta^{2} .
$$

By (3), $\gamma^{2}+\delta^{2}$ is divisible by $t=m^{2}+n^{2}$. By the last equation and (ii),

$$
\gamma^{2}+\delta^{2}=t\left(p_{1}^{2}+q_{1}^{2}\right), \quad \begin{gathered}
\left(a_{1} t+\alpha \gamma+\beta \delta\right)^{2}+(\beta \gamma-\alpha \delta)^{2}=t\left(r_{1}^{2}+s_{1}^{2}\right), \\
a_{1} A=p_{1}^{2}+q_{1}^{2}+r_{1}^{2}+s_{1}^{2} .
\end{gathered}
$$

If $a=b \rho$ is $>1, a_{1}<b / 2+1 / b<a$. Similarly, if $a_{1}>1, a_{2} A$ is the sum of four squares, where $a_{2}<a_{1}$, etc. But each $a_{i} \geqq 1$. Thus a certain $a_{k}=1$, and $a_{k} A=A$ is the sum of four squares.
(iv) Any prime which divides the sum of four or fewer squares which have no common factor is itself the sum of four or fewer squares.

If the prime $A$ divides $p^{2}+q^{2}+r^{2}+s^{2}$, it divides the sum obtained by replacing $p$ by $\pm(p-m A)$, where $m$ is such that $0 \leqq|p-m A|<\frac{1}{2} A$, etc. The sum of the four new squares is $<A^{2}$ and is divisible by $A$. Then (iii) may be applied, even if some of the four squares are zero.
(v) If $B$ and $C$ are integers not divisible by the odd prime $A$, there exist integers $p$ and $q$ such that $p^{2}-B q^{2}-C$ is divisible by $A$.

Suppose that there is no integer $q$ which makes $b=B q^{2}+C$ divisible by $A$ (since otherwise we may take $p=0$ ). For

$$
\begin{aligned}
P & =p^{\Lambda-3}+b p^{\Lambda-5}+b^{2} p^{\Lambda-7}+\cdots+b^{(\Lambda-3) / 2}, \\
\left(p^{2}-b\right) P & =p^{\Lambda-1}-1-\left(b^{(1-1) / 2}-1\right) .
\end{aligned}
$$

Multiply the last equation by $Q=b^{(A-1) / 2}+1$. If $p$ and $q$ can be chosen so that $p P Q$ is not divisible by $A$, then $p^{2}-b$ will be divisible by $A$, as shown by using Fermat's theorem. For $q$ constant and $p=1, \cdots, A-2$, let $P$. become $P_{1}, \cdots, P_{\Delta-2}$. Then by the theory of differences,

$$
P_{1}-(A-3) P_{2}+\frac{1}{2}(A-3)(A-4) P_{3}-\cdots+P_{A-2}=(A-3)!
$$

Hence at least one $P_{i}$ is not divisible by $A$. Set $m=\frac{1}{2}(A-1)$. Then

$$
Q=q^{2} R+C^{m}+1, \quad R=B^{m} q^{\Lambda-3}+m B^{m-1} q^{A-5} C+\cdots+m B C^{m-1}
$$

If $C^{m}+1$ is not divisible by $A$, it suffices to take $q=0$. In the contrary case, we note that if $R$ becomes $R_{i}$ for $q=i$,

$$
R_{1}-(A-3) R_{2}+\frac{1}{2}(A-3)(A-4) R_{3}-\cdots+R_{A-2}=(A-3)!B^{m}
$$

so that at least one $R_{i}$ is not divisible by $A$. Hence by (iv) every prime is a 4 .
(vi) Every positive integer is the sum of four or fewer squares.

This follows from Euler's relation (1). Lagrange added the generalization

$$
\left(p^{2}-B q^{2}-C r^{2}+B C s^{2}\right)\left(p_{1}^{2}-B q_{1}^{2}-C r_{1}^{2}+B C s_{1}^{2}\right)
$$

(4) $\quad=\left\{p p_{1}+B q q_{1} \pm C\left(r r_{1}+B s s_{1}\right)\right\}^{2}-B\left\{p q_{1}+q p_{1} \pm C\left(r s_{1}+s r_{1}\right)\right\}^{2}$ $-C\left\{p r_{1}-B q s_{1} \pm r p_{1} \mp B s q_{1}\right\}^{2}+B C\left\{q r_{1}-p s_{1} \pm s p_{1} \mp r q_{1}\right\}^{2}$.
L. Euler's ${ }^{10}$ proof is much simpler than Lagrange's. It is shown that if $N$ divides $P=p^{2}+q^{2}+r^{2}+s^{2}$, but not all the numbers $p, \cdots, s$, then $N$ is a sum of four squares. Set $P=N n$. Determine $a, b, c, d$, each numerically $\equiv \frac{1}{2} n$, so that

$$
p=a+n \alpha, \quad q=b+n \beta, \quad r=c+n \gamma, \quad s=d+n \delta .
$$

Set $\sigma=a^{2}+b^{2}+c^{2}+d^{2}$. Then $\sigma \leqq n^{2}$. We readily dispose of the case* $\sigma=n^{2}$. [If $n$ is odd, $a, \cdots, d$ may be chosen numerically $<n / 2$, whence $\sigma<n^{2}$. If $n$ is even, we have $\sigma<n^{2}$ unless $a, \cdots, d$ numerically equal $n / 2$, whence $p \pm q$ and $r \pm s$ are divisible by $n$ and are even. But $N n=P=\Sigma p^{2}$, whence

$$
\begin{equation*}
\frac{1}{2} n N=\left(\frac{p+q}{2}\right)^{2}+\left(\frac{p-q}{2}\right)^{2}+\left(\frac{r+s}{2}\right)^{2}+\left(\frac{r-s}{2}\right)^{2} \tag{5}
\end{equation*}
$$

may be used in place of the initial multiple $P$ of $N$.] Hence let $\sigma<n^{2}$. Then
$N n=\sigma+2 n A+n^{2} t, \quad A \equiv a \alpha+b \beta+c \gamma+d \delta, \quad t \equiv \alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}$. Thus $\sigma$ is divisible by $n$. Set $\sigma=n n^{\prime}$, so that $n^{\prime}<n$. By (1),

$$
\sigma t=A^{2}+B^{2}+C^{2}+D^{2}
$$

Multiply $N=n^{\prime}+2 A+n t$ by $n^{\prime}$. Then

$$
N n^{\prime}=\left(n^{\prime}+A\right)^{2}+B^{2}+C^{2}+D^{2}
$$

[^204]In the same way, $N n^{\prime \prime}\left(n^{\prime \prime}<n^{\prime}\right)$ is the sum of four squares; etc., finally $N \cdot 1$ is a sum of four squares.

He proved that, if $N$ is a prime not dividing the given integers $\lambda, \mu, \nu$, we can find integers $x, y, z$ not divisible by $N$ such that $s=\lambda x^{2}+\mu y^{2}+\nu z^{2}$ is divisible by $N$. Since $\lambda$ is prime to $N$, we can determine integers $m$ and $n$ such that $\lambda m \equiv-\mu, \lambda n \equiv-\nu(\bmod N)$. Then $s \equiv 0$ is equivalent to $a \equiv m b+n c(\bmod N)$ for quadratic residues $a, b, c$. If the latter is impossible, then $m b+n$ is a non-residue for each of the $(N-1) / 2$ residues $b$ and hence gives all the non-residues. Then if $d$ is any residue, $b d$ is a residue $e$, so that me $+d n$ must be a non-residue. This exceeds the nonresidue $m e+n$ by $n(d-1)=\omega$. For $d \equiv 1, \omega$ is prime to $N$. Thus, if $\alpha$ is any non-residue, $\alpha+\omega$ is a non-residue. But $\alpha, \alpha+\omega, \cdots$, $\alpha+(N-1) \omega$ are congruent to $0,1, \cdots, N-1$ in some order and hence are not all non-residues.

Euler ${ }^{11}$ gave a slight modification of his preceding proof. We may assume that $p, q, r, s$ in $N n=p^{2}+q^{2}+r^{2}+s^{2}$ are numerically $<\frac{1}{2} N$, where $N$ is a prime. Then $n<N$ and we can find integers $a, \alpha, \cdots, d, \delta$, such that

$$
p=N a+n \alpha, \quad q=N b+n \beta, \quad r=N c+n \gamma, \quad s=N d+n \delta
$$

where $a, b, c, d$ are numerically $<\frac{1}{2} n$. Then $N n=N^{2} \sigma+2 N n A+n^{2} t$, so that $\sigma=n n^{\prime}, n^{\prime}<n$. Multiplying by $n^{\prime} / n$, we get

$$
N n^{\prime}=\left(N n^{\prime}+A\right)^{2}+B^{2}+C^{2}+D^{2} .
$$

Euler ${ }^{12}$ noted that $a^{2}+b^{2}+c^{2}=4\left(x^{2}+3 y^{2}\right)=$ 团 for

$$
\begin{aligned}
a & =2 m(p s+q r)+2 n(3 q s-p r) \\
b, c & =m\{(3 q \pm p) s+(q \mp p) r\}+n\{3(q \mp p) s-(3 q \pm p) r\}
\end{aligned}
$$

Euler ${ }^{13}$ remarked that the sum of two primes of the form $4 n+1$ is a ${ }^{4}$ since each is a ${ }^{2}$, and verified that every number $4 k+2 \leqq 110$ is a sum of two primes $4 n+1$.
A. M. Legendre ${ }^{14}$ remarked that a proof of Fermat's assertion that every prime $8 n-1$ is of the form $p^{2}+q^{2}+2 r^{2}$ would complete the proof that every number is a 团. For, any prime $8 n-3$ is of form $p^{2}+q^{2}$, any prime $8 n+3$ is of form $p^{2}+2 q^{2}$, any prime $8 n+1$ is simultaneously of the last two forms.

Legendre ${ }^{15}$ reproduced Euler's ${ }^{10}$ proof, using in place of Theorem I its generalization by Lagrange.
C. F. Gauss ${ }^{16}$ subtracted from the given number $4 n+2$ any square less than it, from $4 n+1$ an even square, from $4 n+3$ an odd square. The remainder is $\equiv 1,2,5$ or $6(\bmod 8)$ and hence is a sum of 3 squares. Thus

[^205]the given number is a sum of 4 squares. Finally, a multiple of 4 is of the form $4^{4} N$, where $N$ is one of the preceding three types.

Gauss ${ }^{17}$ noted that the theorem (1) that a product of two sums of four squares is a $4^{4}$ is represented in the simplest way by

$$
(N l+N m)(N \lambda+N \mu)=N(l \lambda+m \mu)+N\left(l \mu^{\prime}-m \lambda^{\prime}\right),
$$

where $N$ denotes the norm and $l, m, \lambda, \mu, \lambda^{\prime}, \mu^{\prime}$ are complex numbers, $\lambda, \lambda^{\prime}$ and $\mu, \mu^{\prime}$ being conjugate imaginaries. He noted (p. 447) that [cf. Glaisher, ${ }^{59}$ Hermite $\left.{ }^{69}\right]$

$$
\begin{align*}
&\left(1+2 y+2 y^{4}+2 y^{9}+\cdots\right)^{4}  \tag{6}\\
&=\left(1-2 y+2 y^{4}-\cdots\right)^{4}+\left(2 y^{1 / 4}+2 y^{9 / 4}+\cdots\right)^{4}
\end{align*}
$$

He noted (p. 445) that [cf. Legendre, ${ }^{23}$ Jacobi, ${ }^{24}$ and Genocchis ${ }^{38}$ ]

$$
\begin{align*}
& \left(1+2 y+2 y^{4}+2 y^{9}+\cdots\right)^{4}=1+8\left(\frac{y}{1-y}+\frac{2 y^{2}}{1+y^{2}}+\frac{3 y^{3}}{1-y^{3}}+\cdots\right),  \tag{7}\\
& \left(q+q^{9}+q^{25}+q^{49}+\cdots\right)^{4}=\frac{q^{4}}{1-q^{8}}+\frac{3 q^{12}}{1-q^{24}}+\frac{5 q^{20}}{1-q^{40}}+\cdots .
\end{align*}
$$

Gauss ${ }^{18}$ noted that every decomposition of a multiple of a prime $p$ into $a^{2}+b^{2}+c^{2}+d^{2}$ corresponds to a solution of $x^{2}+y^{2}+z^{2} \equiv 0(\bmod p)$ proportional to $a^{2}+b^{2}, a c+b d, a d-b c$ or to the sets derived by interchanging $b$ and $c$ or $b$ and $d$. For $p \equiv 3(\bmod 4)$, the solutions of $1+x^{2}+y^{2} \equiv 0(\bmod p)$ coincide with those of $1+(x+i y)^{p+1} \equiv 0$. From one value of $x+i y$ we get all by using

$$
(x+i y)(u+i) /(u-i) \quad(u=0,1, \cdots, p-1) .
$$

For $p \equiv 1(\bmod 4), p=a^{2}+b^{2}$; then $b(u+i) /\{a(u-i)\}$ give all values of $x+i y$ if we exclude the values $a / b$ and $b / a$ of $u$.
G. F. Malfatti ${ }^{18}$ did not prove as he promised to do that every integer is a 4. After verifying this for about 50 small numbers, he considered the equation $K n^{2}=p^{2}+q^{2}$, where $K$ is a given integer. If we admit his assertion that $K$ must be a ${ }^{2}$, the equation has evident solutions with $n=1$. Taking $K=a^{2}+b^{2}$, he found an infinitude of solutions, with $f$ and $g$ arbitrary, by setting

$$
\frac{a n-q}{g}=\frac{p-b n}{f}, \quad g(a n+q)=f(p+b n)
$$

The equation obtained by eliminating $p$ is satisfied if we take

$$
n=f^{2}+g^{2}, \quad q=\left(f^{2}-g^{2}\right) a+2 f g b .
$$

Next, $K n^{2}=p^{2}+q^{2}+r^{2}$, in which we may limit $K$ to be odd or the double of an odd number, and $n$ to be odd, is said without adequate proof to be

[^206]impossible unless $K$ is a ${ }^{3}$. For $K=a^{2}+b^{2}+c^{2}$, the equation becomes
\[

$$
\begin{gathered}
H h(a n+r)=F f(q+b n)+G g(p+c n), \\
H=\frac{a n-r}{h}, \quad F=\frac{q-b n}{f}, \quad G=\frac{p-c n}{g} .
\end{gathered}
$$
\]

It is stated that $H=F=G$, and that the linear equation in $n, r$, derived by eliminating $p, q$ requires $n=f^{2}+g^{2}+h^{2}$, whence

$$
\begin{aligned}
p & =\left(f^{2}-g^{2}+h^{2}\right) c+2 g h a-2 f g b, \\
q & =\left(-f^{2}+g^{2}+h^{2}\right) b+2 f h a-2 f g c, \\
r & =\left(f^{2}+g^{2}-h^{2}\right) a+2 f h b+2 g h c .
\end{aligned}
$$

[For these, $n^{2}\left(a^{2}+b^{2}+c^{2}\right)=p^{2}+q^{2}+r^{2}$, identically in $f, g, h, a, b, c$.] There is a similar treatment of the corresponding problem for 4 or 5 squares. If Malfatti had proved his statement that $K$ must be a sum of the like number of squares, he could have deduced Bachet's theorem from Euler's ${ }^{8}$ result that every integer is a sum of four rational squares.
P. Barlow ${ }^{20}$ gave a " simplification of Legendre's $s^{15}$ proof." To show that any prime $A$ divides a sum of 团, he proved at length that $x^{2}+w^{2}-1=m A$ is solvable [evidently by $x=1, w=0!$ ] and stated that a like proof shows that $y^{2}+z^{2}+1=n A$ is solvable. The proof probably meant for the latter is as follows. If $p \equiv y^{2}(\bmod A)$, either $-(p+1)$ is a quadratic residue ( $\equiv z^{2}$ ) and the result follows, or it is a non-residue and hence $p+1$ a residue, since -1 is a non-residue (otherwise our equation holds for $y=0$ ). But $p, p+1, p+2, \cdots$ are not all residues. The proof is thus only a slight modification of that by Euler. ${ }^{10}$
A. Cauchy's proof in 1813 of Fermat's theorem on 3 triangular numbers, 4 squares, 5 pentagons, etc., was considered in Ch. I. It is in place to mention here the theorems on sums of squares upon which his proof rests, especially since special cases were cited above from the correspondence of Euler and Goldbach. If

$$
\begin{equation*}
k=t^{2}+u^{2}+v^{2}+w^{2}, \quad s=t+u+v+w \tag{9}
\end{equation*}
$$

then
(10) $4 k-s^{2}=(t+u-v-w)^{2}+(t-u+v-w)^{2}+(t-u-v+w)^{2}$. But if $4^{a}$ is the highest power of 4 dividing $a$, then $a$ is a 33 if and only if $a / 4^{a}$ is not of the form $8 n+7$. If $k$ is even, the three sums in (10) are even, so that $k-s^{2} / 4$ is a 3 . By $(9), k \equiv s(\bmod 2)$. Cauchy proved that, if $k$ is even, sufficient conditions for (9) are that $s$ be even and between $\sqrt{3 k-1}$ and $\sqrt{4 k}$, and $k-s^{2} / 4 \neq 4^{a}(8 n+7)$. With the exception of $s>\sqrt{3 k-1}$, these were seen above to be necessary conditions. For $k$ odd, sufficient conditions for (9) are that $s$ be odd and between $\sqrt{3 k-2}-1$ and $\sqrt{4 k}$; there exists such an $s$ for any $k$. As to the former case, he proved that for any $k$ there exists an integer between $\sqrt{3 k}$ and $\sqrt{4 k}$ and congruent to $k$ modulo 2 except when $k=1,5,9,11,17,19,29,41,2,6,8,14,22$, 24, 34.
${ }^{20}$ New Series of Math. Repository (ed., Leybourn), 2, 1809, II, 70; Theory of Numbers, London, 1811, 212.

Cauchy ${ }^{21}$ noted that if $p$ is a prime and $\alpha, \beta$ are integers for which $\alpha+\beta+1 \leqq p$, and if $A$ ranges over $\alpha+1$ distinct values modulo $p$, and $B$ over $\beta+1$ values, then $A+B$ takes at least $\alpha+\beta+1$ distinct values modulo $p$. For $A$ and $B$ not divisible by $p, A x^{2}$ and $B y^{2}+C$ each take $(p+1) / 2$ distinct values modulo $p$, when $p$ is a prime $>2$. Hence $A x^{2}+B y^{2}+C$ takes all $p$ distinct values modulo $p$ and therefore the value zero. Cf. Cauchy ${ }^{95}$ of Ch. I.

Cauchy ${ }^{22}$ noted [the case $d=s=0$ of (1)]

$$
\left.\left.\left.\begin{array}{rl}
\left(a^{2}+b^{2}+c^{2}\right) & \left(p^{2}\right.
\end{array} \quad+q^{2}+r^{2}\right) . c\right)^{2}+(a q-b p)^{2}+(a r-c p)^{2}+(b r-c q)^{2}, ~(a p+b q+c r)^{2}\right)
$$

and a like formula with $n$ squares instead of 3 [see Cauchy ${ }^{61}$ of Ch. IX].
A. M. Legendre ${ }^{23}$ gave (8) and concluded that every number of the form $8 n+4$ is a sum of four odd squares in $\sigma(2 n+1)$ ways, where $\sigma(k)$ is the

C. G. J. Jacobi ${ }^{24}$ proved Bachet's theorem by comparing the formulas

$$
\begin{aligned}
\sqrt{2 K / \pi} & =1+2 q+2 q^{4}+2 q^{9}+\cdots=\sum_{n=-\infty}^{+\infty} q^{n^{2}}, \\
(2 K / \pi)^{2} & =1+8\left\{\frac{q}{1-q}+\frac{2 q^{2}}{1+q^{2}}+\frac{3 q^{3}}{1-q^{3}}+\cdots\right\} \\
& =1+8 \Sigma \sigma(p)\left(q^{p}+3 q^{2 p}+3 q^{4 p}+3 q^{8 p}+\cdots\right),
\end{aligned}
$$

including (7), where $p$ ranges over the positive odd numbers, and $\sigma(p)$ denotes the sum of the divisors of $p$. At the same time we obtain the theorem: The number of representations ${ }^{76}$ of $2^{a} p$ as a sum of 4 squares is $8 \sigma(p)$ or $24 \sigma(p)$, according as $\alpha=0$ or $\alpha>0$. Cf. Jacobi ${ }^{22 b}$ of Ch. III.

Jacobi²5 compared the formulas ${ }^{26}$

$$
(2 k K / \pi)^{2}=16 \Sigma \sigma(p) q^{p}, \quad \sqrt{2 k K / \pi}=2 q^{1 / 4}+2 q^{9 / 4}+2 q^{25 / 4}+\cdots,
$$

where $p$ ranges over the odd positive numbers, and concluded that there are $\sigma(p)$ sets of four positive odd numbers the sum of whose squares is $4 p$ [see papers $23,30,42,52,69,72,82,91$ ].
V. Bouniakowsky ${ }^{27}$ proved that, if $A, B, C$ are integers not divisible by the prime $p$, we can give to $x, y$ such integral values that $A x^{2}+B y^{2}-C$ is divisible by $p$. He first found the conditions that $x$ or $y$ can be a multiple of $p$; then noted that, if neither can be a multiple of $p$, the congruence can be written $\rho^{M}+\rho^{N}-1 \equiv 0(\bmod p)$, where $\rho$ is a primitive root of $p$,
${ }^{21}$ Jour. de l'école polyt., vol. 9 (cah. 16), 1813, 104-116; Oeurres, (2), I, 39-63.
${ }^{22}$ Cours d'analyse de l'école polyt., $1,1821,457$.
${ }^{23}$ Traité des fonctions elliptiques, 3, 1828, 133. Stated in Legendre's Théorie des nombres, ed. 3, I, 1830, 216, No. 154 (Maser, I, 217); not in eds. 1, 2. Cf. Bouniakowsky, Vol. I, p. 283. Cf. Jacobi. ${ }^{25}$
24 Werke, I, 423-4; Jour. für Math., 80, 1875, 241-2; Bull. des sc. math. astr., 9, 1875, 67-9; letter, Sept. 9, 1828, Jacobi to Legendre. Jacobi, Fundamenta Nova Funct. Ellipt., Konigsberg, 1829, p. 188, p. 106 (34), p. 184 (6); Werke, I, 239. Cf. J. Tannery and J. Molk, Elém. thérie fonct. ell., 4, 1902, 260-3; J. W. L. Glaisher, Quar. Jour. Math., $38,1907,8$; papers $51-2,81,88,110-1$.
${ }^{25}$ Jour. für Math., 3, 1828, 191; Werke, I, 247. Cf. Lioyxille ${ }^{1}$ and Deltour ${ }^{20}$ of Ch. XI.
${ }^{28}$ Fundamenta Nova Funct. Elilipt., 1829, 106 (35), 184 (7); Werke, I, 162, 235.
and $M$ and $N$ are odd. The latter congruence can be solved. Or the theorem can be derived by multiplication from Lagrange's case $A=1$.

If $N$ is any odd integer or the double of an odd integer, while $A, B, C$ are integers prime to $N, A x^{2}+B y^{2}-C \equiv 0(\bmod N)$ is solvable.

Given two arithmetical progressions whose first terms $\alpha, \beta$ are arbitrary and whose common differences $A, B$ are not divisible by the prime $p$, we can choose $n$ and $n^{\prime}$ so that the total sum of $n$ terms of the first, $n^{\prime}$ terms of the second, and any given integer $E$, is divisible by $p$ :

$$
\frac{1}{2}\{2 \alpha+(n-1) A\} n+\frac{1}{2}\left\{2 \beta+\left(n^{\prime}-1\right) B\right\} n^{\prime}+E \equiv 0 \quad(\bmod p)
$$

For, this can be reduced to the above congruence.
F. Minding ${ }^{28}$ noted that integers $u$ and $v$ can be chosen so that $u^{2}-B v^{2}-C$ is divisible by the prime $p$, if neither $B$ nor $C$ is divisible by $p$. In fact, for $v=0,1, \cdots,(p-1) / 2$, the function $B v^{2}+C$ takes $(p+1) / 2$ distinct values modulo $p$, and at least one must be congruent to one of the $(p+1) / 2$ values of $u^{2}$, since otherwise there would be $p+1$ residues modulo $p$. Hence we can choose $u$ and $v$ less than $p / 2$ so that $u^{2}+v^{2}+1$ is divisible by $p$. The proof that $p$ is a 团 is that by Euler. ${ }^{10}$
G. Libri ${ }^{29}$ proved that there are $n \pm 1$ sets of solutions $<n$ of

$$
x^{2}+a y^{2}+b \equiv 0 \quad(\bmod n)
$$

if $a, b$ are not divisible by the prime $n$. He first expressed the number of sets of solutions as a double sum involving roots of unity.
C. G. J. Jacobi ${ }^{30}$ gave an arithmetical proof of his ${ }^{25}$ theorem on the number $\mu$ of sets of positive odd solutions $w, \cdots, z$ of

$$
\begin{equation*}
w^{2}+x^{2}+y^{2}+z^{2}=4 p, \tag{11}
\end{equation*}
$$

where $p$ is a given positive odd number. Two distinct permutations of the same numbers are counted as different solutions. For such a set,

$$
w^{2}+x^{2}=2 p^{\prime}, \quad y^{2}+z^{2}=2 p^{\prime \prime}, \quad p^{\prime}+p^{\prime \prime}=2 p,
$$

where $p^{\prime}$ and $p^{\prime \prime}$ are odd. Conversely, these equations imply (11). Hence $\mu=\sum_{p, p^{\prime \prime}} N\left[2 p^{\prime}=w^{2}+x^{2}\right] \cdot N\left[2 p^{\prime \prime}=y^{2}+z^{2}\right], \quad p^{\prime}+p^{\prime \prime}=2 p ; p^{\prime}, p^{\prime \prime}$ odd, where $N\left[2 p^{\prime}=w^{2}+x^{2}\right]$ denotes the number of positive solutions $w, x$ of $2 p^{\prime}=w^{2}+x^{2}$. The latter number is $N\left[p^{\prime}=a \alpha\right]-N\left[p^{\prime}=a \alpha^{\prime}\right]$, where $\alpha$ ranges over the factors of the form $4 m+1$ of $p^{\prime}$ and $\alpha^{\prime}$ over the factors $4 m+3$. Let $\beta$ and $\beta^{\prime}$ range over the factors $4 m+1$ and $4 m+3$, respectively, of $p^{\prime \prime}$. Then

$$
N\left[2 p^{\prime \prime}=y^{2}+z^{2}\right]=N\left[p^{\prime \prime}=b \beta\right]-N\left[p^{\prime \prime}=b \beta^{\prime}\right] .
$$

Set $N[u]=N[2 p=u]$. Then

$$
\begin{gathered}
\Sigma N\left[p^{\prime}=a \alpha\right] \cdot N\left[p^{\prime \prime}=b \beta\right]=N[a \alpha+b \beta] \text {, etc., } \\
\mu=N[a \alpha+b \beta]+N\left[a \alpha^{\prime}+b \beta^{\prime}\right]-2 N\left[a \alpha+b \beta^{\prime}\right] .
\end{gathered}
$$

[^207]Unless $\alpha=\beta, \alpha^{\prime}=\beta^{\prime}$, we may set $\beta=\alpha+4 A, \beta^{\prime}=\alpha^{\prime}+4 A, A>0$, if the term be repeated. Thus

$$
\begin{aligned}
\mu= & N[\alpha(a+b)]+N\left[\alpha^{\prime}(a+b)\right]-2 N\left[a \alpha+b \beta^{\prime}\right] \\
& +2 N[\alpha(a+b)+4 b A]+2 N\left[\alpha^{\prime}(a+b)+4 b A\right] .
\end{aligned}
$$

Let $c$ range over both the $\alpha$ and $\alpha^{\prime}$ numbers. Then

$$
\mu=N[c(a+b)]+2 N[c(a+b)+4 b A]-2 N\left[a \alpha+b \beta^{\prime}\right] .
$$

In the second term set $c=d+4 A B, d<4 A, B \geqq 0$. Now $a+b$ may represent any even number $2 C$, and $b+B(a+b)$ any odd number $e$. Thus

$$
\mu=N[c(a+b)]+2 N[2 C d+4 A e]-2 N\left[a \alpha+b \beta^{\prime}\right] .
$$

Since $\alpha+\beta^{\prime} \equiv 0(\bmod 4), a \neq b$. Thus the second member of

$$
2 N\left[a \alpha+b \beta^{\prime}\right]=N\left[a \alpha+b \beta^{\prime}\right]+N\left[a \beta^{\prime}+b \alpha\right]
$$

is twice the like sum with $b>a$. Set $b=a+2 G, \alpha+\beta^{\prime}=4 A$. Then

$$
N\left[a \alpha+b \beta^{\prime}\right]=N\left[2 \beta^{\prime} G+4 A a\right]+N[2 \alpha G+4 A a]=N[2 d G+4 A a],
$$

where $d<4 A$. Hence $\mu=N[c(a+b)]$. Here $c$ ranges over all the divisors of $p$. If $p=c f$, the equation $2 p=c(a+b)$ becomes $2 f=a+b$, which has $f$ sets of odd solutions. But $\Sigma p / c$ is the sum of the divisors of $p$. Thus $\mu=\sigma(p)$.
T. Schönemann ${ }^{31}$ used the notation $\cos n, \sin n$ for a pair of solutions of $x^{2}+y^{2} \equiv 1(\bmod p)$. If $\cos m, \sin m$ is the notation for a second pair of solutions, then the expansions of $\cos (n+m), \sin (n+m)$ give a third pair of solutions. Then, for $\alpha$ an integer,

$$
(\cos n+i \sin n)^{a} \equiv \cos \alpha n+i \sin \alpha n \quad(\bmod p)
$$

If $p$ is a prime, $\cos p n \equiv \cos n, \sin p n \equiv(-1)^{(p-1) / 2} \sin n(\bmod p)$. Hence $\cos (p \mp 1) n \equiv 1$ if $p=4 k \pm 1$. An integer $a$ is put into "class $A$ " if $1-a^{2}$ is a quadratic residue of $p$, otherwise into class $B$. It is proved that if $\cos n$ belongs to class $A$ and if $\alpha$ is the least integer for which $\cos \alpha n \equiv 1(\bmod p)$, then $\alpha$ is a divisor of $p \mp 1$ when $p=4 k \pm 1$; then $\cos n$ is said to belong to the number $\alpha$. There exist $\phi(p \pm 1)$ " primitive" cosines which belong to $p \pm 1$. For $p=4 n+1, \cos n$ is primitive, so that all sets of real solutions of $x^{2}+y^{2} \equiv 1(\bmod p)$ are given by $\cos t n$, $\sin t n$ for $t=1,2, \cdots, p-1$; the cases of coincidence are found. The result is that for any prime $8 m \pm 1,8 m+3$ or $8 m+5$, there are $m$ essentially different sets of solutions, provided $0^{2}+1^{2} \equiv 1$ is excluded. The same ideas are applied to the determination of the quadratic character of $2,3,5$.
G. Eisenstein ${ }^{32}$ stated without proof that the number of all representations of an odd integer $m$ as a $\left[4\right.$ is $8 \sigma(m)$ [Jacobi ${ }^{24}$ ], and that, if

[^208]$m=a^{a} b^{\beta} \cdots$, where $a, b, \cdots$ are distinct primes, the number of proper representations is
$$
8 m(1+1 / a)(1+1 / b) \cdots
$$
P. L. Tchebychef ${ }^{33}$ proved that $x^{2}-A y^{2}-B \equiv 0(\bmod p)$ is solvable if $A$ is not divisible by the prime $p$. Proof is needed only when $p>2$ and $A y^{2}+B$ is never divisible by $p$, whence
$$
\left(A y^{2}+B\right)^{(p-1) / 2}+1 \equiv 0 \quad(\bmod p) .
$$

This congruence of degree $p-1$ is not satisfied by all the values $0,1, \cdots$, $p-1$ of $y$, so that for one of them $A y^{2}+B$ is a quadratic residue of $p$.
F. Pollock ${ }^{34}$ noted that if any odd square $16 n^{2} \pm 8 n+1$ is increased by 3 the sum is $3\left(4 n^{2} \pm 4 n+1\right)+\left(4 n^{2} \mp 4 n+1\right)$, and hence is the sum of four odd squares. By adding also 8 , the new sum is divisible into four odd squares, with a like result for each addition of 8 . He stated that every number $8 k+4$ is reached in this way. Since every number $8 k+4$ is thus a 团, Bachet's theorem is said to follow.
C. Hermite ${ }^{35}$ showed that, if $A$ is odd or the double of an odd number,

$$
\begin{equation*}
\alpha^{2}+\beta^{2}+1 \equiv 0 \quad(\bmod A) \tag{12}
\end{equation*}
$$

has integral solutions. First, let $A \equiv \epsilon(\bmod 4), \epsilon= \pm 1$. The arithmetical progression with the general term $4 A z+2 \epsilon A-1$ contains by Dirichlet's theorem an infinitude of primes, each $\equiv 1(\bmod 4)$ and hence the sum of two squares $\alpha^{2}+\beta^{2}$. Next, let $A \equiv 2(\bmod 4)$; we employ similarly the progression $2 A z+A-1$.

For integral solutions $\alpha, \beta$ of (12), the definite form

$$
f=(A x+\alpha z+\beta u)^{2}+(A y-\beta z+\alpha u)^{2}+z^{2}+u^{2}
$$

has as the numerical vaiue of the invariant $\Delta$ the value $A^{4}$ (being the product of the square of the determinant $A^{2}$ of the four linear functions by the value 1 of $\Delta$ for the sum of 4 squares) and hence its minimum for integral values of the variables $x, \cdots, u$ is $<\left(\frac{4}{3}\right)^{3 / 2} \Delta^{1 / 4}<2 A$. Since $f$ represents only multiples of $A$, the minimum is $A$ itself. Thus $A$ can be represented by $f$ and hence is a sum of four squares.

Hermite ${ }^{26}$ repeated the preceding proof and gave the following. The form

$$
\frac{1}{A} f=A\left(x^{2}+y^{2}\right)+2 \alpha(z x+y u)+2 \beta(x u-z y)+\frac{1}{A}\left(\alpha^{2}+\beta^{2}+1\right)\left(z^{2}+u^{2}\right)
$$

has integral coefficients, and $\Delta=1$. Hence it is equivalent to

$$
X^{2}+Y^{2}+Z^{2}+U^{2}
$$

the single reduced definite quatermary form with $\Delta=1$. Hence in the four linear functions $X, \cdots, U$ of $x, \cdots, u$, the sum of the squares of the coefficients of $x$ or of $y$ equals $A$.

[^209]For $M$ an odd integer, the Hermitian form

$$
M V \bar{V}+(\alpha+\beta i) V \bar{U}+(\alpha-\beta i) \bar{V} U+\frac{1}{M}\left(\alpha^{2}+\beta^{2}+1\right) U \bar{U},
$$

with complex integral coefficients, has for the invariant $\Delta$ the value -1 , and hence is equivalent to $\bar{v}+u \bar{u}$, the single reduced form with $\Delta=-1$. Let the latter be transformed into the former by

$$
v=a V+b U, \quad u=c V+d U, \quad a d-b c=1,
$$

$a, \cdots, d$ being complex integers. Then $M=a \bar{a}+c \bar{c}$, where $a$ and $c$ are relatively prime. Thus any odd integer is the sum of four squares such that the sum of two of the squares is prime to the sum of the two remaining squares. ${ }^{37}$

By considering the proper and improper representations of $M$ by $v v+u u$, he obtained Jacobi's formula $8 \Pi\left(p_{i}+1\right)$ for the number of representations as a sum of 4 squares of $M=\Pi p_{i}$, when $M$ is not divisible by the square of a prime.
F. Pollock ${ }^{38}$ proved Cauchy's theorem (1813) that any odd number $2 p+1$ is a sum of four squares the algebraic sum of whose roots is any assigned odd number from 1 to the maximum. For, $p$ is a sum of three or fewer triangular numbers. If $p=\left(q^{2}+q\right) / 2$, then whether $q=2 n$ or $2 n-1$, we have $2 p+1=4 n^{2} \pm 2 n+1$, which is the sum of the squares of $n,-n, \mp n, \pm(n \pm 1)$. If $p=\left(q^{2}+q\right) / 2+\left(r^{2}+r\right) / 2$, then $p$ is of the form $a^{2}+a+b^{2}$, and $2 p+1$ is the sum of the squares of $a+1,-a$, $b,-b$. If $p$ is the sum of three triangular numbers,

$$
\begin{gathered}
p=a^{2}+a+b^{2}+\frac{1}{2}\left(m^{2}+m\right), \\
2 p+1=2\left(a^{2}+a+b^{2}\right)+4 n^{2} \pm 2 n+1,
\end{gathered}
$$

the latter being the sum of the squares of $b \mp n,-b \mp n,-a \pm n$, $a \pm n+1$. In every case the algebraic sum of the four roots is unity.
A. Genocchi39 "recalled" (without reference) formulas (7) and (8) and noted that the second implies that the number of representations of $4 n$ as a 团 is $\sigma(n)$ when $n$ is odd, and that the first implies

$$
N_{1}+2 N_{2}+4 N_{3}+8 N_{4}=4\left(D_{1}+D_{2}-D_{4}\right),
$$

where $D_{1}$ is the sum of the odd divisors of $n, D_{2}$ (or $D_{4}$ ) the sum of the even divisors $d$ of $n$ with $n / d$ odd (or even), while $N_{1}, \cdots, N_{4}$ is the number of solutions of $x_{1}^{2}+\cdots+x_{4}^{2}=n$ with $3,2,1,0$ unknowns zero. For another similar formula see Cesàro ${ }^{30}$ of Ch . IX.
A. Desboves ${ }^{40}$ stated empirically that the double of any odd integer is a sum of two primes $4 n+1$. Such a prime is a (2. Hence every integer is a 6.

[^210]C. A. W. Berkhan ${ }^{41}$ decomposed the integers < 360 into four rational or integral squares, and into two or three squares if possible.
G. L. Dirichlet ${ }^{42}$ gave a simplification of Jacobi's ${ }^{30}$ proof. According as a factor $a^{\prime}$ of $p^{\prime}=a^{\prime} q^{\prime}$ has the form $4 m+1$ or $4 m+3$, set $\delta^{\prime}=+1$ or -1 . Then the number of positive solutions of $2 p^{\prime}=w^{2}+x^{2}$ is $\Sigma \delta^{\prime}$. Hence each couple $p^{\prime}, p^{\prime \prime}$ furnishes $\Sigma \delta^{\prime} \cdot \Sigma \delta^{\prime \prime}=\Sigma \eta$ solutions of (11), where $\eta=+1$ or -1 according as $a^{\prime}-a^{\prime \prime}$ is or is not divisible by 4. Thus $\mu=\Sigma \eta$, obtained by varying also $p^{\prime}, p^{\prime \prime}$, so that there is a term $\eta$ for each set of odd solutions $a^{\prime}, a^{\prime \prime}$ of
\[

$$
\begin{equation*}
a^{\prime} q^{\prime}+a^{\prime \prime} q^{\prime \prime}=2 p \tag{13}
\end{equation*}
$$

\]

Let $\eta^{\prime}$ be a term obtained wheu $a^{\prime}=a^{\prime \prime}, \eta^{\prime \prime}$ one when $a^{\prime}>a^{\prime \prime}$. Then $\mu=\Sigma \eta^{\prime}+2 \Sigma \eta^{\prime \prime}$. From one set of odd solutions of (13), we obtain the new odd solutions

$$
\begin{aligned}
A^{\prime} & =q^{\prime \prime}(x+1)+q^{\prime}(x+2) \\
A^{\prime \prime} & =q^{\prime \prime} x+q^{\prime}(x+1) \\
Q^{\prime} & =-a^{\prime} x+a^{\prime \prime}(x+1)=a^{\prime \prime}-\left(a^{\prime}-a^{\prime \prime}\right) x \\
Q^{\prime \prime} & =a^{\prime}(x+1)-a^{\prime \prime}(x+2)=\left(a^{\prime}-a^{\prime \prime}\right)(x+1)-a^{\prime \prime} .
\end{aligned}
$$

Let $a^{\prime}>a^{\prime \prime}$. In order that $Q^{\prime}$ and $Q^{\prime \prime}$ be positive, $\left(a^{\prime}-a^{\prime \prime}\right) x$ must be the least multiple of $a^{\prime}-a^{\prime \prime}$ less than $a^{\prime \prime}$. Then $x$ is uniquely determined and $A^{\prime}>A^{\prime \prime}>0$. If we repeat the process, starting with $A^{\prime}, Q^{\prime}, A^{\prime \prime}, Q^{\prime \prime}$, we obtain merely the initial set $a^{\prime}, q^{\prime}, a^{\prime \prime}, q^{\prime \prime}$, since the preceding equations hold after the interchange of $a^{\prime}$ with $A^{\prime}, q^{\prime}$ with $Q^{\prime}$, etc. Since

$$
a^{\prime}-a^{\prime \prime}=Q^{\prime}+Q^{\prime \prime}
$$

two such sets of solutions give values of $\eta^{\prime \prime}$ differing in sign. Indeed, one and but one of the even numbers $a^{\prime}-a^{\prime \prime}$ and $q^{\prime}+q^{\prime \prime}$ is divisible by 4, since $a^{\prime} \equiv \pm a^{\prime \prime}, q^{\prime} \equiv \mp q^{\prime \prime}(\bmod 4)$ contradicts (13). Hence $\Sigma \eta^{\prime \prime}=0$. Thus $\mu=\Sigma \eta^{\prime}$, with each $\eta^{\prime}=+1$, so that $\mu=N\left[a^{\prime}\left(q^{\prime}+q^{\prime \prime}\right)\right]=\sigma(p)$, as above. Cf. Pepin. ${ }^{72}$
J. J. Sylvester ${ }^{43}$ employed the lemma that, if $3 M=p^{2}+q^{2}+r^{2}+s^{2}$, $M$ is a sum of four squares. We may assume that $p$ is divisible by 3 and, by a proper choice of the signs of $q, r, s$, take $q \equiv r \equiv s(\bmod 3)$. Then $M$ is the sum of the squares of the integers

$$
\frac{1}{3}(q+r+s), \quad \frac{1}{3}(p+r-s), \quad \frac{1}{3}(p-q+s), \quad \frac{1}{3}(p+q-r) .
$$

For $N \equiv 1(\bmod 4)$, the function $3^{2 x+1} N-2$ of $x$ is not rationally decomposable and has no constant divisor; it is assumed to represent a prime $T$ for some integer $x$. Since $T \equiv 1(\bmod 4), T$ is the sum of two squares. Hence $T+2=3^{2 x+1} N$ is the sum of four squares. The same is true of $N$ by the lemma.

For $N \equiv 3(\bmod 4), 3^{2 x} N-2$ is employed similarly. For $N$ even, it suffices to treat $N \equiv 2(\bmod 4)$, by use of $3^{x} N-1$, since the theorem is true for $4 N$ if true for $N$.

[^211]J. Liouville ${ }^{44}$ considered an integer $m$ all of whose prime factors are $\equiv 1(\bmod 4)$. Express $4 m$ in all possible ways in the form $\left(u^{2}+v^{2}\right)\left(u_{1}^{2}+v_{1}^{2}\right)$, where $u, \cdots, v_{1}$ are odd and positive, and call two such decompositions identical if and only if $u=u^{\prime}, \cdots, v_{1}=v_{1}^{\prime}$. Denote the first factor $u^{2}+v^{2}$ by $2 a$. It is stated that $\Sigma a$ equals the number of decompositions of 16 m as a product of two sums of four positive odd squares. The latter number exceeds $\Sigma a$ if $m$ has a prime factor $\equiv 3(\bmod 4)$.

Liouville ${ }^{45}$ considered the $N$ representations of a given even integer $n$ as a sum $s_{i}^{2}+t_{i}^{2}+u_{i}^{2}+v_{i}^{2}$ of four squares, where $s_{i}, \cdots, v_{i}$ may be positive, negative or zero, and two representations are distinct unless $s_{1}=s_{2}, \cdots$, $v_{1}=v_{2}$. For the first squares $s_{i}^{2}$, we have

$$
\sum_{i=1}^{N} s_{i}^{\mu}=0(\mu \mathrm{odd}), \quad \sum_{i=1}^{N} s_{i}^{2}=\frac{n}{4} N, \quad \sum_{i=1}^{N} s_{i}^{4}=\frac{n^{2}}{8} N .
$$

The second follows from $n N=\Sigma s_{i}^{2}+\cdots+\Sigma v_{i}^{2}$ and $\Sigma s_{i}^{2}=\Sigma t_{i}^{2}$, etc. The third was verified for small values of $n$ [proved by Stern ${ }^{81}$. By means of it and $n^{2} N=\Sigma\left(s_{i}^{2}+\cdots+v_{i}^{2}\right)^{2}$, we get $\Sigma_{i=1}^{i=N} s_{i}^{2} t_{i}^{2}=n^{2} N / 24$.
J. G. Zehfuss ${ }^{46}$ noted the identity
$(2 a)^{2}+(2 b)^{2}+(2 c)^{2}+(2 d)^{2}=(a+b+c \pm d)^{2}+(a+b-c \mp d)^{2}$

$$
+(a-b+c \mp d)^{2}+(a-b-c \pm d)^{2} .
$$

F. Pollock ${ }^{47}$ stated that any odd number is the sum of four squares the roots of two of which differ by any assigned number $d$ from zero to the maximum. For $d=0$, we use $a^{2}+b^{2}+2 c^{2}$ (Legendre, Theorie des nombres, I, 186; II, 398). Next, let $d=1$. Since $4 n+1$ is a sum of three squares, only one being odd,

$$
\begin{aligned}
& 4 n+1=(2 a)^{2}+(2 b)^{2}+(2 c+1)^{2}, \\
& 2 n+1=(a+b)^{2}+(a-b)^{2}+c^{2}+(c+1)^{2} .
\end{aligned}
$$

The case in which $d$ is general is discussed by means of a special arithmetical series with the general term $2 n^{2}+1$.
C. Souillart ${ }^{48}$ proved Euler's formula (1) by multiplying

$$
\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}=\left|\begin{array}{rrrr}
a & b & c & d \\
-b & a & -d & c \\
-c & d & a & -b \\
-d & -c & b & a
\end{array}\right|
$$

by the similar determinant with $p, q, r, s$ as first row.
F. Pollock ${ }^{49}$ stated that every odd number is a sum of the squares of $a+p+1, a-p, a+q, a-q$, the sum of two of which exceed the sum of the remaining two by unity; also is a sum of four squares the sum of whose roots is unity.

[^212]J.Liouville ${ }^{49 a}$ proved that the number of representations by $x^{2}+y^{2}+z^{2}+4 t^{2}$ of an odd number $m$ is $\left\{4+2(-1)^{(m-1) / 2}\right\} \sigma(m)$, of $2 m$ is $12 \sigma(m)$, of $4 m$ is $8 \sigma(m)$, of $2^{a} m(\alpha \geqq 3)$ is $24 \sigma(m)$. The number of representations by $x^{2}+4 y^{2}+4 z^{2}+4 t^{2}$ of $m=4 l+3$ is zero, of $m=4 l+1$ is $2 \sigma(m)$, of $2 m$ is zero, of $4 m$ is $8 \sigma(m)$, of $2^{a} m(\alpha \geqq 3)$ is $24 \sigma(m)$. He found also the number of proper representations by these forms. He ${ }^{48 b}$ expressed the number of representations of $2^{a} m$ by $x^{2}+a y^{2}+b z^{2}+16 t^{2}$ for $(a, b)=(4,4),(16,16)$, $(4,16),(1,16),(1,4),(1,1)$, in terms of $\sigma(m)$ and $\Sigma(-1)^{(i-1) / 2} i$, summed for the odd integers $i$ for which $m=i^{2}+4 s^{2}$. From Jacobi's ${ }^{24}$ result, he ${ }^{49 c}$ derived also the number of representations by $x^{2}+y^{2}+9 z^{2}+9 t^{2}$.
J. Liouville ${ }^{50}$ considered an odd integer $m$ and the decompositions
$$
4 m=i^{2}+i_{1}^{2}+i_{2}^{2}+i_{3}^{2}, \quad 2 m=r^{2}+r_{1}^{2}+4 s^{2}+4 s_{1}^{2}
$$
where $i, i_{1}, i_{2}, i_{3}, r, r_{1}$ are positive odd integers, and stated that
$$
\Sigma(-1)^{\left(r_{1}-1\right) / 2} i i_{1}=(-1)^{(m-1) / 2} \Sigma(-1)^{\left(r_{1}-1\right) / 2} r r_{1}
$$
J. Plana ${ }^{51}$ proved Jacobi's ${ }^{24}$ formula
$\left(1+2 q+2 q^{4}+2 q^{9}+\cdots\right)^{4}=1+8 \Sigma \sigma(p)\left(q^{p}+3 q^{2 p}+3 q^{4 p}+\cdots\right)$.
H. J. S. Smith ${ }^{52}$ discussed Jacobi's ${ }^{24,} 25$ theorems that the number of representations of an odd number $m$ as a is $^{7} 8 \sigma(m)$; the number of representations of 4 m as a sum of four odd squares is $16 \sigma(m)$.
F. Pollock ${ }^{53}$ stated that the algebraic sum of the roots in some representation of a given odd number as a 4 will equal any assigned odd number not exceeding the maximum; that the difference of some two of the roots will equal any number not exceeding the maximum. But all that is definitely proved in this paper, dealing with numerical statements, is that any number $n$ is a sum of four triangular numbers, since Bachet's theorem gives
\[

$$
\begin{aligned}
4 n+2 & =(2 a+1)^{2}+(2 b+1)^{2}+(2 c)^{2}+(2 d)^{2} \\
n & =\left(a^{2}+a+c^{2}\right)+\left(b^{2}+b+d^{2}\right)
\end{aligned}
$$
\]

V. Bouniakowsky ${ }^{54}$ employed the known result that the quadratic residues of a prime $p=4 n+1$ may be paired so that the sum of a pair is $p$, and likewise the non-residues, to obtain relations like

$$
\begin{aligned}
10^{2}+11^{2} & =2^{2}+3^{2}+8^{2}+12^{2}, & 6^{2}+7^{2} & =1^{2}+2^{2}+4^{2}+8^{2}(p=17) \\
13^{3} & =1^{3}+5^{3}+7^{3}+12^{3}, & 13^{3}+14^{3} & =1^{3}+3^{3}+17^{3}
\end{aligned}
$$

[the first from $\left.2^{2}+3^{2}=13,8^{2}+12^{2} \equiv-1+1(\bmod 13)\right]$.

[^213]F. Unferdinger ${ }^{55}$ denoted $a^{2}+b^{2}+c^{2}+d^{2}$ by $\Sigma a^{2}$ and expressed $\Sigma a^{2} \cdot \Sigma a_{1}^{2} \cdots \Sigma a_{n-1}^{2}$ algebraically as a 4 in $48^{n-1}$ ways, different in general.
E. Lionnet stated and V. A. Lebesgue ${ }^{56}$ proved that every odd number is a sum of four squares of which two are consecutive. For, $4 n+1$ is a ${ }^{3}$, necessarily $4 q^{2}+4 r^{2}+(2 s+1)^{2}$, whence
$$
2 n+1=(q+r)^{2}+(q-r)^{2}+s^{2}+(s+1)^{2} .
$$
J. W. L. Glaisher ${ }^{57}$ noted that, by an identity in Jacobi's Fund. Nova, $48 \alpha+24 \alpha_{2}+12 \alpha_{22}+8 \alpha_{3}+2 \alpha_{4}+24 \beta+12 \beta_{2}+4 \beta_{3}+6 \gamma+3 \gamma_{2}+\delta$ equals $\sigma(N)$ if $N$ is odd, and $3 \sigma(N)$ if $N$ is even, where $\alpha, \alpha_{2}, \alpha_{22}, \alpha_{3}, \alpha_{4}$ is the number of ways $N$ is a sum of four squares all distinct, two equal, two pairs equal, three equal, four equal, respectively, while $\beta, \beta_{2}$ or $\beta_{3}$ is the number of ways $N$ is a sum of three squares, distinct, two or three equal, and $\gamma, \gamma_{2}, \delta$ are the analogous numbers for two squares and one square.
S. Réalis ${ }^{58}$ employed $8 n+3=(2 a-1)^{2}+(2 b-1)^{2}+(2 c-1)^{2}$ to show that $2 n+1$ is the sum of the squares of
\[

$$
\begin{array}{ll}
\frac{1}{2}\{k \pm(a-b+c)\}, & \frac{1}{2}\{k \pm(a+b-c)\}, \\
\frac{1}{2}\{k \pm(-a+b+c)\}, & \frac{1}{2}\{k \mp(a+b+c-2)\},
\end{array}
$$
\]

whose sum is unity, where, if $s=a+b+c$ is even, the upper signs are chosen and $k=0$, while if $s$ is odd, the lower signs are taken and $k=1$. More generally, every odd number $N$ is a sum of 4 squares, the algebraic sum of whose roots equals any odd number $<2 \sqrt{N}$. Any number $N=4 n+2$ is a sum $a^{2}+b^{2}+c^{2}+k^{2}$, where $k^{2}$ is any chosen square $<N$; for, according as $k$ is even or odd, $N-k^{2}$ is of the form $4 p+2$ or $4 p+1$ and hence a 3 . Also [Zehfuss ${ }^{46}$ ],

$$
\begin{array}{rlrl}
N=\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}, & 2 \alpha=a+b+c+k, & 2 \beta=-a+b-c+k, \\
2 \gamma & =-a-b+c+k, & 2 \delta=a-b-c+k, & \alpha+\beta+\gamma+\delta=2 k .
\end{array}
$$

Hence every number $N=4 n+2$ is a sum of 4 squares the algebraic sum of whose roots is any assigned one of the numbers $0,2,4, \cdots, 2 \mu$, where $\mu^{2}$ is the largest square $<N$. Every number $N=4 n+1$ (or $4 n+3$ ) is a sum of 4 squares one of which can be chosen arbitrarily among the even (or odd) squares $<N$.

Glaisher ${ }^{59}$ expanded Gauss' proof of (6) and gave an arithmetical proof by showing that, if $N$ is odd, the number of representations of $4 N$ as a sum of 4 odd squares equals double the number of representations of $N$ as a sum of 4 or fewer squares.
E. Catalan ${ }^{60}$ attributed to J . Neuberg the identity
$\left(a^{2}+b^{2}+c^{2}+b c+c a+a b\right)^{2}=(a+b+c)^{2}\left(a^{2}+b^{2}+c^{2}\right)+(b c+c a+a b)^{2}$.
${ }^{5 s}$ Sitzungsber. Akad. Wiss. Wien (Math.), 59, II, 1869, 455-464.
${ }^{56}$ Nouv. Ann. Math., (2), 11, 1872, 516-9; same by Réalis. ${ }^{59}$
${ }^{57}$ British Assoc. Report, 46, 1873, 11 (Trans. Sect.).
${ }^{58}$ Nouv. Ann. Math., (2), 12, 1873, 212-23.
${ }^{59}$ Phil. Mag. London, (4), 47, 1874, 443; (5), 1, 1876, 44-7.
${ }^{60}$ Nouv. Corresp. Math., 1, 1874-5, 154-5.

Hence, by a change of notation,

$$
\begin{aligned}
\left(f^{2}+2 g^{2}+h^{2}\right)^{2}=\left(f^{2}-g^{2}\right)^{2}+(f & +g)^{2}(g+h)^{2} \\
& +(f+g)^{2}(g-h)^{2}+\left(h^{2}-2 f g+g^{2}\right)^{2}
\end{aligned}
$$

Since every odd number is of the form $f^{2}+2 g^{2}+h^{2}$, every odd square is a sum of four squares.
S. Realis ${ }^{61}$ used (1) to show that, for any integer $p$,

$$
p^{2}=P^{2}+Q^{2}+R^{2}+S^{2}, \quad 2 p+P+Q+R+S=\square
$$

and that we can find four integers whose algebraic sum is $p$ and the sum of whose squares is $p^{2}$.

Catalan ${ }^{62}$ gave the identity

$$
\begin{aligned}
& \Sigma a^{2} \Sigma(b \gamma-c \beta)^{2} \Sigma f^{2} \\
&=\left(\Sigma a f \Sigma \alpha \alpha-\Sigma \alpha f \Sigma a^{2}\right)^{2}+\{a \Sigma f(b \gamma-c \beta)+(b \gamma-c \beta) \Sigma a f\}^{2} \\
&+\{b \Sigma f(b \gamma-c \beta)+(c \alpha-a \gamma) \Sigma a f\}^{2}+\{c \Sigma f(b \gamma-c \beta)+(a \beta-b \alpha) \Sigma a f\}^{2}
\end{aligned}
$$

expressing a product of three [3] as a 47 .
Realis ${ }^{63}$ noted that, for every odd integer $p$,

$$
p=P+Q+R+S, \quad p^{2}=P^{2}+Q^{2}+R^{2}+S^{2}
$$

the algebraic sum of three of $P, \cdots, S$ being a square. For,

$$
\begin{aligned}
p & =x^{2}+y^{2}+2 z^{2} \\
& =(x+z)(x-z)+(x+z)(z+y)+(x+z)(z-y)+\left(y^{2}+z^{2}-2 x z\right)
\end{aligned}
$$

Also, if $p=4 n+1,4 n+2$ or $8 n+3$, we can make $P+Q+R+3 S=\square$. For,

$$
p=[3]=\left(x^{2}-y z\right)+\left(y^{2}-x z\right)+\left(z^{2}-x y\right)+(x y+x z+y z) .
$$

G. Torelli ${ }^{64}$ proved by means of Jacobi's ${ }^{25}$ theorem the result (I) that if $2 n-1$ is not divisible by 3 and if $p, q$ are respectively the numbers of sets of distinct odd integral solutions, not all divisible by 3 , of

$$
2 x^{2}+y^{2}+z^{2}=36(2 n-1), \quad x^{2}+y^{2}+z^{2}+t^{2}=36(2 n-1)
$$

then $p+2 q$ is the sum $\sigma(2 n-1)$ of all the divisors of $2 n-1$. (II) When the second members are replaced by $4 \cdot 3^{h+2}(2 m-1)$, then

$$
p+2 q=3^{h} \sigma(2 m-1)
$$

(III) If $k$ is a prime $12 \lambda-1$ and if $2 n-1$ is not divisible by $k$, while $p, q$ are respectively the numbers of sets of distinct odd integral solutions not all divisible by $k$ of

$$
2 x^{2}+y^{2}+z^{2}=4 k^{\kappa}(2 n-1), \quad x^{2}+y^{2}+z^{2}+t^{2}=4 k^{k}(2 n-1)
$$

then $p+q=k^{\kappa-1} \lambda \sigma(2 n-1)$. (IV) If $M=a^{\alpha} b^{\beta} \cdots$, where $a, b, \cdots$ are distinct odd primes, $4 M$ is a sum of four odd squares without a common

[^214]factor in $M(1+1 / a)(1+1 / b) \cdots$ ways. (V) If $r_{1}, p_{1}, p_{2}$ are the numbers of sets of distinct integral solutions not zero of
\[

$$
\begin{gathered}
x^{2}+y^{2}+z^{2}+t^{2}= \\
2(2 n-1), \quad x^{2}+y^{2}+z^{2}+t^{2}=2 n-1 \\
2 x^{2}+y^{2}+z^{2}=2 n-1
\end{gathered}
$$
\]

then $r_{1}=3 p_{1}+p_{2}$. (VII) If $x^{2}+y^{2}+z^{2}+t^{2}=4(2 n-1)$ has $s_{1}$ sets of distinct odd integral solutions and $x^{2}+y^{2}+z^{2}=2 n-1$ has $p_{4}$ sets of distinct solutions $\neq 0$, then $s_{1}=2 p_{1}+p_{4}$. (IX) If $\Sigma_{4}$ denotes $x^{2}+y^{2}$ $+z^{2}+t^{2}$, the number of sets of solutions of $\Sigma_{4}=2^{k}(2 n-1)$ is expressed in terms of the numbers of sets of solutions of $\Sigma_{4}=2 n-1$ and $\Sigma_{3}=2 n-1$ and the number of sets of solutions when two or three variables are equal.
E. Fergola ${ }^{65}$ had stated the preceding theorem (V), and (I) with the restriction that $2 n-1$ is not a square.
E. Catalan ${ }^{66}$ noted that $2 p=a+b+c$ implies

$$
p^{2}+(p-a)^{2}+(p-b)^{2}+(p-c)^{2}=a^{2}+b^{2}+c^{2}
$$

and gave various identities in $a, b, c$, which express the square of the sum of three squares as a 4.
J. J. Sylvester ${ }^{67}$ proved that any prime $p$ is a divisor of $x^{2}+y^{2}+1$. Assume the contrary. Then $p \neq 4 i+1$ since $p$ does not divide $x^{2}+1$. Let $\rho$ be any primitive $p$ th root of unity and set $R=\Sigma \rho^{x^{2}}$, summed for the quadratic residues $x^{2}<p$. Let $R^{\prime}$ be the period conjugate to $R$. Expand $R^{2}$ as a sum of powers of $\rho$. Since $p \neq 4 i+1, x^{2}+y^{2} \neq p$ and no $p$ th power of $\rho$ can occur in the expansion of $R^{2}$. Since, by hypothesis, neither $2 x^{2}$ nor $x^{2}+y^{2}$ is $\equiv-1(\bmod p)$, no such power as $\rho^{p-1}$ can appear in $R^{2}$, while it belongs to $R^{\prime}$. Thus no term of $R^{\prime}$ appears in $R^{2}$. As each power of $\rho$ in $R^{2}$ belonging to the same period must appear a like number of times, we have $R^{2}=R(p-1) / 2$, whereas $R \neq 0$ or $(p-1) / 2$.

From this theorem follows Bachet's theorem. A similar proof shows that $A x^{2}+B y^{2}+C z^{2} \equiv 0(\bmod p)$ is solvable.
H. J. S. Smith ${ }^{68}$ indicated a proof of Bachet's theorem by continued fractions.
C. Hermite ${ }^{69}$ proved (6) by elliptic functions and concluded that the number of decompositions into four squares of any odd integer $n$ equals 8 times the number of decompositions of $4 n$ as a sum of four squares whose roots are odd and positive. Cf. Jacobi. ${ }^{25}$
J. W. L. Glaisher ${ }^{70}$ considered the $\sigma(N)$ compositions (allowing permutations) of $4 N$ as a sum of 4 odd squares, took the square root of the first square (for example) in each such composition, giving it the sign $\pm$ according as it is of the form $4 m \pm 1$, and formed the algebraic sum $A$ of these square roots. Next, consider the compositions of $2 N$ as a sum of 2 odd squares, take the product of the square roots of the two squares in each such

[^215]composition, determine the sign as before, and form the algebraic sum $B$ of the products. Then $A=B$, as shown by use of infinite series and products.
E. Catalan ${ }^{71}$ noted that
$x^{4 n}+y^{4 n}=\left(\frac{x^{2 n+2} \pm y^{2 n+2}}{x^{2}+y^{2}}\right)^{2}+2\left(x y \cdot \frac{x^{2 n} \mp y^{2 n}}{x^{2}+y^{2}}\right)^{2}+\left(x^{2} y^{2} \cdot \frac{x^{2 n-2} \pm y^{2 n-2}}{x^{2}+y^{2}}\right)^{2}$.
T. Pepin ${ }^{72}$ gave a purely arithmetical proof that the number of representations of $m$ as a 4$]$ is $8\left\{2+(-1)^{m}\right\} X(m)$, where $X(m)$ is the sum of the odd divisors of $m$. The proof is like that by Jacobi ${ }^{30}$ and Dirichlet. ${ }^{21}$ Pepin ${ }^{73}$ gave an exposition of this proof by Dirichlet and noted (p. 173) that the theorem is a special case of one by Liouville; he proved (pp. 176-184) the theorems of Jacobi. ${ }^{24}$
M. Weill ${ }^{74}$ noted that Jacobi deduced from the formula $k^{2}+k^{\prime 2} \equiv 1$ in elliptic functions the result that, if $N$ is odd, the number of representations of $4 N$ as a sum of 4 odd squares is double the number of representations of $N$ as a 4 , and gave a direct proof by means of the identity of Zehfuss. ${ }^{46}$ By a similar identity, Weill proved that if $N$ is any integer not divisible by 3 , and if $N$ and $3 N$ admit only decompositions into four distinct squares $\neq 0$, the number of decompositions of $3 N$ as a 4 is double the number of those of $N$.
G. Frattini ${ }^{75}$ proved that the number of pairs of squares for which $x^{2}-D y^{2} \equiv \lambda(\bmod p)$ is $\frac{1}{2}\{p-(D / p)\}$, where $(D / p)$ is the quadratic character of $D$ with respect to the prime $p$. There is given an elegant proof, due to Bianchi, of the existence of solutions if $p>3$. If $\lambda$ is a residue, take $y=0$. If $\lambda$ is a non-residue, it is shown that, when $\alpha$ ranges over the $(p-1) / 2$ residues, $\alpha-\lambda$ is not always a residue and not always a non-residue. For, if $e=(p-1) / 2$ and every root of $x^{e} \equiv 1$ satisfies $(x-\lambda)^{e} \equiv \pm 1$, it satisfies $(x-\lambda)^{e}-x^{e} \equiv 0$ or -2 , whereas the degree is less than the number $e$ of the roots.
J. W. L. Glaisher ${ }^{78}$ used the term partition (resolution) of $N$ as a sum of squares when we disregard the order in which the squares are placed and the signs of the roots; composition when the order of the squares is taken into account, but not the signs of the roots; representation when both the order and the signs are attended to. For $N$ odd, $\chi(N)$ denotes the sum of the square roots of the distinct squares appearing in the various partitions of $2 N$ into two squares, the sign + or - being prefixed to each root according as its numerical value is of the form $4 n+1$ or $4 n+3$. An equivalent definition (p.98) is that $\chi(N)$ is the sum of all the primary complex numbers $a+b i$ of norm $N=a^{2}+b^{2}$. Two odd squares are said to be of the same class if and only if both are of the form $(8 n \pm 1)^{2}$ or both of the form

[^216]$(8 n \pm 3)^{2}$. The following theorems were proved by use of infinite series. If $N=4 n+1$ and if $H_{1}$ (or $H_{2}$ ) denotes the number of compositions of $4 N$ as a sum of 4 odd squares of the same class (or not of same class), then $H_{1}-\frac{1}{3} H_{2}=\chi(N)$. As known, $H_{1}+H_{2}=\sigma(N)$. If $N=4 n+1$ and if of the partitions of $4 N$ into 4 odd squares of which two are equal, $P$ is the number having the remaining two squares of the form ( $8 n \pm 1)^{2}$ and $Q$ the number for which they are of the form $(8 m \pm 3)^{2}$, then $P=Q$ if $N$ is not a square, while
$$
P-Q=\frac{1}{2}\left\{\left(\frac{-1}{\nu}\right) \nu+\left(\frac{2}{\nu}\right)\right\}, \quad N=\nu^{2}
$$

Write $S$ for $(2 p+1)^{2}+(2 q+1)^{2}$; the number of representations of $8 n+2$ as $S+(4 r)^{2}+(4 s)^{2}$ or $S+(4 r+2)^{2}+(4 s+2)^{2}$ is respectively

$$
12\{\sigma(4 n+1)+\chi(4 n+1)\}, \quad 12\{\sigma(4 n+1)-\chi(4 n+1)\} ;
$$

while there are $12 \sigma(4 n+3)$ representations $8 n+6=S+(4 r)^{2}+(4 s+2)^{2}$.
Let $E(N)$ denote the excess of the number of divisors $4 n+1$ of $N$ over the number of divisors $4 n+3$; then $E(N)$ is the number of primary numbers of norm $N$. If $n \equiv 1(\bmod 4)$,
$\chi(n)=E(1) E(2 n-1)-E(5) E(2 n-5)+E(9) E(2 n-9)-\cdots$ $+E(2 n-1) E(1)$
$\sigma(2 m+1)=E(1) E(4 m+1)+E(5) E(4 m-3)+E(9) E(4 m-7)+\cdots$

$$
+E(4 m+1) E(1)
$$

Call $E_{2}(n)$ the excess of the sum of the squares of the divisors $4 m+1$ of $n$ over the sum of the squares of the divisors $4 m+3 ; \lambda(n)$ the sum of the squares of the primary numbers of norm $n$. There are given many formulas serving to evaluate $\chi, \sigma, E, E_{2}, \lambda$, whose values are tabulated for arguments $n \leqq 100$, with citation to longer tables.
R. Lipschitz ${ }^{77}$ found the number of sets of solutions of $\xi_{1}^{2}+\xi_{2}^{2}+\xi_{3}^{3} \equiv 0$ (mod $p^{\gamma}$ ), where $p$ is a prime, and applied the result to find all integral quaternions with a given norm and hence the solutions of $m=4 . \mathrm{He}$ discussed the real and rational automorphs of $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$.
S. Réalis ${ }^{78}$ concluded from $p q=\alpha^{2}+\cdots+\delta^{2}$ three sets of fractional expressions for $p$ and $q$ in terms of $\alpha, \cdots, \delta$ and new parameters, but admitted that he was unable to utilize them to prove Bachet's theorem.
A. Puchta ${ }^{79}$ repeated Gauss' ${ }^{17}$ derivation of Euler's formula (1). To interpret (1), use the four-dimensional regular body bounded by 5 tetrahedra and having as vertices 5 equidistant points $P_{i}$. There exists a point $O$ such that $O P_{1}, \cdots, O P_{4}$ are perpendicular lines, while the "planes" through $O$ and any three of $P_{1}, \cdots, P_{4}$ are perpendicular. We may take $O$ to be the point with the coordinates $x_{1}=\left(a_{1}+a_{2}+a_{3}+a_{4}\right) / 2$, etc.,

[^217]and get the identity $\Sigma a_{i}^{2} \cdot \Sigma x_{i}^{2}=\Sigma \pi_{i}^{2}$, where
$$
\pi_{1}=\frac{1}{2}\left(-a_{1}+a_{2}+a_{3}+a_{4}\right) x_{1}+\frac{1}{2}\left(-a_{1}-a_{2}+a_{3}-a_{4}\right) x_{2}+\cdots,
$$
etc. By permuting the $a$ 's or changing the signs, we get 96 formulas (1).
E. Catalan ${ }^{80}$ made an invalid criticism of Legendre's ${ }^{15}$ proof that every prime is a 困, who is said to have assumed that every integer $N$ has a prime divisor $>\sqrt{N}$. Catalan's remark (p. 164) that if $N$ and $A$ are sums of four integral squares, their quotient $N / A$ is a sum of fractional squares, was known to Euler. ${ }^{8}$ Catalan proved that every integer is a sum of four fractional squares in an infinitude of ways and stated (p.212) that every number $8 n+4$ is a sum of four odd squares of which two are equal.
M. A. Stern ${ }^{81}$ gave an elementary proof of Jacobi's ${ }^{24}$ theorem. Let $m$ be odd. The number of representations of $2 m$ as a $[4$ is three times that of $m$, since $m=p^{2}+q^{2}+r^{2}+s^{2}$ implies
\[

$$
\begin{aligned}
2 m=\Sigma(p \pm q)^{2}+\Sigma(r \pm s)^{2} & =\Sigma(p \pm r)^{2}+\Sigma(q \pm s)^{2} \\
& =\Sigma(p \pm s)^{2}+\Sigma(q \pm r)^{2}
\end{aligned}
$$
\]

Conversely, if $2 m=\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}$, two of the squares are even and two odd, so that

$$
m=\left(\frac{\alpha+\beta}{2}\right)^{2}+\left(\frac{\alpha-\beta}{2}\right)^{2}+\left(\frac{\gamma+\delta}{2}\right)^{2}+\left(\frac{\gamma-\delta}{2}\right)^{2}
$$

Repeating the process, we get [cf. Zehfuss ${ }^{48}$ ]

$$
\begin{gather*}
4 m=(2 p)^{2}+(2 q)^{2}+(2 r)^{2}+(2 s)^{2} \\
4 m=(p+q+r \pm s)^{2}+(p+q-r \mp s)^{2}  \tag{14}\\
\\
\quad+(p-q+r \mp s)^{2}+(p-q-r \pm s)^{2}
\end{gather*}
$$

Conversely, $4 m=\Sigma \alpha^{2}$ implies $2 m=\left\{\frac{1}{2}(\alpha+\beta)\right\}^{2}+\cdots$. Hence $4 m$ and $2 m$ have the same number of representations as a 团. It is shown that if $2^{a} m$ and $2^{a+1} m$ have the same number $\nu$ of representations, then $2^{t} m(t \geqq \alpha)$ has $\nu$ representations. If $m=4 k+1$, three of the numbers $p, q, r, s$ are even and the fourth is odd, so that the squares in (14) are all odd. If $m=4 k+3$, three of $p, q, r, s$ are odd and one is even, and the preceding conclusion holds. By Jacobi's ${ }^{30}$ theorem, there are $16 \sigma(m)$ representations of $4 m$ by four odd squares. Hence if pqrs $\neq 0$, there are $8 \sigma(m)$ representations of 4 m by four even squares and hence $24 \sigma(m)$ representations in all. This result is proved to hold also if pqrs $=0 . \quad$ Cf. Vahlen..$^{88}$
T. Pepin ${ }^{82}$ proved Jacobi' ${ }^{25}$ theorem that, if $m$ is odd, the number of decompositions of 4 m as a sum of 4 odd squares with positive roots is $\sigma(m)$, by taking $t=\pi / 2$ in a formula involving sums of sines of multiples of $t$. The number of representations of $2 m$ by $x^{2}+y^{2}+4 z^{2}+4 t^{2}$ is $4 \sigma(m)$. The number of representations of $2 m$ by $x^{2}+y^{2}+z^{2}+t^{2}$ or $x^{2}+y^{2}+z^{2}$ $+4 r^{2}$, with $x+y \equiv 1(\bmod 2)$, is $16 \sigma(m)$ or $8 \sigma(m)$ respectively. He gave

[^218]various theorems on the representations of $2^{k} m$ by forms
$$
x^{2}+\left(2^{a} y\right)^{2}+\left(2^{\beta} z\right)^{2}+\left(2^{\gamma} w\right)^{2} .
$$
E. Catalan ${ }^{83}$ noted that, if $k=2 a^{2}+3, k$ is a 团 and $^{2}$ a [3].
A. Matrot ${ }^{84}$ duplicated in essence the proof by Euler ${ }^{10}$ except as regards the theorem that every prime $p$ divides a sum of 2 or 3 squares. Let $p=2 h+1$. Consider the couples $j, 2 h-j(j=1, \cdots, h-1)$. If both terms $\alpha, \alpha_{1}$ of some couple are quadratic residues of $p, \alpha \equiv A^{2}, \alpha_{1} \equiv A_{1}^{2}$, $A^{2}+A_{1}^{2}+1 \equiv 0(\bmod p)$. But if no couple is composed of two quadratic residues, the number of residues contained in the couples is $\leqq h-1$. Hence one of the numbers $h, 2 h$, not lying in a couple, is a quadratic residue (there being $h$ such $)$. If $h \equiv A^{2}, A^{2}+A^{2}+1 \equiv 0(\bmod p)$. If $2 h \equiv A^{2}$, $A^{2}+1 \equiv 0(\bmod p)$.
E. Humbert ${ }^{85}$ proved that if $p$ is odd and $\neq 3,9$, at least one of the numbers $\frac{1}{2}(p+1), \frac{1}{2}(p+3), \cdots, p-1$ is a square. Hence if the absolutely least quadratic residues of a prime $p>3$ be arranged in increasing order of numerical value, the series contains negative terms. Hence if $p=4 n+3$, there exsits a positive residue $\alpha$ followed by the residue $-\alpha-1$. Then $\alpha \equiv x^{2},-\alpha-1 \equiv y^{2}, x^{2}+y^{2}+1 \equiv 0(\bmod p)$.
R.F. Davis ${ }^{88}$ noted that, if $s=a+b+c+d$ is even, $a^{2}+b^{2}+c^{2}+d^{2}$ is expressible as a sum of four new squares by means of the identity of Zehfuss ${ }^{46}$ (divided by 4). If $s$ is odd, add $m^{2}$ to each member and transform into a 囲. R. W. D. Christie made use of various formulas expressing a 3 as a ${ }^{3}$ after proper selection of three of four squares.
A. Matrot ${ }^{87}$ noted that, if $p=2 h+1$ is a prime, we can find two consecutive integers $\alpha$ and $\alpha+1$ satisfying $x^{h} \equiv 1$ and $x^{h} \equiv-1(\bmod p)$, respectively. For, otherwise $1,2, \cdots, p-1$ would all satisfy the first. Hence
$$
\alpha^{h+1}+(\alpha+1)^{h+1}+1 \equiv \alpha-(\alpha+1)+1 \equiv 0(\bmod p) .
$$

For $p \equiv 3(\bmod 4), h+1$ is even, and $p$ divides a 3 . His proof that every prime $p \equiv 1(\bmod 4)$ divides a ${ }^{2}$ was quoted under that topic.
K. Th. Vahlen ${ }^{88}$ gave essentially the same argument as had Stern. ${ }^{81}$ His proof of Bachet's theorem is given in Ch. VII. ${ }^{74}$
E. Catalan ${ }^{89}$ gave Legendre's ${ }^{15}$ proof of Bachet's theorem. Euler ${ }^{8}$ gave the empirical theorem that an integer is not a sum of four fractional squares unless it is a sum of four integral squares. This is said to be false since every integer is a sum of four fractional squares in an infinitude of ways.

[^219]F. J. Studnička ${ }^{90}$ noted that Euler's (1) includes the formula of Cauchy, ${ }^{22}$ and deduced the like formula expressing a product of three sums of 3 squares as a [4.
L. Gegenbauer ${ }^{91}$ proved new expressions of Jacobi's theorems. The number of representations of an odd number $n$ as a [4] equals 8 times the number of divisors of the various g.c.d.'s of $n$ with the numbers $\leqq n$; also equals 8 times the sum of the products obtained by multiplying the number of divisors of every factor of $n$ by the number of integers not exceeding the complementary factor and relatively prime to it. The number of proper representations of an odd number $n$ as a 4 equals 8 times the number of decompositions, into two relatively prime factors, of the various g.c.d.'s of $n$ with the integers $\leqq n$; also equals 8 times the sum of the products obtained by multiplying the number of decompositions of every divisor of $n$ into two relatively prime factors by the number of integers relatively prime to and not exceeding the complementary divisor.
B. Sollertinski ${ }^{92}$ noted [Catalan ${ }^{66}$ ] that a ${ }^{3}$ is a 本: $^{2}$
\[

$$
\begin{aligned}
a^{2}+b^{2}+c^{2} & =\left(\frac{a m}{p}\right)^{2}+\left(\frac{a n}{p}\right)^{2}+\left(\frac{b m \pm c n}{p}\right)^{2}+\left(\frac{b n \mp c m}{p}\right)^{2} \\
p^{2} & =m^{2}+n^{2} .
\end{aligned}
$$
\]

E. N. Barisien ${ }^{93}$ noted that $s^{5}$ is a 4 if $s=x^{2}+y^{2}$, since

$$
s^{2}=\left(x^{2}-y^{2}\right)^{2}+4 x^{2} y^{2}, \quad s^{3}=\left(3 x y^{2}-x^{3}\right)^{2}+\left(3 x^{2} y-y^{3}\right)^{2}
$$

[We may conclude that $s^{5}$ is a ${ }^{2}$, not merely a [4.]
G. Wertheim ${ }^{94}$ proved that every prime $p$ divides a [3] as had Matrot, ${ }^{84}$ and also by finding how often in the series $1,2, \cdots, p-1$ a residue follows a residue, or a quadratic non-residue follows a residue.
L. E. Dickson ${ }^{95}$ exhibited all solutions of $x^{2}+y^{2} \equiv 1(\bmod p)$ and of $x^{2}+y^{2} \equiv 0\left(\bmod 5^{4}\right)$.
K. Petr ${ }^{98}$ proved two formulas by Gauss (Werke, III, 476) on theta functions by the method outlined by Gauss. From them are derived relations giving the number $\varphi(N), \psi(N), \psi^{\prime}(N)$ of representations of $N$ by

$$
x^{2}+y^{2}+9 z^{2}+9 u^{2}, \quad x^{2}+y^{2}+z^{2}+9 u^{2}, \quad x^{2}+9 y^{2}+9 z^{2}+9 u^{2}
$$

respectively. Let $\chi(N)$ be the known number for four squares. Then

$$
\varphi(N)=\frac{1}{6}\left\{\chi(N)+16 \Sigma(-1)^{[3 x+y) / 6]} x\right\}, \quad N \neq 0(\bmod 3),
$$

summed for all positive odd solutions of $3 x^{2}+y^{2}=4 N$. For $N$ divisible by an odd power of $3, \varphi(N)=0$; if by an even power of $3, \varphi(N)=\chi(N / 9)$. Also,

$$
\psi(N)+3 \psi^{\prime}(N)-3 \varphi(N)=0, \quad \begin{array}{ll}
0, & N \equiv 0(\bmod 3) \\
\chi(N / 3), & N \equiv 0(\bmod 3) .
\end{array}
$$

[^220]Now the third form represents $N$ only if $N$ is a quadratic residue $0,1,4,7$ of 9 . But in these cases, the first form represents $N$ only when $x$ or $y$ is divisible by 3. Thus $\psi^{\prime}(N)$ is zero except in the following cases:

$$
\psi^{\prime}(N)=\frac{1}{2} \varphi(N) \text { if } N \equiv 1,4,7(\bmod 9) ; \quad \psi^{\prime}(N)=\chi(N / 9) \text { if } N \equiv 0 .
$$

Thus $\psi^{\prime}$ and hence also $\psi$ is fully determined.
R. D. von Sterneck ${ }^{97}$ gave an elementary proof that every prime $p$ divides the sum of two or three squares, no one divisible by $p$. Let $R_{j}$ denote a quadratic residue and $N_{j}$ a non-residue of $p$. If -1 is a residue of $p$, a sum $1+s^{2}$ is divisible by $p$. If -1 is a non-residue of $p$, there exist two residues whose sum is a non-residue. For, if not, the sum of $j$ residues is a residue; in particular, $j R \equiv R_{j}(\bmod p)$, which is false when $j$ is a non-residue. From

$$
R+R_{1} \equiv N, \quad-N \equiv R_{2} \quad(\bmod p)
$$

follows $R+R_{1}+R_{2} \equiv 0(\bmod p)$.
B. Bolzano ${ }^{98}$ proved the existence of integers $t$, $u$ such that

$$
t^{2}-B u^{2}-C \equiv 0(\bmod p)
$$

$B$ and $C$ not being divisible by the prime $p\left[\right.$ Lagrange $\left.^{9}\right]$. For $t=0,1, \cdots$, $\frac{1}{2}(p-1)$, its square $t^{2}$ takes $\frac{1}{2}(p+1)$ incongruent values modulo $p$. For $u=0,1, \cdots, \frac{1}{2}(p-1)$, the sum $B u^{2}+C$ takes $\frac{1}{2}(p+1)$ incongruent values. Hence at least one of the first values is congruent to one of the latter, since otherwise there would be $p+1$ incongruent numbers modulo $p$.
J. W. L. Glaisher ${ }^{99}$ noted that all the partitions $\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}$ of $4 m$ into 4 odd squares can be derived from the partitions $a^{2}+b^{2}+c^{2}+d^{2}$ of the odd number $m$ by the transformations [cf. Stern ${ }^{81}$ ]:

$$
\begin{array}{ll}
\alpha=a \pm b+c+d, & \beta=a \mp b-c+d, \\
\gamma=a \mp b+c-d, & \delta=a \pm b-c-d .
\end{array}
$$

A partition of $m$ produces twice as many representations of $4 m$ as of $m$, and every partition of $4 m$ can be derived from one of $m$ by such a transformation. Hence the number of representations of $m$ as a $[4$ is 8 times the number of compositions of 4 m as a sum of 4 odd squares. Here and later, he ${ }^{100}$ made a further study of the function $\lambda(m)$ [Glaisher $\left.{ }^{78}\right]$ and the related functions $P(m), Q(m), \Omega(m)$, defined as the sums of the products of the roots (taken in the form $4 n+1$ ) of the first 2, 3, 4 squares in each composition of $4 m$ as a sum of 4 odd squares, $\lambda(m)$ itself being the sum of the roots of the first square in the various compositions.

Glaisher ${ }^{101}$ applied elliptic function formulas to find the number of representations of a number as a sum of four squares of which $r$ are even, for $r=0,1,2,3,4$.
${ }^{97}$ Monatshefte Math. Phys., 15, 1904, 235-8.
${ }^{98}$ Ibid., 237-8 (posthumous paper).
${ }^{99}$ Quar. Jour. Math., 36, 1905, 305-358. Extracts by P. Bachmann, Niedere Zahlentheorie, II, 287-292, 319.
${ }^{100}$ Ibid., 37, 1906, 36-48.
${ }^{101}$ Ibid., 38, 1907, 8-9.
A. Martin ${ }^{102}$ noted that, if $t=2 p^{2}+2 q^{2}-n^{2}$, the sum of the squares of $t+4 n p, t-4 n p, t+4 n q, t-4 n q$ equals the square of $4 p^{2}+4 q^{2}+2 n^{2}$. Also [Aida ${ }^{59}$ of Ch . IX],

$$
\left(p^{2}+q^{2}+r^{2}-s^{2}\right)^{2}+(2 p s)^{2}+(2 q s)^{2}+(2 r s)^{2}=\left(p^{2}+q^{2}+r^{2}+s^{2}\right)^{2}
$$

P. Bachmann ${ }^{103}$ gave an exposition of papers by Glaisher, ${ }^{70}$ Dirichlet, ${ }^{42}$ and Stern. ${ }^{81}$
L. Aubry ${ }^{104}$ proved that every integer $N$ is a [4. It evidently suffices to treat the case $N$ odd or double an odd number. It is first shown that $N$ divides a certain $X^{2}+Y^{2}+1$, where we may take $X \leqq N / 2, Y \leqq N / 2$. Consider therefore the numbers $N_{1}, N_{2}, \cdots$ defined by

$$
X_{i}^{2}+Y_{i}^{2}+1=N_{i} N_{i+1}, \quad X_{i} \leqq N_{i} / 2, \quad Y_{i} \leqq N_{i} / 2
$$

The $N$ 's form a decreasing series of positive integers. Hence a certain $N_{n}$ is unity. Then $N_{n-1}=X_{n-1}^{2}+Y_{n-1}^{2}+1$. But if
$X^{2}+Y^{2}+1=D E, \quad E=p^{2}+q^{2}+r^{2}+s^{2}, \quad-p X+r Y+s=a F$, $s X+q Y+p=c E, \quad q X-s Y+r=d E, \quad r X+p Y-q=b E$, then $D=a^{2}+b^{2}+c^{2}+d^{2}$. Applying this theorem for $p=1, r=0$, $s=X_{n-1}, q=Y_{n-1}, X=X_{n-2}, Y=Y_{n-2}$, whence $D=N_{n-2}, E=N_{n-1}$, we see that $N_{n-2}$ is a 4. By the same theorem we see by induction that every $N_{i}$ is a [4]. Hence $N=N_{1}$ is a [4]. [There is no explicit proof that $a, \cdots, d$ may be taken to be integers and hence that the decomposition is not merely into four rational squares.]
E. Dubouis ${ }^{105}$ proved that Descartes' ${ }^{5}$ statements are true. The numbers not a sum of 4 squares $>0$ are $1,3,5,9,11,17,29,41$ and $4^{n} \lambda(\lambda=2,6,14), n \geqq 0$.
S. A. Corey ${ }^{106}$ gave a vector interpretation of (1) by use of four pentagons with a common vertex and four consecutive sides in one pentagon parallel to corresponding sides of the others.
C. van E. Tengbergen ${ }^{107}$ proved that $x^{2}+y^{2}+z^{2} \equiv 0(\bmod p)$ has $(p-1)(p-k) / 48$ sets of solutions $<p / 2$, where $k=-1,5,11,17$ according as the prime $p=8 v-1,8 v-3,8 v+3,8 v+1$.
E. Landau ${ }^{108}$ proved that the number of sets of integral solutions of $u^{2}+v^{2}+w^{2}+y^{2} \leqq x$ is $\frac{1}{2} \pi^{2} x^{2}+O\left(x^{1+\iota}\right)$, for $\epsilon>0$ and $O$ as by Landau, ${ }^{179}$ Ch. VI.
G. Métrod ${ }^{109}$ solved $x^{2}+(x+y)^{2}+(x+2 y)^{2}+(x+3 y)^{2}=z^{2}$ for $x$; the radical is rational if $z^{2}-5 y^{2}=u^{2}$ and hence if $z=a^{2}+5 b^{2}, y=2 a b$, $u=a^{2}-5 b^{2}$.
L. Aubry ${ }^{110}$ showed how to find all solutions of $a^{2}+b^{2}+c^{2}+d^{2}=N$, first when $a^{2}+b^{2}, a c+b d$ and $N$ have no common factor, and next when

[^221]their g.c.d. is $m$, but $a, \cdots, d$ have no common factor. Combining numerous cases, he obtained Jacobi's ${ }^{24}$ theorem on the total number of solutions, and the theorem that, if $N=2^{a} p_{1}^{\beta} \cdots p_{i}^{\lambda}$ and $\alpha \leqq 2$, the number of solutions in which $a, \cdots, d$ have no common factor is
$$
8 h\left(p_{1}+1\right) \cdots\left(p_{i}+1\right) p_{1}^{\beta-1} \cdots p_{i}^{\lambda-1}
$$
where $h=1$ if $\alpha=0, h=3$ if $\alpha=1, h=2$ if $\alpha=2$. He showed how to find the $4 n$ sets of solutions of $x^{2}+y^{2}+1 \equiv 0(\bmod p)$, where $p$ is a prime $4 n \pm 1$, also the solutions for any composite modulus.
L. J. Mordell ${ }^{111}$ proved by use of theta functions that the number of solutions of $x^{2}+y^{2}+z^{2}+t^{2}=m$ is $8\left\{\Sigma b-\Sigma(-1)^{c} c\right\}$, where $b$ and $c$ range over those divisors of $m$ whose complementary divisors are odd and even respectively [equivalent to Jacobi's ${ }^{24}$ result].

Mordell ${ }^{112}$ proved the conjecture by Glaisher ${ }^{100}$ (p.48) on the derivation of all representations of $4 m_{1} m_{2}$ as a 47 from those of $4 m_{1}$ and $4 m_{2}$.
A. S. Werebrusow ${ }^{113}$ gave the general solution of 4$]=[4$.
L. E. Dickson ${ }^{114}$ gave a history of the proofs of Euler's ${ }^{7}$ formula (1), its interpretations and generalization to 8 squares.

For Pellet's proof that $A x^{2}+B y^{2}+C \equiv 0(\bmod p)$ is solvable see paper 104 of Ch . XXVI.

For minor results, see papers 12 (end), 31, 49, 106 of Ch . VII; 13, 26, 30, $39,52,76,84,94,95$ of Ch. IX; 159 of Ch. XIX; 434 of Ch. XXI.

[^222]
## CHAPTER IX.

## SUM OF $n$ SQUARES.

Representation as a Sum of Five or More Squares.
C. G. J. Jacobi ${ }^{1}$ remarked that a comparison of the sixth and eighth powers of two series for $(2 K / \pi)^{1 / 2}$ would yield arithmetical theorems (for that from the fourth powers see Jacobi ${ }^{24,} 25$ of Ch . VIII).
G. Eisenstein ${ }^{2}$ stated that he had obtained purely arithmetical proofs of these theorems of Jacobi on the representation* of numbers as the sum of six or eight squares and stated the generalizations:

The number of representations of $4 r+1$ as a sum of six squares is 12 s and that of $4 r+3$ is $-20 s$, where $s=\Sigma\left(d_{1}^{2}-d_{3}^{2}\right), d_{1}$ ranging over the divisors of the form $4 k+1$ of the given number, $d_{3}$ over the divisors $4 k+3$.

The number of representations of an odd number as a sum of eight squares equals 16 times the sum of the cubes of its divisors.

He stated that there is no analogue for $4 r+1$ of the theorem that the number of representations of $4 r+3$ as a sum of ten squares is $12 \Sigma\left(d_{3}^{4}-d_{1}^{4}\right)$.

Eisenstein ${ }^{3}$ stated that, if $m$ is an odd number $>1$ having no square factor, the number $\psi(m)$ of representations of $m$ as a sum of five squares is $-80 s,-80 \sigma,-112 s, 80 \sigma$, according as $m \equiv 1,3,5,7(\bmod 8)$, where

$$
s=\Sigma\left(\frac{\mu}{m}\right) \mu, \quad \sigma=\Sigma(-1)^{\mu}\left(\frac{\mu}{m}\right) \mu \quad\left(\mu=1,2, \cdots, \frac{m-1}{2}\right)
$$

the symbol being Jacobi's. For proofs see Smith ${ }^{13,}{ }^{31}$ and Minkowski. ${ }^{28}$
Eisenstein ${ }^{4}$ stated that the number of solutions of $x_{1}^{2}+\cdots+x_{7}^{2}=m$ is

$$
-16 \cdot 37 \Sigma\left(\frac{\mu}{m}\right) \mu^{2}, \quad \mu<\frac{m}{2}, \quad \text { if } m \equiv 7(\bmod 8) ;
$$

$8.35\left\{\frac{1}{3} m^{2} \Sigma\left(\frac{\mu}{m}\right)-2 \Sigma\left(\frac{\mu}{m}\right) \mu^{2}\right\}, \quad \mu<\frac{m}{2}, \quad$ if $m \equiv 3(\bmod 8)$;
$28 \Sigma(-1)^{(\mu-1) / 2}\left(\frac{\mu}{m}\right) \mu(2 m-\mu), \quad \mu$ odd and $<m, \quad$ if $m \equiv 1(\bmod 4)$; provided $m$ has no square factor.
V. A. Lebesgue ${ }^{5}$ discussed the decomposition of a prime $p$ or its double into $m$ squares, where $m$ is a divisor $>2$ of $p-1$. Using indices relative to a primitive root of $p$, divide the indices of $s(s+1)$ for $s=1,2, \cdots$, $p-2$ by $m$ and let $a_{0}, a_{1}, \cdots, a_{m-1}$ be the number of the indices with the

[^223]residues $0,1, \cdots, m-1$ respectively. Write $a_{m+t}=a_{t}$. For $m$ odd,
$$
\sum_{i=0}^{m-1} a_{i}^{2}-p=\Sigma a_{i} a_{i+1}=\Sigma a_{i} a_{i+2}=\cdots=\Sigma a_{i} a_{i+m-1}, \quad 2 p=\sum_{i=0}^{m-1}\left(a_{i}-a_{i+k}\right)^{2}
$$
when $k=1, \cdots, m-1$. For $m$ even, $\Sigma a_{i} a_{i+j}=\Sigma a_{i} a_{i+k}$ if $j-k$ is even, and
$$
2 p=\sum_{i=0}^{m-1}\left(a_{i}-a_{i+2 k}\right)^{2}, \quad \frac{1}{2} m>k>0 .
$$

Lebesgue ${ }^{6}$ proved his preceding results.
Lebesgue ${ }^{7}$ noted that tables of indices lead to integers $a_{j}$ such that

$$
p=f(\rho) f\left(\rho^{-1}\right), \quad f(\rho)=a_{0}+a_{1} \rho+\cdots+a_{m-1} \rho^{m-1}, \quad \rho^{m}=1
$$

where $p$ is a prime $m \omega+1, m>2$. Set

$$
\{f(\rho)\}^{k}=A_{0}+A_{1} \rho+\cdots+A_{m-1} \rho^{m-1}=F(\rho)
$$

Then $p^{k}=F(\rho) F\left(\rho^{-1}\right)$. Hence if in the decomposition of $2 p$ into a sum of $m$ squares we change $a_{i}$ into $A_{i}$, we get a decomposition of $2 p^{k}$.
J. Liouville ${ }^{8}$ stated that the number of representations of the double of an odd number $m$ as a sum of 12 squares is $264 \Sigma d^{5}$, where $d$ ranges over the divisors of $m$. The number of proper representations is $264 Z_{5}(m)$, where

$$
Z_{n}(m)=\left\{a^{n a}+a^{n(\alpha-1)}\right\} \cdots\left\{c^{n \gamma}+c^{n(\gamma-1)}\right\}, \quad m=a^{a} b^{\beta} \cdots c^{\gamma}
$$

$a, \cdots, c$ being distinct primes. If $D^{2}$ ranges over the square divisors of $m$,

$$
\sum_{D} Z_{n}\left(m / D^{2}\right)=\sum_{d} d^{n}
$$

Liouville ${ }^{9}$ stated that the number of representations of $2^{a} m(\alpha>0)$ as a sum of 12 squares is

$$
\frac{24}{31}\left(21+2^{5 a+1} \cdot 5\right) \Sigma d^{5}
$$

summed for the divisors $d$ of $m$. Proof by Humbert. ${ }^{48}$
Liouville ${ }^{10}$ denoted by $N(n, p, q)$ the number of decompositions of $n$ into $p$ squares of which the roots of the first $q$ are taken odd and positive, while the last $p-q$ are even and the roots are taken positive or negative or zero; by $N(n, p)$ the number of representations of $n$ as a sum of $p$ squares. It is stated that

$$
\begin{align*}
N(2 m, 12)=264\{N(2 m, 12,2)+ & 224
\end{aligned} \begin{aligned}
& N(2 m, 12,6)  \tag{1}\\
& +256 N(2 m, 12,10)\} \quad(m \text { odd }) .
\end{align*}
$$

Let $m$ be odd, $d$ any divisor of $m, \delta=m / d$, and set

$$
\zeta_{\mu}(m)=\Sigma d^{\mu}, \quad \rho_{\mu}(m)=\Sigma(-1)^{(\delta-1) / 2} d^{\mu}
$$

${ }^{6}$ Jour. de Math., 19, 1854, 298; (2), 2, 1857, 152.
${ }^{7}$ Ibid., 19, 1854, 334-6; Comptes Rendus Paris, 39, 1854, 1069-71.
${ }^{8}$ Jour. de Math., (2), 5, 1860, 143-6.
${ }^{9}$ Ibid., (2), 9, 1864, 296-8.
${ }^{20}$ Ibid., (2), 6, 1861, 233-8. Proof by Bell. ${ }^{\text {s8b }}$

The following formula is stated:

$$
\begin{gathered}
\zeta_{2 \nu-1}(m)=\sum_{s=0}^{\nu-1} A_{8} N(2 m, 4 \nu, 4 s+2) \\
A_{0}=1, \quad A_{\nu-1}=16^{\nu-1}, \quad A_{\nu-s-1}=16^{\nu-2 t-1} A_{s} .
\end{gathered}
$$

The cases $\nu=1, \nu=2$ correspond to theorems proved by Jacobi. ${ }^{1}$ For $\nu=3$, (1) gives $N(2 m, 12)=264 \zeta_{5}(m)$. It is stated that

$$
N(m, 12)=8 \zeta_{5}(m)-16 m^{2} \zeta_{1}(m)+16 \Sigma s^{4}=24 \zeta_{5}(m)-2^{12} N(4 m, 12,12)
$$

where $\Sigma s^{4}$ is the sum of the squares of the first terms in the various representations of $m$ as a sum of 4 squares $s^{2}+s_{1}^{2}+s_{2}^{2}+s_{3}^{2}$.

It is stated that

$$
\rho_{2 \nu}(m)=\sum_{s=0}^{\nu} B_{s} N(2 m, 4 \nu+2,4 s+2), \quad B_{0}=1, \quad B_{\nu}=0 \quad(\nu>0)
$$

$B_{s}$ being independent of $m$, but dependent on $\nu$;

$$
\rho_{0}(m)=N(2 m, 2,2), \quad \rho_{4}(m)=N(2 m, 10,2)+64 N(2 m, 10,6)
$$

From the latter, $N(2 m, 10)=12 \cdot 17 \rho_{4}(m)$, when $m \equiv 3(\bmod 4)$. For such an $m$, Eisenstein ${ }^{2}$ had given $N(m, 10)=12 \rho_{4}(m)$.

Liouville ${ }^{11}$ noted the existence of numbers $a_{0}=1, a_{1}, \cdots, a_{\nu-1}=16^{\nu-1}$, $b_{0}=1, b_{1}, \cdots, b_{\nu-1}$, independent of $m$ and $\alpha$, but depending on $\nu$, such that, for every odd integer $m$ and every integer $\alpha \geqq 0$,

$$
\begin{aligned}
2^{(2 \nu+1) a} \zeta_{2 \nu+1}(m) & =\sum_{s=0}^{\nu-1} a_{s} N\left(2^{a+2} m, 4 \nu+4,4 s+4\right) \\
2^{2 a \nu} \rho_{2 \nu}(m) & =\sum_{s=0}^{\nu-1} b_{s} N\left(2^{a+2} m, 4 \nu+2,4 s+4\right)
\end{aligned}
$$

These results and those in his ${ }^{10}$ preceding paper hold also if $N$ be replaced by $M$, where $M(n, p, q)$ is the number of solutions of

$$
n=i_{1}^{2}+\cdots+i_{q}^{2}+\omega_{1}^{2}+\cdots+\omega_{p-q}^{2}
$$

( $i^{\prime}$ s odd and positive, $\omega$ 's even) for which $i_{1}, \cdots, \omega_{p-q}$ have no common factor, and if $\zeta_{\mu}, \rho_{\mu}$ be replaced by

$$
\begin{gathered}
Z_{\mu}(m)=\Pi\left\{P^{r \mu}+P^{(r-1) \mu}\right\}, \quad R_{\mu}(m)=\Pi\left\{P^{r \mu}+(-1)^{(P-1) / 2} P^{(r-1) \mu}\right\}, \\
Z_{\mu}(1)=R_{\mu}(1)=1, \quad m=\Pi P^{r},
\end{gathered}
$$

where $P$ ranges over the distinct prime factors of $m$.
Liouville ${ }^{11 a}$ noted that, if $m$ is odd, the number of representations of $2^{a+2} m$ by $Q=x^{2}+4\left(y^{2}+z^{2}+t^{2}+u^{2}+v^{2}\right)$ evidently equals the number $4\left\{4^{a+1}-(-1)^{(m-1) / 2}\right\} \rho_{2}(m)$ of representations of $2^{a} m$ as a sum of six squares (Jacobi ${ }^{1}$ ). The number of representations of $n \equiv 1(\bmod 4)$ by $Q$ is $\rho_{2}(n)+2 \Sigma i^{2}-n \rho_{0}(n)$, summed for the odd integers $i$ for which $n=i^{2}+4 s^{2}$. Corresponding results are found for forms like $Q$ in which however only 4, 3,2 , or 1 of the coefficients are 4 , and for $x^{2}+4\left(y^{2}+z^{2}+t^{2}+u^{2}\right)+16 v^{2}$.

[^224]${ }^{11 \mathrm{c}}$ Ibid., (2), 10, 1865, 65-70, 71-2, 77-80, 151-4, 161-8, 203-8.

Liouville ${ }^{12}$ stated that the number of representations of $n=2^{a} m$ ( $m$ odd) as a sum of 10 squares is

$$
\frac{4}{5}\left\{16^{a+1}+(-1)^{(m-1) / 2}\right\} \lambda+\frac{8}{5} n^{2} \mu-\frac{64}{5} \nu,
$$

where $\lambda$ is the positive value of $\Sigma\left(d_{1}^{4}-d_{3}^{4}\right)$, where $d_{1}$ ranges over the divisors $4 l+1$ of $n$ and $d_{3}$ over the divisors $4 l+3$ ( $\lambda$ being the same for $m$ as for $n$ ), while $\mu$ is the number of integral solutions, positive, negative or zero, of $n=s^{2}+s^{\prime 2}$, and $\nu$ is the sum of the products $s^{2} s^{\prime 2}$ for all the solutions.

When $m \equiv 3(\bmod 4), \mu=\nu=0$ and the formula becomes that of Eisenstein $^{2}$ if $\alpha=0$, and that of Liouville ${ }^{10}$ for $\alpha=1$. In the notation of that paper, $\lambda=\rho_{4}(m)$. Thus
$N\left(2^{a} m, 10\right)=\frac{4}{5}\left\{16^{a+1}+(-1)^{(m-1) / 2}\right\} \rho_{4}(m)+\frac{16}{5} \sum_{s, 8^{\prime}}\left(s^{4}-3 s^{2} s^{\prime 2}\right) \quad\left(s^{2}+s^{\prime 2}=n\right)$.
The last sum is multiplied by -4 when $\alpha$ is replaced by $\alpha+1$. Hence

$$
N\left(2^{a+1} m, 10\right)+4 N\left(2^{a} m, 10\right)=\left\{16^{a+2}+4(-1)^{(m-1) / 2}\right\} \rho_{4}(m)
$$

The values of $N_{4}=N\left(2^{a+2} m, 10,4\right)$ and $N_{8}=N\left(2^{\alpha+2} m, 10,8\right)$ follow from

$$
\begin{array}{cc}
2^{4 a} \rho_{4}(m)=N_{4}+4 N_{8}, & 4(-1)^{(m-1) / 2} \rho_{4}(m)=5 N\left(2^{a} m, 10\right)-96 N_{4}+256 N_{8}, \\
N_{4}-16 N_{8}=\frac{1}{2} \Sigma\left(s^{4}-3 s^{2} s^{\prime 2}\right) & \left(s^{2}+s^{\prime 2}=2^{a} m\right) .
\end{array}
$$

H. J. S. Smith ${ }^{13}$ stated that the principles indicated in his paper enable one to deduce by a uniform method the theorems of Jacobi, Eisenstein and the numerous recent ones by Liouville on the representation of numbers by a sum of four squares and other simple quadratic forms; also the theorems of Jacobi ${ }^{1}$ on six and eight squares. In view of Eisenstein's remark that there is a single class of quadratic forms of discriminant unity in $n \leqq 8$ variables, but always more than one class if $n>8$, the series of theorems relating to representation by sums of $n$ squares ceases when $n>8$. There remain the cases $n=5,7$. Smith gave a description of the general theory on which are based the formulas for the numbers $N_{5}$ and $N_{7}$ of primitive representations of $4^{a} \omega^{2} \delta$ as a sum of 5 and 7 squares, respectively, where $\omega$ is odd and $\delta$ has no square factor:

$$
N_{5}=5 \cdot 2^{3 a} \omega^{3} \frac{\eta}{\delta} F_{5} \Pi\left[1-\left(\frac{\delta}{q}\right) \frac{1}{q^{2}}\right],
$$

where, as in $N_{7}$, the product extends over every prime dividing $\omega$ but not $\delta$, while $F_{5}$ is defined as follows: For $\delta \equiv 1(\bmod 4)$,

$$
F_{5}=\sum_{s=1}^{\delta}\left(\frac{s}{\delta}\right) s(s-\delta)
$$

and $\eta=12$ if $\delta \equiv 1(\bmod 8) ; \eta=28$ or 20 , if $\delta \equiv 5(\bmod 8)$, according as $\alpha=0$ or $\alpha>0$; while, ${ }^{*}$ if $\delta=1, \eta \Pi$ is to be replaced by 2. But, if $\delta$ 丰 $1(\bmod 4)$,

$$
F_{5}=\sum_{s=1}^{4 \delta}\left(\frac{\delta}{s}\right) s(s-4 \delta)
$$

[^225]where $\eta=1$ or $\frac{1}{2}$, according as $\alpha=0$ or $\alpha>0$. Next,
$$
N_{7}=7 \cdot 2^{5 a} \omega^{5} \frac{\eta}{\delta} F_{7} \Pi\left[1-\left(\frac{-\delta}{q}\right) \frac{1}{q^{3}}\right]
$$

For $\delta \equiv 3(\bmod 4)$,

$$
F_{7}=\sum_{i=1}^{\delta}\left(\frac{s}{\delta}\right) s(s-\delta)(2 s-\delta),
$$

where $\eta=30$ if $\alpha=0, \Delta \equiv 3(\bmod 8) ; \eta=74 / 3$ if $\alpha=0, \Delta \equiv 7(\bmod 8)$; $\eta=140 / 3$ if $\alpha>0$. For $\delta$ 丰 $3(\bmod 4)$,

$$
F_{7}=\sum_{s=1}^{48}\left(\frac{-\delta}{s}\right) s(s-2 \delta)(s-4 \delta),
$$

where $\eta=1 / 3$ or $5 / 12$ according as $\alpha=0, \alpha>0$.
J. Liouville ${ }^{14}$ stated that, if $m$ is of the form $8 k+7$,

$$
\sum_{i}\left(m-7 i^{2}\right) \rho_{2}\left(\frac{m-i^{2}}{2}\right)=0, \quad \rho_{2}(n)=\Sigma(-1)^{(d-1) / 2}\left(\frac{n}{d}\right)^{2}
$$

where $i$ ranges over the positive odd integers $<\sqrt{m}$, and $d$ ranges over the divisors of the odd number $n$.
E. Catalan ${ }^{15}$ obtained by means of elliptic functions the result that the number of solutions of $i_{1}^{2}+\cdots+i_{8}^{2}=8 n$ in odd integers $i_{1}, \cdots, i_{8}$ equals the sum of the cubes of the divisors of $n$.
J. W. L. Glaisher ${ }^{16}$ stated that, if $R_{m}$ is the number of representations of $N$ as a sum of $m$ squares (attention being paid to the signs of the roots of the squares), and if $P$ is the sum of the reciprocals of the odd divisors of $N$, then

$$
R_{1}-\frac{1}{2} R_{2}+\frac{1}{3} R_{3}-\cdots \pm \frac{1}{N} R_{N}=(-1)^{N-1} 2 P .
$$

C. Sardi ${ }^{17}$ stated that the numbers of the form $40 \mathrm{~m}+63$ are decomposable into seven squares which end with the digit 9 . Cf. Santomauro. ${ }^{19}$
G. Torelli ${ }^{18}$ noted that the preceding result follows from Fermat's theorem that every number is a sum of $m m$-gonal numbers, in the equivalent formulation by Barlow ${ }^{90}$ of Ch . I, which implies also that $200 \mathrm{~m}+14283$ is a sum of 27 squares ending in 29 , of which 23 equal 529 or 729.
E. Santomauro ${ }^{19}$ proved that every integer $40 m+9 k$ is a sum of $k$ squares which end with the digit 9 [if $k>1$, as it fails for $m=2, k=1$ ]. Cf. Sardi. ${ }^{17}$
E. Lemoine ${ }^{20}$ called $N=a_{1}^{2}+\cdots+a_{n}^{2}$ a decomposition of $N$ into maximum squares and $n$ the index of $N$ if $a_{1}^{2}$ is the largest square $\leqq N$,

[^226]$a_{2}^{2}$ the largest square $\leqq N-a_{1}^{2}$, etc. Let $y_{n}$ be the least number of index $n$. For $n$ even, $y_{n}$ ends with 67 ; for $n$ odd, with 23 . Also,
$$
y_{p+1}=\left(\frac{y_{p}+3}{2}\right)^{2}-2 \quad(p \geqq 3)
$$
M. d'Ocagne ${ }^{21}$ stated the empirical generalization that, if $m \geqq 3$, the last $[(m-1) / 2]$ digits of $y_{m}$ are the same and in the same order as those of $y_{m+2}$. Lemoine added the remark that the only possible final squares are $R^{2}, R^{2}+1, R^{2}+1+1, R^{2}+1+1+1, R^{2}+2^{2}, R^{2}+2^{2}+2^{2}$, $R^{2}+2^{2}+1, R^{2}+2^{2}+1+1, R^{2}+2^{2}+1+1+1$, where $R>2$.
T. J. Stieltjes ${ }^{22}$ noted that, in view of Jacobi ${ }^{25}$ of Ch. VIII, the number of decompositions of $N \equiv 5(\bmod 8)$ as a sum of 5 positive odd squares is
$$
\sum_{j} \sigma\left\{\frac{N-(2 j-1)^{2}}{4}\right\}=f(N)+2 f\left(N-8 \cdot 1^{2}\right)+2 f\left(N-8 \cdot 2^{2}\right)+\cdots
$$
where $\sigma(n)$ is the sum of the divisors of $n$, and $4 f(m)=-\Sigma(-1)^{\left(d^{2}-1\right) / 8} d$, summed for the divisors $d$ of $m$.
C. Hermite ${ }^{23}$ proved by use of elliptic functions that the number of decompositions of $N \equiv 5(\bmod 8)$ as a sum of 5 positive odd squares is
\[

$$
\begin{gathered}
\frac{1}{2} \chi(N)+\chi\left(N-2^{2}\right)+\chi\left(N-4^{2}\right)+\chi\left(N-6^{2}\right)+\cdots, \\
\chi(n) \equiv \Sigma\left(3 d+d^{\prime}\right) / 4
\end{gathered}
$$
\]

summed for all factorizations $n=d d^{\prime}, d^{\prime}>3 d$.
Stieltjes ${ }^{24}$ noted that the total number $F(n)$ of solutions of

$$
n=x_{1}^{2}+\cdots+x_{5}^{2}
$$

is $24 A(n)+16 B(n)$ for $n$ even, and $8 A(n)+48 B(n)$ for $n$ odd, where

$$
\begin{aligned}
& A(n)=X(n)+2 X(n-4)+2 X(n-16)+2 X(n-36)+\cdots \\
& B(n)=X(n-1)+X(n-9)+X(n-25)+\cdots
\end{aligned}
$$

$X(n)$ being the sum of the odd divisors of $n$. He expressed $A(n)$ in terms of $B(n)$, and $B(4 n)$ in terms of $B(n)$, and therefore $F(4 n)$ in terms of $F(n)$. He verified for each odd prime $p<100$ that $F\left(p^{2}\right)=10\left(p^{3}-p+1\right)$, and for $p=3,5,7$ that

$$
F\left(p^{4}\right)=10\left\{p\left(p^{2}-1\right)\left(p^{3}+1\right)+1\right\}
$$

T. Pepin ${ }^{25}$ expressed the number $N(m, 5)$ of representations of $m$ as a sum of 5 squares in terms of $N(m, 4)$ in the evident way of considering $m-x^{2}$ as a $\left[4\right.$. By use of elliptic functions he evaluated $N_{1}-N_{2}$, where $N_{1}$ (or $N_{2}$ ) is the number of representations of $m$ as a sum of 5 squares of which the first is even (or odd); also $P-Q$, where $P$ (or $Q$ ) is the number of representations of $m$ as a sum of 5 squares of which the first two have an even (or odd) sum; he also proved that

$$
N^{\prime}(m)-N^{\prime \prime}(m)=2(-1)^{m}(\Sigma b-\Sigma a)
$$

${ }^{14}$ L'intermédiaire des math., 1, 1894, 232.
${ }^{23}$ Comptes Rendus Paris, 97, 1883, 981.
${ }^{2}$ I Ibid., 982.
${ }^{24}$ Ibid., 1545.
${ }^{26}$ Atti Accad. Pont. Nuovi Lincei, 37, 1883-4, 9-48.
where $a$ ranges over the divisors $8 l \pm 1$ of $m$, and $b$ over the divisors $8 l \pm 3$, while $N^{\prime}$ (or $N^{\prime \prime}$ ) is the number of solutions of $m=x^{2}+y^{2}+z^{2}+2 t^{2}$ with $x^{2}$ even (or odd). For $m=8 l \pm 1, N^{\prime}=2 N^{\prime \prime}$. He noted the recursion formulas

$$
m N(m, 5)=2 \sum_{n=1}^{\gamma \bar{m}}\left(6 n^{2}-m\right) N\left(m-n^{2}, 5\right)=10 \Sigma n^{2} N\left(m-n^{2}, 4\right) .
$$

He proved (p. 48) for any odd prime $p$ the statements by Stieltjes ${ }^{24}$ concerning $F\left(p^{2}\right), F\left(p^{4}\right)$.
E. Cesàro ${ }^{26}$ stated that the number of ways of decomposing $n$ into a sum of $p$ squares is in mean $\mathrm{Cn}^{p / 2-1}$, where

$$
C=\frac{1}{2(p-2)(p-4)(p-6) \cdots} \cdot\left(\frac{\pi}{2}\right)^{[p / 2]}
$$

For $p=3, C=\pi / 4$. For $p=4, C=\pi^{2} / 16$.
A. Hurwitz ${ }^{27}$ proved and generalized the conjectured results by Stieltjes ${ }^{24}$ concerning $F\left(p^{2}\right)$ and $F\left(p^{4}\right)$. If $m=2^{k} p^{a} q^{\beta} \cdots$, where $2, p, q, \cdots$ are distinct primes, the number of decompositions of $m^{2}$ into 5 squares is

$$
\begin{gathered}
F\left(m^{2}\right)=K[p, \alpha][q, \beta] \cdots, \quad K=10 \cdot \frac{2^{3 k+3}-1}{2^{3}-1} \\
{[p, \alpha] \equiv \frac{p^{3 a+3}-p^{3 a+1}+p-1}{p^{3}-1}}
\end{gathered}
$$

For proof, set $m=2^{k} n$. Then by Stieltjes' formula, $F\left(m^{2}\right)$ is $K$ times the sum, for all positive odd integral solutions $a, b$ of $a+b=2 n$,

$$
\Sigma X(a, b) \equiv X\left(n^{2}\right)+2 X\left(n^{2}-2^{2}\right)+2 X\left(n^{2}-4^{2}\right)+\cdots
$$

But if $\gamma, \delta, \epsilon, \cdots$ are the odd primes dividing both $a$ and $b$,

$$
\begin{aligned}
& X(a, b)= X(a) X(b)-\Sigma \gamma X\left(\frac{a}{\gamma}\right) X\left(\frac{b}{\gamma}\right)+\Sigma \gamma \delta X\left(\frac{a}{\gamma \delta}\right) X\left(\frac{b}{\gamma \delta}\right)-\cdots, \\
& \Sigma X(a, b)=\sum_{a_{1}, b_{1}} X\left(a_{1}\right) X\left(b_{1}\right)-\sum p \sum_{a_{p}, b_{p}} X\left(a_{p}\right) X\left(b_{p}\right) \\
&+\sum p q \sum_{a_{p q}, b_{p q}} X\left(a_{p q}\right) X\left(b_{p q}\right)-\cdots,
\end{aligned}
$$

where the summation with respect to $a_{t}, b_{t}$ extends over all positive odd integers $a_{t}, b_{t}$ whose sum is $2 n / t$. By the known formula

$$
\begin{aligned}
& X(1) X(2 n-1)+X(3) X(2 n-3)+X(5) X(2 n-5)+\cdots \\
&+X(2 n-1) X(1)=\zeta_{3}(n),
\end{aligned}
$$

viz., the sum of the cubes of the divisors of the odd number $n$, we get

$$
\Sigma X(a, b)=\left[\zeta_{3}\left(p^{a}\right)-p \zeta_{3}\left(p^{a-1}\right)\right]\left[\zeta_{3}\left(q^{\beta}-q \zeta_{3}\left(q^{\beta-1}\right)\right] \cdots,\right.
$$

and hence equals $[p, \alpha][q, \beta] \cdots$ in the desired formula for $F\left(m^{2}\right)$. Part of Stieltjes' formulas follow from those of Liouville ${ }^{5}$ of Ch. XI.

[^227]T. J. Stieltjes ${ }^{27 a}$ wrote $F_{7}(n)$ for the number of decompositions of $n$ into 7 - squares and stated that $F_{7}\left(4^{k} m\right) / F_{7}(m)$ equals
\[

$$
\begin{aligned}
f(k)=\frac{40 \cdot 32^{k}-9}{31}, & m \equiv 1,2(\bmod 4) ; \quad \frac{32^{k+1}-1}{31}, \quad m \equiv 3(\bmod 8) \\
& \frac{28 f(k)+9}{37}, \quad m \equiv 7(\bmod 8)
\end{aligned}
$$
\]

H. Minkowski ${ }^{28}$ proved that the numbers of the form $8 n+5$ are sums of 5 odd squares. The number of proper representations of $d$ as a sum of 5 squares, not all odd, is

$$
\frac{40}{\pi^{2}}\left\{3-(-1)^{[d / 2]}\right\} \sqrt{d^{3}} \Sigma\left(\frac{d}{m}\right) \frac{1}{m^{2}},
$$

summed for the integers $m$ prime to $2 d$. A number $d \equiv 5(\bmod 8)$ has

$$
\frac{32}{\pi^{2}} \sqrt{d^{3}} \Sigma\left(\frac{d}{m}\right) \frac{1}{m^{3}}
$$

proper representations as a sum of 5 odd squares.
P. S. Nasimoff ${ }^{29}$ proved that the number of decompositions of $n=2^{a} m$ ( $m$ odd) as a sum of 8 squares is $\frac{16}{7}\left(8^{a+1}-15\right) \zeta_{3}(m)$, where $\zeta_{3}(m)$ is the sum of the cubes of the divisors of $m$. He determined the number of decompositions of any integer into 12 squares.
E. Cesàro ${ }^{30}$ noted that the number of decompositions of $n$ into $\nu$ squares is $N_{1}-N_{2}-N_{3}+N_{4}-N_{5}+N_{6}+\cdots$, where $N_{p}$ is the number of positive integral solutions of the system of equations

$$
x_{1} x_{2} \cdots x_{\nu}=p, \quad x_{1} y_{1}+\cdots+x_{\nu} y_{\nu}=n .
$$

The numbers of decompositions of $n$ into two and four squares increased by double the number into three squares is $M_{1}-M_{3}+M_{5}-M_{7}+\cdots$, where $M_{p}$ is the number of positive integral solutions of $x y=p, x \xi+y \eta=n$.
H. J. S. Smith ${ }^{31}$ proved the formula for the number of representations as a sum of five squares which had been stated by him in 1867, and deduced therefrom the formulas of Eisenstein. ${ }^{3}$ The subject proposed by the Paris Academy of Sciences for the Grand Prix des Sciences Math. for 1882 was the theory of the representation of integers as a sum of 5 squares (with citation of results of Eisenstein). Apparently no member of the commission which proposed the subject of the prize knew of the earlier paper by Smith; nor was the latter mentioned in the report ${ }^{32}$ of the commission which recommended that prizes of the full amount be awarded to Smith and to

[^228]Minkowski, ${ }^{28}$ then a student of 18 years of age at the University of Königsberg.

Ch. Berdelle ${ }^{33}$ proved that any multiple of 8 is a sum of 8 odd squares.
From

$$
n=a^{2}+b^{2}+c^{2}+d^{2}, \quad 8 a^{2}=4 a^{2}-4 a+4 a^{2}+4 a
$$

$8+8 n$ is the sum of the squares of
$2 a+1, \quad 2 a-1, \quad 2 b+1, \quad 2 b-1, \quad 2 c+1, \quad 2 c-1,2 d+1,2 d-1$.
If $k$ of the integers $a, b, c, d$ are zero, $2 k$ of the 8 squares are unity.
J. W. L. Glaisher ${ }^{34}$ noted that, if $\sigma(n)$ is the sum of the divisors of $n$, the number of representations of $n$ as a sum of five squares is

$$
10\{\sigma(n)+2 \sigma(n-4)+2 \sigma(n-16)+\cdots\} \quad \text { if } n \equiv 1(\bmod 8)
$$

but twice that expression if $n \equiv 3(\bmod 4)$.
L. Gegenbauer ${ }^{35}$ proved that the number of representations of an odd number $n$ as a sum of eight squares equals $16 M$, where $M$ is the number of divisors of the various g.c.d.'s of $n$ with all triples chosen from $1, \cdots, n$. Also $M$ is the sum of the products of the number of divisors of every factor of $n$ by the number of those triples whose elements do not exceed the complementary divisor and form a system relatively prime to it. There are three further theorems on sums of 8 squares, five on sums of 12 squares and two on sums of 6 and 10 squares each. The number of all [or proper] representations of an odd number $n$ as a sum of three squares and double a square is $2\{4-(2 / n)\} \mu$, where the symbol is Jacobi's and $\mu$ is the number of all [or proper] representations $x^{2}-2 y^{2}, y \geqq 0,2 x>3 y$, of the various g.c.d.'s of $n$ and the numbers $\leqq n$. There is a similar theorem on a sum of five squares and double a square.
G. B. Mathews ${ }^{36}$ noted that the number of sets of solutions of

$$
x_{1}^{2}+\cdots+x_{k}^{2}=n
$$

is the coefficient $c_{n}$ of $q^{n}$ in the expansion of

$$
\theta^{k}=\left(1+2 q+2 q^{4}+2 q^{9}+\cdots\right)^{k}, \quad \theta \equiv \frac{1+q}{1-q} \cdot \frac{1-q^{2}}{1+q^{2}} \cdot \frac{1+q^{3}}{1-q^{3}} \cdots
$$

By logarithmic differentiation,

$$
\frac{1}{\theta} \frac{d \theta}{d q}=-\sum_{n=1}^{\infty} \psi(n) q^{n-1}, \quad \psi(n) \equiv 2 \sum(-1)^{n / \mu} n / \mu
$$

summed for all odd divisors $\mu$ of $n$. For ${ }^{34} n=2^{a} m, \psi(n)=2^{a+1} \sigma(m)$. By the logarithmic differentiation of $\theta^{k}=1+c_{1} q+c_{2} q^{2}+\cdots$ and comparison

[^229]of coefficients, we get linear equations for the $c$ 's, from which
\[

\left.c_{n}=\frac{(-1)^{n(n-1) / 2}}{n!} \left\lvert\, $$
\begin{array}{lllll}
k \psi(n) & k \psi(n-1) & \cdots & k \psi(2) & k \psi(1) \\
k \psi(n-1) & k \psi(n-2) & \cdots & k \psi(1) & n-1 \\
k \psi(n-2) & k \psi(n-3) & \cdots & n-2 & 0 \\
\cdot \cdot & \cdot & \cdot & \cdot & \cdot \\
k \psi(1) & 1 & & \cdot & 0
\end{array}
$$\right.\right)
\]

P. Bachmann ${ }^{37}$ gave an exposition of the work of Smith ${ }^{13,31}$ and Minkowski ${ }^{28}$ on sums of 5 squares, and Eisenstein ${ }^{2-4}$ on sums of $5,6,7,8$ squares.
E. Lemoine stated and L. Ripert ${ }^{38}$ proved that every integer equals the sum of $p$ and certain distinct squares, where $p=0,1,2$ or 4 .
H. Delannoy ${ }^{39}$ proved that every even square $>4$ and every 4th power $>1$ is a sum of five squares $>0$, and that $a(a+2)$ is a sum of 4 or 5 squares $>0$.
R. E. Moritz ${ }^{40}$ considered the representation of numbers as quotients of sums and differences of squares.
O. Meissner ${ }^{41}$ considered the representation of numbers of an algebraic field as a sum of $n$ squares. In particular, the numbers of the field defined by $i \sqrt{z}$ are sums of 5 squares, 4 of which are rational.
J. W. L. Glaisher ${ }^{42}$ employed the sums $P(m)$ and $Q(m)$ of the products of the roots (taken in the form $4 n+1$ ) of the first two and three squares, respectively, in each composition of $4 m$ as a sum of 4 odd squares, and proved the following theorems when $m$ is odd. The sum of the odd roots in all the representations of $m$ as a sum of 6 squares, 3 of which are odd and 3 even, is $\pm 120 P(m)$, the sign being + or - according as $m \equiv 7$ or 3 $(\bmod 8)$. If $\alpha^{2}+\cdots+\zeta^{2}$ is any partition of $2 m$ into 6 odd squares, where $\alpha, \cdots, \zeta$ are taken in the form $4 n+1$, and if $s$ is the sum of the 15 products of $\alpha, \cdots, \zeta$ taken two at a time, then $\Sigma s=-120 Q(m)$, summed for all the representations of $2 m$ by 6 odd squares. For the partitions of $8 N$ into 8 odd squares, where $N$ is even, the corresponding sum $\Sigma s$ is zero. The number of compositions of 8 m as a sum of 8 odd squares is the sum of the cubes of the divisors of $m$.
K. Petr ${ }^{43}$ proved, by use of theta functions, two hitherto unproved theorems stated by Liouville on the representation of even numbers as a sum of 12 or 10 squares.
E. Jacobsthal ${ }^{44}$ proved that every prime $p=4 n+1$ is a sum

$$
p=\Sigma\left\{\frac{1}{\delta} \phi_{n}\left(g^{\rho}\right)\right\}^{2}, \quad \phi_{n}(a) \equiv \sum_{m=1}^{p-1}\left(\frac{m}{p}\right)\left(\frac{m^{n}+a}{p}\right),
$$

of $\delta$ squares, where $\delta$ is the g.c.d. of $n$ and $p-1$, and $g$ is a primitive root of $p$, while $\rho$ ranges over a complete set of residues modulo $\delta$.

[^230]J. W. L. Glaisher ${ }^{45}$ evaluated the number $R^{(t)}(n)$ of representations of $n$ as a sum of $t$ squares for each even integer $t \leqq 18$. The simplest results are
\[

$$
\begin{aligned}
R^{(6)}(n) & =4\left\{4 E_{2}^{\prime}(n)-E_{2}(n)\right\}, & R^{(8)}(n) & =(-1)^{n-1} 16 \zeta_{3}(n), \\
R^{(10)}(n) & =\frac{4}{5}\left\{E_{4}(n)+16 E_{4}^{\prime}(n)+8 \chi_{4}(n)\right\}, & R^{(12)}(2 n) & =-8 \xi_{5}(2 n),
\end{aligned}
$$
\]

the first two of which are due to Eisenstein ${ }^{2}$ for $n$ odd and to H. J. S. Smith ${ }^{1}$ for any $n$. Here $E_{r}(n)$ [or $\left.E_{r}^{\prime}(n)\right]$ is the excess of the sum of the $r$ th powers of the divisors of $n$ which [or whose conjugates] are of the form $4 k+1$ over the sum of the $r$ th powers of the divisors of $n$ which [or whose conjugates] are of the form $4 k+3$; also,

$$
\zeta_{r}(n)=\Sigma(-1)^{d-1} d^{r}, \quad \xi_{r}(n)=\Sigma(-1)^{d+a^{\prime}} d^{r} \quad\left(d d^{\prime}=n\right) ;
$$

while $4 \chi_{4}(n)$ is the sum of the fourth powers of all the complex numbers having $n$ as norm. In an addition to this paper, Glaisher ${ }^{46}$ evaluated by elliptic modular functions the sum of the $r$ th powers of all primary complex numbers of norm $n$ and (p. 274) evaluated $R^{(14)}(n)$.
W. Sierpinski ${ }^{47}$ noted that the number of representations of $n$ as a sum of $r$ squares is

$$
\frac{(2 r)^{n}}{n!}\left\{a_{0}(n)+\frac{1}{r} a_{1}(n)+\frac{1}{r^{2}} a_{2}(n)+\cdots\right\}
$$

where $a_{i}(n)$ is a polynomial of degree $2 i$ with rational coefficients.
G. Humbert ${ }^{48}$ derived the formula, in which $\eta_{1}=H_{1}(0), \theta_{1}=\theta_{1}(0)$, in Jacobi's notations for elliptic functions of the variable $q$,

$$
\begin{equation*}
4 \eta_{1}^{6} \theta_{1}^{4}+\eta_{1}^{2} \theta_{1}^{8}=4 \sum_{m=0}^{\infty}(2 m+1)^{4} q^{m+1 / 2} /\left(1+q^{2 m+1}\right) \tag{2}
\end{equation*}
$$

Let $G_{p, q}(a)$ be the number of decompositions of $a$ into $p+q$ squares of which the first $p$ are odd and the last $q$ are even. By equating the coefficients of $q^{N+1 / 2}$ in the two members of (2) and in the formula obtained by changing $q$ to $-q$, we get

$$
4 G_{6,4}(4 N+2)+G_{2,8}(4 N+2)=4(-1)^{N} \Sigma(-1)^{m}(2 m+1)^{4}
$$

$5 G_{10,0}(4 N+2)-6 G_{6,4}(4 N+2)+G_{2,8}(4 N+2)=4 \Sigma(-1)^{m}(2 m+1)^{4}$, the summations extending over the odd divisors $2 m+1$ of $4 N+2$. If $N$ is odd, $N=2 M+1, G_{10,0}(4 N+2)$ is evidently zero. The preceding equations give

$$
G_{6,4}(8 M+6)=G_{2,8}(8 M+6)=\frac{4}{5} \Sigma(-1)^{m+1}(2 m+1)^{4} .
$$

The total number of decompositions of $8 M+6$ into ten squares is evidently

$$
\frac{10 \cdot 9 \cdot 8 \cdot 7}{1 \cdot 2 \cdot 3 \cdot 4} G_{6,4}+\frac{10 \cdot 9}{1 \cdot 2} G_{2,8}
$$

[^231]and this number equals $204 \Sigma\left(d_{3}^{4}-d_{1}^{4}\right)$, where $d_{3}$ ranges over the divisors $4 h+3$ of $8 M+6$, and $d_{1}$ over the divisors $4 h+1$.

In (2) replace $\eta_{1}^{2}(q)$ by $2 \eta_{1}\left(q^{2}\right) \theta_{1}\left(q^{2}\right)$ and $\theta_{1}^{2}(q)$ by $\theta_{1}^{2}\left(q^{2}\right)+\eta_{1}^{2}\left(q^{2}\right)$. Then change $q^{2}$ into $q$. We get
$\eta_{1}^{9} \theta_{1}+38 \eta_{1}^{5} \theta_{1}^{5}+\eta_{1} \theta_{1}^{9}+20 \eta_{1}^{7} \theta_{1}^{3}+20 \eta_{1}^{3} \theta_{1}^{7}=2 \Sigma(2 m+1)^{4} q^{(2 m+1) / 4} /\left(1+q^{(2 m+1) / 2}\right)$. Equating the coefficients of $q^{N+3 / 4}$ and those of $q^{N+1 / 4}$, we get

$$
\begin{gathered}
10 G_{7,3}(4 N+3)+10 G_{3,7}(4 N+3)=\Sigma(-1)^{m+1}(2 m+1)^{4} \\
G_{1,9}(4 N+1)+G_{9,1}(4 N+1)+38 G_{5,5}(4 N+1)=2 \Sigma(-1)^{m}(2 m+1)^{4}
\end{gathered}
$$

where $2 m+1$ ranges over the odd divisors of $4 N+3$ and $4 N+1$, respectively. The first formula gives for the total number $120\left(G_{7,3}+G_{3, ~}\right)$ of decompositions of $4 N+3$ into ten squares the value $12 \Sigma\left(d_{3}^{4}-d_{1}^{4}\right)$, due to Eisenstein. ${ }^{2}$

For 12 squares, it is shown that

$$
\eta_{1}^{10} \theta_{1}^{2}+14 \eta_{1}^{6} \theta_{1}^{6}+\eta_{1}^{2} \theta_{1}^{10}=4 \sum_{m=0}^{\infty}(2 m+1)^{5} q^{m+1 / 2} /\left(1-q^{2 m+1}\right) .
$$

Thus the total number $66\left(G_{10,2}+14 G_{6,6}+G_{2,10}\right)$ of decompositions of $4 N+2$ as a sum of 12 squares equals $264 \Sigma d^{5}, d$ ranging over the divisors of $4 N+2$. Changing $q$ into $q^{2}$, we find that
$G_{8,4}(8 M)=G_{4,8}(8 M), \quad G_{8,4}(8 M+4)+G_{4,8}(8 M+4)=16 \Sigma(2 m+1)^{5}$, summed for the divisors $2 m+1$ of $8 M+4$. Next,

$$
\eta_{1}^{8} \theta_{1}^{4}+\eta_{1}^{4} \theta_{1}^{8}=16 \Sigma m^{5} q^{m} /\left(1-q^{2 m}\right)
$$

gives $G_{8,4}(8 M)+G_{4,8}(8 M)=16 \Sigma m^{5}, m$ being such that $2 M / m$ is odd. By these and a more complex relation, one may obtain the total number

$$
G_{12,0}+G_{0,12}+495\left(G_{8,4}+G_{4,8}\right)
$$

of decompositions of $4 N$ into 12 squares, and thus prove Liouville's ${ }^{9}$ theorem.
K. Petr ${ }^{49}$ proved Liouville's ${ }^{12}$ formula for the number of representations of $2^{\text {a }} m$ as a sum of ten squares by use of the theta functions with the characteristics $(1,1),(1,0),(0,1),(0,0)$ and formulas in Jacobi's Fundamenta Nova (p. 101). Also, Liouville's ${ }^{9}$ result on 12 squares by use of the fourth derivatives of $\wp(u)$.
E. Dubouis ${ }^{50}$ wrote $S_{n}$ for a sum of $n$ squares each $>0$. For $k>45$, the odd number $k-1$ or $k-4$ is a $S_{4}$, whence $k$ is a $S_{5}$. The only numbers not $S_{5}$ 's are stated to be $A=0,1,2,3,4,6,7,9,10,12,15,18,33$. Every number $\neq A+1$ is a $S_{6}$. The numbers not $S_{6}$ 's are stated to be $B=1$, $2,3,4,5,7,8,10,11,13,16,19$. The only numbers not a $S_{6+n}$ are the $B+n$ and the first $n$ integers.

* J. V. Uspenskij ${ }^{\text {b1 }}$ discussed the representation of numbers as sums of squares.

[^232]B. Boulyguine ${ }^{52}$ employed the notations
\[

$$
\begin{aligned}
\phi_{k}(x, y) & =\frac{1}{2}\left\{(x+y i)^{4 k}+(x-y i)^{4 k}\right\}=x^{4 k}-\binom{4 k}{2} x^{4 k-2} y^{2}+\cdots \\
\sum_{p}^{k}(n) & =\Sigma \phi_{k}\left(x_{1}, x_{2}\right)
\end{aligned}
$$
\]

summed for all the $N_{p}(n)$ integral solutions (positive, negative, or zero) of $x_{1}^{2}+\cdots+x_{p}^{2}=n$. Write $\sigma_{k}(m)$ for the sum of the $k$ th powers of the divisors of $m$ and

$$
\rho_{k}(m)=\Sigma(-1)^{(m / d-1) / 2} d^{k}
$$

for the difference between the sum of the $k$ th powers of the divisors $4 h+1$ of $m$ and the sum of the $k$ th powers of the divisors $4 h+3$. By use of elliptic functions, it is shown that, if $n=2^{a} m$, where $m$ is odd,

$$
\begin{aligned}
N_{8 r+2}(n)= & a_{r}\left\{2^{4 r+4 r a}+(-1)^{(m-1) / 2}\right\} \rho_{4 r}(m) \\
& +a_{r}^{(1)} \sum_{8 r-6}^{1}(n)+a_{r}^{(2)} \sum_{8 r-14}^{2}(n)+\cdots+a_{r}^{(r)} \sum_{2}^{r}(n) .
\end{aligned}
$$

There is given a similar expression for $N_{8 r+6}(n)$. Also,

$$
\begin{aligned}
N_{8 r+8}(n)= & d_{r}(-1)^{n} \frac{2^{4 r+3(1+a)}-2^{4 r+4}+1}{2^{4 r+3}-1} \zeta_{4 r+3}(m) \\
& \quad+d_{r}^{(1)} \sum_{8 r}^{1}(n)+d_{r}^{(2)} \sum_{8 r-8}^{2}(n)+\cdots+d_{r}^{(r)} \sum_{8}^{r}(n),
\end{aligned}
$$

with a similar expression for $N_{8 r+4}(n)$. Here the $a$ 's and $d$ 's are rational numbers not depending on $n$. It is stated that there result the known formulas for the number of decompositions into $2,4,6,8,10$, or 12 squares and apparently new formulas for 14 or 16 squares.

Boulyguine ${ }^{53}$ stated a recursion formula for his ${ }^{52} \Sigma(n)$ :

$$
A_{r} N_{r}(n)=F_{r}(n)+A_{r 1} \sum_{r-8}^{1}(n)+A_{r 2} \sum_{r-16}^{2}(n)+A_{r 3} \sum_{r-24}^{3}(n)+\cdots
$$

for $r=2,3, \cdots$, where $A_{r}, A_{r 1}, \cdots$ are independent of $n$, while $F_{r}(n)$ is a specified function differing in the three cases $r$ odd, $r=4 k+2, r=4 k+4$.
S. Ramanujan ${ }^{54}$ studied the function $\psi(n)$ for which

$$
\sum_{n=0}^{\infty} \psi(n) x^{n}=\prod_{i=1}^{+} f^{a_{i}}\left(x^{c_{i}}\right), \quad f(x) \equiv x^{1 / 24}(1-x)\left(1-x^{2}\right)\left(1-x^{3}\right) \cdots
$$

Special cases of $\psi$ are the functions $\chi(n), P(n), \chi_{4}(n), \Theta(n), \Omega(n)$ of Glaisher ${ }^{99}$ of Ch. VIII. He touched (pp. 179, 183-4) on the number of representations of $n$ as a sum of $s$ squares, $s=10,16$, etc.
L. J. Mordell ${ }^{55}$ proved that various empirical results of Ramanujan ${ }^{54}$ follow from expansions of elliptic modular functions.

[^233]R. Goormaghtigh ${ }^{56}$ proved that every power of an even [odd] integer with an exponent $\geqq 3$ is a sum of 5 [6] squares $>0$. If $n$ is odd and $>1$ and if $a>0, n^{4 a+1}$ is a sum of 5 squares $>0$.

Mordell ${ }^{57}$ employed the theory of modular functions to find the number of representations as a sum of $2 r$ squares.
G. H. Hardy ${ }^{58}$ deduced from the theory of elliptic functions the number of representations as a sum of 5 or 7 squares. This investigation, continued by S. Ramanujan, ${ }^{\text {,s8a }}$ led to a complete solution of the problem of the representation of a number as a sum of $n$ squares for $n<8$, and to asymptotic formulas for any $n$. The method used is an application of the general theory cited in Ch. III. ${ }^{221}$
E. T. Bell ${ }^{158}$ proved Liouville's ${ }^{10,11}$ formulas by use of series for elliptic functions and stated that they are only the first cases of an infinitude of similar results which may be found by using higher powers than the first and second, or products, of the series.

On 10 odd squares, see Pollock ${ }^{117}$ of Ch . I. On 8 squares, see Sierpinski ${ }^{158}$ of Ch . VI. For 5 squares, see Hermite ${ }^{69}$ and Humbert ${ }^{108}$ of Ch . VII. In Ch. XI are noted Liouville's results on sums of $n$ squares for $n=8$ and 12 and in papers 6 and 7 minor results for $n=5$ and 7 .

## Relattons between squares.

The Japanese Aida Ammei ${ }^{59}$ proved between 1807 and 1817 that

$$
\begin{gathered}
x_{1}=-a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+\begin{array}{l}
\cdots+a_{n}^{2}, \quad x_{r}=2 a_{1} a_{r}(r=2, \cdots, n), \\
y=a_{1}^{2}+\cdots+a_{n}^{2}
\end{array}, ~
\end{gathered}
$$

satisfy $x_{1}^{2}+\cdots+x_{n}^{2}=y^{2}$. This result was known to Euler ${ }^{191,} 294$, , 388 of Ch . XXII. Ajima Chokuyen, ${ }^{59 a}$ in a manuscript dated 1791, had solved $x_{1}^{2}+\cdots+x_{s}^{2}=y^{2}$ in integers.

It was proved by J. R. Young, ${ }^{60}$ who proved also the identity

$$
\begin{aligned}
\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)\left(y_{1}^{2}+\cdots+y_{n}^{2}\right) & =\left(x_{1} y_{1}+\cdots+x_{n} y_{n}\right)^{2} \\
& +\Sigma\left(x_{1} y_{j}-x_{j} y_{i}\right)^{2} \quad(i, j=1, \cdots, n ; i<j) .
\end{aligned}
$$

The latter was proved otherwise by A. Cauchy. ${ }^{61}$
Aida's result has been published also by D. S. Hart and A. Martin, ${ }^{62}$ E. Catalan, ${ }^{63}$ A. Martin, ${ }^{64}$ and G. Bisconcinies (by geometrical considerations

[^234]in $n$-space). By multiplying $a_{i}$ by $\sqrt{\alpha_{i}}$ for $i=2, \cdots, n$, we get
$$
\left(a^{2}+\Sigma \alpha_{i} a_{i}^{2}\right)^{2}=\left(-a^{2}+\Sigma \alpha_{i} a_{i}^{2}\right)^{2}+\Sigma \alpha_{i}\left(2 a a_{i}\right)^{2},
$$
a formula noted by G. Candido. ${ }^{66}$
M. Moureaux ${ }^{67}$ noted that successive applications of Aida's formula gives
$$
\left(a_{1}^{2}+\cdots+a_{n}^{2}\right)^{2 p}=b_{1}^{2}+\cdots+b_{n}^{2} .
$$
J. Cunliffe ${ }^{68}$ noted that we can find any number of rational squares whose sum is a rational square since $n+k^{2}=\square, k=\left(4 r^{2}-n\right) /(4 r)$. Thus, if $n=1+4+9+16$, take $r=3$, whence $k=1 / 2$, and we have five squares whose sum is a square.
L. Calzolari ${ }^{69}$ found special solutions of
$$
x_{1}^{2}+\cdots+x_{n}^{2}=y^{2}
$$
by setting $x_{i}=k+a_{i}, y=k+\Sigma a_{i}$. The new equation is linear in each $a_{i}$.
E. Lucas ${ }^{70}$ noted that the sum of $x$ consecutive squares may be a square for $x=2,11,23,24$, but for no further value $1<x \leqq 24$; the sum of $n$ consecutive odd squares is $\neq \square$ if $1<n<16$. Cf. papers 76, $81,86,87,100$, and 103 below; also papers $80,130-8$ of Ch.I; and Brocard ${ }^{92}$ of Ch. XXIII.
H. S. Monck ${ }^{71}$ noted that $t^{2}=\left(a^{2}+b^{2}\right)^{2}=(2 a b)^{2}+\left(2 b c+c^{2}\right)^{2}$ if $a=b+c$. Hence if
$$
a^{2}=c_{1}^{2}+\cdots+c_{n}^{2}, \quad t^{2}=4 b^{2} c_{1}^{2}+\cdots+4 b^{2} c_{n}^{2}+\left(2 b c+c^{2}\right)^{2}
$$
is a sum of $n+1$ squares. Also, ${ }^{72}$
$\Sigma \alpha_{i}^{2}=\{2 s+(n+1) a\}^{2}, \quad s=\Sigma c_{i}, \quad \alpha_{i}=2 s+2 a-(n-1) c_{i}$.
F. P. Ruffini ${ }^{73}$ discussed the positive integral solutions $i_{r} \leqq i_{r-1} \leqq \cdots \leqq i_{1}$ of
$$
i_{1}^{2}+\cdots+i_{r}^{2}=u, \quad i_{1}+\cdots+i_{r}=v .
$$

Let $x_{1}$ be the number of $i$ 's with the value 1 , and $x_{2}$ the number with the value 2. Set $s=r-x_{1}-x_{2}$. Then

$$
x_{1}+4 x_{2}+\Sigma i^{2}=u, \quad x_{1}+2 x_{2}+\Sigma i=v \quad\left(3 \leqq i_{s} \leqq i_{s-1} \cdots \leqq i_{1}\right)
$$

Solve for $x_{1}$ and $x_{2}$, and require that the values be $\geqq 0$. By $x_{1}$,

$$
i_{s}^{2}-2 i_{s} \geqq V \equiv u-2 v-\Sigma i^{2}+2 \Sigma i,
$$

where the summations extend over $s-1$ values of $i$. Hence

$$
i_{s} \geqq 1+\sqrt{1+V} .
$$

The condition $1+V \geqq 0$ is treated similarly, first solving for $i_{s-1}$. For

[^235]$u=n^{2}-1, v=3(n-1)$, the initial pair of equations are the conditions on a Cremona transformation. For $u=n^{2}-2, v=3 n+2 p-4$, they are the conditions on the transformation of R. De Paolis, Mem. Accad. Lincei, 1877-8.
J. W. L. Glaisher ${ }^{74}$ expressed the sum $\Sigma\left(a_{i}-a_{j}\right)^{2}$ of $n(n-1) / 2$ squares as
$$
\sum_{i=1}^{v}\left\{\left(a_{1}+a_{2} c_{i}+a_{3} c_{2 i}+\cdots+a_{n} c_{(n-1) i}\right)^{2}+\left(a_{2} s_{i}+\cdots+a_{n} s_{(n-1) i}\right)^{2}\right\}
$$
where $\nu=(n-1) / 2$ or $n / 2-1$, according as $n$ is odd or even, and
$$
c_{m}=\cos (2 m \pi / n), \quad s_{m}=\sin (2 m \pi / n)
$$
G. Dostor ${ }^{75}$ desired $2 n+1$ consecutive integers such that the sum of the squares of the first $n+1$ of them equals that of the last $n$, and proved that the first of the numbers is $n(2 n+1)$ or $-n$.
A. Martin ${ }^{76}$ proved for $n=3,4,5$ that a sum of $n$ consecutive squares is not a square. Call $x^{2}$ the middle square when $n=3$ or 5 ; the problem reduces to the fact that $3 x^{2}+2=\square$ or $5\left(x^{2}+2\right)=\square$ is impossible.
G. Dostor ${ }^{77}$ noted that, if $a_{1}+\cdots+a_{n}=n p / 2$,
$$
a_{1}^{2}+\cdots+a_{n}^{2}=\sum_{i=1}^{n}\left(p-a_{i}\right)^{2}, \quad a_{1}^{2}+\cdots+a_{n-1}^{2}=p^{2}+\sum_{i=1}^{n-1}\left(p-a_{i}\right)^{2}
$$
the last by setting $a_{n}=0$, so that ${ }^{78}$ a sum of $n$ or $n-1$ squares is expressed as a sum of $n$ squares. Also
$$
\left(\Sigma a_{i}^{2}+\Sigma a_{i} a_{j}\right)^{2}=\left(\Sigma a_{i}\right)^{2} \Sigma a_{i}^{2}+\left(\Sigma a_{i} a_{j}\right)^{2}
$$
D. S. Hart ${ }^{79}$ found squares whose sum is a square by subtracting $(s+m)^{2}-s^{2}$ from $1^{2}+2^{2}+\cdots+n^{2}$ and, by trial, expressing the difference as a sum of squares, which are then deleted from the $n$ squares.
J. A. Gray ${ }^{80}$ noted that we may start with a sum $S$ of squares, choose a divisor $a$ of $S$ and set $S+x^{2}=(x+a)^{2}$, whence $2 x=S / a-a$.

Hart ${ }^{81}$ considered the sum $S$ of the squares of $2 n-1$ consecutive numbers the middle one of which is $x$ and, for special values $\leqq 181$ of $n$, made $S$ a square. Cf. Lucas ${ }^{70}$.
E. Catalan ${ }^{82}$ proved there is a number equal to a sum of $p$ squares and having its square equal to a sum of $2 p$ squares, by use of the identity

$$
\begin{aligned}
\left(x^{2 n}+x^{2 n-2} y^{2}+\cdots+y^{2 n}\right)^{2}=\left(x^{2 n}\right)^{2} & +\left(x^{2 n-1} y\right)^{2}+\cdots+\left(y^{2 n}\right)^{2} \\
& +\left[x y\left(x^{2 n-2}+x^{2 n-4} y^{2}+\cdots+y^{2 n-2}\right)\right]^{2} .
\end{aligned}
$$

[^236]Catalan ${ }^{83}$ proved the last result and (p. 106) gave a long identity furnishing particular solutions of $u^{2}=x_{1}^{2}+\cdots+x_{5}^{2}$. If an odd number $N$ is a (2a and if $n$ is the number of equal or distinct prime factors of $N$, then $N^{2}$ is a sum of $k$ squares $\neq 0, k=2,3, \cdots, n+1$.
R. W. D. Christie ${ }^{84}$ noted equal sums of four or more squares.
A. Martin ${ }^{85}$ noted that $2^{2}+3^{2}+6^{2}=7^{2}, 1^{2}+2^{2}+4^{2}+6^{2}+8^{2}=11^{2}$,

$$
1^{2}+2^{2}+\cdots+50^{2}-206^{2}=1+2^{2}+22^{2}=5^{2}+8^{2}+20^{2} .
$$

$\mathrm{He}^{86}$ stated that one can find several sets of 50 squares whose sum is $231^{2}$, that $1^{2}+2^{2}+\cdots+24^{2}=70^{2}$, and similar results. Cf. Lucas. ${ }^{70}$
F. Tano's method to find an infinitude of solutions of

$$
x_{1}^{2}+\cdots+x_{k}^{2}-y_{1}^{2}-\cdots-y_{k+1}^{2}=a,
$$

when $k$ is of the form $\left(3^{n}-1\right) / 2$, is given in Ch. XII. ${ }^{207}$
A. Martin ${ }^{87}$ found many sets of squares whose sum is a square by means of the methods of Aida ${ }^{59}$ and Gray, ${ }^{80}$ and by seeking to express $S_{n}-b^{2}$ as a sum of distinct squares $\leqq n^{2}$, where $b^{2}$ lies between $n^{2}$ and $S_{n}=1^{2}+\cdots+n^{2}$. He noted that the sum of $n$ consecutive squares is not a square for $2<n<11$, and gave solutions for $n=11,23,24,26$, etc. [cf. Lucas ${ }^{70}$ ]. He gave solutions of

$$
S_{n}-x^{2}=\square, \quad S_{n}+1=\square, \quad S_{n}-S_{m}-x^{2}=\square,
$$

and tabulated the values of $S_{n}$ for $n<400$.
E. Catalan ${ }^{88}$ noted that, if $N \pm 1$ are primes and $N \neq 2,2 N^{2}+2$ is a sum of $2,3,4$, and 5 squares.
E. Fauquembergue ${ }^{89}$ and others noted the identities

$$
\begin{array}{r}
\left(a_{1}^{2}+\cdots+a_{n}^{2}\right)^{2}=\left(a_{1}^{2}+\cdots+a_{i}^{2}-a_{i+1}^{2}-\cdots-a_{n}^{2}\right)^{2}+\sum_{r=1}^{4} \sum_{5=3+1}^{n}\left(2 a_{r} a_{5}\right)^{2}, \\
\left(a_{1}^{2}+\cdots+a_{5}^{2}\right)^{2}=\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}-a_{4}^{2}-a_{5}^{2}\right)^{2}+4\left(a_{1} a_{4} \pm a_{3} a_{5}\right)^{2} \\
\\
+4\left(a_{1} a_{5} \mp a_{3} a_{4}\right)^{2}+4 a_{2}^{2} a_{5}^{2}+4 a_{2}^{2} a_{4}^{2} .
\end{array}
$$

P. H. Philbrick ${ }^{90}$ noted that we may find $n$ squares whose sum is a square by Aida's ${ }^{50}$ method or by starting with a sum $S$ of $n-1$ squares such that $S$ is a product of two factors $a$ and $b$, both even or both odd, and applying

$$
a b+\left(\frac{a-b}{2}\right)^{2}=\left(\frac{a+b}{2}\right)^{2}
$$

R. J. Adcock ${ }^{91}$ noted that, if $s=x+y+z+v$,
$x^{2} s^{2}+y^{2} s^{2}+z^{2} s^{2}+v^{2} s^{2}+(x y+x z+x v+y z+y v+z v)^{2}=\left(\Sigma x^{2}+\Sigma x y\right)^{2}$.

[^237]Several writers ${ }^{92}$ found nine integers in arithmetical progression whose sum of squares is a square.
A. Martin ${ }^{93}$ noted that the sum of the squares of the nine numbers $x-4 y, x-3 y, \cdots, x+4 y$ in arithmetical progression is a square if $9 x^{2}+60 y^{2}=\square$. Take $y=3 z, x^{2}+60 z^{2}=(x+z p / q)^{2}$; hence $x / z$ is found rationally.

Various writers ${ }^{94}$ made $\Sigma_{i=1}^{i=n} x_{i}$ and $\Sigma x_{i}^{2}$ squares for $n=2,3,4,5,9$.
A. Boutin ${ }^{95}$ noted values $n=4,9, \cdots, 50$ such that the sum of the squares of $n$ integers in arithmetical progression is a square.
A. Martin ${ }^{96}$ solved $b_{1}^{2}+\cdots+b_{m}^{2}=c_{1}^{2}+\cdots+c_{n}^{2}$ by setting $c_{n}=a+b_{m}$ and finding $b_{m}$ rationally.
T. Meyer ${ }^{97}$ gave solutions of $a^{2}+b^{2}+\cdots+n^{2}+x^{2}=z^{2}$.
G. La Marca ${ }^{98}$ proved that $\Sigma a_{i}^{2}=\square$ if $a_{1}, \cdots, a_{n}$ are integers such that $a_{1}: a_{2}=3: 4, a_{i}: a_{i+1}=3: 5(i=2, \cdots, n-1)$. For, by $a_{1}=3 q_{1}$, $a_{2}=4 q_{1}, \quad a_{2}=3 q_{2}, \quad a_{3}=5 q_{2}$, we have $a_{1}^{2}+a_{2}^{2}=\left(5 q_{1}\right)^{2}, 5 q_{1}: a_{3}=3: 4$, $\left(5 q_{1}\right)^{2}+a_{3}^{2}=(5 z)^{2}$, etc., where $z=5 q_{2} / 4$ is stated erroneously to be $q_{2}$.

Ed. Collignon ${ }^{99}$ noted that $x=2 a k(k+1)$ is a solution of

$$
x^{2}+(x-a)^{2}+\cdots+(x-k a)^{2}=(x+a)^{2}+\cdots+(x+k a)^{2}
$$

E. N. Barisien ${ }^{100}$ noted that a sum of $p$ consecutive squares is not a square for $p<20$, except for $p=2$, 11 , without treating the case $p=13$. First, let $p=2 n+1$ and denote the middle square by $x^{2}$ and the least square by $(x-n)^{2}$. The sum of the squares is $(2 n+1)\left\{x^{2}+n(n+1) / 3\right\}$, which is not a square for $n \leqq 4, n=7,8,9$. For $n=5,11\left(x^{2}+10\right)$ is to be a square, whence $x=11 h \pm 1$. Then $x^{2}+10=11 m^{2}, h=2 l, l \equiv 0$ or $1(\bmod 3)$. A table of 8 solutions includes

$$
(x, h, m)=(23,2,7),(43,4,13),(461,42,139),(859,78,259)
$$

For $p=2 n$, let $(x+n)^{2}$ be the largest square. Their sum is

$$
N=2 n x(x+1)+n\left(2 n^{2}+1\right) / 3
$$

For $n=1, N=2 x^{2}+2 x+1=4 T+1$, where $T$ is a triangular number. Thus $T=6,210,7158, \cdots$, giving

$$
3^{2}+4^{2}=5^{2}, \quad 20^{2}+21^{2}=29^{2}, \quad 119^{2}+120^{2}=169^{2}
$$

The cases $1<n \leqq 9$ are impossible. Cf. Lucas. ${ }^{70}$
E. N. Barisien ${ }^{101}$ gave the identity
$\left(a^{2}+b^{2}+c^{2}\right)^{3}=\left[a\left(b^{2}+c^{2}-a^{2}\right)\right]^{2}+\left[b\left(b^{2}+a^{2}-3 c^{2}\right)\right]^{2}$

$$
+\left[c\left(a^{2}+c^{2}-3 b^{2}\right)\right]^{2}+\left(2 a^{2} b\right)^{2}+\left(2 a^{2} c\right)^{2}+(4 a b c)^{2}
$$

[^238]and obtained ${ }^{102}$ ten decompositions of $266^{2}$ into nine squares by multiplying, two by two, five decompositions of 266 as a sum of three squares.
E. Barbette ${ }^{103}$ used the method of Martin ${ }^{87}$ to find squares whose sum is a square. He gave (pp. 87, 96) many sets of consecutive squareswhose sum is a square. [cf. Lucas ${ }^{70}$ ]
E. Miot ${ }^{104}$ stated that, if $2^{k}<m \leqq 2^{k+1}$, the square of a sum of $m$ squares is a sum of $2^{k}+1$ squares.
E. N. Barisien ${ }^{105}$ noted that the sum of the squares of $x^{6}, 4 x^{2} y^{4}, 4 x y^{5}$, $2 y^{6}$ and $2 x y\left(2 x^{4}+5 x^{2} y^{2}+2 y^{4}\right)$ equals the square of $x^{6}+8 x^{4} y^{2}+8 x^{2} y^{4}+2 y^{6}$, and gave seven squares whose sum is a square.
L. E. Dickson ${ }^{106}$ gave a history of the problem to express the product of two sums of $n$ squares as a sum of $n$ squares.

On $1^{2}+\cdots+x^{2}=k y^{2}$, see Lucas ${ }^{151}$ of Ch. I. $\quad$ On $x_{1}^{2}+\cdots+x_{n}^{2}=R^{2}$, see Turrière ${ }^{115}$ of Ch. VII, Escott ${ }^{261}$ of Ch. XXI and paper 94, p. 322. On $x_{1}^{2}+\cdots+x_{n}^{2}=y^{p}$, see papers $96 a, 98$ of Ch. XX; 268 of Ch. XXI $(p=3)$; and papers near the end of Ch. XXII $(p=4)$. By Landau ${ }^{21}$ of $\mathrm{Ch} . \mathrm{XXV}$, every definite polynomial in $x$ is a sum of the squares of 8 polynomials.

[^239]
## CHAPTER X.

## NUMBER OF SOLUTIONS OF QUADRATIC CONGRUENCES IN $n$ UNKNOWNS.

For $n \leqq 4$, report was made in Ch. VIII on the papers by Libri, ${ }^{29}$ Schönemann, ${ }^{31}$ Frattini, ${ }^{75}$ Lipschitz, ${ }^{77}$ Dickson, ${ }^{95}$ Tengbergen, ${ }^{107}$ and L. Aubry, ${ }^{110}$ and to many papers proving merely the existence of solutions. See also Hermite, ${ }^{21}$ Lebesgue, ${ }^{63}$ and Pepin ${ }^{80}$ of Ch. VIII, Vol. I of this Histcry.
V. A. Lebesgue ${ }^{1}$ noted that $F=\Sigma a_{i} x_{i}^{2} \equiv 0(\bmod p)$, where $p$ is a prime $2 h+1$, may be reduced by multiplication of the variables by constants to a form

$$
\begin{equation*}
y_{1}^{2}+\cdots+y_{f}^{2} \equiv n\left(z_{1}^{2}+\cdots+z_{i}^{2}\right) \quad(\bmod p) \tag{1}
\end{equation*}
$$

where $n=1$ if $p=4 q-1$, and $n$ is a quadratic non-residue of $p$ if $p=4 q+1$. Let $N_{k}^{0}, N_{k}, N_{k}^{\prime}$ denote the number of sets of solutions of

$$
y_{1}^{2}+\cdots+y_{k}^{2} \equiv a \quad(\bmod p)
$$

according as $a \equiv 0, a$ is a quadratic residue or non-residue of $p$. In view of his ${ }^{2}$ general theorem, the number of sets of solutions of (1) is

$$
N_{f}^{0} N_{i}^{0}+h\left(N_{f} N_{i}+N_{f}^{\prime} N_{i}^{\prime}\right), \quad N_{f}^{0} N_{i}^{0}+h\left(N_{f} N_{i}^{\prime}+N_{f}^{\prime} N_{i}\right),
$$

according as $n=1$ or a quadratic non-residue of $p$. Also, if $P_{0}$ is the number of solutions of $F \equiv 0$ and $\pi$ the number of $F-a x^{2} \equiv 0$, the number for $F \equiv a$ is $\left(\pi-P_{0}\right) /(p-1)$. It is proved that, if $k$ is odd,
$N_{k}^{0}=p^{k-1}, \quad N_{k}=p^{k-1}+t, \quad N_{k}^{\prime}=p^{k-1}-t, \quad t=(-1)^{(p-1)(k-1) / 4} p^{(k-1) / 2} ;$ while, if $k$ is even,
$N_{k}^{0}=p^{k-1}+(p-1) l, \quad N_{k}=N_{k}^{\prime}=p^{k-1}-l, \quad l=(-1)^{(p-1) / 2 \cdot k / 2} p^{(k / 2)-1}$.
Lebesgue ${ }^{3}$ gave a simpler proof of the last results and also found the number of sets of solutions prime to $p$.
C. Jordan ${ }^{4}$ proved by induction from $n=l$ and $n=m$ to $n=l+m$ that, if $a_{1} \cdots a_{2 n} \equiv 0, a_{1} x_{1}^{2}+\cdots+a_{2 n} x_{2 n}^{2} \equiv k(\bmod p)$, where $p$ is an odd prime, has $p^{2 n-1}-p^{n-1} \nu$ sets of solutions if $k \neq 0(\bmod p)$, and $p^{2 n-1}+\left(p^{n}-p^{n-1}\right) \nu$ sets if $k \equiv 0$, where

$$
\nu=\left(\frac{(-1)^{n} a_{1} \cdots a_{2 n}}{p}\right), \quad \nu^{\prime}=\left(\frac{(-1)^{n} a_{1} \cdots a_{2 n+1} k}{p}\right)
$$

are Legendre symbols. Also, $a_{1} x_{1}^{2}+\cdots+a_{2 n+1} x_{2 n+1}^{2} \equiv k(\bmod p)$ has $p^{2 n}+p^{n} \nu^{\prime}$ sets of solutions. As a corollary, there are $(p-1) / 2$ variations
${ }^{1}$ Jour. de Math., 2, 1837, 266-275.
${ }^{2}$ Vol. I, pp. 224-5 of this History.
${ }^{3}$ Jour. de Math., 12, 1847, 467-471.
${ }^{4}$ Comptes Rendus Paris, 62, 1866, 687-90; Traité des substitutions, 1870, 156-61 (with a misprint of sign in the theorem on p. 610).
of signs in

$$
\left(\frac{1}{p}\right), \quad\left(\frac{2}{p}\right), \quad \cdots, \quad\left(\frac{p-1}{p}\right) .
$$

V. A. Lebesgue ${ }^{5}$ gave two proofs of Jordan's formulas, not using induction. The first proof uses his ${ }^{1}$ results for reduced congruences. The second proof is based on his ${ }^{2}$ amplification of Libri's method.
H. J. S. Smith ${ }^{6}$ proved that if $p$ is an odd prime and $m$ any integer, $x z-y^{2} \equiv m(\bmod p)$ has $p\{p+(-m / p)\}$ solutions. Each of the congruences $x z-y^{2} \equiv 1,3,5,7(\bmod 8)$ has 48 solutions in which $x$ and $y$ are not both even. If $p$ is any prime and $i>0, i^{\prime} \geqq 0$,

$$
x z-y^{2} \equiv m p^{i} \quad\left(\bmod p^{i+i^{\prime}}\right)
$$

has $p^{2 i+2 i^{\prime}}\left(1-1 / p^{2}\right)$ solutions in which $x, z$ are not both divisible by $p$.
C. Jordan ${ }^{7}$ proved that $x_{1} y_{1}+\cdots+x_{n} y_{n} \equiv 0(\bmod 2)$ has $2^{2 n-1}+2^{n-1}$ sets of solutions, while $x_{1}+y_{1}+x_{1} y_{1}+\cdots+x_{n} y_{n} \equiv 0$ has $2^{2 n-1}-2^{n-1}$ sets of solutions.

Jordan ${ }^{8}$ determined the number of sets of solutions of $f \equiv c(\bmod M)$, where $f$ is any homogeneous quadratic function of $x_{1}, \cdots, x_{m}$. The number is the product of the numbers of solutions for moduli which are the powers of primes whose product is $M$. Consider

$$
f=P^{a}\left(a_{1} x_{1}^{2}+\cdots+a_{m} x_{m}^{2}+b_{12} x_{1} x_{2}+\cdots\right) \equiv c \quad\left(\bmod P^{\wedge}\right)
$$

where at least one coefficient $a_{1}, \cdots, a_{m}, b_{12}, \cdots$ is not divisible by the prime $P$. First, let $P>2$. By means of a linear transformation, we may remove the terms $x_{1} x_{2}$, etc., not squares. The problem is reduced to

$$
A_{1} x_{1}^{2}+\cdots+A_{p} x_{p}^{2}+P^{\beta}\left(B_{1} y_{1}^{2}+\cdots+B_{q} y_{q}^{2}\right)+\cdots \equiv d\left(\bmod P^{\mu}\right)
$$

The number of sets of solutions, in which $x_{1}, \cdots, x_{p}$ are not all divisible by $P$, is $\operatorname{Pr} U$, where $r=(\mu-1)(n-1)+n-p, n=p+q+\cdots$, and $U$ is the number of sets of solutions of $A_{1} x_{1}^{2}+\cdots+A_{p} x_{p}^{2} \equiv d(\bmod P)$, given above. ${ }^{4}$ For solutions in which $x_{1}, \cdots, x_{p}$ are divisible by $P$, we can remove a power of $P$ and are led to the preceding case.

For $P=2$, we can transform $f$ linearly into $2^{a} \Sigma_{\alpha}+2^{\beta} \Sigma_{\beta}+\cdots$, where each $\Sigma_{\rho}$ is of one of the four types $S_{p}=x_{1} y_{1}+\cdots+x_{p} y_{p}$,

$$
S_{p}+A z^{2}, \quad S_{p}+A z^{2}+A_{1} z^{2}, \quad S_{p}+u^{2}+u v+v^{2}
$$

where $A$ and $A_{1}$ are odd integers, $A \leqq 7$, and $p$ may be zero. The number of solutions is found by treating these four cases in turn.
T. Pepin ${ }^{9}$ proved Jordan's ${ }^{4}$ results by expressing the number of solutions in terms of the number for the congruence in which the number of unknowns is less by two.

[^240]H. Minkowski ${ }^{10}$ found the number $f\{m ; N\}$ of sets of solutions of
$$
f=\sum_{i, k=1}^{n} a_{i k} x_{i} x_{k} \equiv m \quad(\bmod N)
$$

If

$$
f(h ; N)=\sum_{m=1}^{N} f\{m ; N\} \rho^{m h}, \quad \rho=e^{2 \pi i / N}
$$

then

$$
f\{m ; N\}=\frac{1}{N} \sum_{h=1}^{N} f(h ; N) \rho^{-h m},
$$

so that the problem remains to find $f(m ; N)$ whose determination depends upon that of $\Sigma \rho^{m f}$, where $x_{1}, \cdots, x_{n}$ range each over a complete set of residues modulo $N$. The problem is reduced to the case of a power of prime modulus. The paper is too complicated to admit of a brief report.
L. Gegenbauer ${ }^{11}$ considered $f=a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$, with $r$ of the $a$ 's quadratic residues of the odd prime $p$. Let $\sigma_{n}^{\prime}(r)$ be the number of sets of solutions of $f \equiv 0(\bmod p)$, and $\sigma_{n}(r)$ the number of those in which no $x \equiv 0$. Let $s^{\prime}$ and $s$ be the corresponding numbers for $f \equiv 1$ (to which we may reduce $f_{1} \equiv b \neq 0$ by multiplication). For $r>0$,

$$
\begin{array}{ll}
\sigma_{n}^{\prime}(r)=\sigma_{n-1}^{\prime}(r-1)+(p-1) s_{n-1}^{\prime}(r-1), & \sigma_{n}^{\prime}(0)=\sigma_{n}^{\prime}(n), \\
\sigma_{n}(r)=(p-1) s_{n-1}(r-1), & \sigma_{n}(0)=\sigma_{n}(n),
\end{array}
$$

with more complicated recursion formulas for $s_{n}^{\prime}(r), s_{n}(r)$, which with $\sigma_{1}^{\prime}(r)=1, \sigma_{1}(r)=0, s_{1}(r)=s_{1}^{\prime}(r)=1+(2 r-1)(-1 / p)$ determine the $s$ and $\sigma$ as by Jordan. ${ }^{4}$
K. Zsigmondy ${ }^{12}$ proved the final results of Lebesgue. ${ }^{1}$
P. Bachmann ${ }^{13}$ gave an exposition of the subject.
L. E. Dickson ${ }^{14}$ gave a generalization of Jordan's ${ }^{4,7}$ work to any finite field and a derivation of canonical forms.
R. Le Vavasseur ${ }^{15}$ discussed $f \equiv u(\bmod p)$, where $p$ is a prime and $f=a x^{2}+b x y+a^{\prime} y^{2}+c x+c^{\prime} y+d, \Delta=4 a a^{\prime} d+b c c^{\prime}-a c^{\prime 2}-a^{\prime} c^{2}-d b^{2}$,

$$
\delta=4 a a^{\prime}-b^{2}
$$

If $\delta$ is a quadratic non-residue of $p, f \equiv \Delta / \delta$ has one and but one solution; for $u \not \equiv \Delta / \delta, f \equiv u$ has $p+1$ solutions. If $\delta$ is a quadratic residue of $p$, $f \equiv \Delta / \delta$ has $2 p-1$ solutions, $f \equiv u$ 丰 $\Delta / \delta$ has $p-1$ solutions. If $\delta \equiv 0$, $f \equiv u$ has $p$ solutions.
J. Klotz ${ }^{16}$ found the number of sets of solutions of the general quadratic congruence in any algebraic field.

[^241]
## CHAPTER XI.

## LIOUVILLE'S SERIES OF EIGHTEEN ARTICLES.

J. Liouville enunciated without proof numerous results in a series of eighteen articles, "Sur quelques formules générales qui peuvent être utiles dans la thérie des nombres."

Let $m$ be an odd integer, $\alpha$ an integer $\geqq 1$. Set

$$
2^{a} m=m^{\prime}+m^{\prime \prime}, \quad m=d \delta, \quad m^{\prime}=d^{\prime} \delta^{\prime}, \quad m^{\prime \prime}=d^{\prime \prime} \delta^{\prime \prime}
$$

where $m^{\prime}$ and $m^{\prime \prime}$ are odd positive integers. Let $f(x)=f(-x)$ be an even single-valued function. $\mathrm{He}^{1}$ stated that
(a) $\sum\left\{\sum_{d^{\prime}, d^{\prime \prime}}\left[f\left(d^{\prime}-d^{\prime \prime}\right)-f\left(d^{\prime}+d^{\prime \prime}\right)\right]\right\}=2^{a-1} \sum_{d} d\left\{f(0)-f\left(2^{a} d\right)\right\}$,
where $d, d^{\prime}, d^{\prime \prime}$ range over all the divisors of $m, m^{\prime}, m^{\prime \prime}$, respectively, and the first summation extends over all the pairs of positive odd integers $m^{\prime}$, $m^{\prime \prime}$ whose sum is $2^{\text {a }} m$. Taking $f(x)=x^{2 \mu}$, we get
$2^{2 a \mu+a-2} \zeta_{2 \mu+1}(m)=2 \mu \Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{2 \mu-1}\left(m^{\prime \prime}\right)$

$$
+\frac{2 \mu(2 \mu-1)(2 \mu-2)}{1 \cdot 2 \cdot 3} \Sigma \zeta_{3}\left(m^{\prime}\right) \zeta_{2_{\mu-3}}\left(m^{\prime \prime}\right)+\cdots+2 \mu \Sigma \zeta_{2 \mu-1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right)
$$

where the coefficients are those of even rank in the binomial formula, and $\zeta_{\mu}(m)$ denotes the sum of the $\mu$ th powers of the divisors of $m$. For $\mu=1$ and $\mu=2$, we have

$$
2^{3 a-3} \zeta_{3}(m)=\Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right), \quad 2^{5 a-5} \zeta_{5}(m)=\Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{3}\left(m^{\prime \prime}\right)
$$

The first gives the number of decompositions of $4 \cdot 2^{a} \mathrm{~m}$ as a sum of 8 odd squares; the second gives the number of decompositions of $8 \cdot 2^{a} m$ into $s+2 \sigma$, where $s$ is a sum of 8 odd squares such that $s / 8$ is odd, while $\sigma$ is a sum of 4 odd squares.

For $f(x)=\cos x t$, (a) gives

$$
\Sigma\left(\Sigma \sin d^{\prime} t \cdot \Sigma \sin d^{\prime \prime} t\right)=2^{a-1} \Sigma d \sin ^{2}\left(2^{a-1} d t\right)
$$

Taking $\alpha=1, t=\pi / 2$, or by setting $f(x)=(-1)^{x / 2}$, we get

$$
\Sigma\left(\Sigma(-1)^{\left(d^{\prime}-1\right) / 2} \cdot \Sigma(-1)^{\left(d^{\prime \prime}-1\right) / 2}\right)=\Sigma d=\zeta_{1}(m)
$$

which yields Jacobi's ${ }^{25,} 30$ theorem of Ch . VIII that $4 m$ has $\zeta_{1}(m)$ representations as a sum of four odd squares.

For a function $f(x, y)$ which is unaltered by the change of the sign of $x$ or of $y$, Liouville stated that

$$
\begin{align*}
\sum\left\{\sum _ { d ^ { \prime } , d ^ { \prime \prime } } \left[f\left(d^{\prime}-d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)-\right.\right. & \left.\left.f\left(\delta^{\prime}+\delta^{\prime \prime}, d^{\prime}-d^{\prime \prime}\right)\right]\right\} \\
& =2^{a-1} \sum_{d} d\left\{f\left(0,2^{a} d\right)-f\left(2^{a} d, 0\right)\right\}=\sigma \tag{b}
\end{align*}
$$

(c)

$$
\sum\left\{\sum_{d^{\prime}, d^{\prime \prime}}\left[f\left(d^{\prime}-d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)-f\left(d^{\prime}+d^{\prime \prime}, \delta^{\prime}-\delta^{\prime \prime}\right)\right]\right\}=\sigma .
$$

${ }^{1}$ Jour. de Math., (2), 3, 1858, 143-152, 193-200. First and second articles.

Set

$$
f(x, y)=\cos x t \cdot \cos y z,
$$

$$
\psi(m)=\sum_{d} \sin d t \cdot \cos \delta z, \quad \omega(m)=\sum_{d} \cos d t \cdot \sin \delta z \quad(d \delta=m) .
$$

Then (c) yields the result

$$
\Sigma \psi\left(m^{\prime}\right) \psi\left(m^{\prime \prime}\right)-\Sigma \omega\left(m^{\prime}\right) \omega\left(m^{\prime \prime}\right)=2^{a-1} \Sigma d\left\{\sin ^{2} 2^{a-1} d t-\sin ^{2} 2^{a-1} d z\right\} .
$$

We now include the case in which $\alpha=0$ and set

$$
2^{a} m=2^{\alpha^{\prime}} m^{\prime}+2^{a^{\prime \prime}} m^{\prime \prime} \quad\left(\alpha^{\prime} \geqq 0, \alpha^{\prime \prime} \geqq 0, m^{\prime}, m^{\prime \prime} \text { odd }\right) .
$$

Let $m=d \delta$, etc., as before. Liouville ${ }^{2}$ stated the formula [a case of (e $)^{3}$ ]

$$
\begin{align*}
& \sum\left\{\sum_{d, d}\left[f\left(2^{a^{\prime}} d^{\prime}-2^{a^{\prime \prime}} d^{\prime \prime}\right)-f\left(2^{\alpha^{\prime}} d^{\prime}+2^{\alpha^{\prime \prime}} d^{\prime \prime}\right)\right]\right\}  \tag{G}\\
&=\sum_{d}\left(\delta-2^{a} d\right)\left\{f\left(2^{a} d-f(0)\right\},\right.
\end{align*}
$$

where $d, d^{\prime}, d^{\prime \prime}$ range over all the divisors of $m, m^{\prime}, m^{\prime \prime}$, respectively, and the first summation extends over all the pairs of even or odd integers $2^{\alpha^{\prime}} m^{\prime}$, $2^{\alpha^{\prime \prime}} m^{\prime \prime}$ whose sum is $2^{a} m$. Consider the case $\alpha=0$; then $\alpha^{\prime}$ or $\alpha^{\prime \prime}$ is zero; but, by introducing the factor 2 before the first member of (G), we may restrict attention to the case $m=m^{\prime}+2^{\alpha^{\prime \prime}} m^{\prime \prime}$. Since $\Sigma \delta=\Sigma d$, we get

$$
\begin{equation*}
2 \sum\left\{\sum_{d^{\prime}, d^{\prime \prime}}\left[f\left(d^{\prime}-2^{a^{\prime \prime}} d^{\prime \prime}\right)-f\left(d^{\prime}+2^{\alpha^{\prime \prime}} d^{\prime \prime}\right)\right]\right\}=\sum_{d}(\delta-d) f(d), \tag{F}
\end{equation*}
$$

a case of (d). For example, if $f(x)=x^{2}$,

$$
\Sigma\left\{2^{\prime \prime} \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right)\right\}=\frac{1}{8}\left\{\zeta_{3}(m)-m \zeta_{1}(m)\right\} .
$$

For $f(x)=x^{2}$ or $x^{4}$ in (G) we get

$$
\begin{aligned}
& \Sigma\left\{2^{2^{\prime}+\iota^{\prime \prime}} \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right)\right\}=2^{3 a-2} \zeta_{3}(m)-2^{2 a-2} m \zeta_{1}(m) \text {, } \\
& \Sigma\left\{2^{3 \alpha^{\prime}+\alpha^{\prime \prime}} \zeta_{3}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right)=2^{5_{\alpha-4}} \zeta_{5}(m)-2^{4 \alpha-4} m \zeta_{3}(m) .\right.
\end{aligned}
$$

Again using the notation $m=m^{\prime}+2^{\alpha^{\prime \prime}} m^{\prime \prime}$, Liouville stated the following two cases of (d):

$$
\begin{align*}
f(0) \xi_{1}(m)=\sum_{d}\{f(0)+2 f(2) & +2 f(4)+\cdots+2 f(d-1)\} \\
& +2 \sum\left\{\sum_{d^{\prime} d^{\prime \prime}}\left[f\left(d^{\prime}-d^{\prime \prime}\right)-f\left(d^{\prime}+d^{\prime \prime}\right)\right]\right\} \tag{D}
\end{align*}
$$

$$
\begin{align*}
\sum\left\{\sum _ { d ^ { \prime } , d ^ { \prime \prime } } \left[F\left(d^{\prime}-d^{\prime \prime}+1\right)-F\left(d^{\prime}-d^{\prime \prime}-1\right)\right.\right. & -F\left(d^{\prime}+d^{\prime \prime}+1\right) \\
\left.\left.+F\left(d^{\prime}+d^{\prime \prime}-1\right)\right]\right\} & =F(1) \zeta_{1}(m)-\sum_{d} F(d), \tag{E}
\end{align*}
$$

where $F$ is an odd function: $\cdot F(-x)=-F(x)$. For $f(x)=(-1)^{I / 2}$, (D) gives

$$
\frac{1}{2}\left\{\zeta_{1}(m)-\rho(m)\right\}=\Sigma \rho\left(m^{\prime}\right) \rho\left(m^{\prime \prime}\right), \quad \rho(m) \equiv \Sigma(-1)^{(d-1) / 2}
$$

The first expression is therefore the number of decompositions of $2 m$ into

$$
\begin{equation*}
y^{2}+z^{2}+2^{a}\left(u^{2}+v^{2}\right), \tag{1}
\end{equation*}
$$

with $y, z, u, v$ odd positive integers and $\alpha>0$; it is also the number of decompositions of $m$ into the form (1) with $y$ and $z$ positive odd numbers,

[^242]and $u, v$ any even integers. For $f(x)=x^{2}$, we deduce from (D) that
$$
\frac{1}{24}\left\{\zeta_{3}(m)-\zeta_{1}(m)\right\}=\Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right),
$$
which gives the number of decompositions of $4 m$ into $s+2^{a} \sigma$, where $s$ and $\sigma$ are sums of 4 odd squares.

For $m$ any integer $>1$, let $m=m^{\prime}+m^{\prime \prime}$. Liouville stated the following case of (f):

$$
\begin{align*}
& \sum\left\{\sum_{d^{\prime}, d^{\prime \prime}}\left[f\left(d^{\prime}-d^{\prime \prime}\right)-f\left(d^{\prime}+d^{\prime \prime}\right)\right]\right\}=f(0)\left\{\zeta_{1}(m)-\zeta(m)\right\}  \tag{H}\\
& \quad-\sum f(d)\{2 \zeta(\delta)+d-2 \delta-1\}-2 \sum^{\prime}\{f(2)+f(3)+\cdots+f(d-1)\}
\end{align*}
$$

where $\zeta(m)$ is the number of factors of $m$ and the accent on the final summation sign signifies that a term $f(k)$ is to be suppressed when $k$ is a divisor of $d$. For $f(x)=x^{2}$ and $m$ a prime, $(H)$ gives
( $\mathrm{H}^{\prime}$ )

$$
\Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right)=\frac{1}{12}\left(m^{2}-1\right)(5 m-6) .
$$

This result may be used to prove the theorem of Bouniakowsky that any prime $m$ of the form $16 k+7$ can be decomposed into $2 x^{2}+p^{4 l+1} y^{2}$ in an odd number of ways, where $p$ is a prime $4 \lambda+1$ not dividing $y$.

Liouville ${ }^{3}$ stated that, if $f(x, y)$ is unaltered by the change of the sign of $x$ or $y$,

$$
\begin{align*}
& 2 \sum\left\{\sum_{d^{\prime}, d^{\prime \prime}}\left[f\left(d^{\prime}-2^{a^{\prime \prime}} d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)-f\left(d^{\prime}+2^{a^{\prime \prime}} d^{\prime \prime}, \delta^{\prime}-\delta^{\prime \prime}\right)\right]\right\} \\
& \quad=\sum_{d}\{f(d, 0)+2 f(d, 2)+2 f(d, 4)+\cdots+2 f(d, \delta-1)-d f(d, 0)\}, \tag{d}
\end{align*}
$$

where the first summation extends over all decompositions $m^{\prime}+2^{a^{\prime \prime}} m^{\prime \prime}$ of $m$. If $f(x, y)$ reduces to a function $f(x)$ of $x$ only, (d) becomes (F). If it reduces to $f(y)$, (d) becomes (D). To pass from (D) to (E), take

$$
f(x)=F(x+1)-F(x-1)
$$

In (d) take $f$ to be $(-1)^{y / 2} f(x)$, where $f(x)$ is an even function. Then

$$
\begin{equation*}
2 \Sigma\left\{\Sigma(-1)^{\left(\delta^{\prime}-1\right) / 2}(-1)^{\left(\delta^{\prime \prime}-1\right) / 2}\left[f\left(d^{\prime}-2^{a^{\prime \prime}} d^{\prime \prime}\right)+f\left(d^{\prime}+2^{a^{\prime \prime}} d^{\prime \prime}\right)\right]\right\} \tag{I}
\end{equation*}
$$

$$
=\Sigma d f(d)-\Sigma(-1)^{(\delta-1) / 2} f(d)
$$

For $2^{a} m=2^{a^{\prime}} m^{\prime}+2^{a^{\prime \prime}} m^{\prime \prime}$,

$$
\begin{aligned}
& \Sigma\left\{\Sigma\left[f\left(2^{a^{\prime}} d^{\prime}-2^{a^{\prime \prime}} d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)-f\left(2^{a^{\prime}} d^{\prime}+2^{a^{\prime \prime}} d^{\prime \prime}, \delta^{\prime}-\delta^{\prime \prime}\right)\right]\right\} \\
& \quad=\Sigma d\left\{f(0,2 d)+2 f(0,4 d)+4 f(0,8 d)+\cdots+2^{a-1} f\left(0,2^{a} d\right)\right\} \\
& \\
& \quad+\Sigma\left\{f\left(2^{a} d, 0\right)+2 f\left(2^{a} d, 2\right)+2 f\left(2^{a} d, 4\right)+\cdots\right. \\
& \left.\quad+2 f\left(2^{a} d, \delta-1\right)\right\}-2^{a} \Sigma d f\left(2^{a} d, 0\right),
\end{aligned}
$$

which reduces to (G) for $f(x, y)=f(x)$. Formula (H) is a special case of

$$
\begin{align*}
& \sum_{m^{\prime \prime}+m^{\prime \prime}=m}\left\{\sum\left[f\left(d^{\prime}-d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)-f\left(d^{\prime}+d^{\prime \prime}, \delta^{\prime}-\delta^{\prime \prime}\right)\right]\right\} \\
& =\sum(d-1)\{f(0, d)-f(d, 0)\}+2 \sum^{\prime}\{f(\delta, 2)+\cdots  \tag{f}\\
& \quad+f(\delta, d-1)\}-2 \sum^{\prime}\{f(2, \delta)+\cdots+f(d-1, \delta)\}
\end{align*}
$$

where the accent indicates that $f(\delta, y)$ is to be suppressed if $y$ is a divisor
of $d$, and $f(x, \delta)$ if $x$ divides $d$. Set $\Delta(x, y)=f(x, y)-f(y, x)$. Then

$$
\begin{align*}
& \Sigma\left\{\Sigma \Delta\left(d^{\prime}-d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)\right\}=\Sigma(d-1) \Delta(0, d) \\
&+2 \Sigma^{\prime}\{\Delta(\delta, 2)+\cdots+\Delta(\delta, d-1)\}, \tag{g}
\end{align*}
$$

where $\Delta(\delta, y)$ is to be suppressed from the final sum if $y$ divides $d$. The last formula is valid for any function $\Delta$ for which $\Delta(x, y)=-\Delta(y, x)$.

Liouville ${ }^{4}$ employed in his sixth article two simultaneous partitions

$$
2 m=m^{\prime}+m^{\prime \prime}, \quad m=m_{1}+2^{a s} m_{2} \quad\left(m^{\prime} \text { s odd and }>0\right) .
$$

Set $m_{i}=d_{i} \delta_{i}$, etc. Let $F(x)$ be a function for which

$$
F(0)=0, \quad F(-x)=-F(x) .
$$

He stated that

$$
\begin{equation*}
\Sigma\left\{\Sigma \Sigma(-1)^{\left(d^{\prime}-1\right) / 2}\left[F\left(d^{\prime}+d^{\prime \prime}\right)+F\left(d^{\prime}-d^{\prime \prime}\right)\right]\right\}=\Sigma F(2 d)+4 \Sigma \Sigma \rho\left(m_{2}\right) F\left(2 d_{1}\right), \tag{L}
\end{equation*}
$$ where $d, d_{1}, d^{\prime}, d^{\prime \prime}$ range over the divisors of $m, m_{1}, m^{\prime}, m^{\prime \prime}$, and the first summation extends over the $m^{\prime}$ and $m^{\prime \prime}$ whose sum is $2 m$. For $F(x)=x$,

$$
\Sigma \zeta_{1}\left(m^{\prime}\right) \rho\left(m^{\prime \prime}\right)=\zeta_{1}(m)+4 \Sigma \zeta_{1}\left(m_{1}\right) \rho\left(m_{2}\right),
$$

so that there are $\zeta_{1}(m)+4 B$ decompositions of $8 m$ into $s+2 \sigma$, where $s$ is the sum of the squares of four odd positive numbers and $\sigma$ is the sum of the squares of two such, while $B$ is the number of decompositions of $4 m$ into $s+2^{a} \sigma$.

For a like function $F(x)$, another formula was stated:

$$
\begin{align*}
& 8 \Sigma\left\{\Sigma \Sigma \Sigma \left[F\left(d^{\prime}+d^{\prime \prime}+d^{\prime \prime \prime}\right)+F\left(d^{\prime}-d^{\prime \prime}-d^{\prime \prime \prime}\right)-F\left(d^{\prime}+d^{\prime \prime}-d^{\prime \prime \prime}\right)\right.\right. \\
& \left.\left.\quad-F\left(d^{\prime}-d^{\prime \prime}+d^{\prime \prime \prime}\right)\right]\right\}=\Sigma\left(d^{2}-1\right) F(d)-24 \Sigma \Sigma \zeta_{1}\left(m_{2}\right) F\left(d_{1}\right), \tag{M}
\end{align*}
$$

where the two members relate to the respective modes of partitions

$$
m=m^{\prime}+m^{\prime \prime}+m^{\prime \prime \prime}, \quad m=m_{1}+2^{a s} m_{2}
$$

For $F(x)=x^{3}$ there results the formula

$$
192 \Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right) \zeta_{1}\left(m^{\prime \prime \prime}\right)+24 \Sigma \zeta_{3}\left(m_{1}\right) \zeta_{1}\left(m_{2}\right)=\zeta_{5}(m)-\zeta_{3}(m)
$$

Hence if $G$ is the number of decompositions of $4 m$ into a sum of 12 odd squares, and $H$ that of $8 m$ into $s+2^{a} \sigma$, where $s$ is a sum of 8 odd squares with $s / 8$ odd, and $\sigma$ is a sum of 4 odd squares, then

$$
8 G+H=\frac{1}{24}\left\{\zeta_{5}(m)-\zeta_{3}(m)\right\}
$$

From (M) and (F), with $f(x)=x F(x)$ is derived

$$
\begin{align*}
& 4 \Sigma\left\{\Sigma \Sigma 2^{\alpha^{s}} d_{2}\left[F\left(d_{1}+2^{a_{1}} d_{2}\right)+F\left(d_{1}-2^{a_{2}} d_{2}\right)\right]\right\}  \tag{N}\\
& \quad=\Sigma\left(d^{2}-1\right) F(d)+8 \Sigma \Sigma\left(2^{a_{2}}-3\right) \zeta_{1}\left(m_{2}\right) F\left(d_{1}\right) \\
& \begin{array}{r}
4 \Sigma\left\{\Sigma \Sigma d_{1}\left[F\left(d_{1}-2^{a_{\alpha}} d_{2}\right)-F\left(d_{1}+2^{a_{2}} d_{2}\right)\right]\right\} \\
\quad=\Sigma\left(2 m-1-d^{2}\right) F(d)+8 \Sigma \Sigma\left(2^{a_{1}}-3\right) \zeta_{1}\left(m_{2}\right) F\left(d_{1}\right)
\end{array}
\end{align*}
$$

each relating to the single mode of partition $m=m_{1}+2^{\alpha_{s}} m_{i}, m_{i}=d_{i} \delta_{i}$.
${ }^{4}$ Jour. de Math., (2), 3, 1858, 325-336. Sixth article.

Liouville ${ }^{5}$ remarked that if we multiply the members of (a) by $x^{p}$, where $p=2^{a} m$, and sum for $p=2,4,6, \cdots$, we get
( $\alpha$ ) $\sum_{s^{\prime}, \delta^{\prime \prime}}^{1,3,5, \cdots} \frac{\left\{f\left(s^{\prime}-s^{\prime \prime}\right)-f\left(s^{\prime}+s^{\prime \prime}\right)\right\} x^{s^{\prime}+z^{\prime \prime}}}{\left(1-x^{2 s^{\prime}}\right)\left(1-x^{2 s^{s^{\prime}}}\right)}=\sum_{i=1}^{\infty} \frac{s\{f(0)-f(2 s)\} x^{2 e}}{1-x^{48}}$,
which includes various formulas of the theory of elliptic functions. He stated that it is easy to prove ( $\alpha$ ) and then deduce (a), and that he had in his lectures at the Collège de France given a direct, elementary proof of (a), based on Dirichlet ${ }^{42}$ of Ch. VIII, the method applying to (b) and with slight changes to the other formulas.

For any integer $m$, let

$$
\begin{equation*}
m=m^{\prime 2}+m^{\prime \prime}, \quad m^{\prime \prime}=2^{a^{\prime \prime}} d^{\prime \prime} \delta^{\prime \prime}>0 \quad\left(d^{\prime \prime}, \delta^{\prime \prime} \text { odd and }>0\right) \tag{2}
\end{equation*}
$$ while $m^{\prime}$ may be negative. Then for $F(-x)=-F(x), F(0)=0$,

$$
\Sigma \Sigma(-1)^{m^{\prime \prime}-1} F\left(2^{\alpha^{\prime \prime}} d^{\prime \prime}+m^{\prime}\right)= \begin{cases}\sqrt{m} F(\sqrt{m}) & \text { if } m=\text { square } \\ 0 & \text { if } m \neq \text { square }\end{cases}
$$

A discussion of the case $F(x)=x$ shows that, if we set
$\sigma=\zeta_{1}(m)-2 \zeta_{1}(m-1)+2 \zeta_{1}(m-4)-2 \zeta_{1}(m-9)+2 \zeta_{1}(m-16)-\cdots$, continued as long as the argument of $\zeta_{1}$ is positive, then for $m$ even,

$$
\begin{gathered}
\Sigma 2^{a} d=\zeta_{1}(m)-\zeta_{1}\left(\frac{m}{2}\right) \\
\sigma-\zeta_{1}\left(\frac{m}{2}\right)-2 \zeta_{1}\left(\frac{m-4}{2}\right)=\left\{\begin{array}{cc}
-m \text { if } m=\text { square } \\
0 & \text { if } m \neq \text { square }
\end{array}\right.
\end{gathered}
$$

while for $m$ odd,

$$
\sigma+2 \zeta_{1}\left(\frac{m-1}{2}\right)+2 \zeta_{1}\left(\frac{m-9}{2}\right)= \begin{cases}m & \text { if } m=\text { square } \\ 0 & \text { if } m \neq \text { square }\end{cases}
$$

Using the same partitions of $m$ and a function such that

$$
\mathscr{F}(x,-y)=\mathscr{F}(x, y), \quad \mathscr{F}(-x, y)=-\mathcal{F}(x, y), \quad \mathcal{F}(0, y)=0
$$

Liouville stated in his eighth article that

$$
\begin{align*}
& \Sigma \Sigma(-1)^{m^{\prime \prime}-1} \mathcal{F}\left(2^{\alpha^{\prime \prime}} d^{\prime \prime}+m^{\prime}, \delta^{\prime \prime}-2 m^{\prime}\right) \\
& \quad=0 \text { or } \mathcal{F}(\sqrt{m}, 1)+\mathcal{F}(\sqrt{m}, 3)+\cdots+\mathscr{F}(\sqrt{m}, 2 \sqrt{m}-1)
\end{align*}
$$

according as $m$ is not or is a square. As a special case,
$\rho(m)-2 \rho(m-4)+2 \rho(m-16)-\cdots=0$ or $(-1)^{(\nu-1) / 2} \nu, \quad \nu=\sqrt{m}$.
For $\mathcal{F}(x, y)$ a function of $x$ only, $(\gamma)$ reduces to ( $\beta$ ).
Set $\mathcal{F}(x, y)=(-1)^{y / 2} F(x, y)$, so that $F$ is an odd function with respect to $x$ and to $y$. Then ( $\gamma$ ) gives

$$
\begin{align*}
& \Sigma \Sigma(-1)^{\left(\delta^{\prime \prime}-1\right) / 2} F\left(2^{\alpha^{\prime \prime}} d^{\prime \prime}+m^{\prime}, \quad \delta^{\prime \prime}-2 m^{\prime}\right) \\
& =0 \text { or }(-1)^{m+1}\{F(\sqrt{m}, 1)-F(\sqrt{m}, 3) \\
& \quad+F(\sqrt{m}, 5)-\cdots \pm F(\sqrt{m}, 2 \sqrt{m}-1)\},
\end{align*}
$$

according as $m$ is not or is a square.
' Jour. de Math., (2), 4, 1859, 1-8, 72-80. Seventh and eighth articles.

Liouville ${ }^{6}$ stated that, for a function $f(x)=f(-x)$,
(乡) $\Sigma(-1)^{m^{\prime \prime}-1} \delta^{\prime \prime} f\left(2^{a^{\prime \prime}} d^{\prime \prime}+m^{\prime}\right)-\Sigma \zeta_{1}\left(m_{2}\right) f\left(m_{1}\right)=\left\{\begin{array}{cc}m f(\sqrt{m}) & \text { if } m=\text { square, } \\ 0 & \text { if } m \neq \text { square },\end{array}\right.$ where the summations relate to the partitions (2) and $m=m_{1}^{2}+2 m_{2}$ respectively.

For $m=8 \nu+5, f(x)=x \sin (x \pi / 2)$, he derived the relation

$$
\begin{aligned}
\rho(m-4) & -4 \rho(m-16)+9 \rho(m-36)-\cdots \\
& =\zeta_{1}\left(\frac{m-1}{4}\right)-3 \zeta_{1}\left(\frac{m-9}{4}\right)+5 \zeta_{1}\left(\frac{m-25}{4}\right)-\cdots .
\end{aligned}
$$

It follows that, if we effect in all possible ways the decompositions

$$
\begin{array}{ll}
m=4 s^{2}+s_{1}^{2}+s_{2}^{2}, & m=n^{2}+4\left(n_{1}^{2}+\cdots+n_{2}^{2}\right) \quad(s>0, n \text { odd and }>0), \\
& \Sigma(-1)^{(n-1) 2^{2}} n=2 \Sigma(-1)^{-1} s^{2} .
\end{array}
$$

If, in place of the second type of decomposition, we employ

$$
m=r^{2}+r_{1}^{2}+\cdots+r_{i}^{2},
$$

where $r, r_{1}, \cdots, r_{4}$ are positive and odd, then

$$
4 \Sigma(-1)^{(r-1) / 2} r=\Sigma(-1)^{m-1} s^{2} .
$$

For the same two types of partitions and for a function $f(x, y)$, even with respect to $x$ and to $y$, Liouville stated in his tenth article that

$$
\begin{align*}
& \Sigma \Sigma(-1) m^{\prime \prime \prime}-1 \delta^{\prime \prime} f\left(2^{a^{\prime \prime}} d^{\prime \prime}+m^{\prime}, \delta^{\prime \prime}-2 m^{\prime}\right)-\Sigma \Sigma\left(2 d_{2}-\delta_{2}\right) f\left(m_{1}, 2 d_{2}+\delta_{2}\right) \\
&=0 \text { or } f(\sqrt{m}, 2 \sqrt{m}-1)+3 f(\sqrt{m}, 2 \sqrt{m}-3) \\
&+\cdots+(2 \sqrt{m}-1) f(\sqrt{m}, 1),
\end{align*}
$$

according as $m$ is not or is a square. If $f(x, y)$ is a function of $x$ only, this reduces to ( $\zeta$ ).

For the same partitions and for a function $\mathscr{F}(x, y, z, t)$, even with respect to $x, y, z$ and odd with respect to $t$, it is stated that

$$
\begin{aligned}
& \Sigma \Sigma(-1)^{m^{\prime \prime}-1} \mathscr{F}\left(2^{a^{\prime \prime}} d^{\prime \prime}+m^{\prime}, \delta^{\prime \prime}-2 m^{\prime}, 2^{a^{\prime \prime}} d^{\prime \prime}+m^{\prime}-\delta^{\prime \prime}, \delta^{\prime \prime}\right) \\
& \text { (ע) } \quad-\Sigma \Sigma \mathscr{F}\left(m_{1}, 2 d_{2}+\delta_{2}, 2 d_{2}-m_{1}-\delta_{2}, 2 d_{2}-2 m_{1}-\delta_{2}\right) \\
& \quad=0 \text { or } \sum_{j} \mathcal{F}(\sqrt{m}, 2 \sqrt{m}-j, j-\sqrt{m}, j) \quad(j=1,3,5, \cdots, 2 \sqrt{m}-1),
\end{aligned}
$$

according as $m$ is not or is a square. If $\mathscr{F}=t f(x, y)$, ( $\nu$ ) becomes ( $\eta$ ). Other noteworthy cases are $\mathscr{F}=t f(z)$ and $\mathscr{F}=F(t)$.

Liouville ${ }^{7}$ stated in his eleventh article that, if $f$ is an even function, (छ) $\Sigma \Sigma(-1)^{\left(8^{\prime \prime}-1\right) / 2} f\left(\delta^{\prime \prime}-2 m^{\prime}\right)=f(1) \rho(2 m-1)+f(3) \rho(2 m-9)+\cdots$, the summation extending over all integers $m^{\prime}$ and all divisors $\delta^{\prime \prime}$ of $m^{\prime \prime}$, where

$$
\begin{equation*}
m=2 m^{\prime 2}+m^{\prime \prime}, \quad m^{\prime \prime}=d^{\prime \prime} \delta^{\prime \prime} \quad\left(m^{\prime \prime} \text { odd and }>0\right) . \tag{3}
\end{equation*}
$$

[^243]The second member of $(\xi)$ equals $\Sigma f(i)$, the summation extended over all the decompositions

$$
\begin{equation*}
2 m=i^{2}+i_{1}^{2}+p^{2} \quad\left(i, i_{1} \text { odd and }>0, p \text { even }\right) . \tag{4}
\end{equation*}
$$

For $f(x)=(-1)^{(x-1) / 2} x$, the first member of $(\xi)$ is $\Sigma(-1)^{m^{\prime}} \zeta_{1}\left(m-2 m^{\prime 2}\right)$ and equals $\frac{1}{8} E$, where $E$ is the excess of the number of cases in which $m^{\prime}$ is even over the odd cases in

$$
m=2 m^{\prime 2}+m_{1}^{2}+\cdots+m_{t}^{2} \quad\left(m^{\prime}, m_{j} \text { any integers }\right),
$$

since $8 \zeta_{1}(m)$ is the number of representations of $m$ as a sum of 4 squares for $m$ odd.

Let $\partial \tau_{1}$ be the number of sets of solutions of

$$
m=2 m^{\prime 2}+m_{1}^{2}+\cdots+m_{5}^{2}
$$

in which $m^{\prime}$ is odd, $\partial \tau_{2}$ the number in which $m^{\prime}$ is even. Then a discussion of ( $\xi$ ) for the case $f(x)=x^{2}$ leads to the result, relating to (4),

$$
\begin{array}{ll}
\frac{1}{12} \partial \tau_{2}-\frac{1}{20} \partial \tau_{1}=\Sigma i^{2}-\Sigma p^{2} & \text { if } m \equiv 1(\bmod 4), \\
\frac{1}{12} \partial \tau_{1}-\frac{1}{20} \partial \tau_{2}=\Sigma i^{2}-\Sigma p^{2} & \text { if } m \equiv 3(\bmod 4) .
\end{array}
$$

If $M$ is the number of solutions of (4),

$$
2 m M=2 \Sigma i^{2}+\Sigma p^{2}
$$

Let $f(x, y)$ be a function even with respect to $x$ and to $y$. Then
( $\pi$ ) $\quad \Sigma \Sigma(-1)^{\left(\delta^{\prime \prime \prime}-1\right) / 2} f\left(\delta^{\prime \prime}-2 m^{\prime}, 2 d^{\prime \prime}+4 m^{\prime}\right)=\Sigma \Sigma(-1)^{\left(\delta_{2}-1\right) / x^{\prime}} f\left(m_{1}, d_{2}+\delta_{2}\right)$, where the summation on the left relates to (3) and that on the right to

$$
2 m=m_{1}^{2}+m_{2}, \quad m_{2}=d_{2} \delta_{2} \quad\left(m_{1}, m_{2}, d_{2} \text { odd and }>0\right) .
$$

If $f$ reduces to $f(x),(\pi)$ becomes ( $\xi$ ). Also,
( $\rho$ ) $4 \Sigma \Sigma(-1)^{m^{\prime}\left(\sigma^{\prime \prime \prime}-1\right) / 2} f\left(2^{\alpha^{\prime \prime}} d^{\prime \prime}+m^{\prime}\right)-\Sigma \Sigma(-1) \rho f\left(s^{\prime}\right)=2(-1)^{m-1} f(\sqrt{m})$ or 0 , according as $m$ is a square or not, where $m$ is any integer and

$$
m=m^{\prime 2}+m^{\prime \prime}, \quad m^{\prime \prime}=2^{a^{\prime \prime}} d^{\prime \prime} \delta^{\prime \prime}, \quad m=s^{2}+s^{\prime 2}+s^{\prime \prime 2}
$$

$m^{\prime \prime}, d^{\prime \prime}, \delta^{\prime \prime}$ being positive and the last two odd.
A discussion of the case $m=8 \nu+7, f(x)=x^{2}$, shows that $N_{1} / N_{2}=17 / 20$, where $N_{1}$ is the number of representations of $m$ as a sum of 7 squares in which the first square is odd, and $N_{2}$ the number in which the first square is even, including zero.

For $m$ odd and $f(x)$ any even function,
( $\tau) \quad \Sigma \Sigma(-1)^{m^{\prime}+\left(b^{\prime \prime}-1\right) / 2} f\left(m^{\prime}+\frac{d^{\prime \prime}-\delta^{\prime \prime}}{4}\right) \equiv\left\{\begin{array}{cc}(-1)^{(\sqrt{m}-1) / 2} \sqrt{m f}(0) & \text { if } m=\text { square }, \\ 0 & \text { if } m \neq \text { square },\end{array}\right.$

$$
m=4 m^{\prime 2}+d^{\prime \prime} \delta^{\prime \prime} \quad\left(d^{\prime \prime}, \delta^{\prime \prime} \text { odd and }>0\right) .
$$

For $m=4 \nu+1$, this formula holds for any function $f(x)$.
Liouville ${ }^{8}$ stated that for $F(x, y, z)$ odd with respect to $x, y$, and $z$, (v) $\Sigma \Sigma F\left(2^{\alpha^{\prime \prime}} d^{\prime \prime}+m^{\prime}, \delta^{\prime \prime}-2 m^{\prime}, 2^{a^{\prime \prime}+1} d^{\prime \prime}+2 m^{\prime}-\delta^{\prime \prime}\right)=0$ or $\Sigma F(\sqrt{m}, j, j)$,
: Jour. de Math., (2), 5, 1860, 1-8. Twelfth article.
according as $m$ is not or is a square, where $j=1,3,5, \cdots, 2 \sqrt{m}-1$,

$$
m=m^{\prime 2}+2^{a^{\prime \prime}} d^{\prime \prime} \delta^{\prime \prime} \quad\left(d^{\prime \prime}, \delta^{\prime \prime} \text { odd and }>0\right)
$$

This becomes ( $\epsilon$ ) for $F=(-1)^{(1-2) / 2} F(x, y)$. Next,

$$
\Sigma \Sigma F\left(d^{\prime \prime}+m^{\prime}, \delta^{\prime \prime}-2 m^{\prime}, 2 d^{\prime \prime}+2 m^{\prime}-\delta^{\prime \prime}\right)
$$

$$
=0 \text { or } \sum_{t=1}^{2 \sqrt{m}-1} F(\sqrt{m}, s, s)-\sum_{t=1}^{\sqrt{m}-1} F(t, 2 \sqrt{m}, 2 t),
$$

according as $m$ is not or is a square, the summation on the left relating to

$$
m=m^{\prime 2}+d^{\prime \prime} \delta^{\prime \prime} \quad\left(d^{\prime \prime}>0, \delta^{\prime \prime}>0\right)
$$

For $m, d^{\prime \prime}, \delta^{\prime \prime}$ odd and positive,
( $\chi$ ) $\Sigma \Sigma F\left(d^{\prime \prime}+2 m^{\prime}, \delta^{\prime \prime}-2 m^{\prime}, 2 m^{\prime}+d^{\prime \prime}-\delta^{\prime \prime}\right)=0 \quad\left(m=2 m^{\prime 2}+d^{\prime \prime} \delta^{\prime \prime}\right)$.
Liouville ${ }^{9}$ stated that for a function $F(x, y, z)$ odd with respect to $x, y$, and $z$,

$$
\begin{equation*}
\Sigma F\left(\delta_{3}-2 m_{2}, d_{3}+2 m_{2}-m_{1}, d_{3}+2 m_{2}+m_{1}\right)=0 \tag{A}
\end{equation*}
$$

the summation extending over all partitions of a given integer $m \equiv 3$ $(\bmod 4):$

$$
m=m_{1}^{2}+4 m_{2}^{2}+2 d_{3} \delta_{3} \quad\left(m_{1}, d_{3}, \delta_{3} \text { odd, } d_{3}>0, \delta_{3}>0\right)
$$

Take

$$
F(x, y, z)=\mathcal{F}\left(x, \frac{z+y}{2}\right)-\mathcal{F}\left(x, \frac{z-y}{2}\right)
$$

$\mathscr{F}(x, u)$ being odd with respect to $x$, even with respect to $u$. Then (A) becomes

$$
\begin{equation*}
\Sigma \mathcal{F}\left(\delta_{3}-2 m_{2}, d_{3}+2 m_{2}\right)=\Sigma \mathcal{F}\left(\delta_{3}-2 m_{2}, m_{1}\right) \tag{2}
\end{equation*}
$$

With the same notations, Liouville stated in the fourteenth article that

$$
\begin{equation*}
\Sigma F\left(\delta_{3}-2 m_{2}, d_{3}+2 m_{2}-m_{1}, \delta_{3}+m_{1}\right)=0 \tag{B}
\end{equation*}
$$

and if $\mathcal{F}(x, y, z, t)$ is changed in sign by a change of sign of $x$ only, or of $y$ only, or of both $z$ and $t$,
(C)

$$
\Sigma \mathscr{F}\left(\delta_{3}-2 m_{2}, d_{3}+2 m_{2}-m_{1}, d_{3}+2 m_{2}+m_{1}, \delta_{3}+m_{1}\right)=0
$$

When $\mathscr{F}$ is independent of $t$ or $z$,(C) becomes (A) or (B), respectively.
In the fifteenth article is given the following generalization of (C):

$$
\begin{aligned}
& \Sigma \mathcal{F}\left(2^{a_{3}} \delta_{3}-2 m_{2}, d_{3}+2 m_{2}-m_{1}, d_{3}+2 m_{2}+m_{1}, 2^{\alpha_{s}} \delta_{3}+m_{1}\right) \\
= & \sum_{\alpha, \beta}^{1(\alpha-3)} \sum_{s=0} \mathcal{F}\left(\frac{\alpha-\beta}{2}, \alpha-2 s-1, \beta+2 s+1, \frac{\alpha+\beta}{2}\right), \quad\left(\alpha^{2}+\beta^{2}=2 m\right),
\end{aligned}
$$

where $\alpha>1$ and the sign of $\beta$ is chosen so that $\frac{1}{2}(\alpha+\beta)$ is odd, while the summation in the first member applies to the partition

$$
m=m_{1}^{2}+4 m_{2}^{2}+2^{a_{s}+1} d_{3} \delta_{3} \quad\left(m_{1}, d_{3}, \delta_{3} \text { odd, } d_{3}>0, \delta_{3}>0\right)
$$

$m$ being a given odd integer $>1$.

Liouville ${ }^{10}$ stated that, if $\mathscr{F}(x, y, z, t)$ changes sign with $x$, or $y$, or both $z$ and $t$,

$$
\begin{gathered}
\sum \mathcal{F}\left(\delta_{3}-2 m_{2}, d_{3}+m_{2}-m_{1}, d_{3}+m_{2}+m_{1}, \delta_{3}+2 m_{1}\right) \\
=\sum_{a, b} \sum_{s=0}^{a-1} \mathcal{F}(2 a-2 s-1, a-b, a+b, 2 b+2 s+1) \quad\left(a^{2}+b^{2}=m, a>0\right),
\end{gathered}
$$

where the summation on the left relates to the partitions (of any given integer $m$ )

$$
m=m_{1}^{2}+m_{2}^{2}+d_{3} \delta_{3} \quad\left(d_{3}>0, \delta_{3}>0, \delta_{3} \text { odd }\right)
$$

Liouville ${ }^{11}$ stated that if $\psi(x, y)$ is symmetric and even with respect to $x$,

$$
\begin{aligned}
\Sigma(-1)^{\left(\delta^{\prime}-1\right) / 2+\left(d^{\prime \prime}-1\right) / 2} \psi\left(d^{\prime}-d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right) & =\Sigma(-1)^{(\delta-1) / 2} \psi(0,2 d) \\
& +4 \Sigma(-1)^{(\delta 1-1) / 2+\left(\delta_{1}-1\right) / 2} \psi\left(2 d_{1}, 2^{\alpha_{2}+1} d_{2}\right),
\end{aligned}
$$

where the summations relate to the partitions, in which $m$ is odd:

$$
2 m=d^{\prime} \delta^{\prime}+d^{\prime \prime} \delta^{\prime \prime}, \quad m=d \delta, \quad m=d_{1} \delta_{1}+d_{2} \delta_{2}
$$

all the symbols being positive integers and, with the exception of $\alpha_{2}$, odd.
In the eighteenth article, Liouville employed a function $\mathcal{F}(x, y)$, odd with respect to $x$ and even with respect to $y$, and stated that
$\Sigma(-1)^{\left(d^{\prime \prime}-1\right) / 2}\left\{\mathcal{F}\left(d^{\prime}+d^{\prime \prime}, \delta^{\prime}-\delta^{\prime \prime}\right)+\mathcal{F}\left(d^{\prime}-d^{\prime \prime}, \delta^{\prime}+\delta^{\prime \prime}\right)\right\}$

$$
=\Sigma \mathcal{F}(2 d, 0)+4 \Sigma(-1)^{\left(\delta_{2}-1\right) / 2} \mathcal{F}\left(2 d_{1}, 2^{a_{2}+1} d_{2}\right) .
$$

For $\mathscr{F}(x, y)=x$, the latter gives

$$
\Sigma \zeta_{1}\left(m^{\prime}\right) \rho\left(m^{\prime \prime}\right)=\zeta_{1}(m)+4 \Sigma \zeta_{1}\left(m_{1}\right) \rho\left(m_{2}\right)
$$

the summations relating to $2 m=m^{\prime}+m^{\prime \prime}, m=m_{1}+2^{\alpha_{2}} m_{2}$, where the $m$ 's are all odd and positive.
G. L. Dirichlet ${ }^{12}$ proved (a) of Liouville ${ }^{1}$ for $\alpha=1$. G. Humbert ${ }^{13}$ gave a proof by use of infinite series. G. B. Mathews ${ }^{14}$ gave a proof.
J. Liouville ${ }^{15}$ stated his ${ }^{5}$ formula ( $\gamma$ ) and that
$\Sigma \Sigma(-1)^{m}\left(2^{a} d+m^{\prime}-\delta\right) f\left(2^{a} d+m^{\prime}, 2 m^{\prime}-\delta\right)=\Sigma \Sigma\left(2^{a} d-\delta\right) f\left(m^{\prime}, 2^{a} d+\delta\right)$, where the double accents on $m, \alpha, d, \delta$ have been dropped.

Liouville ${ }^{16}$ considered two arbitrary functions $f(m)$ and $F(m)$ having definite values for $m=1,2,3, \cdots$, and set

$$
X_{\mu}(m)=\Sigma d^{\mu} f(d), \quad Z_{\mu}(m)=\Sigma d^{\mu} F(d),
$$

where each summation extends over all divisors $d$ of $m$. For any real or complex numbers $\mu, \nu$,

$$
\Sigma d^{\mu-\nu} X_{\nu}(d) Z_{\mu}(\delta)=\Sigma d^{\mu-\nu} Z_{\nu}(d) X_{\mu}(\delta) \quad(\delta=m / d)
$$

If we take $f(m)$ and $F(m)$ to be powers of $m$, we obtain a formula concerning

[^244]the sum $\sigma_{\mu}(k)$ of the $\mu$ th powers of the divisors of $k$ and given in Ch. X of Vol. I of this History. From the above formula we readily pass to
$$
\Sigma x_{\nu}(d) z_{\mu}(\delta)=\Sigma z_{\nu}(d) x_{\mu}(\delta), \quad x_{\mu}(m)=\Sigma \delta^{\mu} f(d), \quad z_{\mu}(m)=\Sigma \delta^{\mu} F(d)
$$
V. A. Lebesgue ${ }^{17}$ noted that for any integer $m$,
$$
\Sigma \zeta_{1}\left(m^{\prime}\right) \zeta_{1}\left(m^{\prime \prime}\right)=\frac{1}{12}\left\{5 \zeta_{3}(m)-(6 m-1) \zeta_{1}(m)\right\}
$$
which reduces for the case $m$ a prime to the final formula $\left(\mathrm{H}^{\prime}\right)$ of Liouville. ${ }^{2}$
Liouville ${ }^{18}$ gave formulas of the type of those in his series of articles.
Liouvill ${ }^{19}$ noted that, for any integer $m$,
$$
m \zeta_{1}(m)+2 \sum_{m_{1}=1}^{[r / \bar{m}]}\left(m-5 m_{1}^{2}\right) \zeta_{1}\left(m-m_{1}^{2}\right)=0 \text { or } m(4 m-1) / 3
$$
according as $m$ is not or is a square. This follows from ( $\phi$ ) of Liouville ${ }^{8}$ with $F(x, y, z)=x y z$.
H. J. S. Smith ${ }^{19 a}$ gave a proof of (a) and
$$
\Sigma f\left(d^{\prime}+2 m^{\prime}\right)=\Sigma f\left\{\frac{1}{2}\left(d_{1}+\delta_{1}\right)\right\}
$$
the summations extended respectively over all solutions of
$$
m=2 m^{\prime 2}+d^{\prime} \delta^{\prime}, \quad 2 m=m_{1}^{2}+d_{1} \delta_{1},
$$
where $d^{\prime}, \delta^{\prime}, d_{1}, \delta_{1}, m, m_{1}$ are positive and odd, while $f(x)$ is an odd function.
C. M. Piuma ${ }^{20}$ proved (e), (L), (N), ( $\gamma$ ), and ( $\nu$ ).
E. Fergola ${ }^{21}$ stated and G. Torelli22 proved a theorem related to one in Liouville's seventh article. Let $a_{n}$ denote the product of the highest power of 2 dividing $n$ by the sum of the odd divisors of $n$. Then
$$
a_{n}-2 a_{n-1}+2 a_{n-4}-2 a_{n-9}+2 a_{n-16}-2 a_{n-25}+\cdots=(-1)^{n-1} n \text { or } 0,
$$
according as $n$ is or is not a square.
S. J. Baskakov ${ }^{23}$ proved the formulas in Liouville's twelfth article.
T. Pepin ${ }^{24}$ proved all the formulas in Liouville's first five articles except (f) and its specializations (H), (g).
N. V. Bougaief ${ }^{25}$ proved some of the theorems in Liouville's series of articles by showing that, if $F(x)$ is an even function, an identity
$$
\sum_{m=0}^{\infty} A_{m} \cos m x=\sum_{n=0}^{\infty} B_{n} \cos n x
$$
implies $S A_{m} F(m)=S B_{n} F(n)$, and a similar theorem involving sines and an odd function $F_{1}(n)$.

[^245]Pepin ${ }^{26}$ proved all the theorems in Liouville's first five and last two articles, and ( L ) of the sixth.
E. Meissner ${ }^{27}$ proved all the theorems in Liouville's articles VII-XVI. Thus there remain unproved essentially only ( N ) and $(Q)$ of the sixth article. [Piuma, ${ }^{20}$ pp. 197-201, proved (N).]
P. Bachmann ${ }^{28}$ gave an exposition of selected formulas from Liouville's series.
A. Deltour ${ }^{29}$ proved (a) and recalled how it implies that, if $m$ is odd, the number of decompositions of $4 m$ (or $8 m$ ) into a sum of 4 (or 8 ) odd squares equals the sum (or sum of cubes) of the divisors of $m$.
P. S. Nasimoff ${ }^{30}$ proved formulas (a) and (c) of Liouville, ${ }^{1}$ ( F ) of Liouville, ${ }^{2}$ (P) of Liouville, ${ }^{4}$ one of Liouville, ${ }^{18}$ and related results.
${ }^{26}$ Jour. de Math., (4), 4, 1888, 83-127.
${ }^{27}$ Zürich Vierteljahr Naturf. Ges., 52, 1907, 156-216 (Diss., Zürich).
${ }^{28}$ Niedere Zahlentheorie, 2, 1910, 365-433.
${ }^{29}$ Nouv. Ann. Math., (4), 11, 1911, 123-9.
${ }^{30}$ Application of Elliptic Functions to Number Theory, Moscow, 1885. French résumé in Annales sc. de l'école norm. supér., (3), 5, 1888, 147-64.

## CHAPTER XII.

## PELL EQUATION; $a x^{2}+b x+c$ MADE A SQUARE.

The very important equation $x^{2}-D y^{2}=1$, which has long borne the name of Pell, due to a confusion originating with Euler, should have been designated as Fermat's equation (cf. papers 41, 62-64).

There appeared in India and Greece as early as 400 B.C. approximations $a / b$ to $\sqrt{2}$ such that $a^{2}-2 b^{2}=1$, and similarly for other square roots, the derivation of successive approximations being in effect a method of solving the Pell equation. For example, Baudhâyana, the Hindu author of the oldest of the works, Sulva-sutras, gave the approximations 17/12 and $577 / 408$ to $\sqrt{2}$. Note that

$$
\frac{17}{12}+\frac{-1}{2 \cdot 17 \cdot 12}=\frac{577}{408}, \quad 17^{2}-2 \cdot 12^{2}=1, \quad 577^{2}-2 \cdot 408^{2}=1
$$

Proclus ${ }^{1}$ (410-485 A.D.) noted that the Pythagoreans made the following construction: On the prolongation of the side $A B$ of a square with the diagonal $B E$ lay off $B C=A B, C D=B E$. Then

$$
A D^{2}+C D^{2}=2 A B^{2}+2 B D^{2}
$$

But $C D^{2}=B E^{2}=2 A B^{2}$. Hence

$$
A D^{2}=2 B D^{2}=F D^{2}, \quad F D=A D=2 A B+E B
$$



Also $B D=A B+E B$. Write $s_{1}, s_{2}, \cdots$ for the sides $A B, B D, \cdots$, and $d_{1}, d_{2}, \cdots$ for the diagonals $B E, F D, \cdots$. Then

$$
s_{n+1}=s_{n}+d_{n}, \quad d_{n+1}=2 s_{n}+d_{n}
$$

Now let $s_{1}=1$ and replace $d_{1}=\sqrt{2}$ by the integral approximation $\delta_{1}=1$, and employ our recursion formulæ with $d_{n}$ replaced by $\delta_{n}$. We get

$$
\begin{array}{ll}
s_{2}=s_{1}+\delta_{1}=2, & \delta_{2}=2 s_{1}+\delta_{1}=3 \\
s_{3}=s_{2}+\delta_{2}=5, & \delta_{3}=2 s_{2}+\delta_{2}=7, \cdots
\end{array}
$$

Then $\delta_{n}, s_{n}$ give a solution of $\delta^{2}-2 s^{2}=(-1)^{n}$.
${ }^{1}$ In Platonis rem publicam commentarii, ed., G. Kroll, 2, 1901, 24-9; excurs II (by F. Hultsch), 393-400.

Theon of Smyrna ${ }^{2}$ (about 130 A.D.) called the $s$ 's and $\delta$ 's side and diametral (diagonal) numbers and gave the above recursion formulæ without the geometrical interpretation.

Archimedes (third century B.C.) gave the approximations 265/153 and $1351 / 780$ to $\sqrt{3}$, which can be explained in connection with $x^{2}-3 y^{2}=-2$, $x^{2}-3 y^{2}=1$.

Heron of Alexandria used the approximation $a+r /(2 a)$ for $\sqrt{a^{2}+r}$.
For a more detailed account than what precedes of the connection between the knowledge of the early Greeks and Hindus of approximation to square roots and Pell equations, see H. Konen ${ }^{3}$ and E. E. Whitford. ${ }^{4}$

The history of the cattle problem of Archimedes will now be discussed in detail.

In 1773, Gotthold Ephraim Lessing ${ }^{5}$ published a Greek epigram in 24 verses, from a manuscript in the Wolfenbüttel library, stating a problem purporting to be one proposed by Archimedes, ${ }^{6}$ in a letter to Eratosthenes, to the mathematicians of Alexandria, as well as a scholium giving a false answer, and a long mathematical discussion by Chr. Leiste. The problem is to find the numbers $W, X, Y, Z$ of the white, black (or blue), piebald (or spotted), and yellow (or red) bulls, and the numbers $w, x, y, z$ of the cows of the corresponding colors, when
(1) $W=\left(\frac{1}{2}+\frac{1}{3}\right) X+Z$,
(2) $X=\left(\frac{1}{4}+\frac{1}{5}\right) Y+Z$,
(3) $Y=\left(\frac{1}{6}+\frac{1}{7}\right) W+Z$,
(4) $w=\left(\frac{1}{3}+\frac{1}{4}\right)(X+x)$,
(5) $x=\left(\frac{1}{4}+\frac{1}{5}\right)(Y+y)$,
(6) $y=\left(\frac{1}{5}+\frac{1}{6}\right)(Z+z)$,
(7) $z=\left(\frac{1}{6}+\frac{1}{7}\right)(W+w)$,
(8) $W+X=\square$,
(9) $Y+Z=\triangle$,
the final notations being those for a square and a triangular number.
Leiste found at once the integral solutions of (1), (2), (3):
(10) $\quad Y=1580 m, \quad Z=891 m, \quad W=2226 m, \quad X=1602 m$.

Then, by (4), $m=2 p, x=12 \alpha$. By (5), $\alpha=3 \beta, y=20(4 \beta-158 p$ ).

[^246]By (6), $p=5 q, z=30 \gamma, y=11(297 q+\gamma)$, whence $11 \gamma=80 \beta-19067 q$. Then (7) gives $30 \gamma=(1505 q+\beta) 13 / 2, q=2 r, \beta=2 \delta$. Comparing the resulting $\gamma$ with the earlier $\gamma$, we get a linear equation in $\delta$, $r$, whence

$$
r=4657 u, \quad \delta=1359235 u
$$

By substitutions, we get $m=93140 u$, whence

$$
\begin{array}{ll}
W=207329640 u, & w=144127200 u \\
X=149210280 u, & x=97864920 u \\
Y=147161200 u, & y=70316400 u \\
Z=82987740 u, & z=108784260 u .
\end{array}
$$

For $u=4$, we get the numbers in the scholium; but they satisfy neither (8) nor (9), since neither $W+X$ nor $8(Y+Z)+1$ is a square.

Returning to ( $10^{\prime}$ ), we note that the greatest common divisor of the numerical factors is 20 , whence $u=v / 20$, where $v$ is an integer. Then

$$
W+X=4 \cdot 957 \cdot 4657 v, \quad v=957 \cdot 4657 n^{2}
$$

since $W+X$ is to be a square. Then $Y+Z=\left(t^{2}+t\right) / 2$ gives

$$
(2 t+1)^{2}=8(Y+Z)+1=a n^{2}+1, \quad a=410286423278424
$$

Since $a$ is positive and not a square it is possible to choose an integer $n$ so that $a n^{2}+1=\square$ by Euler. ${ }^{81}$ If the resulting square is even, we can deduce one making $a n^{2}+1$ an odd square (Euler, ${ }^{83} \S 86, \S 88$ ).
J. J. I. Hoffmann ${ }^{7}$ said the problem was due to a much later computer.
J. Struve ${ }^{8}$ gave a 36 page discussion making no advance over Leiste.

Gottfried Hermann ${ }^{9}$ made an interpretation which led, not to (8) and (9), but to $W+X=$ a square whose side is of the form $a^{2}(a-b)$, $Y+Z=\Delta, W+X+Y+Z=\Delta_{1}$. Thus if we take the numbers (10), we must make

$$
3828 m=\left\{a^{2}(a-b)\right\}^{2}, \quad 2471 m=\frac{c(c+1)}{2}, \quad 6299 m=\frac{d(d+1)}{2} .
$$

He stated on the authority of K. B. Mollweide that C. F. Gauss had completely solved the problem under the earlier interpretation, but had not published the solution.
J. Fr. Wurm, ${ }^{10}$ in a review of Hermann's paper, replaced (p. 201) condition (8) by the condition that $W+X$ shall be a product of two approximately equal factors. Without returning to this condition, he passed to (9):

$$
Y+Z=2471 m=2471 \cdot 151 t=\Delta
$$

[^247]The least $t$ is 990 , the side of $\Delta$ being then 27180.
He considered also higher values of $t$, but gave no final answer to (1)-(9).
G. H. F. Nesselmann ${ }^{11}$ argued that the final part of the epigram leading to conditions (8) and (9) was a later addition, partly since he believed that triangular numbers were not employed in Archimedes' time (a view already expressed by G. S. Klügel ${ }^{12}$ ).
O. Terquem ${ }^{13}$ stated that the tenth condition added by Hermann is incompatible with the earlier conditions.
A. J. H. Vincent ${ }^{14}$ regarded as spurious the conditions relating to the cows. By the first three conditions, we have (10). Then $Y+Z=2471 m$ is to be a $\Delta$ and this is the case if $m=99 \cdot 122314$, the side of the $\Delta$ being 244628. Then $4 \sqrt{W+X}$ is approximately 861182 , which is very nearly the area of Sicily in square stades, in accord with Vincent's interpretation of the condition to replace (8).
C. F. Meyer ${ }^{15}$ duplicated the paper by Lessing and discussion by Leiste, adding merely that, in attempting to make $a n^{2}+1$ a square by the convenient method of Kausler, he had carried the development of $\sqrt{a}$ into a continued fraction to the 240th quotient without finding the period.
A. Amthor ${ }^{16}$ showed that Wurm's problem (1)-(7), (9) is satisfied by taking $u=v / 20, v=117423$ in Leiste's values of $W, \cdots, z$, since then

$$
Y+Z=1643921 \cdot 1643922 / 2, \quad W+X=1485583 \cdot 1409076
$$

For the main problem (1)-(9), he satisfied (8) by taking $v=f .4657 n^{2}{ }_{2}$ $f=3 \cdot 11 \cdot 29=957$, as in Leiste. Then in (9), viz., $Y+Z=q(q+1) / 2$, set $t=2 q+1, u=2 \cdot 4657 n$. We obtain the Pell equation

$$
t^{2}-D u^{2}=1, \quad D=2 \cdot 7 \cdot f \cdot 353=4729494
$$

He found that the continued fraction for $\sqrt{D}$ has a period of 91 terms and obtained as the least solutions

$$
\begin{array}{lrlllllllllllll}
T=109 & 931 & 986 & 732 & 829 & 734 & 979 & 866 & 232 & 821 & 433 & 543 & 901 & 088 & 049, \\
U= & 50 & 549 & 485 & 234 & 315 & 033 & 074 & 477 & 819 & 735 & 540 & 408 & 986 & 340 .
\end{array}
$$

It remains to derive the least solutions $t, u$ in which $u$ is divisible by $2 \cdot 4657$, so that $n$ shall be integral. By proving and applying general lemmas concerning $t_{k}+u_{k} \sqrt{D}=(T+U \sqrt{D})^{k}$, he found that, for $k=2329$, $t_{k}, u_{k}$ is the desired pair. He verified that $W$ has 206545 digits.
B. Krumbiegel ${ }^{17}$ made a historical and philological discussion of the problem and concluded that, while the epigram itself is probably subsequent to Archimedes, the problem itself is due to him. This accords with the

[^248]view of J. L. Heiberg, ${ }^{18}$ P. Tannery, ${ }^{19}$ F. Hultsch, ${ }^{20}$ T. L. Heath, ${ }^{21}$ and S. Günther. ${ }^{22}$
A. H. Bell ${ }^{23}$ found a " complete solution," based on the $a n^{2}+1=\square$ of Leiste, involving numbers of 206545 digits, as by Amthor. ${ }^{16}$
G. Loria, ${ }^{23 a}$ M. Merriman, ${ }^{23 b}$ and R. C. Archibald ${ }^{23 c}$ gave accounts of the cattle problem.

Diophantus (about 250 A.D.) was frequently led to special Pell equations in solving problems in his Arithmetica. In II, 12, 13, 14, 29, he made $y^{2}+1, y^{2}+12, y^{2}-1, y^{2}+1,9 y^{2}+9$ equal to a square $z^{2}$, by taking $z=y-4, y-4, y-2, y-2,3 y-4$, respectively, and similarly in II, 30. In III, 12, 13 , he avoided the initial equations $52 x^{2}+12=\square$, $266 x^{2}-10=\square$, since 52 and 266 are not squares [though $x=1$ is a solution of each $]$, and, beginning anew, was led to $y^{2}+12=\square$, $77^{2} z^{2}-160=\square$, which he solved by equating them to $(y+3)^{2}$ and $(77 z-2)^{2}$, respectively. In IV, 8,33 , he treated $2 x^{2}+4=\square=(2 x-2)^{2}$ and $7 m^{2}+81=\square=(8 m+9)^{2}$. In V, 12, 14, he discussed

$$
26 x^{2}+1=\square=(5 x+1)^{2}
$$

and $30 x^{2}+1=\square=(5 x+1)^{2}$. So far, the problems solved are all of the form $a x^{2}+b=\square$ with either $a$ or $b$ a square. In VI, 12 , he stated the lemma: Given two numbers whose sum is a square, we can find an infinitude of squares $s$ such that, when the square $s$ is multiplied by one of the given numbers and the product is added to the other, the result is a square. Thus, given the numbers 3 and 6 , let $s=(x+1)^{2}$; then shall

$$
3(x+1)^{2}+6=3 x^{2}+6 x+9=\square
$$

say $(3-3 x)^{2}$, whence $x=4$; and an infinitude of other solutions can be found. This lemma is applied in VI, 13, 14 to $12 x^{2}+24=\square$ to obtain the solutions $x=1,5$. In VI, $15,15 x^{2}-36=\square$ is said to be impossible since 15 is not a sum of two squares. In VI, 16, he made the important statement that, given one solution of $A x^{2}-B=y^{2}$, we can find a second solution; thus, given $3 \cdot 5^{2}-11=8^{2}$, set $x=5+z$, whence

$$
3(5+z)^{2}-11=3 z^{2}+30 z+8^{2}
$$

will be the square of $8-2 z$ for $z=62$. In VI, 12 , he had made the more
${ }^{18}$ Questiones Archimedeae, Diss. Hauniae, 1879, 25-27; Philologus, 43, 1884, 486.
${ }^{19}$ Mém. soc. sc. phys. nat. Bordeaux, (2), 3, 1880, 370; Bull. des Sc. Math. et Astr., (2), 5, I, 1881, 25-30; Bibl. Math., 3, 1902, 174. Reprinted in Tannery's Mémoires scientifiques, 1, 1912, 103-5, 118-23.
${ }^{20}$ Archimedes, in Pauly-Wissowa's Real-Encyclopädie, $\mathrm{II}_{1}$, 1896, 534, 1110.
${ }^{21}$ Diophantus, ed. 2, 1900, 11-12, 122, 279; Archimedes, 1897, 319; Archimedes' Werke, 1914, 471-7.
${ }^{2}$ Die quadr. Irrationalitäten, etc., Zeitschrift Math. Phys., Abh. Gesch. Math., 27, 1882, 92. This and K. Hunrath's Ueber das Ausziehen der Quadratwurzel bei Griechen und Indern, 1883, were reviewed in La Revue Scientifique, 1884, I, 81-3, 499-502.
${ }^{23}$ Math. Magazine, Washington, 2, 1895, 163-4; Amer. Math. Monthly, 2, 1895, 140-1 (1, 1894, 240).
${ }^{23 a}$ Le scienze esatte nell'antica Grecia, ed. 2, 1914, 932-9.
${ }^{23 b}$ The Popular Science Monthly, 67, 1905, 660-5.
${ }^{23}$ Amer. Math. Monthly, 25, 1918, 411-4.
special remark that $6 x^{2}+3=\square$ has an infinitude of solutions, since it has one solution $x=1$.

Diophantus solved $A x^{2}+B x+C=y^{2}$ only in the following cases. (a) If $A$ is a square, $a^{2}$, set $y=a x+m$, whence $x$ is found rationally; examples in II, 20, 21, 23, 24, 33, III, 9, 16, 18, IV, 15, 21, V, 3, 4, 18, 20. (b) If $C=c^{2}$, set $y=m x+c$; examples in II, 17, IV, $9,10,12,14,45$. (c) In IV, $33,18+3 x-x^{2}$ is to be made a square, say $m^{2} x^{2}$, where $\left(m^{2}+1\right) 18+\left(\frac{3}{2}\right)^{2}=\square$. Then, multiplying by $4,72 m^{2}+81=\square$, say $(8 m+9)^{2}$, whence $m=18,18+3 x-325 x^{2}=0, x=6 / 25$. In general, as remarked by Nesselmann ${ }^{11}$ (pp. 333-4), the corresponding condition that the root $x$ of $A x^{2}+B x+C=m^{2} x^{2}$ be rational is $\frac{1}{4} B^{2}-A C+C m^{2}=\square$, and, as in (b), can be satisfied if $\frac{1}{4} B^{2}-A C$ is a square.

While H. Hankel ${ }^{24}$ believed that Diophantus was influenced by Indian sources, M. Cantor ${ }^{25}$ took the opposite view except as to integral solutions. P. Tannery ${ }^{26}$ went to the extreme of believing that the Greeks influenced the Indians also in the question of integral solutions, while even the cyclic method [next explained] is only a variation of the Greek method of solving $t^{2}-D u^{2}=1$, since from the Greek method of deriving from one approximation to $\sqrt{D}$ a closer approximation it is easy to pass to the Indian method.
E. B. Crowell ${ }^{27}$ compared the work of Diophantus with that of Brahmegupta, ${ }^{28}$ and the first solution by Brouncker ${ }^{13}$ with that of Bháscara. ${ }^{30}$

Brahmegupta ${ }^{28}$ (born 598 A.D.) gave a rule to find $x$ so that $C x^{2}+1$ shall be a square. Assume any "least root" $L$ and add to $C L^{2}$ such an "additive" number $A$ that the sum is a square $G^{2}$; call $G$ the "greatest root" [ $L$ and $G$ are values of $x, y$ satisfying $C x^{2}+A=y^{2}$ ]. Write $L, G$, A twice. By cross multiplication, we obtain a least root $\bar{L} G+G L$, while $C L L+G G$ is a greatest root, for additive $A A$; dividing these new roots by $A$, we get roots for additive unity. For details, see Bháscara. ${ }^{30}$

For example (§67), let $C=92$. Take $L=1, A=8$, whence $G=10$. Then $2 L G=20,92 L^{2}+G^{2}=192$ are least and greatest roots for additive 64. Dividing them by 8 , we get $5 / 2$ and 24 as roots for additive unity. By composition of the last pair with itself, we get other roots 120 and 1151 for additive unity.

By composition of the roots for additive unity with the roots for additive $A$, we get roots for additive $A$ ( $\S 68$, p. 364). For example ( $\S 77$, p. 368), from $3 \cdot 30^{2}+900=60^{2}, 3 \cdot 1^{2}+1=2^{2}$, we get the least root

$$
30 \cdot 2+1 \cdot 60=120
$$

and greatest root $3 \cdot 30 \cdot 1+60 \cdot 2=210$ for $3 \cdot 120^{2}+900=210^{2}$.

[^249]We may deduce roots for additive unity from roots for additive $\pm 4\left(\S \S 69-72, \mathrm{pp}\right.$. 365-6). If $C L^{2}+4=G^{2}$, then $L\left(G^{2}-1\right) / 2$ and $G\left(G^{2}-3\right) / 2$ are corresponding least and greatest roots for additive unity. If $C L^{2}-4=G^{2}$, and we set $p=\left(G^{2}+1\right)\left(G^{2}+3\right) / 2$, then $p L G$ and $(p-1)\left(G^{2}+2\right)$ are corresponding least and greatest roots for additive unity.

If the coefficient $C$ be a square ( $\S 73, \mathrm{p} .366$ ), divide the additive by any assumed number $b$. To the quotient add $b$ and from it subtract $b$ and divide by 2. The first result is a greatest root; the second, divided by the square root of $C$, is the corresponding least root.

If the coefficient be divisible by a square $t^{2}(\S 75, \mathrm{p} .367$ ), use the quotient as a new coefficient and find roots. If the least root so found is divided by $t$, we get the desired least root. The greatest root rema ns the same.

For $C=3, A=-800$ (§77, p. 368), remove the factor $20^{2}$. For the new additive -2 , we get roots 1 and 1 . Their products by 20 are the roots desired.

Alkarkhi ${ }^{29}$ (about 1010) solved $x^{2}+5=y^{2}$ by setting $y=x+1$, and $x^{2}-10=y^{2}$ by setting $y=x-1$. To solve $77^{2} x^{2}-160=w^{2}$, set $w=77 x-2$. To solve (pp. 72-4) $x^{2}+4 x=y^{2}$, set $y=2 x$; to solve $4 x^{2}+16 x+9=y^{2}$, set $y=2 x-n$, where $n^{2}>9$, say $n=5$. As the condition (p. 113) for rational solutions of $\pm(a x-b)-x^{2}=\square$, he found that $\frac{1}{4} a^{2} \mp b$ must be a sum of two squares. Finally (p. 121), $v^{2}-w^{2}=\alpha \beta$ for $v=(\alpha+\beta) / 2, w=(\alpha-\beta) / 2$.

Alkarkhi ${ }^{29 a}$ used the approximation $\left.a+r\right\rceil(2 a+1)$ for $\sqrt{a^{2}+r}$.
Ibn Albannầ ${ }^{29 b}$ (born about 1255) used the same approximation when $r>a$, but for $r \leqq a$ employed $a+r /(2 a)$. The latter was used by Heron of Alexandria and by Elia Misrachi (1455-1526) in his Arithmetic (ed., G. Wertheim, 1893, 1896).

Bháscara Achárya ${ }^{30}$ (born 1114) gave a method of deducing new sets of solutions of $C x^{2}+1=y^{2}$ from one set found by trial. Take any number $\neq 0$ and call it the "least root" $L$ [for additive A]. By the positive or negative additive quantity $A$ is meant a number which added to or subtracted from $C L^{2}$ makes the sum or difference a perfect square, its root being called the "greatest root" $G$. Thus if $C=8, L=1, A=1$, then $G=3$.

Composition ( $\S \S 76-77$, p. 171). From these roots $L, G$ and the same or a new set of roots $l, g$, we obtain by cross multiplication and addition a new least root $\lambda=L g+l G$, while $\gamma=C L l+G g$ is the corresponding new greatest root. The product of the two additives gives the new addit ve. Thus (§82) for the former example, take $l=1, g=3, A=1$; then $\lambda=6, \gamma=17$. Next, from $L=1, G=3$ and $\lambda=6, \gamma=17$, we get the new roots 35,99 and so on indefinitely by means of composition.

[^250]Or (§ 78, p. 171) we may take $L g-l G$ and $C L l-G g$ as new roots.
A second method ( $\S \S 80-81$, p. 172) for additive unity consists in taking the least root to be $2 a /\left(a^{2}-C\right)$, where $a$ is arbitrary, and finding the greatest root. Thus (end of § $82, \mathrm{p} .174$ ), for $C=8$, take $a=3$; the least root is 6 and the greatest is the square root 17 of $8 \cdot 6^{2}+1$.

Cyclic method ( $\S \S 83-86$, pp. 175-6). Taking the least root, greatest root and additive as dividend, additive and divisor, find the multiplier by use of the pulverizer (see papers 2,4 of Ch . II). If the excess of the square of that multiplier over the given coefficient $C$ be divided by the original additive, we get a new additive. The quotient corresponding to the multiplier and found from it will be the new least root, from which a greatest root may be deduced. The operation may be repeated. We find integral roots with 4, 2 or 1 for additive, and by composition deduce roots for additive unity from those for additives 4 and 2.

For example (§87, pp. 176-8), to make $67 x^{2}+1$ a square, take 1 as a least root, -3 as additive, whence 8 is the greatest root. Thus dividend $=1$, divisor $=-3$, additive $=8$. By the pulverizer, a multiplier is 7 and the quotient is -5 , a new least root. The new additive is $6=\left(7^{2}-67\right) /(-3)$. By $67(-5)^{2}+6=41^{2}, 41$ is the new greatest root. Now start with dividend 5 , divisor 6 , additive 41 , get the multiplier 5 , quotient $11=$ least root, new additive $-7=\left(5^{2}-67\right) / 6$, and greatest root 90 . Next, start with dividend 11 , divisor -7 , additive 90 . Reducing the last by multiples of the divisor, we get the abraded additive 6 . The multiplier is 2. Adding the negative of the divisor, we get the new multiplier 9 and the quotient 27, giving a least root. The new additive is $\left(9^{2}-67\right) /(-7)=-2$, and greatest root is 221 . By composition of this set of roots with itself, we get $L=11934, G=97684, A=4$. Divide the roots by the square root of 4 . We get $l=5967, g=48842$ for additive 1 .

When unity is subtractive ( $\S \S 88-89$, p. 179), the problem is impossible if the coefficient $C$ be not a sum of two squares. In the contrary case, we may take as two least roots the reciprocals of the roots of the two component squares. Thus (§90) if $C=13=2^{2}+3^{2}$, the least root $\frac{1}{2}$ gives the greatest root $\frac{3}{2}$. Doubling and applying the cyclic method, we have dividend 1 , divisor -2 , additive 3 . We deduce the multiplier 3 and quotient -3 , the least root. The new additive is 4 and greatest root is 11. Repeating the operation, we get $L=5, G=18, A=-1$.

When $C$ is a square $\alpha^{2}(\S 95, \mathrm{p} .182)$ and the additive is $A$, least and greatest roots are (for $b$ arbitrary)

$$
\frac{1}{2 \alpha}\left(\frac{A}{b}-b\right), \quad \frac{1}{2}\left(\frac{A}{b}+b\right)
$$

Bháscara solved various problems by the method of the affected square. For $6 y^{2}+2 y=c^{2}\left(\S 177\right.$, p. 247) , $(6 y+1)^{2}=6 c^{2}+1$ for $c=2$ or 20 , $y=\frac{2}{3}$ or 8 . To find (§178, p. 248) two numbers the square of whose sum added to the cube of their sum equals twice the sum of their cubes,
take $y-c$ and $y+c$ as the numbers, whence

$$
\begin{aligned}
(2 y)^{2}+(2 y)^{3}= & 2\left(2 y^{3}+6 y c^{2}\right), \quad(2 y+1)^{2}=12 c^{2}+1 \\
& c=2,28 ; \quad y=3,48 .
\end{aligned}
$$

For $5 y^{4}-100 y^{2}=c^{2}$ (§181, p. 249), divide by $y^{2}$. To find (§ 182) two numbers whose difference is a square, and sum of squares a cube, take $c$ and $c-n^{2}$ as the numbers; the sum $2 c^{2}-2 c n^{2}+n^{4}$ of their squares is equated to $n^{8}$ (a restriction), whence $\left(2 c-n^{2}\right)^{2}=n^{4}\left(2 n^{2}-1\right)$, and $2 n^{2}-1$ is made a square. To make ( $\S 188$, p. 253) $y^{2}+z^{3}$ and $y+z$ both squares, treat the first condition by $\S 95$ with $z^{3}$ as the additive and $z$ as the arbitrary number $b$; we get $y=\left(z^{2}-z\right) / 2$; the second condition now becomes $\frac{1}{2}\left(z^{2}+z\right)=p^{2}$, or $(2 z+1)^{2}=8 p^{2}+1$, which is a square for $p=6$ or 35 . The sum (§ 189, p. 254) of the squares of two numbers increased by their product is to be a square; on adding unity to the product of their sum by the root of that square, the sum shall be a square. The first condition is found to be satisfied by the numbers $\frac{5}{3} c$ and $c$; then the second condition $\left(\frac{8}{3} c\right)\left(\frac{7}{3} c\right)+1=\square$ holds if $c=6$ or 180 .
E. Strachey ${ }^{31}$ translated into English the Persian manuscript of 1634 of Bháscara. To solve $A x^{2}+B=y^{2}$, take any square $f^{2}$ and find a number $\beta$ such that $A f^{2}+\beta$ is a square, say $g^{2}$. Then $x^{\prime}=2 f g, y^{\prime}=A f^{2}+g^{2}$ satisfy $A x^{\prime 2}+\beta^{\prime}=y^{\prime 2}$ for $\beta^{\prime}=\beta^{2}$; and

$$
x^{\prime \prime}=x^{\prime} g \pm y^{\prime} f, \quad y^{\prime \prime}=y^{\prime} g \pm A x^{\prime} f
$$

satisfy

$$
A x^{\prime \prime 2}+\beta^{\prime \prime}=y^{\prime \prime 2}, \quad \beta^{\prime \prime}=\beta^{\prime} \beta
$$

If $\beta^{\prime \prime}=B p^{2}$, remove the factor $p$ from $x^{\prime \prime}, y^{\prime \prime}$; we get a solution of the proposed equation (if $\beta^{\prime \prime}=B / p^{2}$, multiply by $p$ ). Otherwise, we proceed as before. For example, consider $8 x^{2}+1=y^{2}$. Take $f=1$; then

$$
8 f^{2}+1=3^{2}
$$

so that we take $\beta=1$. Then

$$
x^{\prime}=2 \cdot 1 \cdot 3=6, \quad y^{\prime}=8 \cdot 1^{2}+3^{2}=17, \quad 8 \cdot 6^{2}+1=17^{2}
$$

A new set of solutions is given by

$$
x^{\prime \prime}=6 \cdot 3+17 \cdot 1=35, \quad y^{\prime \prime}=17 \cdot 3+8 \cdot 6 \cdot 1=99
$$

For the cyclic method ("operation of circulation"), choose as before [relatively prime] numbers $f$ and $g$ such that $A f^{2}+\beta=g^{2}$. Then by an earlier rule [for solving a linear Diophantine equation] choose integers $X$, $Y$ such that $(f X+g) / \beta=Y$. Choose an integer $m$ so that the difference between $(m \beta+X)^{2}$ and $A$ shall be as small as possible numerically. Now $(m \beta+X)^{2}-A$ is divisible by $\beta$; call the quotient $\beta^{\prime}$. Set $x^{\prime}=m f+Y$. Then $A x^{\prime 2}+\beta^{\prime}$ is a square, say $y^{\prime 2}$. Unless $\beta^{\prime}=B p^{2}$ or $B / p^{2}$, proceed as before. For example, let $A=67, B=1$. Take $f=1, \beta=-3$; then $g=8, X=1, Y=-3, m=-2$,
$(m \beta+X)^{2}-A=7^{2}-67=-18=\beta \beta^{\prime}, \quad \beta^{\prime}=6, \quad x^{\prime}=-5, \quad y^{\prime}=41$.

[^251]The next step gives $\beta^{\prime \prime}=-7$; the third, $\beta^{\prime \prime \prime}=-2$. His solution of $x^{2}-61 y^{2}=1$ is quoted by Whitford ${ }^{4}$ ( $\mathrm{p} p .37-8$ ), who remarked that the wording is clearer than in Colebrooke's translation.

El-Hassar ${ }^{32}$ (1432) obtained for $\sqrt{a^{2}+r}$, when $a=2, r=1$, the approximations $a+\rho=9 / 4$, where $\rho=r /(2 a)$, and

$$
a+\rho-\rho^{2} /\{2(a+\rho)\}=161 / 72
$$

[Note that $(9,4)$ and $(161,72)$ are solutions of $x^{2}-5 y^{2}=1$.]
Nicolas Chuquet ${ }^{33}$ obtained, in 1484, successive approximations to $\sqrt{n}$ for $n \leqq 14$. He began by noting that $\sqrt{6}$ lies between 2 and 3 . Their arithmetical mean is $2 \frac{1}{2}$; its square $6 \frac{1}{4}$ exceeds 6 by $\frac{1}{4}$. Take the next smaller term $\frac{1}{3}$ in the series $\frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \cdots$. We have $2 \frac{1}{3}$, whose square is less than 6. We now have an approximation exceeding the root and one less than it. Adding the numerators and denominators of $\frac{1}{2}$ and $\frac{1}{3}$, we get the new approximation $2 \frac{2}{5}$, whose square $<6$. Similarly from $2 \frac{1}{2}$ and $2 \frac{2}{5}$ we get $2 \frac{3}{7}$. In this way he obtained the approximations $2+r$, where

$$
r=\frac{1}{2}, \frac{1}{3}, \frac{2}{5}, \frac{3}{7}, \frac{4}{9}, \frac{5}{11}, \frac{9}{20}, \frac{13}{29}, \frac{22}{49}, \frac{31}{69}, \frac{40}{89}, \frac{49}{109}, \frac{89}{198} .
$$

[For $r=0, \frac{1}{2}, \frac{4}{9}, \frac{9}{20}, \frac{40}{89}, \frac{89}{198}, 2+r$ gives the successive convergents to the continued fraction for $\sqrt{6}$. To deduce a third convergent $p_{2} / q_{2}$ from two successive ones $p_{0} / q_{0}, p_{1} / q_{1}$, the law is $p_{2}=p_{0}+z p_{1}, q_{2}=q_{0}+z q_{1}$. Thus Chuquet's process produced also intermediate fractions, obtained by replacing $z$ by smaller numbers.] Chuquet ${ }^{34}$ gave answers to the following problems, but with no details as to solution. Find a square which increased by 7 (or 4) gives a square; answer, 9 (or 9/4). Find three squares whose sum is 13 ; answer, $11 \frac{1}{9}, 1 \frac{7}{9}, \frac{1}{9}$. Find three cubes whose sum is 20 ; answer, $15 \frac{5}{8}, 3 \frac{3}{8}, 1$.

Jordanus Nemorarius ${ }^{35}$ noted that $x(x+1)$ is neither a square nor a cube [if $x$ is an integer $\neq 0,-1$; for $x=\frac{1}{3}$, it equals $\left.\left(\frac{2}{3}\right)^{2}\right]$.

Estienne de la Roche ${ }^{36}$ copied the above method of approximation from Chuquet's manuscript.

Juan de Ortega in the later editions $(1534,1537,1542)$ of his Arithmetica gave the approximations

$$
\begin{gathered}
\sqrt{128}=11 \frac{16}{51}, \quad \sqrt{297}=17 \frac{659}{2820}, \quad \sqrt{300}=17 \frac{25}{78}, \\
\sqrt{375}=19 \frac{285}{81}, \quad \sqrt{135}=11 \frac{13}{21}, \quad \cdots,
\end{gathered}
$$

which correspond ${ }^{37}$ to the first solution of $x^{2}-D y^{2}=1$, and

$$
\sqrt{80}=8 \frac{17}{18}, \quad \sqrt{75}=8 \frac{103}{136}, \quad \sqrt{756}=27 \frac{109}{220}, \quad \sqrt{231}=15 \frac{151}{760},
$$

which correspond to the second solution.

[^252]J. Buteo ${ }^{38}$ gave several approximations for $\sqrt{66}$ all of which give solutions of $x^{2}-66 y^{2}=1$, the last one being $x / y, x=8449, y=1040$. He also made use of Chuquet's method.
P. A. Cataldi ${ }^{39}$ gave approximations to $\sqrt{44}$ by the two formulas used by El-Hassar ${ }^{32}$ and used implicitly approximations by continued fractions.

Nicolas Rhabdas ${ }^{40}$ used the first approximation by El-Hassar. It was used later by Luca Paciuolo, Cardan and Tartaglia (references, Vol. I, Ch. I).

Fermat ${ }^{41}$ stated February, 1657, that if $D$ is any number not a square there exists an infinitude of integral solutions of $x^{2}-D y^{2}=1$; for example, $2^{2}-3 \cdot 1^{2}=1,7^{2}-3 \cdot 4^{2}=1$. He asked for the least solution of $61 y^{2}+1=\square$ and of $109 y^{2}+1=\square$, and a general rule for finding the solutions of $D y^{2}+1=\square$.

Although Fermat, in the introductory remarks to his "Second deffi," had expressly called for solutions in integers, this introduction was omitted ${ }^{42}$ in the copy made for Lord Brouncker by the secretary of K. Digby. This explains why W. Brouncker and John Wallis ${ }^{43}$ first gave merely the rational solution

$$
x=\frac{4 p s}{s^{2}-4 p^{2} n}, \quad y=\frac{s^{2}+4 p^{2} n}{s^{2}-4 p^{2} n}
$$

of $n x^{2}+1=y^{2}$, the case $p=1, s=2 r$, giving Brouncker's solution $x=2 r /\left(r^{2}-n\right)$. The latter had been given by Bháscara ${ }^{30}$ (second method), and was obtained by René François de Sluse ${ }^{44}$ (1622-1685) by setting $n x^{2}+1=(1-r x)^{2}$.

Fermat ${ }^{45}$ was not satisfied with these evident solutions in fractions.
W. Brouncker ${ }^{46}$ gave an infinitude of integral solutions $x$ for $n=2,3$, 5,6 and their products by squares; thus, for $n=2$,

$$
x=2 \times 5 \frac{1}{1} \times 5 \frac{5}{6} \times 5 \frac{29}{35} \times \cdots,
$$

each numerator being equal to the corresponding denominator diminished by the preceding denominator, while each denominator equals the numerator of the term immediately preceding when reduced to an improper fraction. [The formula gives $\frac{1}{2} x=1,6,35,204,1189, \cdots$, with the recursion formula $\left.t_{n+1}=6 t_{n}-t_{n-1}.\right]$

Wallis ${ }^{47}$ noted that if $x=f$ is one solution, so that $n f^{2}+1=l^{2}$, then $x=2 f l$ is a second: $n(2 f l)^{2}+1=\left(2 l^{2}-1\right)^{2}$, so that one can get an

[^253]infinitude of solutions in this way, but not all. He stated that all solutions are obtained from Brouncker's rule by setting $r=\alpha / e$, whence $x=2 \alpha e /\left(\alpha^{2}-n e^{2}\right)$, and choosing integers $\alpha, e$ such that $\alpha^{2}-n e^{2}$ divides $2 \alpha e$.

Wallis ${ }^{48}$ gave a long exposition of results which he implied are essentially due to Brouncker. He gave a tentative method to solve $n a^{2}+1=\square$. For $n=7$, take the square $3^{2}$ just $>7$; then $7=3^{2}-2,7 \cdot 2^{2}=6^{2}-8$, $7 \cdot 3^{2}=9^{2}-18$, whence we have a number 18 which is double the root 9 ; hence $7 \cdot 3^{2}=(9-1)^{2}-1$. In general, use the square $c^{2}$ just $>n$ and exceeding $n$ by $b$. Employ $n a^{2}=(c a)^{2}-b a^{2}$ for $a=1,2,3, \cdots$, until we reach a value $\alpha$ of $a$ for which $b a^{2} \geqq 2 c a$, and then replace $c a$ by $(c a-1)+1$. For each $a \geqq \alpha$, we thus have two values of $n a^{2}$. Presently we can make a further reduction of $c a-1$ to $c a-2$, etc., etc. It is stated that we finally reach an equation in which the number subtracted is unity and hence a solution. Devices are suggested (pp. 465-74) to abbreviate the long calculations.

Given (pp. 474-8) one solution, $n r^{2}+1=s^{2}$, set $t=2 s$; then the values of $x$ in the successive solutions of $n x^{2}+1=\square$ are $r, r t, r\left(t^{2}-1\right)$, $r\left(t^{3}-2 t\right), \cdots$, while if $r \alpha, r \beta$ are any two consecutive terms, the next term is $r(t \beta-\alpha)$.

Wallis ${ }^{49}$ explained in an example Brouncker's method of finding a fundamental solution. The example chosen was $13 a^{2}+1=\square$. Since 13 lies between the squares 9 and 16 , set $13 a^{2}+1=(3 a+b)^{2}$, whence

$$
4 a^{2}+1=6 a b+b^{2}, \quad 2 b>a>b
$$

Hence set $a=b+c$, whence $2 b c+4 c^{2}+1=3 b^{2}, 2 c>b>c$. Set $b=c+d, c=d+e, d=e+f$. Then $e^{2}+1=6 e f+4 f^{2}, 7 f>e>6 f$. Hence set $e=6 f+g, f=g+h, g=h+i$. Then $4 h i+3 i^{2}+1=3 h^{2}$. Thus $h>i$. Taking* $h=2 i$, we see that the last equation becomes $11 i^{2}+1=12 i^{2}$ and holds for $i=1$, whence $h=2, \cdots, a=180$. It is noted (pp. 492-3) that, since $b, c, d, \cdots$ are decreasing integers, we finally reach a term which divides the preceding, as in Euclid's process to find the g.c.d., a process entirely analogous to the present one. If we had proposed the example $13 a^{2}+9=\square$, we would get $11 i^{2}+9=12 i^{2}$, whence $i=3$, and similarly for any square in place of 1 or 9 . But if $k$ is not a square, $13 a^{2}+k=\square$ is not always solvable, but when solvable the solution can be found by the above method.

As noted by H. J. S. Smith, ${ }^{50}$ Brouncker's method is the same as that given by Euler ${ }^{65,72,81}$ and really consists in the successive determination

[^254]of the integral quotients in the development* of $T / U$ into a continued fraction, where $T=649, U=180$, is the fundamental solution of $T^{2}-13 U^{2}=1$. But ${ }^{51}$ Brouncker did not prove that his method will always lead to a solution of $T^{2}-D U^{2}=1$.

Frenicle ${ }^{52}$ cited his table ${ }^{53}$ of solutions of $x^{2}-D y^{2}=1$ for all values of $D$ up to 150 which are not squares and suggested that Wallis extend it to 200 or at least solve it for $D=151$, not to speak of $D=313$ which is perhaps beyond his ability. In reply, Brouncker ${ }^{54}$ stated that within an hour or two he had found by his method that $313 a^{2}-1=b^{2}$ for $a=7170685, b=126862368$, whence $x=2 a b$ is the desired solution.

Wallis ${ }^{55}$ gave the last solution and $151(140634693)^{2}+1=(1728148040)^{2}$.
Fermat ${ }^{56}$ was at first satisfied with the solution of $a n^{2}+1=\square$ by Brouncker and Wallis. Later, Fermat ${ }^{57}$ stated that he had proved by the method of descent the existence of an infinitude of solutions $n$ of $a n^{2}+1=\square$ when $a$ is any number not a square. He admitted that Frenicle and Wallis had given various special solutions, though not a proof and general construction.

In an anonymous letter to Digby, either by Frenicle ${ }^{58}$ or inspired by him, it is stated that Wallis ${ }^{47}$ affirmed that he could easily prove the existence of an infinitude of integral solutions of $a n^{2}+1=\square$ and implied that the proof is expressly contained in that passage; "but our analysts recognize no trace of proof there".
N. Malebranche ${ }^{59}$ (1638-1715), after stating that he had not seen the work in the Commercium Epist. of Fermat and Wallis on $A x^{2}+1=\square$, remarked that we can find a solution if $A=a^{2} \pm k a, k=1,2$, or $\frac{1}{2}$ (no details given), or if the difference between $A$ and some square $t^{2}$ divides $2 t$. Thus, if $A=33$ or $39, t=6, A-t^{2}= \pm 3$, a divisor of $2 t$. We have $39 x^{2}+1=(6 x+1)^{2}, x=4 ; 33 x^{2}+1=(6 x-1)^{2}, x=4$. He treated by a tentative process the new types $A=13,19,21$. For 13 , multiply by the squares $1,4,9, \cdots$, until we get a product whose difference from the square divides double the root of the same square; since $13 \cdot 25-1=18^{2}$, set $325 x^{2}+1=(18 x+1)^{2}$, whence $x=36$. Again, $19 \cdot 9-13^{2}=2$, whence $171 x^{2}+1=(13 x+1)^{2}, x=13$. He noted that if $A x^{2}+1=y^{2}$,

$$
\begin{aligned}
{ }^{*} \frac{T}{a}=\frac{3 a+b}{a}=3+\frac{b}{b+c}=3+1 /\left(1+\frac{c}{b}\right) & =3+1 /\left(1+\frac{c}{c+d}\right)=\cdots \\
& =3+\frac{1}{1}+\frac{1}{1}+\frac{1}{1}+\frac{1}{1}+\frac{1}{6}+\frac{1}{1}+\frac{1}{1}+\frac{1}{1}+\frac{1}{1}=\frac{649}{180}
\end{aligned}
$$

${ }^{11}$ Also noted Sept. 6, 1658, by Chr. Huygens, Oeuvres complètes, II, 1889, 211.
${ }^{12}$ Commercium, 821, letter XXVI to Digby, sent by the latter to Wallis Feb. 20, 1658; Oeuvres de Fermat, III, 530-3.
${ }^{6}$ Solutio duorum problematum . . .., 1657 (lost work).
${ }^{4}$ Commercium, 823, letter XXVII to Digby, March 23, 1658; Oeuvres de Fermat, III, 536-7.
${ }^{\omega 5}$ Letter XXIX to Brouncker, March 29, 1658; Oeurres de Fermat, III, 542.
${ }^{4}$ Letters from Fermat, June, 1658, and Frenicle to Digby, Oeuvres, III, 314, 577; II, 402 (Latin).
${ }^{67}$ Oeuvres, II, 433, letter to Carcavi, Aug. 1659.
${ }^{4 s}$ Oeuvres de Fermat, III, 604-5 (French transl., 607-8).
${ }^{50}$ C. Henry, Bull. Bibl. Storia Sc. Mat. Fis., 12, 1879, 696-8.
then $A(2 x y)^{2}+1=\square$, so that we obtain an infinitude of solutions, but not all, from one solution. A. Marre ${ }^{60}$ stated that the last result was copied from a letter written by Claude Jaquemet, who gave the second solution $X=2 x y, Y=2 A x^{2}+1$.

Wallis ${ }^{61}$ attempted to prove that $t^{2}-D u^{2}=1$ always has positive integral solutions, but made use of a lemma which is false [Lagrange ${ }^{74,85}$ and Gauss $\left.{ }^{93}\right]$ : Let $m$ be the integer just $>\sqrt{D}$, whence $m-\sqrt{D}<1$, and set $p=m-\sqrt{D}, r=1 /(2 \sqrt{D})$; then it is possible to find two integers $z$ and $a$ such that

$$
\frac{z}{a}<p<\frac{\sqrt{z^{2}+4 p r}+z}{2 a}
$$

But the difference of the fractions in this inequality approaches zero as $z$ and $a$ increase, so that their ratio approaches $p$.

The name Pell equation for $x^{2}-D y^{2}=1$ originated in the erroneous notion of L. Euler ${ }^{62}$ that John Pell was the author of the unique method of solution explained in Wallis' Opera, whereas Wallis gave only Brouncker's method. Nor, as stated by Hankel, ${ }^{24}$ had Pell treated the equation in a widely read work, i. e., in his notes to Brancker's ${ }^{63}$ English translation of J. H. Rahn's algebra. After examining three copies of this translation, G. Eneström ${ }^{64}$ stated that there is nothing relating to this equation. However, $x=12 y^{2}-z^{2}$ is treated in Rahn's ${ }^{63}$ Algebra, p. 143.

Euler ${ }^{62}$ noted that if $a z^{2}+b z+c$ is a square $l^{2}$ for $z=p$, it is a square for

$$
z=\frac{1}{2 a}(-b+b R)+p R+\lambda l, \quad R \equiv \sqrt{1+a \lambda^{2}}
$$

sp that the problem is to make $1+a \lambda^{2}$ a square.
Euler ${ }^{65}$ again noted that, if $f \equiv a x^{2}+b x+c$ is a square $m^{2}$ for $x=n$, it is the square of $m^{\prime}=a p n+p b / 2+q m$ for $x=q n+p m+(b q-b) /(2 a)$, provided that $q^{2}=a p^{2}+1$. In the latter expression for $x$ we replace $n$ by this $x$ and replace $m$ by $m^{\prime}$ and get

$$
x^{\prime}=2 q^{2} n+2 p q m+\frac{b}{a}\left(q^{2}-1\right)-n
$$

which makes $f=\square$. If $A, B$ are consecutive terms of the series $n, x, x^{\prime}$, $\cdots$, the next term is $2 q B-A+b(q-1) / a$. In the case $f=a x^{2}+1$, whence $b=0, c=1$, the series becomes $0, p, 2 p q, 4 p q^{2}-p, \cdots, A, B$,

[^255]$2 q B-A, \cdots$. Hence if one solution $a p^{2}+1=q^{2}$ is known, we get an infinitude of solutions $p^{\prime}=2 p q$, etc. Euler noted special forms of numbers $a$ for which a solution of $a p^{2}+1=q^{2}$ may be given at once, viz., $(a, p, q)$ :
\[

$$
\begin{aligned}
& e^{2}-1,1, e ; e^{2}+1,2 e, 2 e^{2}+1 ; \alpha^{2} e^{2 b} \pm 2 \alpha e^{b-1}, e, \alpha e^{b+1} \pm 1 ; \\
& \left(\alpha e^{b}+\beta e^{u}\right)^{2}+2 \alpha e^{b-1}+2 \beta e^{\mu-1}, e, \alpha e^{b+1}+\beta e^{u+1}+1 ; \\
& \frac{1}{4} \alpha^{2} k^{2} e^{2 b} \pm \alpha e^{b-1}, k e, \frac{1}{2} \alpha k^{2} e^{b+1} \pm 1 .
\end{aligned}
$$
\]

If $a$ is not of one of these forms, apply the method explained by Wallis, which is here illustrated for $31 p^{2}+1=q^{2}$. Euler gave a table showing, for each $a \leqq 68$ not a square, the least positive integer $p$ and the corresponding $q$ satisfying $a p^{2}+1=q^{2}$. From $\sqrt{a}=\sqrt{q^{2}-1} / p$, Euler noted that, if $q$ is sufficiently large, $q / p$ is a close approximation to $\sqrt{a}$; let $P$ be the $i$ th term of the above series $0, p, 2 p q, \cdots$ and $Q$ the $i$ th term of the series $1, q, 2 q^{2}-1, \cdots$ such that $a P^{2}+1=Q^{2}$; then the successive values of $Q / P$ are closer and closer approximations to $\sqrt{a}$.

Euler ${ }^{66}$ noted that the least integral solution $x$ of $a x^{2}+1=\square$ is 226153980 for $a=61$, and 15140424455100 for $a=109$, and stated he could shorten very much the work necessary by "Pell's method." If $x^{2}-e y^{2}=N$ has the solution $a, b$, it has also the solution

$$
x=a+p z, \quad y=b+q z, \quad z=\frac{2 e b q-2 a p}{p^{2}-e q^{2}} .
$$

Making use of the existence of integral solutions of $p^{2}-e q^{2}=1$ for $e$ not a square, we can assign an infinitude of integral solutions of $x^{2}-e y^{2}=N$, since

$$
\begin{equation*}
N=\left(a^{2}-e b^{2}\right)\left(p^{2}-e q^{2}\right)=(a p \pm e b q)^{2}-e(b p \pm a q)^{2} \tag{11}
\end{equation*}
$$

This formula of composition was known ${ }^{67}$ by Brahmegupta. ${ }^{28}$
R. Simpson ${ }^{68}$ noted that if we are given $a$ and a fraction $b / c$ such that $\left(b^{2} \mp 1\right) / c^{2}=a$, the series of fractions, converging to $\sqrt{a}$,

$$
\frac{b}{c}, \quad \frac{d}{e}=\frac{b^{2}+a c c}{2 b c}, \quad \frac{f}{g}=\frac{b d+a c e}{c d+b e}, \quad \frac{h}{k}=\frac{b f+a c g}{c f+b g},
$$

are such that the numerator of any fraction (as $h / k$ ) is the sum of the products of the numerators and the denominators of $b /(a c)$ and the preceding fraction (then $f / g$ ), while the denominator (then $k$ ) is the sum of the products of the numerators and denominators of $c / b$ and that preceding fraction ( $f / g$ ). By (11), every fraction $N / D$ in the series has the property $N^{2}-1=a D^{2}$ if $b^{2}-1=a c^{2}$; but if $b^{2}+1=a c^{2}$ that property holds only for alternate fractions, while $N^{2}+1=a D^{2}$ for the others. He cited the " obscure passage" where A. Girard ${ }^{68 a}$ gave the approximations 577/408
${ }^{66}$ Corresp. Math. Phys. (ed., Fuss), 1, 1843, 616-7, 629-631; letters to Goldbach, Aug. 4, 1753, Aug. 23, 1755.
${ }^{67}$ Cf. M. Chasles, Jour. de Math., 2, 1837, 37-50. Reprinted, Sphinx-Oedipe, 5, 1910, 65-75.
${ }^{68}$ Phil. Trans. London, 48, I, 1753, 370-7; abr. ed., 10, 1809, 430-4.
${ }^{68 a}$ Les Oeurres math. de Simon Stevin de Bruges . . . par A. Girard, Leyde, 1634, I, 170.
and $1393 / 985$ to $\sqrt{2}$ and an approximation to $\sqrt{10}$. Jean Plana ${ }^{69}$ gave reasons to show that Girard there in effect reduced $\sqrt{A}$ to a continued fraction.

A solution ${ }^{70}$ of $44000 x^{2}+1=\square$ is $x=40482981221781$.
Euler ${ }^{71}$ published his formula (11), and treated $a x^{2}+b x+c=y^{2}$, given the solution $x=n, y=m$. Set $x=n+\mu z, y=m+\nu z$. Then $\left(\nu^{2}-a \mu^{2}\right) z=2 a \mu n-2 v m+b \mu$. If $a$ is positive and not a square, we can make $\nu^{2}-a \mu^{2}=1$ and obtain integral solutions, and then a third set, etc.; if the general set is $\left(x_{i}, y_{i}\right)$, we have

$$
x_{i+2}=2\left(\nu^{2}+a \mu^{2}\right) x_{i+1}-x_{i}+2 b \mu^{2}, \quad y_{i+2}=2\left(\nu^{2}+a \mu^{2}\right) y_{i+1}-y_{i} .
$$

But we may obtain solutions not having $\nu^{2}-\alpha \mu^{2}=1$; setting

$$
p=\frac{\nu^{2}+a \mu^{2}}{\nu^{2}-a \mu^{2}}, \quad q=\frac{2 \mu \nu}{\nu^{2}-a \mu^{2}},
$$

we obtain the first formulas in Euler's's5 earlier paper. Euler proved that if an odd prime, not dividing $\alpha$, is of the form $b^{2}-\alpha a^{2}$, it is of one of the linear forms $4 \alpha n+r^{2}, 4 \alpha n+r^{2}-\alpha$, where $r$ ranges over the odd and even numbers $<\alpha$ and prime to $\alpha$, respectively. He conjectured, conversely, that if $A$ is a prime or product of primes of these linear forms, then $A=x^{2}-\alpha y^{2}$ is solvable in integers [not always true, Lagrange ${ }^{78}$ ].

Euler ${ }^{72}$ again repeated his initial formulas and added that, if $P, Q, R$ are the values of $y$ in three successive sets of solutions, $R=2 q Q-P$, while the general set of solutions is said to be [after correction of signs]

$$
x=\frac{r+s}{4 a}-\frac{b}{2 a}, \quad y=\frac{r-s}{4 \sqrt{a}}, \quad r, s \equiv(2 a n+b \pm 2 m \sqrt{a})(q \pm p \sqrt{a})^{\mu},
$$

where $\mu$ is an integer. The method published by Wallis to find integral solutions of $x^{2}=l y^{2}+1$, where $l$ is positive and not a square, can be more conveniently exhibited by means of the continued fraction for $\sqrt{l}$. If $x=p, y=q$ is a solution, it is stated that $p / q>\sqrt{l}$ and that $p / q$ gives so close an approximation to $\sqrt{l}$ that a closer one cannot be found without using larger numbers. After developing $\sqrt{2}$ into a continued fraction for $z=13,61,67$, he took a general $z$ and set

$$
\sqrt{z}=v+\frac{1}{a}+\frac{1}{\bar{b}}+\frac{1}{c}+\cdots,
$$

where $v$ is the largest integer $<\sqrt{z}$, and $a, b, c, \cdots$ are found as follows. In $\sqrt{z}=v+1 / x, x=1 /(\sqrt{z}-v)=(\sqrt{z}+v) / \alpha$, where $\alpha=z-v^{2}$; hence let
${ }^{09}$ Réflexions nouvelles sur deux mémoires de Lagrange ${ }^{74}$. . . , Turin, 1859, 24 pp; Memorie R. Accad. Torino, (2), 20, 1863, 87-108.
${ }^{70}$ Ladies' Diary, 1759, pp. 39-41, Quest. 443. The Diarian Repository, or Math. Register $\ldots$. by a Society of Mathematicians, London, 1774, 677-9. C. Hutton's Diarian Miscellany, 3, 1775, 81-83. T. Leybourn's Math. Quest. proposed in Ladies' Diary, 2, 1817, 162-4.
${ }^{n}$ Novi Comm. Acad. Petrop., 9, 1762-3 (1759), 3; Comm. Arith. Coll., I, 297-315; Op. Om., (1), II, 576.
${ }^{72}$ Novi Comm. Acad. Petrop., 11, 1765 (1759), 28; Comm. Arith. Coll., I, 316-336; Op. Om., (1), III, 73.
$a$ be the largest integer $\leqq(\sqrt{z}+v) / \alpha$. In $x=a+1 / y$,

$$
y=\frac{1}{x-a}=\frac{\alpha}{\sqrt{z}+v-a \alpha}=\frac{\alpha(\sqrt{z}-v+a \alpha)}{z-(v-a \alpha)^{2}}=\frac{\sqrt{z}+B}{\beta},
$$

where $B=a \alpha-v, \beta=1+2 a v-a^{2} \alpha$. Hence let $b$ be the largest integer $\leqq(\sqrt{z}+B) / \beta$. Taking $y=b+1 / t$, and proceeding similarly, we obtain Euler's table:

$$
\begin{array}{rll}
\text { I } A=v, & \alpha=z-A^{2}=z-v^{2}, & a \leqq \frac{v+A}{\alpha}, \\
\text { II } B=\alpha a-A, & \beta=\frac{z-B^{2}}{\alpha}=1+a(A-B), & b \leqq \frac{v+B}{\beta}, \\
\text { III } C=\beta b-B, & \gamma=\frac{z-C^{2}}{\beta}=\alpha+b(B-C), & c \leqq \frac{v+C}{\gamma}, \\
\text { IV } & D=\gamma c-C, & \delta=\frac{z-D^{2}}{\gamma}=\beta+c(C-D), \\
\text { I } \quad d \leqq \frac{v+D}{\delta},
\end{array}
$$

etc., where in the last column the equality sign is taken only when the fraction is an integer. It follows that $A, B, C, \cdots$ are $\leqq v$, and the indices $a, b, c, \cdots$ are $\leqq 2 v$. Euler observed in many examples that when the value $2 v$ is reached, the values $a, b, c, \cdots$ repeat; but no proof ${ }^{73}$ is given that the index $2 v$ exists [proof by Lagrange ${ }^{74}$ ]. For each $z \leqq 120$ and not a square, he gave the values of $v, a, b, c, \cdots$ (at least as far as a period), and underneath them the values of $1, \alpha, \beta, \gamma, \cdots$. Such values are given also for certain types of numbers, viz., $z=n^{2}+k, k=1,2, n, 2 n-1,2 n$, and $z=4 n^{2}+4,9 n^{2}+3,9 n^{2}+6$.

The successive convergents $v,(v a+1) / a, \cdots$ to $\sqrt{2}$ are found by the law:

$$
\begin{array}{cccccc}
v, & a, & b, & c, & \cdots, & m, \\
\frac{1}{0}, & \frac{v}{1}, & \frac{a v+1}{a}, & \frac{(a b+1) v+b}{a b+1}, & \cdots, & \frac{M}{P}, \\
\frac{N}{Q}, & \frac{n N+M}{n Q+P}
\end{array}
$$

These convergents are given the symbolic notation

$$
\frac{1}{0}, \frac{(v)}{1}, \frac{(v, a)}{(a)}, \frac{(v, a, b)}{(a, b)}, \frac{(v, a, b, c)}{(a, b, c)}, \cdots,
$$

where

$$
(v)=v, \quad(v, a)=v(a)+1, \quad(v, a, b)=v(a, b)+b
$$

$$
(v, a, b, c)=v(a, b, c)+(b, c), \quad \cdots
$$

He stated that

$$
\begin{aligned}
(v, a, b, c, d, e) & =v(a, b, c, d ; e)+(b, c, d, e)=(v, a)(b, c, d, e)+v(c, d, e) \\
& =(v, a, b)(c, d, e)+(v, a)(d, e)=(v, a, b, c)(d, e)+(v, a, b)(e)
\end{aligned}
$$

[^256]and proved that
\[

$$
\begin{gathered}
(v)^{2}-z \cdot 1^{2}=-\alpha, \quad(v, a)^{2}-z(a)^{2}=\beta, \quad(v, a, b)^{2}-z(a, b)^{2}=-\gamma \\
(v, a, b, c)^{2}-z(a, b, c)^{2}=\delta, \quad(v, a, b, c, d)^{2}-z(a, b, c, d)^{2}=-\epsilon
\end{gathered}
$$
\]

so that, for example, $x^{2}-z y^{2}=-\gamma$ has the solution $x=(v, a, b)$, $y=(a, b)$. No one of $\beta, \gamma, \delta, \cdots$ equals $\pm 1$ unless the corresponding index is $2 v$. Hence if any period contains the index $2 v$ and if $x / y$ is the convergent defined by this period, we have $x^{2}-z y^{2}=-1$ or +1 , according as the number of indices in the period is odd or even. In the first case, $\xi=2 x^{2}+1, \eta=2 x y$ give a solution of $\xi^{2}-z \eta^{2}=+1$; or we may take two successive periods and apply the second case. He applied this theory to eight special types of periods, such as $v, a, b, b, a, 2 v, a, \cdots$. He recognized that we need only use a half period. Thus, for the period just cited, we employ the half period $v, a, b$ of indices and convergents $1 / 0, v / 1, B / \beta$, $C / \gamma$. Then $x^{2}-z y^{2}=-1$ for

$$
\begin{aligned}
& x=(v, a, b, b, a)=(a, b)(v, a, b)+(a)(v, a)=\gamma C+\beta B \\
& y=(a, b, b, a)=(a, b)(a, b)+(a)(a)=\gamma^{2}+\beta^{2}
\end{aligned}
$$

But if $z$ has the indices $v, a, b, c, b, a, 2 v$, with an even number of terms in the period, we use the half period $v, a, b, c$ and the additional convergent $D / \delta$ and find that $x^{2}-z y^{2}=+1$ for

$$
\begin{aligned}
& x=(a, b)(v, a, b, c)+(a)(v, a, b)=\gamma D+\beta C \\
& y=(a, b)(a, b, c)+(a)(a, b)=\gamma \delta+\beta \gamma
\end{aligned}
$$

As equivalent formulas were restated by Tenner, ${ }^{118}$ they are often attributed to him rather than to Euler. The formulas are stated in general form by Muir ${ }^{160 a}$ and Konen, ${ }^{3}$ pp. 55-6.

Finally, he tabulated the least solutions of $p^{2}-l q^{2}=1$ for each $l<100$ which is not a square, and for $l=103,109,113,157,367$ [errata for $l=33$, 83, 85, Cunningham ${ }^{309}$ ].
J. L. Lagrange ${ }^{74}$ gave the first proof that $x^{2}-a y^{2}=1$ has integral solutions with $y \neq 0$, if $a$ is any integer not a square. He noted that Wallis ${ }^{61}$ committed a petitio principii in attempting a proof, while the method of solution explained by Wallis ${ }^{49}$ is tentative and not shown to succeed. Lagrange started with the continued fraction

$$
\sqrt{a}=q+\frac{1}{q^{\prime}}+\frac{1}{q^{\prime \prime}}+\cdots
$$

and its successive convergents $m / n, M / N, m^{\prime} / n^{\prime}, M^{\prime} / N^{\prime}, \cdots$. Taking $(x, y)=(M, N),\left(M^{\prime}, N^{\prime}\right), \cdots$, we always obtain positive values $<2 M / N$ for $x^{2}-a y^{2}$. Hence an infinitude of these values are identical. Let $(x, y),\left(x^{\prime}, y^{\prime}\right),\left(x^{\prime \prime}, y^{\prime \prime}\right), \cdots$ be an infinitude of pairs of integers for which $x^{2}-a y^{2}$ has the same value $R$. First, let $R, a$ be relatively prime. By multiplication and by elimination of $a$,

$$
\begin{equation*}
R^{2}=\left(x x^{\prime} \pm a y y^{\prime}\right)^{2}-a\left(x y^{\prime} \pm y x^{\prime}\right)^{2} \tag{A}
\end{equation*}
$$

(B)

$$
R\left(y^{\prime 2}-y^{2}\right)=x^{2} y^{\prime 2}-y^{2} x^{\prime 2}
$$

If $R$ is a prime, (B) gives $x y^{\prime} \pm y x^{\prime}=q R$, whence, by (A), $x x^{\prime} \pm a y y^{\prime}=p R$, where $q$ and $p$ are integers. Thus, by (A), $p^{2}-a q^{2}=1$. Next, let $R=A B$, where $A$ and $B$ are primes. By (B), one of $x y^{\prime}+y x^{\prime}, x y^{\prime}-y x^{\prime}$ is divisible by $A B$, or one by $A$ and the other by $B$. In the first case we have the same result as when $R$ was a prime. In the second case, $x y^{\prime} \pm y x^{\prime}=q B$, where $q$ is an integer not divisible by $A$. Then (A) gives $x x^{\prime} \pm a y y^{\prime}=p B$, whence
(C)

$$
p^{2}-a q^{2}=A^{2} .
$$

Arguing similarly with a third equation $x^{\prime \prime 2}-a y^{\prime \prime 2}=R$ of our set, in conjunction with $x^{2}-a y^{2}=R$, we get $p_{1}^{2}-a q_{1}^{2}=A^{2}$. Treating this and (C) as we did our first pair, we get a solution of $r^{2}-a s^{2}=1$. A similar treatment is made for the case in which $R$ is a product of several primes or is an arbitrary number.

Second, let $R=\theta T, a=\theta b$ be not relatively prime. To treat the first of two analogous cases, let $\theta$ be not divisible by a square. Then $x=\theta u$ and $T=\theta u^{2}-b y^{2}$. Hence $T^{2}=\left(\theta u^{2}+b y^{2}\right)^{2}-a(2 u y)^{2}$. Since $T^{2}$ and $a$ are relatively prime, we may employ this equation in place of the former $x^{2}-a y^{2}=R$. Hence there exist solutions of $x^{2}-a y^{2}=1$ and we have a process to find them.

If $p^{2}-a q^{2}=1$, then $x^{2}-a y^{2}=1$ for

$$
x+y \sqrt{a}=E=(p+q \sqrt{a})^{m}, \quad x-y \sqrt{a}=F=(p-q \sqrt{a})^{m},
$$

and

$$
\begin{equation*}
x=\frac{1}{2}(E+F), \quad y=\frac{1}{2 \sqrt{a}}(E-F) \tag{12}
\end{equation*}
$$

are expressed as polynomials in $p, q, a$. If $p, q$ is the least positive solution, then (12) gives all the solutions, $m$ being an integer. All solutions occur among the sets $(M, N),\left(M^{\prime}, N^{\prime}\right), \cdots$ given by the convergents $M / N$, $M^{\prime} / N^{\prime}, \cdots$ to $\sqrt{a}$, and each is $>\sqrt{a}$. If $m$ is a prime, and if $x, y$ are given by (12), $x-p$ and $y-q a^{(m-1) / 2}$ are divisible by $m$; hence, if $r$ is the residue ( 0 or $\pm 1$ ) of $a^{(m-1) / 2}$ modulo $m$, and if $p^{\prime}, q^{\prime}$ are given by (12) with $m$ replaced by $m-r$, then $p^{\prime 2}-a q^{\prime 2}=1$, and $q^{\prime}$ is divisible by $m$, and either $p^{\prime}-p$ or $p^{\prime}-1$ is divisible by $m$ according as $r=0$ or $r \neq 0$. Likewise when in (12) $m$ is replaced by $M=n(m-r)\left(m^{\prime}-r^{\prime}\right) \cdots$, where $m, m^{\prime}, \cdots$ are odd primes and $r^{\prime}$ is the residue of $a^{\left(m^{\prime} / 1\right) / 2}$ modulo $m^{\prime}$, etc., $n$ being any positive integer, $x^{2}-a y^{2}=1$ and $y$ is divisible by $N=m m^{\prime} \cdots$, and either $x-p$ or $x-1$ is divisible by $N$ according as $M$ is odd or even. After giving numerical examples illustrating what precedes, Lagrange stated that, if $a$ is not a sum of two squares, no number is simultaneously of the forms $x^{2}-a y^{2}, a y_{1}^{2}-x_{1}^{2}$; but was not certain of the converse [cf. Legendre ${ }^{88}$ ]. If $x^{2}-a y^{2}=R$ and $x_{1}^{2}-a y_{1}^{2}=-R$, and if $R$ is a prime, we can solve $p^{2}-a q^{2}=-1$, and conclude that every number of the form $x^{2}-a y^{2}$ is also of the form $a y_{1}^{2}-x_{1}^{2}$. By squaring $t^{2}-a u^{2}=-1$, we get solutions (12) of $x^{2}-a y^{2}=1$; hence $p \pm q \sqrt{a}$ must be the square of a quantity $r \pm s \sqrt{a}$, whence $p=r^{2}+a s^{2}, q=2 r s$. Hence $t^{2}-a u^{2}=-1$ is impossible
unless $p, q$ are of this form; and if they are, the resulting $t, u$ give the least solutions.

Lagrange ${ }^{75}$ gave a direct method to solve $a+b t^{2}=u^{2}$ in integers. Removing the factors common to $t$ and $u$, it suffices to treat

$$
\begin{equation*}
A=p^{2}-B q^{2} \tag{13}
\end{equation*}
$$

where $p, q$ are relatively prime. If $B$ is negative, we may assume that $|A|>-B$, since otherwise $p q=0$. If $B$ is positive, we here assume that $A^{2}>B$, treating later the contrary case. Choose integers $p_{1}, q_{1}$ such that $p q_{1}-q p_{1}= \pm 1$, and multiply (13) by $A_{1} \equiv p_{1}^{2}-B q_{1}^{2}$. Thus $A A_{1}=\alpha^{2}-B$, where $\alpha=p p_{1}-B q q_{1}$. Since $\alpha^{2}-B$ is divisible by $A$, ( $\mu A \pm \alpha)^{2}-B$ is divisible by $A$, and $\mu A \pm \alpha$ can be made numerically $<|A| / 2$ by choice of $\mu$. Hence if $\alpha^{2}-B$ is divisible by $A$ for no value of $\alpha<|A| / 2,(13)$ is not solvable. If such an $\alpha$ exists, the problem reduces to the solution of

$$
\begin{equation*}
A_{1}=p_{1}^{2}-B q_{1}^{2}, \quad\left|A_{1}\right|<|A| . \tag{14}
\end{equation*}
$$

If solutions of the latter are found, we deduce solutions

$$
p=\frac{\alpha p_{1} \mp B q_{1}}{A_{1}}, \quad q=\frac{\alpha q_{1} \mp p_{1}}{A_{1}}
$$

of (13) from $p p_{1}-B q q_{1}=\alpha, p q_{1}-q p_{1}= \pm 1$. If, in (14), $B<0$ or if $B>0, A_{1}^{2}>B$, we proceed as before and see that (14) reduces to the solution of

$$
A_{2}=p_{2}^{2}-B q_{2}^{2}, \quad \alpha_{1}<\frac{1}{2}\left|A_{1}\right|, \quad\left|A_{2}\right|<\left|A_{1}\right| .
$$

The case $B>0, A_{1}{ }^{2}<B$, falls under that treated later. Thus, unless such a postponed case arises at some stage, we shall finally reach, if $B$ is negative $(B=-b)$, a term $A_{n}$ such that $\left|A_{n}\right|=b$ or $<b$. If $\left|A_{n}\right|=b$, we have $b=p_{n}^{2}+b q_{n}^{2}$, whence $q_{n}=0$ or 1 and (13) is solved. If $\left|A_{n}\right|<b$, then $q_{n}=0$. But, if $B$ is positive, we reach a term $\alpha_{n}=e$, where $e<\sqrt{B}$, and $A_{n} A_{n+1}=e^{2}-B$. Thus $A_{n}= \pm^{r} E, A_{n+1}=\mp{ }^{!} D$, where $D$ and $\boldsymbol{E}$ are positive and $D E=B-e^{2}$. Moreover,

$$
\mp D=\rho^{2}-B \sigma^{2}, \quad \pm E=r^{2}-B s^{2}
$$

the solution of one of which implies that of the other. Since $D E<B$, one of the equations is of the next type.

The postponed type is $\pm E=r^{2}-B s^{2}$, where $E<\sqrt{B}, B>0$. We first seek (§ 34, p. 435) an integer $\epsilon, \sqrt{B}>\epsilon>\sqrt{B}-E$, such that $B-\epsilon^{2}$ is divisible by $E$. If no such $\epsilon$ exists, the equation is impossible in integers. In the contrary case, take a particular $\epsilon$, and determine uniquely integers $E_{i}, \epsilon_{i}, \lambda_{i}$ by means of the equations

$$
\begin{array}{cccc}
E E_{1}=B-\epsilon^{2}, & E_{1} E_{2}=B-\epsilon_{1}^{2}, & E_{2} E_{3}=B-\epsilon_{2}^{2}, & \cdots, \\
\epsilon_{1}=\lambda_{1} E_{1}-\epsilon, & \epsilon_{2}=\lambda_{2} E_{2}-\epsilon_{1}, & \epsilon_{3}=\lambda_{3} E_{3}-\epsilon_{2}, & \cdots, \\
\frac{\sqrt{B}+\epsilon}{E_{1}}>\lambda_{1}>\frac{\sqrt{B}+\epsilon}{E_{1}}-1, \quad \frac{\sqrt{B}+\epsilon_{1}}{E_{2}}>\lambda_{2}>\frac{\sqrt{B}+\epsilon_{1}}{E_{2}}-1, & \cdots, \\
\begin{array}{r}
\text { " Mém. Acead. Berlin, 23, ann6e 1767, 1769, 242; Oeuvres, 2, 1868, 406-495. German transl. } \\
\text { by E. Netto, Ostwald's Klassiker, No. 146, Leipzig, 1904. }
\end{array}
\end{array}
$$

where the effect of the inequalities is to insure that the $\lambda$ 's shall be positive integers making $0<\epsilon_{i}<\sqrt{B}$. It is proved at length that, if the proposed equation is solvable, we will finally reach a least positive integer $\mu$ such that the term $E_{\mu}$ is identical with $E$ and such that $E_{\mu+1}=E_{1}$, whence $E_{\mu+\nu}=E_{\nu}$, and also that $E_{m}= \pm 1$ for a certain $m, 0 \leqq m \leqq \mu$. Then $\epsilon_{m-1}$ equals the greatest integer $\beta$ which is $<\sqrt{B}$. For brevity, set

$$
\begin{aligned}
& f_{j}=\frac{(\epsilon+\sqrt{B})\left(\epsilon_{1}+\sqrt{B}\right)\left(\epsilon_{2}+\sqrt{B}\right) \cdots\left(\epsilon_{j-1}+\sqrt{B}\right)}{E_{1} E_{2} \cdots E_{j-1}}, \\
& f_{m}=R+S \sqrt{B}, \quad f_{\mu}=X+Y \sqrt{B} .
\end{aligned}
$$

Since $E_{m}= \pm 1, f_{m} \overline{f_{m}}$ gives $R^{2}-B S^{2}= \pm E$, and the general solution is given by

$$
r+s \sqrt{B}=(R+S \sqrt{B})(X+Y \sqrt{B})^{n} .
$$

By actually multiplying together the factors in $f_{m}$, it is shown that

$$
R=\beta l_{m-1}+l_{m-2}, \quad S=l_{m-1}
$$

where the $l$ 's are derived from the relations (p. 448)

$$
\begin{array}{lcc}
l=1, & l_{1}=\lambda_{1} l, & l_{2}=\lambda_{2} l_{1}+l, \\
& l_{3}=\lambda_{3} l_{2}+l_{1}, & l_{4}=\lambda_{4} l_{3}+l_{2}, \\
& l_{5} l_{4}+l_{3}, & \cdots
\end{array}
$$

The notation is at fault if $m=0$, when we have $R=1, S=0$, and if $m=1$, when we have $R=\epsilon=\beta, S=1$.

Application is made (pp. 454-94) to various numerical equations (13). For Pell's equation (pp. 494-5), we have $E=1$, whence $\beta=\epsilon, m=0$, $R=1, S=0$,

$$
X=\beta l_{\mu-1}+l_{\mu-2}, \quad Y=l_{\mu-1}, \quad r+s \sqrt{B}=(X+Y \sqrt{B})^{n}
$$

where $n$ is a positive integer such that $n \mu$ is even or odd according as $r^{2}-B s^{2}=+1$ or -1 . For the former, $n$ is arbitrary if $\mu$ is even, but $n$ must be even if $\mu$ is odd. Hence if $B$ is any positive number not a square, $r^{2}-B s^{2}=+1$ has positive integral solutions. Lagrange noted (pp. 457461) that Euler's ${ }^{65,}{ }^{71}$ method to derive an infinitude of integral solutions of $a x^{2}+b x+c=y^{2}$ from a given solution does not always lead to all integral solutions unless fractional values of the parameters be used or unless, in $y^{2}-B x^{2}=A, A$ is a prime.

Lagrange ${ }^{75 a}$ investigated the approximation of roots of algebraic equations by continued fractions and proved that the real roots of any quadratic equation with rational coefficients can be developed into a periodic continued fraction, and conversely.

Lagrange ${ }^{76}$ derived his preceding formulas for the solution of

$$
\pm E=r^{2}-B s^{2}
$$

[^257]by a method first applied to equations of any degree $n$ (see Lagrange ${ }^{1}$ of Ch. XXIII). His method for $t^{2}-\Delta u^{2}=A$, where $\Delta$ is positive and not a square, is as follows. First, consider solutions with $u$ prime to $A$. Then we can determine integers $\theta$ and $y$ such that $t=\theta u-A y, \theta<\frac{1}{2} A$. For this value of $t$, the initial equation becomes, after division by $A$,
$$
E_{1} u^{2}-2 \theta u y+A y^{2}=1
$$
where $\left(\theta^{2}-\Delta\right) / A=E_{1}$ is an integer. Employ in turn each value of $\theta$ for which $\theta^{2} \equiv \Delta(\bmod A)$ and solve the new equation by developing into a continued fraction either root of the corresponding quadratic
$$
E_{1}-2 \theta Y+A Y^{2}=0
$$

Second, for solutions with $u=r u^{\prime}, A=r^{2} A^{\prime}$, whence $t=r t^{\prime}$, with $u^{\prime}, A^{\prime}$ relatively prime, we have only to treat $t^{\prime 2}-\Delta u^{\prime 2}=A^{\prime}$ as before.

The same method applies to $B t^{2}+C t u+D u^{2}=A, C^{2}>4 B D$. By the same substitution we now get $E_{1} u^{2}-Q u y+A B y^{2}=1$, where $E_{1}=\left(B \theta^{2}+C \theta+D\right) / A, Q=2 B \theta+C$.

He noted that a conjecture made by Euler ${ }^{71}$ is false since $101=x^{2}-79 y^{2}$ has no integral solutions, although $101=-4 \cdot 4 \cdot 79+38^{2}-79$.

He applied (p. 719-723) the method of his former paper to deduce the solution $u=34, t=123$, of $101=t^{2}-13 u^{2}$, chosen probably in view of his correspondence with Euler next mentioned.

Euler ${ }^{77}$ stated he found trouble in applying Lagrange's ${ }^{75}$ method of solving (13) to the case $101=p^{2}-13 q^{2}$. By that method we seek an integer $\alpha<101 / 2$ such that $\alpha^{2}-13$ is divisible by 101. This is true for $\alpha=35$. Then (14) becomes $A_{1}=12=p_{1}^{2}-13 q_{1}^{2}$. Since 12 is divisible by the square 4 , set the quotient 3 equal to $t^{2}-13 u^{2}$. Then $t=4, u=1$, whence $p_{1}=8, q_{1}=2$. By Lagrange's method,

$$
p=\frac{\alpha p_{1} \mp B q_{1}}{A_{1}}=\frac{35 \cdot 8 \mp 13 \cdot 2}{12}, \quad q=\frac{\alpha q_{1} \mp p_{1}}{A_{1}}=\frac{35 \cdot 2 \mp 8}{12}
$$

As these are not integers, one should conclude that the problem is impossible. However, $p=123, q=34$ are solutions, which fact led Euler to believe that Lagrange's method is not sufficient. He noted that this solution 123,34 is given by $p_{1}=47, q_{1}=13$ :

$$
p=123=(35 \cdot 47-13 \cdot 13) / 12, \quad q=34=(35 \cdot 13-47) / 12 .
$$

But what reason leads us to suppose that $p_{1}=47, q_{1}=13$ ?
To test whether $A=p^{2} \pm B q^{2}$ is possible or not, Euler gave for the case $A$ a prime the following rule, of which he had no proof: Subtract from $A$ any multiple of $4 B$; if $A-4 n B$ is of the form $a b^{2}$, where $a$ is a prime or unity, and if $a=p^{2} \pm B q^{2}$ is solvable, then the proposed equation is solvable. Thus, $101=p^{2}-13 q^{2}$ is solvable since $101-4 \cdot 13=7^{2}$ and $1=p^{2}-13 q^{2}$ is solvable.

[^258]Lagrange's reply has not been preserved, but it convinced Euler ${ }^{78}$ of the correctness of Lagrange's treatment of $101=p^{2}-13 q^{2}$, though, being then blind, Euler confessed he did not follow the real meaning of all the deductions, nor the significance of all the letters introduced.

Euler ${ }^{79}$ noted that $a r^{2}-4=s^{2}$ implies that $a x^{2}+1=y^{2}$ holds for

$$
x=\frac{1}{2} p^{2}\left(q^{2}-1\right), \quad y=\frac{1}{2} q\left(q^{2}-3\right), \quad p=r s, \quad q=s^{2}+2 .
$$

Thus, if $a=61$, we may take $r=5, s=39$ and deduce the large numbers $x, y$ in his table.
E. Warings ${ }^{80}$ quoted results due to Brouncker and Euler.

Euler ${ }^{81}$ treated, essentially as had Brouncker, ${ }^{49} a n^{2}+1=y^{2}$, where $a$ is positive and not a square. Thus, for $a=5, y$ is $>2 n$ and Euler set $y=2 n+p$, whence $n^{2}=4 n p+p^{2}-1, n=2 p+\sqrt{5 p^{2}-1}$. The radical exceeds $2 p$, whence $n>4 p$. Set $n=4 p+q$, whence $p^{2}=4 p q+q^{2}+1$, $p=2 q+\sqrt{5 q^{2}+1}$. Having now the initial radical, we may set $q=0$ and obtain $p=1, n=4, y=9$. For $a=e^{2} \pm 2$ or $e^{2} \pm 1$, we can give explicit solutions $n$, $y$ :

$$
\left(e^{2} \pm 2\right) e^{2}+1 \equiv\left(e^{2} \pm 1\right)^{2}, \quad\left(e^{2} \pm 1\right)(2 e)^{2}+1 \equiv\left(2 e^{2} \pm 1\right)^{2} .
$$

He repeated ${ }^{82}$ his table ${ }^{72}$ of the least positive solutions of $a n^{2}+1=m^{2}$, $a<100$.

Euler ${ }^{83}$ treated $f=a+b x+c x^{2}=\square$ as had Diophantus when $a$ or $c$ is a square; also the case in which $f$ is a product of two linear functions, $l, m$ of $x$, by equating $f$ to the square of $l k$, as well as the case in which $f$ equals $l^{2}+m n$. In Ch. V, Euler noted certain forms which are never equal to rational squares, as $3 x^{2}+2,3 t^{2}+(3 n+2) u^{2}, 5 t^{2}+(5 n \pm 2) u^{2}$. In Ch . VI, he noted that, given $a f^{2}+b f+c=g^{2}$, we can find new solutions of $a x^{2}+b x+c=y^{2}$. Subtract and factor each new member; thus we may set

$$
p(x-f)=q(y-g), \quad q(a x+a f+b)=p(y+g) .
$$

Multiply the first by $p$ and the second by $q$ and subtract. Hence
$x=n g-m f-\frac{b(m+1)}{2 a}, \quad y=m g-n a f-\frac{1}{2} b n ; \quad m=\frac{a q^{2}+p^{2}}{a q^{2}-p^{2}}, \quad n=\frac{2 p q}{a q^{2}-p^{2}}$.
To obtain integral solutions take $p^{2}=a q^{2}+1$ and change the sign of $g$. Thus

$$
x=2 g p q+f\left(a q^{2}+p^{2}\right)+b q^{2}, \quad y=g\left(a q^{2}+p^{2}\right)+2 a f p q+b p q, \quad p^{2}-a q^{2}=1 .
$$

The method for $a x^{2}+c=y^{2}$ is similar, but simpler, giving $x=q g+p f$, $y=p g+a q f$, and is derived a second way ( $\$ 86$ ) given earlier by Euler. ${ }^{66}$

[^259]Euler ${ }^{84}$ solved $a x^{2}+1=y^{2}$ for special types of numbers $a$. Given $p^{2}=b^{2}+c^{2}$, determine $g, f$ so that $b g-c f= \pm 1$ and take $q=b f+c g$, $a=f^{2}+g^{2}$; then $a p^{2}-1=q^{2}, x=2 p q, y=2 q^{2}+1$. Next, if $a p^{2} \mp 2=q^{2}$, the divisor $p^{2}$ of $q^{2} \pm 2$ must be of the form $b^{2} \pm 2 c^{2}$; hence take $a=f^{2} \pm 2 g^{2}$, $c f-b g=1$ or $-1, q=b f \pm 2 c g$. If $a p^{2} \pm 4=q^{2}$, the divisor $p^{2}$ of $q^{2} \mp 4$ must be of the form $b^{2} \mp c^{2}$; hence take $a=f^{2} \mp g^{2}, c f-b g=2$ or $-2, q=b f \mp c g$.

Lagrange ${ }^{85}$ simplified his ${ }^{70}$ method applicable to equations of any degree. Of two methods to solve $F \equiv C y^{2}-2 n y z+B z^{2}=1$ in integers, one is to render $F$ a minimum, and the other consists in applying transformations which replace $F=1$ by $L \xi^{2}-2 N \xi \psi+M \psi^{2}=1$, where $2|N|$ exceeds neither $|L|$ nor $|M|$, while the determinants $N^{2}-L M$ and $n^{2}-C B=A$ are equal. By multiplication by $M$, we get $v^{2}-A \xi^{2}=M$ where $v=M \psi-N \xi$. If $A=-a$, where $a>0$, it is proved that $\xi=0, M=1$. If $A>0, v / \xi$ is a convergent of the continued fraction for $\sqrt{A}$. Euler's ${ }^{77}$ example, $101=x^{2}-13 y^{2}$ is now (pp. 614-620) transformed into $z^{2}-13 w^{2}=-1$ which is solved by use of the continued fraction for $\sqrt{13}$.

Euler ${ }^{108}$ of Ch . XXII deduced an infinitude of solutions of $\alpha^{2}-\lambda \beta^{2}=4$ from one solution.

Petri Paoli ${ }^{86}$ treated $a+c^{2} x^{2}=y^{2}$. Since $a$ is a difference of two squares, set $y=c x+1, c x+2, \cdots$, in turn. Then $a=2 c x+1,4 c x+4,6 c x+9, \cdots$. For $a$ odd, use the first, third, $\cdots$ terms, so that $x$ will be an integer chosen from the series $(a-1) /(2 c),(a-9) /(6 c), \cdots$. Similarly for $a$ even. If $a$ is positive, the terms of the series decrease and there is a finite number of trials. The case in which $a$ is negative can be reduced to the preceding.
A. M. Legendre ${ }^{87}$ obtained important conditions for the solvability of equations of degree 2 by use of Lagrange's ${ }^{75}$ method for $x^{2}-B y^{2}=A$, where $A$ and $B$ are integers with no square factor and $A>B>0$. By that method,

$$
\begin{equation*}
\alpha^{2}-B=A A^{\prime} k^{2}, \alpha^{\prime 2}-B=A^{\prime} A^{\prime \prime} k^{\prime 2}, \cdots, \alpha \leqq A / 2, \alpha^{\prime}=\mu A^{\prime} \pm \alpha \leqq A^{\prime} / 2, \cdots, \tag{15}
\end{equation*}
$$

where $A^{\prime}, \cdots$ have no square factors, and $A^{(n)}<B$, so that the proposed equation depends upon

$$
\begin{equation*}
x^{2}-B y^{2}=A^{\prime}, \quad x^{2}-B y^{2}=A^{\prime \prime}, \cdots, \quad x^{2}-B y^{2}=A^{(n)} . \tag{16}
\end{equation*}
$$

Legendre proved that, if for $x^{2}-B y^{2}=A$ and the first transformed equation (16) there exist integers $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}$ such that

$$
\alpha^{2} \equiv B(\bmod A), \quad \alpha^{\prime 2} \equiv B\left(\bmod A^{\prime}\right), \quad \beta^{2} \equiv A, \quad \beta^{\prime 2} \equiv A^{\prime}(\bmod B),
$$

the like conditions hold for the second transformed equation (16). Since $\alpha^{\prime \prime 2} \equiv B\left(\bmod A^{\prime \prime}\right)$, by (15), it remains only to prove the existence of an integer $\beta^{\prime \prime}$ for which $\beta^{\prime \prime 2} \equiv A^{\prime \prime}(\bmod B)$. If $\theta$ is a prime factor of $B$, we

[^260]seek an integer $\lambda$ for which $\lambda^{2} \equiv A^{\prime \prime}(\bmod \theta)$. First, let $\theta$ divide $A^{\prime}$. Then by (15), $\theta$ divides $\alpha$. Since $k^{\prime}$ has no divisor in common with $B$, which has no square factor, and hence is prime to $\theta$, we can find integers $n, p$ such that $k \beta=n k^{\prime}-p \theta$. Hence
\[

$$
\begin{aligned}
A^{\prime \prime} k^{\prime 2}=\frac{\alpha^{\prime 2}-B}{A^{\prime}} & =\frac{\left(\mu A^{\prime} \pm \alpha\right)^{2}-B}{A^{\prime}}=\mu^{2} A^{\prime} \pm 2 \mu \alpha+A k^{2} \equiv A k^{2}(\bmod \theta) \\
0 \equiv k^{2}\left(\beta^{2}-A\right) & \equiv k^{2} \beta^{2}-A^{\prime \prime} k^{\prime 2} \equiv\left(n^{2}-A^{\prime \prime}\right){k^{\prime 2}}^{\prime 2} \quad n^{2} \equiv A^{\prime \prime}(\bmod \theta)
\end{aligned}
$$
\]

Second, let $\theta$ be not a divisor of $A^{\prime}$ and hence not of $\beta^{\prime}$. We may set $\alpha^{\prime}=n \beta^{\prime} k^{\prime}-p \theta$. Then

$$
0 \equiv A^{\prime \prime} k^{\prime 2}\left(\beta^{\prime 2}-A^{\prime}\right) \equiv A^{\prime \prime} \beta^{2} k^{\prime 2}-\alpha^{\prime 2} \equiv \beta^{\prime 2} k^{\prime 2}\left(A^{\prime \prime}-n^{2}\right) \quad(\bmod \theta)
$$

The preceding result leads to the theorem: The equation $x^{2}-B y^{2}=A$ is solvable in integers if $A$ and $B$ are quadratic residues of each other, and if, in the first transformed equation $x^{2}-B y^{2}=A^{\prime}, A^{\prime}$ is a quadratic residue of $B$.

We readily deduce the more elegant theorem: If each of the positive numbers $a, b, c$ has no square factor and if no two have a common factor and if there exist integers $\lambda, \mu, \nu$ such that

$$
\frac{a \lambda^{2}+b}{c}, \quad \frac{c \mu^{2}-b}{a}, \quad \frac{c \nu^{2}-a}{b}
$$

are all integers, then $a x^{2}+b y^{2}=c z^{2}$ has integral solutions not all zero; if the three conditions are not all satisfied there are no integral solutions. Applying to $(c z)^{2}-b c y^{2}=a c x^{2}$ the earlier theorem, we have the conditions $\alpha^{2} \equiv b c$ $(\bmod a c), \beta^{2} \equiv a c(\bmod b c), \beta^{\prime 2} \equiv A^{\prime}(\bmod b c)$. Set $\alpha=c \mu, \beta=c \nu$. Then the first two give $c \mu^{2} \equiv b(\bmod a), c \nu^{2} \equiv a(\bmod b) . \quad$ By $\left(15_{1}\right), c \mu^{2}-b=a A^{\prime} k^{2}$, while $a k^{2}$ is prime to $b c$. Hence the third condition becomes $a k^{2} \beta^{\prime 2} \equiv c \mu^{2}-b$ $(\bmod b c)$. This will hold if $a \lambda^{2}+b \equiv 0(\bmod c)$ is solvable. For, it is solvable for $\beta^{\prime}$ modulo $b$ since $c \nu^{2} k^{2} \beta^{\prime 2} \equiv c \mu^{2}(\bmod b)$ is solvable for $\beta^{\prime}$.

Legendre ${ }^{88}$ proved that $x^{2}-a y^{2}=-1$ has integral solutions if $a$ is a prime $4 n+1$. Lagrange ${ }^{74}$ had stated that he was not certain of a converse that, if $a$ is a sum of two squares, every number $x^{2}-a y^{2}$ is also of the form $a y_{1}^{2}-x_{1}^{2}$; Legendre noted that this is true if $a$ is a prime, but fails for $a=2 \cdot 17,5 \cdot 41,13 \cdot 17$. If $a$ is a prime $8 n+3, a x^{2}-y^{2}=2$ is solvab'e. If $a$ is a prime $8 n-1, y^{2}-a x^{2}=2$ is solvable. While each of the preceding three theorems was here treated separately, Legendre, in ed. 2, 1808, 54-60, first gave a preliminary discussion applicable to all the cases. Although he took $A$ to be a prime, it suffices [Dirichlet ${ }^{108}$ ] to assume that $A$ is positive and has no square factor. Let $p, q$ be the least positive integral solutions of $p^{2}-A q^{2}=1$. The g.c.d. of $p-1$ and $p+1$ is $f=1$ or 2 . Hence

$$
p+1=f M g^{2}, \quad p-1=f N h^{2}
$$

where $M N=A$, fgh $=q$. By subtraction, $2=f M g^{2}-f N h^{2}$. We must take for $M, N$ the various pairs of factors (including unity) of $A$. Let $A$ be a prime. The case $2=2 g^{2}-2 A h^{2}$ is excluded since $h<q, g<p$. Let $A$ be a prime $4 n+1$. Then in $2=A g^{2}-h^{2}$ and $2=g^{2}-A h^{2}, g$ and $h$ are not both

[^261]even (since the right members would be multiples of 4 ), and hence both are odd, whence $g^{2} \equiv h^{2} \equiv 1(\bmod 8)$, and the right members would be multiples of 4 . Hence the only possibility is the case $2=2 A g^{2}-2 h^{2}$, so that $h^{2}-A g^{2}=-1$ is solvable. Besides the remaining two theorems for primes $8 n+3,8 n-1$, cited above, Legendre proved that one of
$$
M x^{2}-N y^{2}= \pm 1
$$
is solvable if $M$ and $N$ are primes of the form $4 n+3$. Given a positive integer $A$ not a square, it is always possible to decompose it into two factors $M, N$, such that one of $M x^{2}-N y^{2}= \pm 1, M x^{2}-N y^{2}= \pm 2$ is solvable when the signs are suitably chosen. When $x^{2}-A y^{2}=-1$ is solvable, $A$ is a sum of two squares. Cf. Arndt. ${ }^{124}$ In Table XII, he gave the least positive solutions of $m^{2}-a n^{2}=-1$, when it is solvable, and of $m^{2}-a n^{2}=+1$ in the contrary case, for $2 \leqq a \leqq 1003$, $a$ not a square [errata, Cunningham, ${ }^{259}, 309$ Richaud, ${ }^{198}$ Whitford ${ }^{4}$ (p. 97), Gérardin ${ }^{311}$ ], but with no indication as to which equation has the solution listed. It was reprinted (with fewer errata) as Table X in ed. 3, 1, 1830, and abridged to $a \leqq 135$ in ed. 2, 1808.
J. Tessanek ${ }^{89}$ considered $\left(a^{2}+b\right) n^{2}+1=\square$, say $(a n+p)^{2}$. Set $n=p+q$. Then $p$ satisfies a quadratic. Write $b-a=h, 2 a+1-b=g$. Then
$$
g p=h q+\sqrt{\left(a^{2}+b\right) q^{2}+g} .
$$

Replace $p$ by $q+r$ and solve for $q$ in terms of $r$. Thus

$$
g^{\prime} q=h^{\prime} r+\sqrt{\left(a^{2}+b\right) r^{2}-g^{\prime}}
$$

where

$$
h^{\prime}=g-h=3 a-2 b+1, \quad g^{\prime}=\frac{a^{2}+b-(g-h)^{2}}{g}=2 h-g+b=4 b-4 a-1 .
$$

Replace $q$ by $r+s$ and solve for $r$ in terms of $s$. Thus

$$
g^{\prime \prime} r=h^{\prime \prime} s+\sqrt{\left(a^{2}+b\right) s^{2}+g^{\prime \prime}}
$$

where

$$
\begin{aligned}
& h^{\prime \prime}=g^{\prime}-h^{\prime}=6 b-7 a-2, \\
& g^{\prime \prime}=\frac{a^{2}+b-\left(g^{\prime}-h^{\prime}\right)^{2}}{g^{\prime}}=2 h^{\prime}-g^{\prime}+g=12 a-9 b+4 .
\end{aligned}
$$

Replace $r$ by $s+t$. Then

$$
\begin{gathered}
g^{\prime \prime \prime} s=h^{\prime \prime \prime} t+\sqrt{\left(a^{2}+b\right) t^{2}-g^{\prime \prime \prime}} \\
h^{\prime \prime \prime}=g^{\prime \prime}-h^{\prime \prime}, \quad g^{\prime \prime \prime}=\frac{a^{2}+b-\left(g^{\prime \prime}-h^{\prime \prime}\right)^{2}}{g^{\prime \prime}}
\end{gathered}
$$

According to the method of Pell, ${ }^{62-4}$ one ultimately obtains an equation in which the number $g$ under the radical is +1 . To find values of $n$ for various $a^{\prime}$ s, set $g=1$ or $g^{\prime \prime}=1$, etc., whence $b=2 a$; or $3 b=4 a+1, s=0, r=q=1, p=2$, $n=3$; etc. The terms free of $a, b$ in $1, g, g^{\prime \prime}, g^{\text {(iv) }}, \cdots$ are $1,1,4,25, \cdots$, i. e., the squares of $1,1,2,5,13,34, \cdots$, whose differences of second order give the same series. Thus the scale of relation is $u_{n+1}=3 u_{n}-u_{n-1}$, so that the general term is expressible in terms of the roots of $1-3 z+z^{2}=0$; likewise for the coefficients of $b, a$.

John Leslie ${ }^{90}$ treated $x^{2}+y^{2}+b x y=a^{2}$ by factoring $a^{2}-y^{2}$, solved

$$
A x^{2}+B x+C=y^{2}
$$

if $A, C$ or $B^{2}-4 A C$ is a square, and derived a second solution of $a x^{2}+b=y^{2}$ from one solution.
P. Paoli ${ }^{9{ }^{9}}$ noted that, if $t=h, u=k$ give one set of rational solutions of $A t^{2}+B=u^{2}$, all are given by

$$
t=\frac{h r^{2}-2 k r+A h}{r^{2}-A}, \quad u=k+r(t-h) .
$$

P. Cossali ${ }^{92}$ discussed Euler's and Lagrange's methods to solve (13).
C. F. Gauss ${ }^{93}$ showed how to find all solutions of $t^{2}-D u^{2}=m^{2}$, given two linear substitutions which transform any reduced form $A X^{2}+2 B X Y$ $+C Y^{2}$ of determinant $D$ into the same quadratic form (see quadratic forms in Vol. III).
J. C. L. Hellwig ${ }^{94}$ gave an exposition of Pell's and other equations of degree 2.
R. Adrain ${ }^{95}$ reproduced the simpler proofs from Euler's ${ }^{83}$ Algebra, II, Chs. 4-5.
F. Pezzi9 ${ }^{96}$ employed the continued fraction

$$
x=a+\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n-1}}+\frac{1}{x_{n}}=\frac{x_{n} M_{n}+M_{n-1}}{x_{n} N_{n}+N_{n-1}},
$$

where $M_{n} / N_{n}$ is the convergent derived by deleting $1 / x_{n}$. Take $x=\sqrt{A}$, $x_{1}=1 /(\sqrt{A}-a)$, etc. Then $x_{n}=\left(\sqrt{A}+b_{n}\right) / c_{n}$, where

$$
b_{n}=(-1)^{n}\left\{A N_{n} N_{n-1}-M_{n} M_{n-1}\right\}, \quad c_{n}=(-1)^{n}\left\{M_{n}^{2}-A N_{n}^{2}\right\} .
$$

By substituting this value of $x_{n}$ and the corresponding value of $x_{n+1}$ in $x_{n}=a_{n}+1 / x_{n+1}$ and equating rationals and irrationals, and changing $n$ to $n-1$, we get

$$
b_{n}=a_{n-1} c_{n-1}-b_{n-1}, \quad c_{n-1} c_{n}=A-b_{n,}^{2}, \quad x_{n}=c_{n-1} /\left(\sqrt{A}-b_{n}\right) .
$$

Since the $a$ 's do not exceed $2 a$, the $a$ 's repeat after a certain number $n$ of terms. Then $M_{n}^{2}=A N_{n}^{2}+(-1)^{n}$. Hence $x^{2}-A y^{2}=1$ is solvable in an infinitude of ways, likewise $x^{2}-A y^{2}=-1$ if and only if the period length $n$ is odd. Consider any solutions of $M_{m}^{2}=A N_{m}^{2}+(-1)^{m}$. If $N_{m}$ is even, $M_{m}$ is odd and $m$ even. If $A$ is even and $N_{m}$ odd, $M_{m}$ is odd and $(-1)^{n}=(-1)^{m}$. If $A$ and $N_{m}$ are odd, $N_{m}$ is even and $(-1)^{n}=(-1)^{m+1}$.

[^262]C. Kramp ${ }^{97}$ treated periodic continued fractions and application to $A y^{2}+1=\square$. The error (p.283) on $11 y^{2}+49=x^{2}$ was corrected in the second note.
P. Tédenat ${ }^{98}$ stated that, if $y^{2}-A x^{2}=B$ is solvable in integers, its solution reduces to the integration of the equation $y_{t+2}-2 m y_{t+1}+y_{t}=0$ in finite differences, the integral being $y=(r+s) / 2, x=(r-s) /(2 \sqrt{A})$, where
$$
r=(Y+X \sqrt{A})(m+n \sqrt{A})^{z-1}, \quad s=(Y-X \sqrt{A})(m-n \sqrt{A})^{z-1}
$$
$Y, X$ being the least integral solutions of $Y^{2}-A X^{2}=B$, and $m, n$ being integral solutions of $m^{2}-A n^{2}=1$. This is Euler's ${ }^{72}$ result in changed notation.
P. Barlow ${ }^{99}$ gave 15 theorems on $x^{2}-N y^{2}=1$ and the fundamental solution for $N \leqq 102$. $\mathrm{He}^{100}$ gave general formulas for the solution of $x^{2}-N y^{2}= \pm A$ or $z^{2}$.
C. F. Degen ${ }^{101}$ gave in his introduction an account of $y^{2}=a x^{2}+1$ by the development of $\sqrt{a}$ into a continued fraction, and its solution by an artifice for certain $a$ 's, as $a=p^{2} \pm 1, p^{2} \pm 2$. His table I (pp. 3-109) gives, for $a \leqq 1000$ and not a square, the solutions of $y^{2}=a x^{2}+1$ and the continued fraction for $\sqrt{a}$ [errata, Cunningham ${ }^{259}, 309$ ]. For example, in the entry
\[

209[=a] \left\lvert\, $$
\begin{array}{cccc}
14 & 2 & 5 & 3  \tag{2}\\
1 & 13 & 5 & 8 \\
3220[=x] & & \\
46551[=y]
\end{array}
$$\right.
\]

the first line gives the continued fraction

$$
\sqrt{209}=14+\frac{1}{2}+\frac{1}{5}+\frac{1}{3}+\frac{1}{2}+\frac{1}{3}+\frac{1}{5}+\frac{1}{2}+\frac{1}{28}+\frac{1}{2}+\cdots
$$

The second line shows auxiliary numbers $1,13,5,8,11,8,5,13,1$ arising in the process. Thus,

$$
\begin{gathered}
R=\sqrt{209}=14+\frac{1}{\alpha}, \quad \alpha=\frac{1}{R-14}=\frac{R+14}{13}=2+\frac{1}{\beta}, \\
\beta=\frac{13}{R-12}=\frac{R+12}{5}=5+\frac{1}{\gamma}, \cdots
\end{gathered}
$$

Table II (pp. 109-112) gives the solutions of $y^{2}=a x^{2}-1$ when solvable [omitted when $a$ is of the form $t^{2}+1$, when $y=t, x=1$ is a solution]. It is said to be solvable only for those values $(\neq 2,5)$ of $a$ which correspond in table I to a period with an even number of terms. For extensions of Degen's tables, see Bickmore, ${ }^{219}$ and Whitford, p. 398 below.

[^263]P. N. C. Egen ${ }^{102}$ gave the 121 values of $A<1000$ for which $x^{2}-A y^{2}=-1$ is solvable.
J. L. Wezel ${ }^{103}$ proved that if $S$ is the denominator of a complete quotient $(\sqrt{A}+r) / S$ for the continued fraction for $\sqrt{A}$, and if $p / q$ is a convergent, then $p^{2}-A q^{2}= \pm S$. By the periodicity, we ultimately get an $S=1$. Thus $x^{2}-A y^{2}= \pm 1$ is solvable for the plus sign, and for the minus sign only if the length of the period is odd. Also $x^{2}-A y^{2}= \pm C$ is solvable if there occurs in the continued fraction for $\sqrt{A}$ a complete quotient of denominator $C$.

In the chapter on biquadratic residues in Vol. III will be given reparts on the paper by G. L. Dirichlet (Jour. für Math., 3, 1828, 35-69) where he discussed $t^{2} \pm q u^{2}=p s^{2}, p$ and $q$ being primes and $p \equiv 1(\bmod 4)$, and the related pamphlet of 1861 by H. R. Götting.
J. Baines ${ }^{104}$ found values of $n$ for which

$$
25 \cdot \frac{1^{4}+2^{4}+\cdots+n^{4}}{1^{2}+2^{2}+\cdots+n^{2}}=15 n^{2}+15 n-5=\square .
$$

Set $n=m+1$. Then $15 m^{2}+45 m+25=(m r / s \pm 5)^{2}$ if $m=5 s(9 s \mp 2 r) / D$, where $D=r^{2}-15 s^{2}$. As by Euler, $D=1$ if $(s, r)=(1,4),(8,31),(63,244),(496$, 1924), $\cdots$, whence $n=6,86,401,5361, \cdots$.
F. T. Poselger ${ }^{105}$ treated $r x^{2}+1=\square$ by continued fractions.
C. G. J. Jacobi ${ }^{106}$ stated that the solutions of $x^{2}-a y^{2}=1$ can be expressed in terms of the sine and cosine of $2 m \pi / a$, and stated that he possessed a generalization to the case in which $a$ is a product of several factors. If $a=b c$, we can find in an infinitude of ways four integers $u, v, w, x$ such that the product of the four factors $u \pm v \sqrt{b} \pm w \sqrt{c} \pm x \sqrt{b c}$ is unity, where two or four of the signs are plus. The resulting relation can easily be given the three forms $y^{2}-b z^{2}=1, y_{1}^{2}-c z_{1}^{2}=1, y_{2}^{2}-a z_{2}^{2}=1$. Hence the solutions $y, \cdots, z_{2}$ depend on $u, v, w, x$. The latter can be expressed by trigonometric functions.
T. L. Pistor ${ }^{107}$ gave an exposition, illustrated by examples, of the methods of Gauss and Legendre to reduce the general quadratic equation in $x, y$ to $v^{2}-D y^{2}=N$, its solution by continued fractions if $D>0$ and by trial if $D=-d$, using $y=0, \pm 1, \pm 2, \cdots$, up to $\sqrt{N / d}$. On p. 44 is given a table of the least solution of Pell's equation $x^{2}-D y^{2}=1, D=2, \cdots, 200$.
G. L. Dirichlet ${ }^{108}$ recalled Legendre's ${ }^{88}$ result that if $p, q$ are the least positive integral solutions of $p^{2}-A q^{2}=1$, then $2=f M g^{2}-f N h^{2}$, where $f=1$ or 2 , and $M N=A$ is a decomposition of $A$. Dirichlet proved that at most one of the latter equations, in addition to $1=g^{2}-A h^{2}$, is solvable. Besides Legendre's theorems for primes $A=4 n+1,8 n+3,8 n-1$, Dirichlet

[^264]proved that, when $A=2 a$, where $a$ is a prime, $2 t^{2}-a u^{2}=+1$ is solvable for $a=8 n+7,2 t^{2}-a u^{2}=-1$ for $a=8 n+3$, and $t^{2}-2 a u^{2}=-1$ for $a=8 n+5$. This method of exclusion yields no result when $a=8 n+1$. But using also the quadratic reciprocity law, he proved that $t^{2}-2 a u^{2}=-1$ is solvable if $a$ is a prime $16 n+9$ such that $2^{(a-1) / 4} \equiv-1(\bmod a)$, though the conditions are not necessary. If $a$ and $b$ are both primes $4 n+3, a t^{2}-b u^{2}=(a / b)$ is solvable.* If $a$ and $b$ are both primes $4 n+1$ and if $(a / b)=-1, t^{2}-a b u^{2}=-1$ is solvable; but if $(a / b)=1$, and $(a / b)_{4}=-1,(b / a)_{4}=-1, t^{2}-a b u^{2}=-1$ is solyable, though the conditions are not necessary. He gave criteria for the solvability of $t^{2}-a b c u^{2}=-1$, where $a, b, c$ are primes $4 n+1$. Finally, Dirichlet removed the initial hypothesis that $p, q$ give the least solution of $p^{2}-A q^{2}=1$.
M. A. Stern ${ }^{109}$ developed the theory of continued fractions and in the final article ( p p. 327-341) made application to $x^{2}-A y^{2}=D$, in particular when $D= \pm 1, \pm 2$. He tabulated 42 forms for $A$, like $m^{2} n^{2}+2 m$ and $(6 n \pm 1)^{2}+(8 n \pm 2)^{2}$, such that there is a small number of explicitly given partial denominators in the continued fraction for $\sqrt{A}$, whence one finds at once the least solution of $x^{2}-A y^{2}= \pm 1$.
B. Peirce and T. Strong ${ }^{110}$ solved $376 x^{2}+114 x+34=y^{2}$ by setting $376 x+57=x^{\prime}$ and treating $376 y^{2}-x^{\prime 2}=9535$ by the theory of binary quadratic forms.
C. Gill ${ }^{111}$ noted the solution $(1364557)^{2}-369(71036)^{2}=25$ and that in the least solution of $t^{2}-940751 u^{2}=1, u$ has 55 digits and $t$ has 58 digits.
C. G. J. Jacobi ${ }^{112}$ stated that, if $p$ is a prime $4 n+1$, and $x^{2}-p y^{2}=-4$, then
$$
\sqrt{p}(x+y \sqrt{p})=2^{(p+1) / 2} \Pi \sin ^{2} \frac{a \pi}{p},
$$
where $a$ ranges over the quadratic residues, between 0 and $p / 2$, of $p$. If $q$ is a prime $8 n+3$, and $x^{2}-q y^{2}=-2$, then
$$
x+y \sqrt{q}=\sqrt{2} \mathrm{II} \sin \left(\frac{a \pi}{q}+\frac{\pi}{4}\right) .
$$

If $q$ and $q^{\prime}$ are primes $4 n+3$, and $q$ is a quadratic residue of $q^{\prime}$, then

$$
2^{(q-1) / 2 \cdot\left(q^{\prime}-1\right) / 2} \Pi \sin \left(\frac{a \pi}{q}+\frac{a^{\prime} \pi}{q^{\prime}}\right)=\sqrt{q} x+\sqrt{q^{\prime} y}
$$

where $q x^{2}-q^{\prime} y^{2}=4$. Cubing $\frac{1}{2}\left(\sqrt{q} x+\sqrt{q^{\prime}} y\right)$, we get solutions of $q u^{2}-q^{\prime} v^{2}=1$.

* Legendre's symbol ( $a / b$ ) denotes +1 or -1 according as $x^{2} \equiv a(\bmod b)$ is solvable or not. Let $c$ be a prime $4 n+1$, and $k$ an integer not divisible by $c$ for which $(k / c)=+1$, viz., $k^{(-1) / 2} \equiv+1(\bmod c)$. According as $k^{(c-1) / 4} \equiv+1$ or $-1(\bmod c)$, Dirichlet wrote $(k / c)_{4}=+1$ or -1 , respectively.
109 Jour. für Math., 10, 1833, 1-22, 154-166, 241-274, 364-376; 11, 1834, 33-66, 142-168, 277-306, 311-350.
${ }^{110}$ Math. Miscellany, 1, 1836, 362-5; French transl., Sphinx-Oedipe, 8, 1913, 117-9.
${ }^{11}$ Ibid., 230.
${ }^{112}$ Monatsber. Akad. Wiss. Berlin, 1837, 127; Jour. für Math., 30, 1845, 166; Werke, VI, 263-4; Opuscula Mathematica, 1, 1846, 324-5. Proof by Genocchi. ${ }^{130}$
G. L. Dirichlet ${ }^{113}$ solved $t^{2}-p u^{2}=1$ by use of trigonometric functions and remarked that the method is not so well adapted to numerical calculation as that by continued fractions and does not give the least positive solutions. Let $a_{1}, \cdots, a_{s}$ be the $s=(p-1) / 2$ quadratic residues of the odd prime $p$, and let $b_{1}, \cdots, b_{s}$ be the quadratic non-residues. Write $i=\sqrt{-1}$. In

$$
Y+Z \sqrt{ \pm p}=2 \prod_{j=1}^{\dot{\prime}}\left(x-e^{2 \pi a_{j} i p}\right), \quad Y-Z \sqrt{ \pm p}=2 \prod_{j=1}^{\dot{\prime}}\left(x-e^{2 \pi b_{j}, i p}\right)
$$

where the upper or lower sign is taken according as $p=4 \mu+1$ or $4 \mu+3, Y$ and $Z$ are polynomials in $x$ whose coefficients (as shown by Gauss, Disq. Arith., art. 357) are integers. By multiplication, we get

$$
Y^{2} \mp p Z^{2}=4 X, \quad X=\frac{x^{p}-1}{x-1}
$$

Let $p=4 \mu+1$. For $x=1$, let $Y, Z$ become the integers $g, h$. Then $g^{2}-p h^{2}=4 p$. Hence $g=p k, h^{2}-p k^{2}=-4$. It remains to evaluate $g$ and $h$. Since $a_{1}, \cdots, a_{s}$ have in some order the same remainders as $1^{2}, 2^{2}, \cdots, s^{2}$ when divided by $p$, we have

$$
g+h \sqrt{p}=2 \prod_{j=1}^{s}\left(1-e^{2 \pi j j^{2} i / p}\right)=2^{(p+1) / 2} \prod_{j=1}^{s} \sin j^{2} \pi / p \equiv \alpha
$$

since

$$
1-e^{2 \pi j^{2 i} / p}=-2 i \sin \frac{j^{2} \pi}{p} \cdot e^{\pi j^{i} / p}, \quad 1+2^{2}+\cdots+s^{2}=\frac{p\left(p^{2}-1\right)}{24} \equiv(-1)^{(p-1) / 4}
$$

$(\bmod 2)$.
In terms of the trigonometric product $\alpha$, we evidently have

$$
h=\frac{\alpha}{2}-\frac{2}{\alpha}, \quad k=\frac{1}{\sqrt{p}}\left(\frac{\alpha}{2}+\frac{2}{\alpha}\right) .
$$

To pass from these solutions of $h^{2}-p k^{2}=-4$ to solutions of $t^{2}-p u^{2}=1$, let first $p=8 \nu+1$; then $h$ and $k$ are both even, so that

$$
\left(\frac{h}{2}\right)^{2}-p\left(\frac{k}{2}\right)^{2}=-1, \quad t+u \sqrt{p}=\left(\frac{h}{2}+\frac{k}{2} \sqrt{p}\right)^{2}
$$

For $p=8 \nu+5$, it is stated that $h$ and $k$ are both odd, whence solutions $t, u$ are easily deduced. But R. Dedekind ${ }^{114}$ noted that both $h$ and $k$ can be even, as for $p=37,101$, etc. Finally, if $p=4 \mu+3$, it is shown that, for $x=i, Y$ and $Z$ become $g(1 \pm i)$ and $h(1 \mp i)$, where $g$ and $h$ are real integers, and the upper or lower sign holds according as $p \equiv 7$ or $3(\bmod 8)$. Evidently $X$ becomes $i$. Hence $Y^{2}+p Z^{2}=4 X$ takes a form equivalent to $g^{2}-p h^{2}= \pm 2$. From this solvable equation, we pass to $t^{2}-p u^{2}=1$ by setting $(g+h \sqrt{p})^{2}=2 t+2 u \sqrt{p}$. The expressions for $g$ and $h$ in terms of trigonometric functions can be found as before by use of $x=i$, but are not given.
${ }^{113}$ Jour. für Math., 17, 1837, 286-290; Werke, I, 343-350. Reproduced by P. Bachmann, Die Lehre . . . Kreistheilung, 1872, 294-9.
${ }^{41}$ Dirichlet's Werke, II, 418.

Dirichlet ${ }^{115}$ noted that while $k=g / p$ is positive, the determination of the sign of $h$ presents difficulties. He showed that $h$ has the same sign as

$$
\log \left(\frac{k \sqrt{p}+h}{k \sqrt{p}-h}\right)=-\sqrt{p} \Sigma\left(\frac{n}{p}\right) \frac{1}{n},
$$

where $n$ ranges over the positive integers not divisible by the prime $p$, and the symbol ( $n / p$ ) is Legendre's.
C. d'Andrea ${ }^{116}$ proved by use of continued fractions that $x^{2}-D u^{2}=1$ is solvable.

Dirichlet ${ }^{177}$ noted that, if $P$ is an integer $>1$ not necessarily a prime,

$$
\frac{1}{2}(Y+Z \sqrt{P})=\Pi\left(x-e^{2 \pi i / P}\right),
$$

where $b$ ranges over the integers $<P$ and prime to $P$ for which $(b / P)=-1$, and $Y, Z$ are polynomials in $x$ with integral coefficients. For $x=1$, let $Y$ and $Z$ become the integers $Y_{1}, Z_{1}$. Then, if $\epsilon=1$ or $\sqrt{P}$ according as the number of prime factors of $P$ is $>1$ or $=1$,

$$
(T+U \sqrt{P})^{h}=\left(\frac{Y_{1}+Z_{1} \sqrt{P}}{2 \epsilon}\right)^{e}, \quad e \equiv 4-2\left(\frac{2}{P}\right),
$$

where $h$ is the number of classes of binary quadratic forms of determinant $P$, and $T, U$ give the least positive solutions of $t^{2}-P u^{2}=1$. For example, if $P=17$,

$$
\begin{aligned}
Y & =2 x^{8}+x^{7}+5 x^{6}+7 x^{5}+4 x^{4}+7 x^{3}+5 x^{2}+x+2, \\
Z & =x^{7}+x^{6}+x^{5}+2 x^{4}+x^{3}+x^{2}+x, \\
Y_{1}=34, Z_{1}=8, e & =2, T=33, U=8, \text { whence } h=1 .
\end{aligned}
$$

G. W. Tenner ${ }^{118}$ gave a convenient method to convert $\sqrt{a}$ into a continued fraction. Let $\alpha^{2}$ be the largest square $<a$. Then proceed as for $a=113=10^{2}+13$.

| I | II | III |  | IV | V | VI |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 10 | $\times$ | 10 | $=$ | 113 | - | 13 |
| 1, | 7, | 3, | 9, | 104, | 8 |  |
| 1, | 5, | 5, |  | 25, | 88, | 11 |
| 1, | 4, | 6, |  | 36, | 77, | 7 |
| 2, | 2, | 8, |  | 64, | 49, | 7. |

Divide $10+10$ by 13 and write the quotient 1 in column I and the remainder 7 in II in the second line. Subtract 7 from $\alpha=10$ and write the remainder 3 in III, and its square 9 in IV. Write the difference $a-9=104$ in V. Divide 104 by 13 (under VI in the preceding line) and write the quotient 8 in VI. Similarly, to form the third row divide $\alpha+3$ ( 3 of III) by 8 (of VI) and write the quotient 1 in I and the remainder 5 in II; subtract it from $\alpha$ and write the remainder 5 in III, its square in IV, $a-25=88$ in V, and its quotient 11 by 8 (of VI) in VI. Continue until we find in VI

[^265]or II a number equal to the one above it. Then column I gives the denominators (quotients) and VI the complete quotients in the continued fraction; if the repeated number ( 7 in our example) occurs in VI, the last number 2 in $I$ is the last term of the first half of the symmetrical period with an even number of terms;* but if the repeated number occurs in II, the last number in I is the middle term of the symmetrical period with an odd number of terms. If $y^{2}-a x^{2}=-1$ is solvable, let $L / l, M / m$ be the last two convergents for $\sqrt{a}$, the second corresponding to the last quotient in the first half period; it is stated that $x=l^{2}+m^{2}, y=L l+M m$ [cf. Euler, ${ }^{72}$ end]. For example, if $a=113, \alpha=10$, the half period is $10,1,1,1,2$ and the convergents are $10 / 1,11 / 1,21 / 2,32 / 3,85 / 8$, whence $x=3^{2}+8^{2}=73$, $y=3 \cdot 32+8 \cdot 85$. But if we use $1,1,1,2$ and the convergents $1 / 1,1 / 2,2 / 3$, $5 / 8$ to $\sqrt{a}-\alpha$, we have the same $x$, while $y=\alpha\left(l^{2}+m^{2}\right)+\lambda+m \mu$. If there be an odd number of quotients $\alpha, \cdots, 2 \alpha$, let $K / k, L / l, M / m$ be the last three convergents for $\sqrt{a}$, the third corresponding to the middle quotient; it is stated that $x=(k+m) l, y=(K+M) l \pm 1=(k+m) L \mp 1$ [equivalent to Euler's $y=l M+k L$, since $k L-K l= \pm 1]$. Tenner continued Degen's table from 1001 to 1020.

Dirichlet ${ }^{19}$ proved that, if $D$ is a complex integer not a square, $t^{2}-D u^{2}=1$ is solvable in complex integers and deduced all solutions. It applies ${ }^{120}$ without change to the case of real numbers. The proof rests on the lemma: if $a$ is a given complex irrational number, we can find an infinitude of pairs of complex integers $x, y(y \neq 0)$ such that $N(x-a y)<4 / N(y)$, where $N(k+b i)=k^{2}+b^{2}$ for $k$ and $b$ real. Then, since the modulus of $r+s$ does not exceed the sum of the moduli of $r$ and $s$,

$$
\sqrt{N(x+a y)} \leqq \sqrt{N(x-a y)}+\sqrt{N(2 a y)} .
$$

Since $N(y) \geqq 1$, the lemma gives

$$
\sqrt{N\left(x^{2}-a^{2} y^{2}\right)}<4 \sqrt{N(a)}+\frac{4}{N(y)}<4 \sqrt{N(a)}+4 .
$$

Hence $N\left(x^{2}-a^{2} y^{2}\right)$ remains less than a fixed limit for an infinitude of pairs of comp'.ex integers. Now take $a=\sqrt{D}$. Hence $x^{2}-D y^{2}$ takes the same value $l \neq 0$ for an infinitude of pairs $x, y$, and hence for an infinitude of pairs for which the $x$ 's and $y$ 's differ by multiples of $l$ :

$$
x^{2}-D y^{2}=x_{1}^{2}-D y_{1}^{2}=l, \quad x \equiv x_{1}, \quad y \equiv y_{1} \quad(\bmod l) .
$$

By multiplication, $\left(x x_{1}-D y y_{1}\right)^{2}-D\left(x y_{1}-y x_{1}\right)^{2}=l^{2}$. Since $x y_{1}-y x_{1}$ is divisible by $l$, also $x x_{1}-D y y_{1}$ is divisible by $l$. Hence $t^{2}-D u^{2}=1$ is solvable in complex integers $t, u(u \neq 0)$. All solutions are shown to be given without duplication by

$$
t+u \sqrt{D}= \pm(T+U \sqrt{D})^{n} \quad(n=0, \pm 1, \pm 2, \cdots),
$$

*Note that $\sqrt{113}=10+\frac{1}{1}+\frac{1}{1}+\frac{1}{1}+\frac{1}{2}+\frac{1}{2}+\frac{1}{1}+\frac{1}{1}+\frac{1}{1}+\frac{1}{20}+t,{ }^{t}=\sqrt{113}-10$.
${ }^{119}$ Jour. für Math., 24, 1842, 328; Werke, I, 578-588.
${ }^{120}$ Abh. Akad. Wiss. Berlin, 1854, 113; Jour. de math., (2), 2, 1857, 370; Werke, II, 155, 176.
Cf. Dedekind. ${ }^{14}$
where $T, U$ is a fundamental solution, i. e., one for which $N(T+U \sqrt{D})$ is the minimum of all the $N(t+u \sqrt{D})>1$. If $D$ is real and positive, $t, u$ are both real or both pure imaginaries. Thus if the fundamental solution is real, all solutions are real. But if it be imaginary, only even values of $n$ give real solutions. Since pure imaginary solutions give real solutions of $t^{2}-D u^{2}=-1$, the fundamental solution is imaginary or real according as the latter equation has real solutions or not, and the least positive solutions are $T / i, U / i$ in the former case.

Du Hays ${ }^{121}$ derived, for the case $b=0$, Euler's ${ }^{65}$ recursion formulæ between consecutive sets of solutions of $a x^{2}+c=\square$, and gave the $n$th set.

Chabert ${ }^{122}$ treated $n y^{2}+p y+q=\square$ by equating it to $n(y-\beta)\left(y-\beta^{\prime}\right)$ and setting $(y-\beta) n / f=\left(y-\beta^{\prime}\right) f$. Use an irrational $f$ if $\beta, \beta^{\prime}$ are irrational. While we cannot always get rational $x, y$, the process is said to be far simpler than Legendre's.
G. Eisenstein ${ }^{123}$ proposed the problem to find a criterion to decide a priori if $p^{2}-D q^{2}=4$ is solvable in odd integers, given that $D$ is a positive integer $8 n+5$, i. e., if the number of improperly primitive classes of quadratic forms of determinant $D$ equals the number of properly primitive classes of determinant $D$ or is three times the latter number.
F. Arndt ${ }^{124}$ extended the work of Legendre ${ }^{88}$ on $p^{2}-A q^{2}=1$, who treated only the cases in which $A$ is a prime or a product of two primes. Let $p$, $q$ be the least positive solutions. First, let $A$ be odd. Let $\theta_{1}$ be the g.c.d. of $p+1, q$, and $\theta_{2}$ that of $p-1, q$. Then
$p+1=\frac{1}{2} \theta_{1}^{2} \rho_{1}, p-1=\frac{1}{2} \theta_{2}^{2} \rho_{2}, \theta_{1} \theta_{2}=2 q, \rho_{1} \rho_{2}=A, 1=\left(\frac{1}{2} \theta_{1}\right)^{2} \rho_{1}-\left(\frac{1}{2} \theta_{2}^{2}\right) \rho_{2}$ ( $p$ odd); $p+1=\theta_{1}^{2} \sigma_{1}, p-1=\theta_{2}^{2} \sigma_{2}, \theta_{1} \theta_{2}=q, \sigma_{1} \sigma_{2}=A, 2=\theta_{1}^{2} \sigma_{1}-\theta_{2}^{2} \sigma_{2} \quad$ ( $p$ even). If $A=4 m+1$, only the first system of relations holds and $\rho_{1}, \rho_{2}$ are both $\equiv 1(\bmod 4)$ if $\frac{1}{2} \theta_{1}$ is odd, while both are $\equiv 3(\bmod 4)$ if $\frac{1}{2} \theta_{1}$ is even. If $A=4 m+3$, either system may hold; if the first holds, $\rho_{1} \equiv 1, \rho_{2} \equiv 3(\bmod 4)$. If $A$ is an odd power of a prime $4 m+1$, then $\rho_{1}=A, \rho_{2}=1$, and

$$
-1=\left(\frac{1}{2} \theta_{2}\right)^{2}-\left(\frac{1}{2} \theta_{1}\right)^{2} A,
$$

whence -1 is a quadratic residue of $A$, and the number $k$ of terms in the period of the continued fraction for $\sqrt{A}$ is odd. Let $\left(\sqrt{A}+I_{n}\right) / B_{n}$ be any complete quotient; then if $k$ is odd $A=B_{a}^{2}+I_{s}^{2}, s=(k+1) / 2$. If, for $A=4 m+1$, the number $k$ of terms in the period is even, the denominator of the middle complete quotient is odd. If $A=2^{n}$, where $n$ is odd and $>3$, it is proved that

$$
p=2 p_{0}^{2}-1, \quad q=p_{0} q_{0}, \quad p_{0}^{2}-2^{n-2} q_{0}^{2}=1 .
$$

If $p_{0}, q_{0}$ be the least solutions of the latter, then $p, q$ give the least solutions of $p^{2}-2^{n} q^{2}=1$. Since $p_{0}=3, q_{0}=1$ when $A=8$, we can find the solutions step by step. Finally there is treated the case $A=2^{n} A^{\prime}, A^{\prime}$ odd.

[^266]F. Arndt ${ }^{125}$ simplified the solution of $x^{2}-A y^{2}= \pm 1$ when $A$ has a square factor.
J. F. Koenig ${ }^{126}$ stated that Jacobi had remarked to him that if
$$
A=a+b \sqrt{f}+c \sqrt{g}+d \sqrt{f} \sqrt{g}, \quad B=a-b \sqrt{f}-c \sqrt{g}+d \sqrt{f} \sqrt{g},
$$
and $C, D$ are derived from $A, B$ by changing the sign of $\sqrt{g}$, then $A B \cdot C D$, $A C \cdot B D, A D \cdot B C$ equal, respectively
$$
m^{2}-f g n^{2}, \quad m^{\prime 2}-f n^{\prime 2}, \quad m^{\prime \prime 2}-g n^{\prime \prime 2},
$$
where
\[

$$
\begin{array}{ll} 
\pm m=a^{2}-f b^{2}-g c^{2}+f g d^{2}, & \pm n=2(a d-b c), \\
\pm m^{\prime}=a^{2}+f b^{2}-g c^{2}-f g d^{2}, & \pm n^{\prime}=2(a b-g c d), \\
\pm m^{\prime \prime}=a^{2}-f b^{2}+g c^{2}-f g d^{2}, & \pm n^{\prime \prime}=2(a c-f b d)
\end{array}
$$
\]

Given values of $m, \cdots, n^{\prime \prime}$ for which the expressions ( $\alpha$ ) are unity, Jacobi desired solutions $a, \cdots, d$ of $(\beta)$. Koenig employed

$$
z=a^{2}+f b^{2}+g c^{2}+f g d^{2}
$$

and noted that $a^{2}, \cdots, d^{2}$ are linear functions of $z$, while, by computation,

$$
z=m m^{\prime} m^{\prime \prime} \pm f g n n^{\prime} n^{\prime \prime}
$$

He gave a table of values of $a, b, c, d$ for $f=2,3,5,6,7, g \leqq 20$, and values of $a, \cdots, d$ giving $x^{2}-f g y^{2}=-1$ for $f, g<100, f \cdot g<1000$.
J. B. Luce ${ }^{127}$, to solve $x^{2}-n y^{2}=z^{i}$, set $n=a^{2} \pm b, \sqrt{n}=a \pm j$, whence

$$
\sqrt{n}=a \pm \frac{1}{m} \pm \frac{1}{2 a} \pm \frac{1}{m} \pm \cdots
$$

$$
(m=2 a / b)
$$

In the resulting successive convergents, take the numerators and denominators as values of $x, y$. If $m=2 a / b$ is integral, $p^{2}-n q^{2}=1$ for $p=a m+1, q=m$. If not integral, seek a square whose product by $n$ leads to an integral value of $2 a / b$. He gave a table of such square multipliers for $n \leqq 158$.
F. Arndt ${ }^{128}$ was led by investigations on binary quadratic forms to $x^{2}-D y^{2}= \pm 4, D>0$. If $D \equiv 0(\bmod 4)$, its roots are $x=2 t, y=u$, where

$$
t^{2}-\frac{1}{4} D u^{2}= \pm 1
$$

If $D \equiv 2$ or $3(\bmod 4)$ or $D \equiv 1(\bmod 8)$, its roots are $x=2 t, y=2 u$, where $t^{2}-D u^{2}= \pm 1$. For the remaining case $D \equiv 5(\bmod 8)$, he tabulated the least solutions for those values $<1005$ of $D$ for which the equation $x^{2}-D y^{2}= \pm 4$ has relatively prime solutions, the solutions being for $x^{2}-D y^{2}=-4$ if it is solvable (such a $D$ being marked $D^{*}$ ). If $x, y$ give the least posit ve solutions of the latter, $X=x^{2}+2, Y=x y$ give the least positive solutions of $X^{2}-D Y^{2}=+4$. If the last is solvable in relatively prime numbers, its least solution is easily deduced from that for $x^{2}-D y^{2}=1$.

[^267]C. Hermite ${ }^{129}$ proved that if $D$ is positive, $x^{2}-D y^{2}=1$ has an infinitude of integral solutions, and all are given by
$$
x+y \sqrt{D}=(a+b \sqrt{D})^{i} \quad(i=0, \pm 1, \pm 2, \cdots)
$$
where $a, b$ are solutions such that $a+b \sqrt{D}$ is a minimum.
A. Genocchi ${ }^{130}$ proved the results stated by Jacobi ${ }^{112}$ by means of $Y^{2} \mp p Z^{2}=4 X$ [cf. Dirichlet ${ }^{113}$ ]. For $x=i=\sqrt{-1}$, let $Y$ and $Z$ become $y+y_{1} i$ and $z+z_{1} i$. According as the prime $p$ is of the form $8 k+3$ or $8 k+7$, we have
$y^{2}-p z^{2}=\mp 2, \quad y \mp z \sqrt{p}= \pm(-1)^{k} K / \sqrt{2}, \quad K= \pm 2^{(p+1) / 2} \Pi \sin \left(\frac{\pi}{4}-\frac{r \pi}{p}\right)$,
where the product extends over the $(p-1) / 2$ quadratic residues of $p$.
P. L. Tchebychef ${ }^{131}$ proved that if $\alpha, \beta$ give the least positive solutions of $x^{2}-D y^{2}=1$, and if $x^{2}-D y^{2}= \pm N$ is solvable, one solution has
$$
0 \leqq x \leqq \sqrt{(\alpha \pm 1) N / 2}, \quad 0 \leqq y \leqq \sqrt{(\alpha \mp 1) N /(2 D)}
$$

If $a, b$ and $a_{1}, b_{1}$ are solutions $x, y$ within these limits of $x^{2}-D y^{2}= \pm N$, then $\left(a b_{1}+a_{1} b\right)\left(a b_{1}-a_{1} b\right)$ is a multiple of $N$, while neither factor is. Hence if $x^{2}-D y^{2}= \pm N$ has two distinct sets of solutions within these limits, $N$ is composite.
A. Göpel ${ }^{132}$ proved, by use of continued fractions, that if $A$ is a prime of the form $4 A^{\prime}+3$ or the double of such a prime, $x^{2}-A y^{2}= \pm 2$ is solvable, the sign being + or - according as $A\left(\right.$ or $\left.\frac{1}{2} A\right)$ is $\equiv 7$ or $3(\bmod 8)$, and related theorems as to the values of $A$ for which $x^{2}-A y^{2}=2$ is solvable, to be given in Vol. III under binary quadratic forms.
G. L. Dirichlet ${ }^{133}$ noted that if $f=a x^{2}+2 b x y+c y^{2}$ has for its determinant $D=b^{2}-a c$ a number not a square, and if $\sigma$ is the g.c.d. of $a, 2 b, c$, and if

$$
x=\lambda x^{\prime}+\mu y^{\prime}, \quad y=\nu x^{\prime}+\rho y^{\prime}, \quad \lambda \rho-\mu \nu=1,
$$

is a transformation with integral coefficients of determinant unity which transforms $f$ into itself, then

$$
\lambda=(t-b u) / \sigma, \quad \mu=-c u / \sigma, \quad \nu=a u / \sigma, \quad \rho=(t+b u) / \sigma,
$$

where $t, u$ are integral solutions of $t^{2}-D u^{2}=\sigma^{2}$; and conversely, if $t, u$ are integral solutions, the values of $\lambda, \cdots, \rho$ are integers which determine a transformation of $f$ into itself. For the more difficult case in which $D$ is positive, and $f$ is a reduced form, obtain from the period of reduced forms defined by $f$ all the transformations of $f$ into itself and hence, by the above, deduce all solutions of $t^{2}-D u^{2}=\sigma^{2}$. This theory, which will be given under binary quadratic forms in Vol. III, is closely connected with the continued fraction for the positive root of $a+2 b \omega+c \omega^{2}=0$.

[^268]Dirichlet ${ }^{134}$ recalled the fact that if $T, U$ are the least positive solutions of $t^{2}-D u^{2}=1$, where $D$ is positive and not a square, all positive solutions are given by

$$
t_{n}+u_{n} \sqrt{D}=(T+U \sqrt{D})^{n} \quad(n=1,2, \cdots)
$$

An infinitude of values of $u_{n}$ are divisible by any positive integer $S . \mathrm{He}$ proved that, if $N$ is the least $n$ for which $u_{n}$ is divisible by $S$, the remaining $n$ 's are the successive multiples of $N$. If $D^{\prime}=D S^{2}$ and if $T^{\prime}, U^{\prime}$ give the least positive solutions of $t^{2}-D^{\prime} u^{2}=1$, then $N$ is determined by

$$
T^{\prime}+U^{\prime} \sqrt{D^{\prime}}=(T+U \sqrt{D})^{N}
$$

For any prime factor $p$ of $S$, let $\nu$ be the least index for which $u_{\nu}$ is divisible by $p$ and let $p^{\delta}$ be the highest power of $p$ dividing $u_{\nu}$. Then, if $e$ is arbitrary, the exponent of the highest power of $p$ dividing $u_{\nu c}$ is $\delta+\epsilon$, where $\epsilon$ is the exponent of the highest power of $p$ dividing $e$. Let $\nu_{i}$, $\delta_{i}$ be the values corresponding to the general prime factor $p_{i}$ of $S=\Pi p_{i}^{a_{i}}$ and let $N$ be the l.c.m. of $\nu_{i} p_{i}^{a_{i}-\delta_{i}}(i=1,2, \cdots)$. When $\alpha_{1}, \alpha_{2}, \cdots$ increase indefinitely, $S / N$ approaches a limit. The application to quadratic forms will be given under that topic.
C. A. W. Berkhan ${ }^{135}$ gave an exposition of the theory of $a x^{2}+1=y^{2}$ and a table of solutions for $a \leqq 160$.
M. A. Stern ${ }^{136}$ applied new theorems on continued fractions to shorten the work of forming an extended table of least solutions of $x^{2}-A y^{2}=1$. Given the period for one number, we can find an infinitude of numbers the continued fraction for whose square root has a known period. He gave a table showing the manner in which the continued fractions for the square roots of 163 of the numbers $<1000$ can be derived from that for 2 .
A. Cayley ${ }^{137}$ gave for $D<1000, D \equiv 5(\bmod 8)$, a table showing the least odd solutions of $x^{2}-D y^{2}=-4$, when it is solvable, or, if not, of $x^{2}-D y^{2}=+4$, when the latter is solvable. The computation was made by means of Degen's ${ }^{101}$ table; if in the second line of the entry for $D$ the number 4 does not occur, there is no solution of $x^{2}-D y^{2}=4$; if the rank of the place in which 4 occurs is even, this equation and also $x^{2}-D y^{2}=-4$ is solvable; if of odd rank, only $x^{2}-D y^{2}=4$ is solvable. Also the least solution can be found by means of the series of quotients (in the first line of the entry) by stopping at the number preceding that above 4 and computing the continued fraction determined by this series. From the least solution of $\tau^{2}-D \nu^{2}=-4$ we get the least solution $x=\tau^{2}+2, y=\tau \nu$, of $x^{2}-D y^{2}=+4$, and the least solution $X=\left(\tau^{3}+3 \tau\right) / 2, Y=\left(\tau^{2}+1\right) \nu / 2$, of $X^{2}-D Y^{2}=-1$. From the least solution of $T^{2}-D U^{2}=4$ we get the least solution $x=\left(T^{3}-3 T\right) / 2, y=\left(T^{2}-1\right) U / 2$, of $x^{2}-D y^{2}=1$.

[^269]G. C. Gerono ${ }^{138}$ proved, following Lagrange, ${ }^{85}$ that $x^{2}-n y^{2}=1$ has an infinitude of integral solutions, if $n$ is positive and not a square. If $x, y$ are positive integral solutions, $x / y$ is a convergent of even rank of the continued fraction for $\sqrt{n}$ and corresponds to the next to the last incomplete quotient of one of the periods.
H. J. S. Smith ${ }^{139}$ stated the principal theorems relating to $t^{2}-D u^{2}=1$ or 4 by use of Euler's ${ }^{72}$ notation ( $q_{1}, \cdots, q_{n}$ ). He noted, as had Lagrange ${ }^{75}$ and Gausss ${ }^{93}$ (Art. 222), that the methods used by Euler ${ }^{65,71,83}$ are incomplete because he always assumed that a first solution is known and merely deduced from it those solutions which belong to the same set, whereas there may exist solutions belonging to a different set, and lastly because he gave no method to distinguish between the integral and fractional values contained in his formulas for $x, y$.
L. Kronecker ${ }^{140}$ noted that if $T, U$ are the least solutions of $T^{2}-P U^{2}=1$, $\log (T+U \sqrt{P})$ can be expressed in terms of special theta functions or elliptic functions, and the number of classes of binary quadratic forms of determinant $P$. He deduced approximate values for $T, U$; likewise, for the least solutions 4,1 of $t^{2}-17 u^{2}=-1,4+\sqrt{17}$ has the two approximations
$$
\frac{2}{9} e^{(5 / 18) \pi \sqrt{17}}, \quad \frac{1}{\sqrt{5}} e^{(1 / 10) \pi \sqrt{85}} .
$$
R. Dedekind ${ }^{141}$ proved the existence of integral solutions $t, u(u \neq 0)$ of $t^{2}-D u^{2}=1$ by the method used by Dirichlet ${ }^{120}$ for complex integers, but replacing his lemma by the following: There exist infinitely many pairs of integers $x, y$ such that $x^{2}-D y^{2}$ is numerically $<1+2 \sqrt{D}$.
C. Richaud ${ }^{142}$ stated that $x^{2}-N y^{2}=-1$ is solvable for various types of values of $N$ : If $A, \cdots, L$ are primes of the form $8 n+5$ and $N=2 A^{a}$, $2 A^{2 a+1} B^{2 \beta+1}$ or $2 A^{2 a} B^{2 \beta} \cdots L^{2 \lambda}$. If $B, \cdots, L$ are not included among the linear d visors of $t^{2}-2 A u^{2}$, and $N=2 A^{a} B^{\beta}, 2 A^{a} B^{2 \beta+1} C^{2 \gamma+1}$ or $2 A^{2 a+1} B^{2 \beta} \cdots L^{2 \lambda}$. If $a, b, \cdots, l$ are primes of the form $8 n+1$, and are not included among the linear dvisors of $t^{2}-2 A u^{2}$, and $N=2 A^{2 m+1} a^{a}, 2 A^{2 m+1} a^{2 a+1} b^{2 \beta+1}$ or $2 A^{2 m+1} a^{2 a}$ $\cdots l^{2 \lambda}$. If $A, \cdots, L$ are primes not included among the linear divisors of $t^{2}-\omega u^{2}$, where $\omega$ is a prime $4 n+1$, and $N=\omega^{m} A^{2 a+1}, \omega^{2 m+1} A^{\alpha}, \omega^{2 m+1} A^{2 a+1} B^{2 \beta+1}$, $\omega^{2 m+1} A^{2 a} \cdots L^{2 \lambda}$. Also for 8 more such sets of $N$ 's. He ${ }^{143}$ proved these results and similar ones by use of the continued fraction for $\sqrt{N}$ and the reciprocity law for quadratic residues.

Richaud ${ }^{144}$ gave minimum integral values of $x, y$ satisfying $x^{2}-A y^{2}=1$ for $A=a^{2} \pm d$ ( $d$ a divisor $>1$ of $2 a$ ) and for many values of $A$ such as $(9 a+3)^{2} \pm 9,(9 a+6)^{2} \pm 9,(25 a+5)^{2}-25$. Likewise for $x^{2}-A y^{2}=-1$.

[^270]M. A. Stern ${ }^{145}$ proved (p. 27) that $x^{2}-A y^{2}=d_{n}$ has one and but one solution in integers if $d_{n}\left(0<d_{n}<\sqrt{A}\right)$ is the denominator of a complete quotient which belongs to a partial denominator $a_{n+1}$ of the " negative" periodic continued fraction
$$
\left[a, a_{1}, a_{2}, \cdots\right]=a-\frac{1}{a_{1}}-\frac{1}{a_{2}}-\cdots
$$
for $\sqrt{A}$, and $x, y$ are the numerator and denominator of the convergent $\left[a, a_{1}, \cdots, a_{n}\right]$. The first $d_{n}$ which is unity leads to the solution of $x^{2}-A y^{2}=1$ in least integers; this $d_{n}$ is the denominator belonging to the final term of the first period. He found (pp. 30-43) the conditions for $d_{m}=2$. Finally there is a table giving for $N<100$ the partial denominators of the half period and the complete quotients for the negative continued fraction for $\sqrt{N}$. Lagrange ${ }^{85}$ had shown by an example that Pell's equation cannot be solved by use of a continued fraction in which the partial denominators have signs chosen at will.
J. Frischauf ${ }^{146}$ noted that Gauss ${ }^{93}$ (Arts. 197-202) obtained the least solutions $T, U$ of $t^{2}-D u^{2}=\sigma^{2}$ by use of a reduced quadratic form of determinant $D$. It is here shown that $T, U$ are independent of the particular reduced form used.
N. de Khanikof ${ }^{147}$ used a table showing the last two digits of the root of a square ending in $01,04, \cdots, 96$ to find the endings of possible integral solutions of $A+B t^{2}=u^{2}$.
P. Seeling ${ }^{148}$ treated the form of numbers the continued fractions for whose square roots have periods with a given number $g$ of the terms, treated the cases $g=2, \cdots, 7$ in detail, and tabulated the period of the continued fraction for $\sqrt{A}, 2 \leqq A \leqq 602$. He noted that Egen ${ }^{102}$ omitted from his table all numbers of the form $n^{2}+1$, though they belong there. Egen stated that $x^{2}-A y^{2}=-1$ is solvable only when the period of the continued fraction for $\sqrt{A}$ has an odd number of quotients. Seeling stated that it is possible in relatively prime integers $x, y$ only when $A=4 m+1$ or $4 m+2$. Hence if the period for $\sqrt{A}$ has an odd number $g$ of quotients, $A=4 m+1$ or $4 m+2$; this is proved for $g=1,3,5,7$.
L. Öttinger ${ }^{149}$ gave tables showing several solutions of $x^{2}-A y^{2}= \pm b$ for $A=2, \cdots, 20 ; b=1, \cdots, 10,3^{k}, 5^{k}, 7^{k}(k=1,2,3,4)$. If we have found by continued fractions the least solution of $p^{2}-A q^{2}= \pm b$ and know a solution of $t^{2}-A u^{2}=1$ or -1 , another solution of $x^{2}-A y^{2}= \pm b$ is given by $\alpha=p t \pm A q u, y=p u \pm q t$.
A. Meyer ${ }^{150}$ proved by use of ternary forms that if $D$ is a positive integer, $2^{*}$ the highest power of 2 dividing $D, \sigma \leqq 4, S^{2}$ the greatest odd square dividing $D$, and $D=2^{\sigma} S^{2} D_{1}$, then there exist integers $\xi, \eta$, relatively prime

[^271]to $2 D$, such that for all primes $p$ and $q$ satisfying
$$
p \equiv \xi, \quad q \equiv \eta \quad\left(\bmod 8 S D_{1}\right),
$$
the equation $t^{2}-p q D u^{2}=1$ has a fundamental solution $T, U$ for which neither $T+1$ nor $T-1$ is divisible by $p q$.
L. Loren $z^{151}$ found the number of integral solutions of $m^{2}+e n^{2}=N$, where $e=1,2,3,4$ or -1 , and $N$ is a given positive integer, by transforming the series
$$
\sum_{m, n=-\infty}^{+\infty} q^{m^{2}+e^{2}} \quad(q<1)
$$
into a series of another form and finding the term $q^{N}$ of the latter. For details when $e=1$ see Lorenz ${ }^{94}$ of Ch. VI.
P. Seeling ${ }^{152}$ noted that, if $A$ is positive and not a square, and the continued fraction for $\sqrt{A}$ has the symmetric period $n ; a, b, \cdots, b, a, 2 n$, solutions $x, y$ of $x^{2}-A y^{2}= \pm 1$ are given by the numerator and denominator of the convergent belonging to the quotient $2 n$. The sign is plus if the number of quotients in the period is even; while if it be odd, the sign is plus after $2,4,6, \cdots$, periods, minus after $1,3,5, \cdots$ periods. If $x^{2}-A y^{2}=-1$ and the number of quotients in the period is odd, then $A=4 m+1$ or $4 m+2$ and $A$ has no factor $4 m+3$; if $A$ is a prime $4 m+1$, the number of terms in the period for $\sqrt{A}$ is odd; if $A$ is a product of two or more primes $4 m+1$ or the double of such a product, no general rule has been found. Finally, he tabulated all numbers $A<7000$ for which the period of $\sqrt{A}$ has an odd number of terms, so that $x^{2}-A y^{2}=-1$ is solvable.
A. B. Evans and A. Martin ${ }^{153}$ found the least solution of $r x^{2}+1=\square$, where $r=940751$, and noted that $r x^{2}+38=\square$ has no integral solution.

Moret-Blanc ${ }^{154}$ noted that if $x=h, y=k$ is a solution of $2 x^{2}-1=y^{2}$, then $x=h u+k v, y=2 h v+k u$ give a second solution, provided $u^{2}-2 v^{2}=1$, as for $u=3, v=2$.
F. Didon stated and C. Moreau ${ }^{155}$ proved that, if $D=(4 n+2)^{2}+1$, where $n$ is a positive integer, $t^{2}-D u^{2}=4$ has no solution in odd integers, and the least positive solution is $t=16(2 n+1)^{2}+2, u=8(2 n+1)$.
O. Schlömilch ${ }^{156}$ discussed the continued fraction for $\sqrt{\alpha^{2} / 4 \pm \beta}$.
L. Matthiessen ${ }^{157}$ noted that if $x=f, y=g$ give the least solution of $a x^{2}-y^{2}=1$, all solutions are given by

$$
\begin{aligned}
a\left\{a^{n f^{2 n+1}}+\binom{2 n+1}{2} a^{n-1} f^{2 n-1} g^{2}+\binom{2 n+1}{4}\right. & \left.a^{n-2 f^{2 n-3} g^{4}+\cdots}\right\}^{2}-\left(a f^{2}-g^{2}\right)^{2 n+1} \\
& =\left\{\sum_{j=0}^{n}\binom{2 n+1}{2 j+1} a^{n-j f^{2 n-2 j} g^{2 j+1}}\right\}^{2} .
\end{aligned}
$$

${ }^{151}$ Tidsskrift for Math., (3), 1, 1871, 97. Cf. *J. Petersen, ibid., p. 76.
${ }_{152}$ Archiv Math. Phys., 52, 1871, 40-9.
${ }^{153}$ Math. Quest. Educ. Times, 16, 1871, 34-6.
${ }^{154}$ Nouv. Ann. Math., (2), 11, 1872, 173-7.
${ }^{155}$ Ibid., 48; (2), 12, 1873, 330-1.
${ }_{157}$ Zeitschrift Math. Phys., 17, 1872, 70-71.
${ }^{157}$ Ibid., 18, 1873, 426.

If $x=f, y=g$ give the least solution of $a x^{2}-y^{2}=-1$, all solutions are given by the preceding and a similar formula.
D. S. Hart ${ }^{158}$ stated that, if the fundamental set of solutions $p_{0}, q_{0}$ of $p^{2}-N q^{2}= \pm 1$ has been found, so that we have a set in addition to 1,0 , the simplest method to find successively all further sets of solut:ons is to use the relations $p=2 p_{0} r+r^{\prime}, q=2 p_{0} s \mp s^{\prime}$, where $r, s$ are the last found va'ues of $p, q$, and $r^{\prime}, s^{\prime}$ the next preceding values.
B. Minnigerode ${ }^{159}$ modified the theory as presented by Dirichlet ${ }^{133}$ by using a different definition of reduced forms and using the continued fraction

$$
\omega=a_{0}-\frac{1}{a_{1}}-\frac{1}{a_{2}}-\cdots-\frac{1}{a_{v-1}}-\frac{1}{\omega_{\nu}},
$$

with negative quotients (see the chapter on binary quadratic forms in Vol. III).
W. Schmidtt ${ }^{60}$ showed that all positive solutions of $t^{2}-D u^{2}= \pm 4$ are given by the development into a continued fraction of a root of a certain reduced binary quadratic form of determinant $D$.
T. Muir ${ }^{160 a}$ treated the development into a continued fraction of the square root of any positive integer or fraction. In particular, he obtained (p. 19) in general form the results of Euler, ${ }^{72}$ calling Euler's $(a, \cdots, l)$ a continuant $K(a, \cdots, l)$.
D. S. Hart and W. J. C. Miller ${ }^{161}$ proved by use of $p^{2}-103 n^{2}=1$ that $103(3 x-2)^{2}+1=\square$ has no integral solution $x$ and that $22421 / 3$ is the least positive solution.
M. Collins and A. M. Nash ${ }^{162}$ proved that $x^{2}+D^{m}=\left(N^{2}+D\right) y^{2}$ is solvable in rational numbers if $m=2 n+1$ by taking

$$
x+N y=k D\left(y+D^{n}\right), \quad x-N y=\left(y-D^{n}\right) / k .
$$

Several ${ }^{1{ }^{183}}$ solved $x^{2}-953 y^{2}= \pm 1$ by the continued fraction for $\sqrt{953}$.
S. Tebay ${ }^{164}$ noted that, if $p, q$ are the least solutions of $x^{2}-n y^{2}=1$, then

$$
x=\frac{1}{2}\left(\eta^{r}+\eta^{-r}\right), \quad y=\frac{1}{2} n^{-1 / 2}\left(\eta^{r}-\eta^{-r}\right), \quad \eta=p+q n^{1 / 2} .
$$

Let $n a^{2} \pm k=m^{2}$. To solve $n t^{2} \pm k=\square$, set $t=a+\tau$. Then

$$
m^{2}+2 n a \tau+n \tau^{2}=\square=(m+\tau x / y)^{2}, \quad \text { if } \quad \tau=2 y(n a y-m x) /\left(x^{2}-n y^{2}\right) .
$$

S. Bills ${ }^{165}$ illustrated a "new, practical" method of solving $x^{2}-A y^{2}= \pm 1$ by taking $A=953$. Then $S=30$ is the root of the square just $<A$. From

[^272]$0,1, S$ as the initial triple and $M, N, P$ as any triple, derive the next triple by
$$
M_{1}=N P-M, \quad N_{1}=\frac{A-M_{1}^{2}}{N}, \quad P_{1}=\left[\frac{S+M_{1}}{N_{1}}\right]
$$
where $[k]$ is the largest integer $\leqq k$. When we reach a triple with $P=2 S$, we get a solution. Application is made to solve $n t^{2} \pm k=\square$.

Several writers ${ }^{166}$ proved that, if $r$ is the least integer for which $A r^{2}-1=\square$ and if $A R^{2}+1=\square$, then $R$ is a multiple of $r$.
D. S. Hart ${ }^{167}$ showed that 560 is the least $z$ making $953 z^{2}+87 z+1=\square$.
A. Martin ${ }^{168}$ noted that $x=1284836351$ gives the least solution of $x^{2}-5658 y^{2}=1$, whereas Barlow ${ }^{99}$ gave erroneously a number of 48 digits. [Barlow solved $x^{2}-56587 y^{2}=1$; the omission of 7 was a misprint.]
H. J. S. Smith ${ }^{169}$ proved that, if $T, U$ are the least integral solutions of $T^{2}-D U^{2}=(-1)^{i}$, then $T+U \sqrt{D}$ equals the product of the $i$ complete quotients in a period in the development of $\sqrt{D}$ as a continued fraction. Also theorems on the number of different periods of complete quotients.
D. S. Hart ${ }^{170}$ gave a " new " method to solve $x^{2}-A y^{2}=1$. Set $A=r^{2} \pm m$. Then $(x+r y)(x-r y)=1 \pm m y^{2}$. Set $x-r y=1$. Then

$$
y= \pm 2 r / m, \quad x=1 \pm 2 r^{2} / m
$$

But the solutions are not in general integers. He and A. Martin ${ }^{171}$ found positive integral solutions of $94 x^{2}+57 x+34=\square$.
A. Kunerth ${ }^{172}$ required rational values of $p$ for which $x=N / D$ is an integer, $N$ and $D$ being given quadratic functions of $p$ with integral coefficients. Replacing $p$ by a suitable linear function of $q$, we get*

$$
x_{1} \equiv a x-A=\frac{d q+f}{q^{2}-g}, \quad(f-d q) x_{1}+d^{2}=\frac{S}{q^{2}-g}
$$

where $S=f^{2}-g d^{2}$ is known. Any common factor of $d, f$ may be removed from each member of the second equation. Write $v / w$ for the rational number $q$ and equate each positive or negative factor of $S$ in turn to $v^{2}-g w^{2}$. Hence for $g$ negative, there is only a finite number of trials. To apply to $y^{2}=a x^{2}+b x+c$ with the given solution $x_{1}, y_{1}$, set $y=p\left(x-x_{1}\right)+y_{1}$ in $y^{2}=a\left(x^{2}-x_{1}^{2}\right)+b\left(x-x_{1}\right)+y_{1}^{2}$. We get

$$
x-x_{1}=\frac{-2 y_{1} p+2 a x_{1}+b}{p^{2}-a}
$$

The case $b=0$ is treated at length. The method is applied (pp. 24-32) to Pell's equation $y^{2}=a x^{2}+1$; as $y=p x+1, x=-2 p /\left(p^{2}-a\right)$. He reproduced (pp. 56-8) Tenner's rule. ${ }^{118}$

[^273]A. Martin ${ }^{173}$ noted that, in the least solution of $x^{2}-9817 y^{2}=1, x$ has 97 digits.
D. S. Hart ${ }^{174}$ noted that $\left(r^{2}+s^{2}\right) y^{2}-1=\square$ for $y=m^{2}+n^{2}$, if
$$
m s=r n \pm \sqrt{\left(r^{2}+s^{2}\right) n^{2} \pm s}
$$
where one of $r, s$ is odd and the other even, while $n$ is to be found by trial. Martin ${ }^{174 a}$ found the least solution of $x^{2}-9781 y^{2}=1$.
S. Roberts ${ }^{175}$ noted that if $t^{2}-D u^{2}=-1$ is solvable in integers, where $D=2^{\mu} \alpha^{a} \beta^{b} \cdots, \mu=0$ or 1 and $\alpha, \beta, \cdots$ odd, then $t^{2}-D^{\prime} u^{2}=-1$ is solvable, where $D^{\prime}=2^{\mu} \alpha^{a+2 p} \beta^{b+2 q} \ldots$. Since any prime $4 n+1$ is a $D$, any odd power of it is a $D^{\prime}$. If $D=s^{2} d$, the solvability of $t^{2}-d u^{2}=-1$ is a necessary, but not sufficient, condition for the solvability of $t^{2}-D u^{2}=-1$.

Roberts ${ }^{176}$ proved that, if $t, u$ are the least solutions of $t^{2}-A u^{2}=1$, there are values $t_{1}, u_{1}$, less than $t, u$, for which either $M t_{1}^{2}-N u_{1}^{2}= \pm 1, M N=A$, or $M t_{1}^{2}-N u_{1}^{2}= \pm 2, M N=A$, unless $M=1$. If the first of these equations is solvable and $M<N$, then $M$ is the middle denominator of the period of the continued fraction for $\sqrt{A}$; but if the second holds, and not the first, $2 M$ is the middle denominator.
H. Brocard ${ }^{177}$ gave a bibliography and historical notes on Pell's equation.
K. E. Hoffmann ${ }^{178}$ recalled that Lagrange proved that $x_{0}, y_{0}$ is a solution of $x^{\prime}-A y^{2}=1$ if $x_{0} / y_{0}$ is the convergent corresponding to the first or first two periods of the continued fraction for $\sqrt{A}$. Other solutions follow from

$$
x_{n}+y_{n} \sqrt{A}=\left(x_{0}+y_{0} \sqrt{A}\right)^{n} .
$$

While it is usually merely stated that $x_{n} / y_{n}$ is a convergent to a later complete period, a direct proof is here given by use of the " closed form " of a periodic continued fraction (ibid., 62, 1878, 310-6).
A. Kunerth ${ }^{179}$ gave a "practical" method of solving

$$
\begin{equation*}
y^{2}=a x^{2}+b x+c \tag{17}
\end{equation*}
$$

If a rational solution is known, we may transform (17) into

$$
\begin{equation*}
y^{2}=(\alpha x+\beta)^{2}+(\gamma x+\delta)(\epsilon x+\zeta) \tag{18}
\end{equation*}
$$

Hence every such transformation yields two values $-\delta / \gamma$ and $-\zeta / \epsilon$ of $x$ giving rational solutions. If $x=m / n, y=r / n$ is a solution of (17), take $\gamma=n, \delta=-m$. Then $r=m \alpha+n \beta$, from which we may determine $\alpha, \beta$. Then $\epsilon, \zeta$ may be found from (18). To proceed without a known solution, subtract $(\alpha x+\beta)^{2}$ from (17) and employ the condition that the difference be a product of two linear functions:

$$
\begin{equation*}
(b-2 \alpha \beta)^{2}-4\left(a-\alpha^{2}\right)\left(c-\beta^{2}\right)=\Delta^{2} . \tag{19}
\end{equation*}
$$

[^274]Set $D=b^{2}-4 a c, \beta=(K+b \alpha) /(2 a)$. Then $K^{2}=a \Delta^{2}+D\left(\alpha^{2}-a\right)$. Hence we have to ass:gn to $\Delta$ and $\alpha$ such values that the latter sum is a square.

To apply (pp. 338-346) this method to the congruence $y^{2} \equiv c(\bmod b)$, where $b$ is a prime, we have (17) for $a=0$. Then (19) holds for $\Delta=b+2 p \alpha$ if

$$
\alpha=\frac{-b w(v+\beta w)}{v^{2}-c w^{2}}, \quad \frac{v}{w}=p .
$$

The first denominator may be made equal to $\pm b$ if $\pm b$ is a quadratic residue of $c$. Then $\alpha=\mp w_{0}\left(v_{0}+\beta w_{0}\right)$.

Kunerthh ${ }^{180}$ continued the same subject. Let $\alpha_{1}, \beta_{1}$ be a solution of $r=m \alpha+n \beta$. Then $\alpha=\alpha_{1}-n p, \beta=\beta_{1}+m p$. Substitute these in (18), with $\gamma=n, \delta=-m$. After several reductions, we get

$$
-\epsilon x-\zeta=\left(n p^{2}-2 \alpha_{1} p-\epsilon\right) x-\left(m p^{2}+2 \beta_{1} p+\zeta\right) .
$$

Then (17) has an integral solution if and only if $p$ can be chosen to make the value of $x$ for which the preceding vanishes an integer.
A. B. Evans and others ${ }^{181}$ proved that, if $p_{n} / q_{n}$ is the last convergent in the first period of the continued fraction for $\sqrt{A}$, and $r$ is the largest integer $\leqq \sqrt{A}$, then $p_{n}=r q_{n}-q_{n-1}$. Hence we can derive $x$ from $y$ in a solution of $x^{2}-A y^{2}=1$.
J. de Virieu ${ }^{182}$ used the final digits to show that $x y$ is divisible by 5 in

$$
\begin{equation*}
24 x^{2}+1=y^{2} \tag{20}
\end{equation*}
$$

E. Lionnet ${ }^{183}$ stated and M. Rocchetti and F. Pisani ${ }^{183}$ proved easily that three successive sets ( $x_{i}, y_{i}$ ) of solutions of (20) or $2 x^{2}+1=3 y^{2}$ satisfy $x_{n+1}=10 x_{n}-x_{n-1}, y_{n+1}=10 y_{n}-y_{n-1}$, with $\left(x_{1}, y_{1}\right)=(0,1)$ or ( 1,1 ), $\left(x_{2}, y_{2}\right)$ $=(1,5)$ or (11,9), respectively. For solutions $x$ of the second equation, $3 x^{2}$ +2 is of the form $360 n+5$ and is simultaneously a sum of three consecutive squares and a sum of two consecutive squares. For $x^{2}+1=2 y^{2}, x_{n}=6 x_{n-1}$ $-x_{n-2}, y_{n}=6 y_{n-1}-y_{n-2},\left(x_{1}, y_{1}\right)=(1,1),\left(x_{2}, y_{2}\right)=(7,5)$.
S. Réalis ${ }^{184}$ used $x^{2}-k y^{2}=\left(\alpha^{2}-k \beta^{2}\right)\left(A^{2}-k B^{2}\right)^{2}$, where

$$
x=\alpha A^{2}-2 k \beta A B+k \alpha B^{2}, \quad y=-\beta A^{2}+2 \alpha A B-k \beta B^{2},
$$

to derive a new solution of $x^{2}-k y^{2}=h$ from a given solution $\alpha, \beta$ and a solution of $A^{2}-k B^{2}=1$.
H. Poincare ${ }^{185}$ noted that, if $m$ is odd, and $a, b$ give the least integral solutions of $a^{2}-m b^{2}=1$ and $c, d$ give the least odd integral solutions of $c^{2}-m d^{2}=4$, then

$$
\left(\frac{c+d \sqrt{m}}{2}\right)^{3}=a+b \sqrt{m} .
$$

Several ${ }^{186}$ proved easily that $x_{n+p}=2 x_{p} x_{n}-x_{n-p}, y_{n+p}=2 x_{p} y_{n}-y_{n-p}$, if $x_{n}, y_{n}$ be the $n$th set of positive integral solutions of $x^{2}-N y^{2}=1\left[x_{0}=1, y_{0}=0\right]$.

[^275]W. P. Durfee ${ }^{187}$ stated that, if $x_{0}, y_{0} ; x_{1}, y_{1} ; \cdots$ be the integral solutions of $a x^{2}-y^{2}=-1$, arranged according to magnitude, then
$$
x_{n} y_{n+t}-x_{n+t} y_{n}=-x_{t}, \quad a x_{n} x_{n+t}-y_{n} y_{n+t}=-y_{t} .
$$
S. Günther ${ }^{188}$ noted that the solution of $2 x^{2}-1=y^{2}$ was apparently known to Plato. Its complete solution implies that of $2 x^{2}+1=y^{2}$, and conversely. To solve $\left(a^{2}+b^{2}\right) x^{2}-1=y^{2}$, seek the integral solutions of $\xi^{2}-\left(a^{2}+b^{2}\right) \eta^{2}=a^{2} \xi$ and test whether or not $a^{2} \xi$ divides $2\left(a^{2}+b^{2}\right) \eta^{2} \pm 2 b \xi \eta$; if so we have a solution of the initial equation.
E. de Jonquières ${ }^{189}$ found the period of the continued fraction for $\sqrt{A}$ for special types of numbers $A$, and treated periodic continued fractions whose numerators differ from unity.
D. S. Hart ${ }^{190}$ stated that a process, simpler than Euler's and Lagrange's, to find integral solutions of $a x^{2}+b x+c=\square$ is to subtract such a square $(l x+m)^{2}$ that the difference will factor into two linear functions with integral coefficients. Then $L^{2}+M N=\square=(L-M r / s)^{2}$ gives $x$; equate its denominator to unity.
E. Catalan ${ }^{191}$ discussed $A x^{2}=y^{2}+1$. Thus $A$ is of the form $a^{2}+b^{2}$. If $p, q$ give the least solution, $x$ is divisible by $p$. Set $x=p z$; then
$$
\left(q^{2}+1\right) z^{2}=y^{2}+1
$$

Hence consider $\left(a^{2}+1\right) x^{2}=y^{2}+1$. For its solutions,

$$
x_{n}=2\left(2 a^{2}+1\right) x_{n-1}-x_{n-2}, \quad n \geqq 3 .
$$

It is shown that $x_{n}$ is a sum of three squares if $n \geqq 3$. If $b>1$ in the initial equation, $x_{n}$ is a sum of four squares. Every integer $y>1$, for which $\left(a^{2}+1\right) x^{2}=y^{2}-1$, is a sum of three squares. Cf. Catalan ${ }^{63}$ of Ch. VII.
S. Roberts ${ }^{192}$ proved that $q^{2}-D r^{2}=1$ can be solved by using the nearest integral limits exclusively or superior limits exclusively as the partial quotients belonging to the continued fraction for $\sqrt{D}$, instead of using the customary inferior limits exclusively. But he admitted his results are due to Stern ${ }^{145}$ and Minnigerode. ${ }^{159}$
G. de Longchamps ${ }^{193}$ gave a bibliography of Pell's equation.
J. Perott ${ }^{194}$ proved that there exists a positive integer $\lambda$ such that, in

$$
t_{\lambda}+u_{\lambda} \sqrt{d}=\left(t_{1}+u_{1} \sqrt{d}\right)^{\lambda}
$$

$u_{\lambda}$ is divisible by a given odd prime, where $t_{1}, u_{1}$ give the least positive solutions of $t^{2}-d u^{2}=1$. He repeated (pp. 342-3) Poincare's ${ }^{185}$ remark.
M. Weill ${ }^{195}$ noted that $x^{2}-A y^{2}=N^{2}$ has the solution $x=A u^{2}+t^{2}, y=2 t u$, if $t, u$ give a solution of $t^{2}-A u^{2}=N$. Taking $N=1$, consider $a, a_{1}, a_{2}, \cdots$,
${ }^{187}$ Johns Hopkins University Circular, 1, 1882, 178.
${ }^{188}$ Blätter für Bayer. Gymnasialschulwesen, 18, 1882, 19-24.
${ }^{189}$ Comptes Rendus Paris, 96, 1883, 568, 694, 832, 1020, 1129, 1210, 1297, 1351, 1420, 1490, 1571, 1721.
${ }^{190}$ Math. Magazine, 1, 1882-4, 40-1.
${ }^{191}$ Assoc. franç. av. sc., 12, 1883, 101; Atti Accad. Pont. Nuovi Lincei, 37, 1883-4, 84-95.
${ }_{122}$ Proc. London Math. Soc., 15, 1883-4, 247-268.
${ }^{198}$ Jour. de math. élém., 1884, 15 ( 1885,171 , on continued fractions).
${ }^{19}$ Jour. für Math., 96, 1884, 335-7.
${ }^{196}$ Nouv. Ann. Math., (3), 4, 1885, 189-193.
$a_{k}=2 a_{k-1}^{2}-1$, obtained from $a^{2}-A u^{2}=1, y_{1}=2 a u, a_{1}=A u^{2}+a^{2}=2 a^{2}-1$, $\cdots$. He gave an explicit expression for $a_{k}$ and noted the connection with the formula for $\cos m \phi$ in terms of $\sin \phi$ and $\cos \phi$.
H. van Aubel ${ }^{196}$ proved the statement by Brocard ${ }^{177}$ that

$$
x_{m+1}=2 p x_{m}-x_{m-1}, \quad y_{m+1}=2 p y_{m}-y_{m-1}
$$

give the relations between three consecutive sets of solutions of $x^{2}-A y^{2}=1$, where $p, q$ give the least solutions. Also theorems giving $p$ and $q$ in terms of the convergents found near the middle of the period of the continued fraction for $\sqrt{A}$. If the period has an odd number of terms, $A$ is a sum of two relatively prime squares, but not conversely. He treated values of $A, b$ for which the solution $x=b y+1, y=2 b /\left(A-b^{2}\right)$ of $x^{2}-A y^{2}=1$ is integral. He noted cases when integral solutions can be derived from two sets of fractional solutions.

Several ${ }^{197}$ solved the problem to find the polygons the number $x(x-3) / 2$ of whose diagonals is a square, by treating $(2 v-1)^{2}-8 u^{2}=1$.
H. Richaud ${ }^{198}$ found the least solution of $x^{2}-N y^{2}=-1$ for $N=1549$. He noted corrections to Legendre's ${ }^{88}$ table for $N=823$ and 809.
J. Vivante ${ }^{199}$ treated $D x^{2}-3=y^{2}$ (cf. binary quadratic forms).
E. Lucas ${ }^{200}$ gave periods of the continued fraction for $\sqrt{n}$, when $n$ is a quadratic function.

Several ${ }^{201}$ solved $x^{2}-19 y^{2}=81$.
J. Perott ${ }^{302}$ reviewed various classic papers on $t^{2}-D u^{2}=-1$ and proved that, if $q$ is a prime of the form $16 n+9, t^{2}-2 q u^{2}=-1$ is solvable if and only if $2^{(q-1) / 4} \equiv-1(\bmod q)$; while, if $q$ is a prime $16 n+1$, the condition $2^{(q-1) / 4} \equiv 1$ $(\bmod q)$ is necessary, but not sufficient. If $q$ is a prime $8 n+5, t^{2}-2 q^{2} u^{2}=-1$ is always solvable; but, if $q$ is a prime $8 n+1$, a necessary condition is that, in the decomposition $q=c^{2}+2 d^{2}, d$ be divisible by 8 . This condition is sufficient if $q$ is of the form $16 m+9$, but not if $q=16 m+1$.
F. Tano ${ }^{203}$ proved that $x^{2}-A y^{2}=-1$ is solvable if $A=a_{1} a_{2} \cdots a_{n}$, where $n$ is odd and $a_{1}, \cdots, a_{n}$ are distinct primes $\equiv 1(\bmod 4)$ and if at most one of Legendre's symbols ( $a_{i} / a_{j}$ ) is +1 for $i<j$. He gave theorems on the case $A=2 a_{1} \cdots a_{n}$.
J. Knirr ${ }^{204}$ gave in detail the Indian ${ }^{30}$ cyclic method to solve $z^{2}-c x^{2}=1$, claiming a simplification. This method is said to be much shorter than that by continued fractions. He tabulated the least solutions for $c \leqq 152$.
A. Hurwitz ${ }^{205}$ developed any real number $x_{0}$ into a continued fraction by use of $x_{0}=a_{0}-1 / x_{1}, x_{1}=a_{1}-1 / x_{2}, \cdots$, where $a_{n}$ is chosen so that $x_{n}-a_{n}$ lies between $-1 / 2$ and $+1 / 2$. Minnigerode ${ }^{159}$ had shown that the de-

[^276]velopment is periodic if $x_{0}$ is a root of a quadratic equation with integral coefficients. The necessary and sufficient condition for the solvability of $x^{2}-D y^{2}=-1$ is that
$$
\sqrt{D}=\left(a_{0} ; a_{1}, a_{2}, \cdots, a_{r},-a_{1},-a_{2}, \cdots,-a_{r} ; a_{1}, a_{2}, \cdots\right)
$$
G. Chrystal ${ }^{206}$ gave an exposition of $x^{2}-C y^{2}= \pm H$ convenient for English readers.
F. Tano ${ }^{207}$ proved by developing $\sqrt{a^{2} \pm 4}$ into a continued fraction that $x^{2}-\left(a^{2}+4\right) y^{2}=-1$ is solvable in integers when $a$ is any odd integer, while $x^{2}-\left(a^{2}-4\right) y^{2}=-1$ is impossible except when $a=3$. There are infinitely many integral solutions of $x^{2}-k z^{2}= \pm a$ if $a$ is any odd integer and $k$ a sum of two squares. To prove that there are infinitely many integral solutions of
$$
x^{2}+y^{2}+z^{2}=u^{2}+v^{2}+w^{2}+N,
$$
where $N$ is any integer, we add the two equations
$$
x^{2}-\left(a^{2}+4\right) y^{2}=a, \quad x_{1}^{2}-\left(a^{2}-4\right) y_{1}^{2}=-(2 a-5)
$$
if $N$ is odd; but, if $N$ is even, we first change the second members to $-a, 4$. By multiplying $x^{2}-a^{2} y^{2}-4 y^{2}= \pm a$ by $u_{i}^{2}-a^{2} v_{i}^{2}+4 v_{i}^{2}=1$ for $i=1,2, \cdots$, in turn, we find that there is an infinitude of integral solutions of
$$
\sum_{r=1}^{k} x_{r}^{2}-\sum_{r=1}^{k+1} y_{r}^{2}= \pm a \quad\left(k=\frac{3^{n}-1}{2}\right)
$$
G. Frattini ${ }^{208}$ noted that, if $x_{0}, y_{0}$ is the fundamental solution of $x^{2}-\left(a^{2}+1\right) y^{2}=-N$, viz., a solution with $0<y_{0} \leqq \sqrt{N}$, then all its solutions are given by
$$
x+y \sqrt{a^{2}+1}=\left( \pm x_{0}+y_{0} \sqrt{a^{2}+1}\right)\left(a+\sqrt{a^{2}+1}\right)^{n}
$$
where $n$ ranges over the values $0,2,4, \cdots$; while all solutions of $x^{2}-\left(a^{2}+1\right) y^{2}=+N$ are given by the same formula where $n$ ranges over the positive odd integers.

Frattini ${ }^{209}$ proved that, if $K, H(H<\sqrt{N})$ form a solution of $x^{2}-\left(a^{2}-1\right) y^{2}=N$, every solution in positive integers is given by

$$
x+y \sqrt{a^{2}-1}=\left(K+H \sqrt{a^{2}-1}\right)\left(a+\sqrt{a^{2}-1}\right)^{m}, \quad m=0,1,2, \cdots
$$

Let $\alpha^{2}-D \beta^{2}=1, \beta \neq 0$. Multiplying $x^{2}-D y^{2}=N$ by $\beta^{2}$, we get

$$
(\beta x)^{2}-\left(\alpha^{2}-1\right) y^{2}=N \beta^{2},
$$

whose solutions are derived from one by the preceding formula, viz.,

$$
x+y \sqrt{D}=(K+H \sqrt{D})(\alpha+\beta \sqrt{D})^{m}, \quad m=0,1,2, \cdots
$$

When $N$ is changed to $-N$, the same formulas hold if we replace $K$ by $\pm K$, where, in the final formula, $H \leqq \sqrt{N(\alpha+1) / 2 D}$. Tchebychef's ${ }^{131}$ first result is a corollary.

[^277]Frattini ${ }^{210}$ reduced the solution of $x^{2}-D y^{2}=N$ to the solution of one of the equations $x^{2}-D y^{2}=N \rho^{\lambda}$, where $\rho=2 m+1-n>0, m^{2}$ being the largest square $<D=m^{2}+n$. Let $x, y$ be a solution of the given equation such that $y \geqq \sqrt{N / \rho}$. Then $x \leqq(m+1) y$. Let $x=(m+1) y-h$, whence $h \geqq 0$. Then our equation becomes a quadratic for $y$; the radical in the root $y$ nust be an integer $k$. Thus

$$
y=\frac{h(m+1) \pm k}{\rho}, \quad k^{2}-D h^{2}=N \rho .
$$

The sign before $k$ must be plus. Hence if $y \geqq \sqrt{N / \rho}$, and if $k, h$ give positive integral solutions of $x^{2}-D y^{2}=N \rho$, positive integral solutions of $x^{2}-D y^{2}=N$ are given by

$$
x+y \sqrt{D}=f(k+h \sqrt{D}), \quad f=(m+1+\sqrt{D}) / \rho
$$

Applying this result to the new equation, we conclude that, if $h \geqq \sqrt{N}$, positive integral solutions of the proposed equation are given by

$$
x+y \sqrt{D}=f^{2}\left(k^{\prime}+h^{\prime} \sqrt{D}\right)
$$

$k^{\prime}, h^{\prime}$ being positive integral solutions of $x^{2}-D y^{2}=N \rho^{2}$. The reciprocal of $f$ is $m+1-\sqrt{D}<1$. Thus we finally reach an equation $x^{2}-D y^{2}=N \rho^{\lambda}$ with a solution $y$ exceeding $\sqrt{N \rho^{\lambda} / \rho}$, and hence a solution of the proposed equation.

Frattini ${ }^{211}$ used similarly $x^{2}-D y^{2}=N(-n)^{\lambda}, \lambda=1,2, \cdots$, to solve $x^{2}-D y^{2}=N$, and applied the two methods to $x^{2}-D y^{2}=-N . \quad \mathrm{He}^{212}$ deduced the theorem of Tchebychef. ${ }^{131}$

Frattini ${ }^{213}$ supplemented and interpreted geometrically the theorem of Tchebychef. From Frattini ${ }^{209}$ we derive the result: If $0, q_{1}, q_{2}, \cdots$ are values of $y$ in successive positive integral solutions of $x^{2}-D y^{2}=1$, the series $0, q_{1} \sqrt{N}, q_{2} \sqrt{N}, \cdots$ separate the positive integral solutions of $x^{2}-D y^{2}=N$ in such a way that the number of solutions, in which $y$ equals or exceeds any number of that series and is less than the following, is constant. The geometric interpretation is that the vectors of the successive solutions of $x^{2}-D y^{2}=1$ divide the angle between the positive $x$-axis and the line of slope $1 / \sqrt{D}$ into consecutive angles each of which contains an equal number of points with integral coördinates satisfying $x^{2}-D y^{2}=N$. Again, if 1, $p_{1}, p_{2}, \cdots$ are the values of $x$, the series $0, \sqrt{N\left(p_{1}+1\right) / 2 D}, \sqrt{N\left(p_{2}+1\right) / 2 D}$, $\cdots$ separate the solutions of $x^{2}-D y^{2}=-N$ as before; for interpretation, use the $y$-axis instead of the $x$-axis.
C. A. Roberts ${ }^{214}$ gave only the denominators of the continued fractions for $\sqrt{p}$, where $p$ is a prime $4 n+1 \leqq 10501$ (thus giving what corresponds only to the first line of each entry in the table by Degen, ${ }^{101}$ and not the least solution of $x^{2}-p y^{2}= \pm 1$ ). The introduction to the table is by A. Martin.

[^278]E. Lemoine ${ }^{215}$ proved that all positive solutions of $x^{2}+1=2 y^{2}$ are given by $x_{n}=N_{2 n-1}+N_{2 n}, y_{n}=N_{2 n}$, where $N_{n-1} a+N_{n} b$ is the $n$th term of the series $u_{1}=a, u_{2}=b, \cdots, u_{n}=2 u_{n-1}+u_{n-2}$, so that
\[

$$
\begin{aligned}
& N_{2 n-1}=2^{2 n-3}+\binom{2 n-4}{1} 2^{2 n-5}+\binom{2 n-4}{2} 2^{2 n-7}+\cdots+\binom{2 n-4}{2 n-1} 2 \\
& N_{2 n}=2^{2 n-2}+\binom{2 n-3}{1} 2^{2 n-4}+\binom{2 n-3}{2} 2^{2 n-6}+\cdots+\binom{2 n-3}{2 n-2} 2^{2}+1
\end{aligned}
$$
\]

If $x, y$ is a solution of $x^{2}+1=2 y^{2}$, then $x+2 y, x+y$ is a solution of $x^{2}-1=2 y^{2}$ and the same holds if the equations are interchanged.
G. B. Mathews, ${ }^{216}$ employing the fundamental solution ( $T, U$ ) of $t^{2}-D u^{2}=\sigma^{2}$, and the notation of hyperbolic functions, put

$$
\phi=\cosh ^{-1}(T / \sigma)=\sinh ^{-1}(U \sqrt{D} / \sigma)
$$

Then the general solution is $T_{n}=\sigma \cosh n \phi, U_{n}=(\cdot \sigma / \sqrt{D}) \sinh n \phi$.
K. Schwering ${ }^{217}$ started with Jacobi's elliptic function $x=\sin$ am $u$, the function inverse to

$$
u=\int_{0}^{x} d x / \sqrt{1-x^{4}}
$$

and an "odd" integral complex number $\eta=a+b i$, where $a$ is odd and $b$ even, so that $q=a^{2}+b^{2}$ is odd. Then

$$
\sin \operatorname{am}(\eta u)= \pm \frac{x^{q}+a_{1} x^{q-4}+a_{2} x^{q-8}+\cdots+a_{\nu} x}{1+a_{1} x^{4}+a_{2} x^{8}+\cdots+a_{\nu} x^{q-1}}=\frac{x \phi\left(x^{4}\right)}{\chi\left(x^{4}\right)}, \quad \nu \equiv \frac{q-1}{4} .
$$

If $\eta$ is a complex prime of the form $4 k+3+\left(4 k^{\prime}+2\right) i$, then $\phi\left(x^{4}\right)$, on which depends the division of the lemniscate by $\eta$, is factorable into

$$
\phi\left(x^{4}\right)=Y^{2}-\eta Z^{2} .
$$

Let $g$ be a primitive root of the prime $q$, so that $g^{\nu} \equiv i(\bmod \eta)$. Taking $x=1$, we get odd complex integral solutions $t, u$ of $t^{2}-\eta u^{2}=2 i(-1)^{\text {ind }(1+i)}$ By squaring $t+\sqrt{\eta} u$ we get complex integral solutions of $T^{2}-\eta U^{2}=1$.
H. Weber ${ }^{218}$ employed the modular equation (an algebraic equation in $u$ and $v$ of degree 24 in each) which holds between the two elliptic functions $u=f(\omega), v=f(23 \omega)$, to deduce the identity $X^{2} M-Y^{2} N=1$,

$$
\begin{array}{ll}
2 X=(B-1)(B-4)\left(B^{2}-4 B+2\right), & M=B^{3}-5 B^{2}+8 B-5, \\
2 Y=(B-3)\left(B^{3}-6 B^{2}+10 B-6\right), & N=B^{3}-5 B^{2}+4 B-1 .
\end{array}
$$

Squaring $X \sqrt{M}+Y \sqrt{N}$, we get $x+y \sqrt{D}$, where $x^{2}-D y^{2}=1, D=M N$.
C. E. Bickmore ${ }^{219}$ computed (for a committee of which A. Cayley was chairman) a table, extending Degen's ${ }^{101}$ and showing, for $1001 \leqq a \leqq 1500$, the least solutions of $y^{2}=a x^{2}-1$ when $a$ is not of the form $t^{2}+1$ (in the contrary case, $y=t, x=1$, give a snlution), and, when the latter is not solv-

[^279]able, the least solutions of $y^{2}=a x^{2}+1$. From a solution of the former we get the solution $y_{1}=2 y^{2}+1, x_{1}=2 x y$ of $y_{1}^{2}=a x_{1}^{2}+1$.
A. Hurwitz ${ }^{220}$ proved that the positive relatively prime solutions of $u^{2}-D v^{2}=m$, where $|m|<2 \sqrt{D}$, are given by the fractions $u / v$ approximating to $\sqrt{D}$, where $u / v$ and $r / s$ are said to form a pair of fractions approximating to $x$ if $x$ lies between them and if $s u-r v=1$.
A. H. Bell ${ }^{221}$ found a special solution of $x^{2}=N y^{2}+1$ by setting
$$
x=-1+N y m / n,
$$
whence $y=2 m n /\left(m^{2} N-n^{2}\right)$ and asked when the denominator is unity. He treated the case $N=94$ and $x^{2}-61 y^{2}=-1$.

Emma Bortolotti ${ }^{222}$ noted that a root of a quadratic equation with discriminant $A$ and having as coefficients polynomials in $x$ can be developed into a periodic continued fraction whose elements are linear functions of $x$ if and only if $A u^{2}-v^{2}=1$ is solvable in polynomials $u, v$ in $x$. If $A$ is of odd degree in $x$, the latter equation is evidently impossible.
A. Meyer ${ }^{233}$ noted that if $t^{2}-D u^{2}=1$ has a fundamental solution $T, U$, in which $U$ is relatively prime to a divisor $D_{1}$ of $D$, it has solutions in which $u$ is congruent modulo $D_{1}$ to an arbitrarily given number.
G. Speckmann ${ }^{224}$ employed the identity

$$
\left(n a^{2} \pm m\right)^{2}-\left(\frac{n^{2} a^{2} \pm 2 n m}{x^{2}}\right)(a x)^{2}=m^{2}
$$

for $m=1$, and called the resulting solutions of Pell's equation regular if $x=1$ and irregular if $x^{2}$ is a divisor $>1$ of $n^{2} a^{2} \pm 2 n m$. To solve $x^{2}-D y^{2}=M$ ( $M \neq$ square), he sought a square $\eta^{2}$ such that $M+\eta^{2}$ is a square $\xi^{2}$; then a solution is $x=\xi+k \eta^{2}, y=\eta$, if $D=1+2 k \xi+k^{2} \eta^{2}$.
G. Frattini ${ }^{225}$ discussed the solution of $x^{2}-A y^{2}=1$, where $A$ is a polynomial in $u$, especially when $A$ is of degree 2 or 4 .

Ch. de la Vallée Poussin ${ }^{226}$ indicated the advantage in using continued fractions in which all but the first quotient are negative integers.
G. Speckmann ${ }^{277}$ noted that the fundamental solutions $T, U$ of $t^{2}-D u^{2}=1$ are $T=x+2, U=1$, if $D=x^{2}+4 x+3 ; T=2 x+3, U=2$, if $D=x^{2}+3 x+2$; etc. He noted identities like

$$
\left(n a^{3}+m\right)^{3}-\left(n^{3} a^{6}+3 m n^{2} a^{3}+3 m^{2} n\right) a^{3}=m^{3} .
$$

A. Palmström ${ }^{298}$ gave many recursion formulas and relations between sets of solutions of $(a+2) x^{2}-(a-2) y^{2}=4$. If $x_{1}, y_{1}$ are the least positive

[^280]solutions of $x^{2}-A y^{2}=-1$, then
$$
\left(4 x_{1}^{2}+4\right)\left(\frac{y}{y_{1}}\right)^{2}-4 x_{1}^{2}\left(\frac{x}{x_{1}}\right)^{2}=4,
$$
so that $y / y_{1}, x / x_{1}$ have the same properties as the above $x, y$, where now $a=4 x_{1}^{2}+2$. If $x_{1}$ is the least positive integer for which $x^{2}-A y^{2}=1$, we see that, by taking $a=4 x_{1}^{2}-2$, the solutions of odd rank have the same properties as the solutions of $x^{2}-A y^{2}=-1$.
C. Störmer ${ }^{229}$ quoted the known result that, if $a, b$ are the least positive solutions of $x^{2}-A y^{2}=-1$, other solutions are given by
$$
x_{2 n+1}+y_{2 n+1} \sqrt{A}=(a+b \sqrt{A})^{2 n+1},
$$
and solutions of $x^{2}-A y^{2}=+1$ are given by $x_{2 n}+y_{2 n} \sqrt{A}=(a+b \sqrt{A})^{2 n}$. He proved that
$\alpha-\beta=2 \tan ^{-1} \frac{a}{x_{2 n}}, \quad \alpha+\beta=2 \tan ^{-1} \frac{b}{y_{2 n}}, \quad \alpha=\tan ^{-1} \frac{1}{x_{2 n-1}}, \quad \beta=\tan ^{-1} \frac{1}{x_{2 n+1}}$.
Störmer ${ }^{230}$ noted that if $x^{2}-D y^{2}= \pm 1(D>0)$ has positive integral solutions and $y_{1}$ is the least $y$, either there is no solution $y$ such that every prime divisor of $y$ divides also $D$, or there is only one such solution, viz., $y_{1}$.
A. Thue ${ }^{231}$ proved that in $x^{2}-D y^{2}=m$ the least positive $y$ is $\leqq v \sqrt{m}$, where $v$ is a positive number for which $u^{2}-D v^{2}=1$, provided $D$ is not a square and $u>1$.
A. Boutin ${ }^{232}$ tabulated the periods of continued fractions for $\sqrt{n}$, $n \leqq 200$, and when $n$ is one of 30 special quadratic functions of a parameter [cf. Stern ${ }^{109}$ ]. He ${ }^{233}$ gave the complete solution of $y^{2}-\left(m^{2}-1\right) x^{2}=1$, with details when $m=2$.
H. Brocard ${ }^{234}$ gave references to problems depending on $x^{2}-2 y^{2}= \pm 1$.
E. de Jonquières ${ }^{235}$ proved by the use of binary quadratic forms that ( $\left.a^{2}-4\right) x^{2}-4 y^{2}= \pm 1$ is not solvable if $a \neq 3$, that $\left(a^{2}-1\right) x^{2}-4 y^{2}= \pm 1$ is not solvable [error for -1], that $(a+1) x^{2}-a y^{2}=1(a>0)$ has the least solutions $x=4 a+1, y=4 a+3$, that $\left(m a^{2} \pm 1\right) x^{2}-m y^{2}= \pm 1$ has the least solutions $x=4 m a^{2} \pm 1, y=4 m a^{3} \pm 3 a$, and gave long expressions for solutions of ( $m a^{2} \pm 4$ ) $x^{2}-m y^{2}= \pm 1$ ( $a$ and $m$ odd). The method employed is similar to that of Gauss (Disq. Arith., art. 195), but with the variation (inspired by Legendre) that he omitted from the period of neighboring reduced forms those having the middle term zero. He applied (pp. 1077-81, 1177) Gauss' method of reduction to $\left(m a^{2}+4\right) x^{2}-m y^{2}=1$. He gave (p. 1837) values of $D$ for which $t^{2}-D u^{2}=-1$ is solvable in integers: $D=a^{2}\left(n^{2}+1\right)$, $D=4 n^{2}+4 n+5$, where $a$ is a divisor of any term of odd rank in the recurring series having $\theta, 1,2 n$ as initial terms and having $2 n, 1$ as the scale of relation. It is not solvable if $D=a^{2}\left(n^{2}+1\right), n$ a multiple of $a$.

[^281]De Jonquières ${ }^{236}$ noted that a solution of $t^{2}-D u^{2}=-1$ or $-m^{2}$ can be found from two similar transformations of a quadratic form $(A, B, C)$ into ( $a, b, c$ ) or its inverse $(-a, b,-c$ ).
R. W. D. Christie ${ }^{237}$ found the least solution of $x^{2}-103 y^{2}=1$.
G. Ricalde ${ }^{238}$ stated that if $x=1, x_{1}, x_{2}, \cdots ; y=0, y_{1}, y_{2}, \cdots$ are the integral solutions of $x^{2}-A y^{2}=1$ ( $A$ not a square), $2\left(x_{2 n}+1\right)$ is a square $t^{2}$ and $y_{2 n}$ is a multiple of $t$; if $2\left(x_{2 n+1}-1\right)$ is a square for one value of $n$, it is a square $k^{2}$ for every $n$, and $y_{2 n+1}$ is a multiple of $k$, and one has the solutions of $u^{2}-A v^{2}=-1$. A. Palmström (pp. 210-11) noted that the first statement follows from

$$
\begin{gathered}
x_{2 n}+y_{2 n} \sqrt{A} \equiv\left(x_{1}+y_{1} \sqrt{A}\right)^{2 n}=\left(x_{n}+y_{n} \sqrt{A}\right)^{2}, \quad x_{2 n}=x_{n}^{2}+A y_{n}^{2}=2 x_{n}^{2}-1, \\
\\
y_{2 n}=2 x_{n} y_{n} .
\end{gathered}
$$

As to the second statement, Palmström proved that $\left(x_{2 n+1} \mp 1\right) /\left(x_{1} \mp 1\right)$ are squares, whence $2\left(x_{2 n+1}-1\right)$ is a square for every $n$ if for one $n$. If $u_{1}, v_{1}$ are the least solutions of $u^{2}-A v^{2}=-1$,

$$
\begin{aligned}
x_{2 n+1}+y_{2 n+1} \sqrt{A}=\left(u_{1}+v_{1} \sqrt{A}\right)^{4 n+2} & =\left(u_{n+1}+v_{n+1} \sqrt{A}\right)^{2} \\
& =2 u_{n+1}^{2}+1+2 u_{n+1} v_{n+1} \sqrt{A},
\end{aligned}
$$

so that $2\left(x_{2 n+1}-1\right)$ is a square. But the latter may be true when

$$
u^{2}-A v^{2}=-1
$$

is impossible.
A. Goulard ${ }^{239}$ proved that, if $m$ is odd, $2\left(x_{m p}-1\right)$ is a square if and only if $2\left(x_{p}-1\right)$ is a square. The latter is not a square if $p$ is even, while, for $p$ odd, it is a square if and only if $u^{2}-A v^{2}=-1$ is solvable.
A. Cunningham and R. W. D. Christie ${ }^{240}$ each noted that $X^{2}-p Y^{2}=1$ becomes $x^{2}-p y^{2}=\mp 2$ under the transformation $X=x^{2} \pm 1, Y=x y$. Then if $p$ is a prime, it is of the form $8 n+3$ or $8 n-1$ according as the upper or lower sign holds. By choosing values of $x, y$, we get solutions of the proposed equation.
C. de Polignac ${ }^{241}$ proved that if $t_{1}, u_{1}$ are the least positive solutions of $t^{2}-D u^{2}=1$, where $D$ is positive and not a square, and $t_{n}, u_{n}$ any other solutions, there exists a linear substitution $x_{1}=\left(Q_{1} x+S_{1}\right) /\left(P_{1} x+R_{1}\right)$ whose $n$th power $x_{n}=\left(Q_{n} x+S_{n}\right) /\left(P_{n} x+R_{n}\right)$ gives $t_{n}=Q_{n}, u_{n}=P_{n} / u_{1}$.
G. Ricalde ${ }^{242}$ gave the identities solving $x^{2}-A y^{2}=1$ :

$$
\left(k^{2} n \pm 1\right)^{2}-n\left(k^{2} n \pm 2\right) k^{2}=1, \quad(8 n+25)^{2}-\left(4 n^{2}+25 n+39\right) 4^{2}=1
$$

$$
\left\{8\left[n^{3}+(n+1)^{3}\right]^{2}+1\right\}^{2}-\left[(2 n+1)^{2}+4\right]\left\{4\left[n^{3}+(n+1)^{3}\right]\left[n^{2}+(n+1)^{2}\right]\right\}^{2}=1
$$

as well as those due to Euler. ${ }^{65}$ He and others ${ }^{248}$ made minor remarks on the linear relations between three successive solutions of $x^{2}-a y^{2}= \pm 1$.

[^282]A. Boutin ${ }^{244}$ noted that, if $A$ is a properly chosen quadratic function of $m$, $x^{2}-A y^{2}= \pm 1$ are solved completely by an infinitude of polynomials in $m$, which satisfy certain differential equations of order two. Thus for
$$
y^{2}-\left(m^{2}+1\right) x^{2}=1, \quad y^{2}-\left(m^{2}+1\right) x^{2}=-1
$$
the recurring series
$x_{\mathrm{i}}=0, x_{1}=1, \cdots, x_{n}=2 m x_{n-1}+x_{n-2} ; y_{0}=1, y_{1}=m, \cdots, y_{n}=2 m y_{n-1}+y_{n-2}$ for even indices solve the first equation, and for odd indices the second. As functions of $m, x_{n}$ and $y_{n}$ satisfy the differential equations
$$
\left(m^{2}+1\right) \frac{d^{2} x_{n}}{d m^{2}}+3 m \frac{d x_{n}}{d m}-\left(n^{2}-1\right) x_{n}=0, \quad\left(m^{2}+1\right) \frac{d^{2} y_{n}}{d m^{2}}+m \frac{d y_{n}}{d m}-n^{2} y_{n}=0
$$

Similar remarks are made for $A=25 m^{2}-14 m+2$ and for $x^{2}-A y^{2}=1$, $A=m^{2}-1, m \alpha^{2}+2, m\left(m \alpha^{2}+1\right)$.
J. Romero ${ }^{245}$ noted that $\left(n y^{2} \pm x\right)^{2}-\left(n^{2} y^{2} \pm 2 n x+A\right) y^{2}= \pm 1$ if

$$
x^{2}-A y^{2}= \pm 1
$$

A. S: Werebrusow noted that in $x^{2}-A y^{2}= \pm 1, A$ may have the form $a^{2} m^{2}+2 b m+c$ if $b^{2}-a^{2} c= \pm 1$.
A. Holm ${ }^{246}$ employed the $(n+1)$ th divisor $D_{n}$ when $\sqrt{C}$ is converted into a continued fraction the length of whose period is $c$. Let $p_{c}, q_{c}$ be the fundamental solution of $x^{2}-C y^{2}=1$. From one solution $p_{n}, q_{n}$ of $x^{2}-C y^{2}=(-1)^{n} D_{n}$ we get all the solutions by use of

$$
x-y \sqrt{C}= \pm\left(p_{n}-q_{n} \sqrt{C}\right)\left(p_{c}-q_{c} \sqrt{C}\right)^{m}
$$

where, if $c$ is even, $m$ ranges over all integers, positive, negative or zero; while, if $c$ is odd, $m$ ranges over only the even integers.
H. Weber ${ }^{247}$ treated $t^{2}-D u^{2}= \pm 4$ from the standpoint of quadratic numbers $\frac{1}{2}(t+u \sqrt{D})$, where $t$ and $u$ are integers.

Necessary or sufficient conditions that $x^{2}-D y^{2}=-1$ be solvable have been noted. ${ }^{248}$
E. B. Escott asked and A. S. Werebrusow ${ }^{249}$ replied for what values of $a, b, \cdots$ is $[a, b, \cdots, a] /[b, c, \cdots, b]$ integral (cf. Dirichlet's Zahlentheorie p. 49).

P F. Teilhet ${ }^{250}$ stated and several proved that if $\beta$ is a root of $\gamma^{2}-3 \beta^{2}=1$, and $\beta \neq 0$, then $6 \beta^{2}+1$ is not a square. Hence $n(n+1)(n+2)=3 A^{2}$ is impossible.
P. von Schaewen ${ }^{251}$ made $f \equiv A x^{2}+B x+C$ a square in the following cases (in which $D=B^{2}-4 A C$ ): (i) $A=n^{2} A_{1}, D=m^{2} D_{1}, A_{1}+D_{1}=\square=q^{2}$, since

$$
f=\frac{m^{2}}{4 n^{2}}+A\left(x+\frac{B+m q}{2 A}\right)\left(x+\frac{B-m q}{2 A}\right)
$$

[^283]is of Euler's form $P^{2}+Q R$. (ii) $C+D=\square$. (iii) $-A D=\square$. (iv) $-C D=\square$. (v) One of $A(1-D), C(1-D), D(1-A), D(1-C)$ a square, and the generalizations to $D=m^{2} D_{1}, A\left(1-D_{1}\right)=\square=q^{2}$ (etc.), since then
$$
f=\left(\frac{m q}{2 A}\right)^{2}+A\left(x+\frac{B+m}{2 A}\right)\left(x+\frac{B-m}{2 A}\right)
$$
R. W. D. Christie ${ }^{252}$ noted that, if $a d-b c= \pm 1, a^{2}+b^{2}=P, x^{2}+1=P y$ is satisfied by
$$
x=n P+Q, \quad y=n^{2} P+2 n Q+c^{2}+d^{2}, \quad \pm Q \equiv a c+b d .
$$

The problem is now to choose $a, b, c, d$ to make $y=\square$. He and others (p. 87) solved $x^{2}-149 y^{2}=1$ without using continued fractions. He and E. B. Escott (p. 119) gave the identity

$$
\begin{aligned}
\left\{k\left(4 n^{2} a^{2} \mp 4 n a+4 n^{2}+1\right)+\right. & (2 n a \mp a+2 n)\}^{2}+1 \\
& =\left\{(2 n a \mp 1)^{2}+(2 n)^{2}\right\}\left\{(2 k n+1)^{2}+(2 k n a \mp k+a)^{2}\right\}^{2} .
\end{aligned}
$$

Christie ${ }^{253}$ noted that if $p_{n} / q_{n}$ is a convergent to $\sqrt{D}$, where $D$ is a prime $4 m+1$, then $q_{2 n+1}=q_{n}^{2}+q_{n+1}^{2}$ [cf. Euler, ${ }^{72}$ end].
G. Frattini, ${ }^{254}$ employing a positive integer $D$ and positive rational numbers $E, F$, defined the index of $E+F \sqrt{D}$ to be the maximum number of such factors into which it can be decomposed. If one solution $\alpha, \beta$ of $x^{2}-D y^{?}=1$ is known, all solutions of $x^{2}-D y^{2}=N$ are given by

$$
x+y \sqrt{D}=(\alpha+\beta \sqrt{D})^{k}\left(x^{\prime} \pm y^{\prime} \sqrt{D}\right)
$$

where the index of the particular solution $x^{\prime}, y^{\prime}$ does not exceed half the index of the solution of the Pell equation. But we may regard as known the solutions whose indices do not exceed a given limit (depending only on a finite number of trials).

Frattini ${ }^{255}$ extended the preceding results to the algebraic case in which $D, N, x, y$ are polynomials in a parameter $a$. Finally, he proved that, if $D$ is a positive integer or a polynomial of even degree in $a, x^{2}-D y^{2}=1$ is solvable if and only if $\sqrt{D}$ is developable into a simple periodic continued fraction such that

$$
\sqrt{D}=\left(a_{1}, a_{2}, \cdots, a_{n}, c+\sqrt{D}\right)
$$

where the $a$ 's and $c$ are integers if $D$ is integral, otherwise polynomials in $a$.
A. Cunningham ${ }^{256}$ gave the least solutions of both $\tau^{2}-D v^{2}= \pm 1, D<100$, from Degen's ${ }^{101}$ table, but checked by Legendre's ${ }^{88}$; also further (multiple) solutions for $D \leqq 20$; also the least odd solutions of $\tau^{2}-D \nu^{2}= \pm 2, \pm 8, \pm 16$ for $D<500$, and $D= \pm 4$ for $D<1000$ (computed from data in Degen's table). He noted three errors in the table by Bickmore. ${ }^{219}$

Cunningham and Christie ${ }^{257}$ showed how to find an infinitude of integers

[^284]$X_{n}$ having the same $Y$ in $X_{n}^{2}-P_{n} Y^{2}=-1$. They and A. H. Bell ${ }^{258}$ solved $x^{2}-19 y^{2}=-3$ without using the usual convergents.

Cunningham ${ }^{259}$ used known solutions of $y^{2}-D x^{2}=-1$ to factor numbers of the form $y^{2}+1$.
A. Aubry ${ }^{260}$ give a history and exposition of the Pell equation.
J. Schröder ${ }^{261}$ noted that if $P_{a} / Q_{a}(\alpha=1,2, \cdots)$ are the convergents to $1+\frac{1}{k}+\frac{1}{k}+\cdots$,

$$
(\sqrt{k}-1)^{a}=(-1)^{a-1}\left(\sqrt{k} Q_{a}-P_{a}\right)
$$

holds only for $k=2$. P. Epstein (p. 310) noted that this result for $k=2$ is a case of the known relation between the general solution of $x^{2}-D y^{2}= \pm 1$ and its least solution. It is also a case of the following theorem. If $D=a^{2}+b$, and $b$ is a divisor of $2 a$, while $Z_{k} / N_{k}$ are the convergents to $\sqrt{D}$, then

$$
(\sqrt{D}-a)^{k}=(-1)^{k-1} b^{[k / 2]}\left(N_{k} \sqrt{D}-Z_{k}\right) .
$$

Several writers ${ }^{262}$ discussed the $p$ 's for which $x^{2}-\left(y^{2}-1\right) p^{2}=1$ is solvable. A. H. Holmes ${ }^{263}$ noted that 41 is the least prime $y$ for which

$$
7 x^{2}-111=y^{2} .
$$

A. Holm ${ }^{264}$ noted that, if $p, q$ give a particular solution of $x^{2}-C y^{2}= \pm D$, and $r, s$ one of $x^{2}-C y^{2}=1$, all positive solutions of the former are given by

$$
x-y \sqrt{C}= \pm(p-q \sqrt{C})(r-s \sqrt{C})^{n}, \quad n=0, \pm 1, \pm 2, \cdots
$$

R. W. D. Christie ${ }^{265}$ noted that if we set $x=\cos \theta, y=\sin \theta$,

$$
\begin{array}{ll}
X_{2}=\cos 2 \theta=2 x^{2}-1, & X_{3}=\cos 3 \theta=4 \cos ^{3} \theta-3 \cos \theta=4 x^{3}-3 x, \cdots, \\
Y_{2}=\sin 2 \theta=2 x y, & Y_{3}=\sin 3 \theta=\left(4 \cos ^{2} \theta-1\right) \sin \theta=4 x^{2} y-y, \cdots,
\end{array}
$$

which give the successive sets of solutions of $X_{n}^{2}-P Y_{n}^{2}=1$ if $X_{1}=x, Y_{1}=y$ is the first set [cf. Wallis, ${ }^{48}$ Euler ${ }^{65}$ ]. This was verified for any $n$.

Christie ${ }^{266}$ proved that, if $p_{n}, q_{n}$ are any convergents of $p_{n}^{2}-2 q_{n}^{2}= \pm 1$,

$$
2 \tan ^{-} \frac{q_{n}}{q_{n+1}} \pm \tan ^{-1} \frac{1}{p_{2 n+1}}=\frac{\pi}{4}=2 \tan ^{-1} \frac{p_{n}}{p_{n+1}} \pm \tan ^{-1} \frac{1}{p_{2 n+1}}
$$

Christie ${ }^{267}$ noted that successive solutions of $X^{2}-p Y^{2}=1$ are given by

$$
X_{n+1}=2 x X_{n}-X_{n-1}, \quad Y_{n+1}=2 x Y_{n}-Y_{n-1}
$$

the initial solutions being 1,$0 ; x, y$. From a solution of $x^{2}-601 y^{2}=-1$, one of $X^{2}-601 Y^{2}=1$ is found (pp. 54-5).

[^285]A. Auric ${ }^{288}$ developed into a continued fraction the root of any quadratic equation of discriminant $\Delta$; it is a question of factoring $t \pm 2$, where $t, u$ give the least solution of $t^{2}-\Delta u^{2}=4$.
B. Niewenglowski ${ }^{269}$ noted that $x^{2}-a y^{2}=-1$ is solvable if and only if the least positive integral solutions of $x^{2}-a y^{2}=+1$ are of the form $x=1+2 u^{2}, y=2 u v$. The latter represents an hyperbola; if $P$ and $P_{1}$ are points on it with integral coördinates, the line through $P$ parallel to the tangent at $P_{1}$ cuts the hyperbola in a new point with integral coördinates.
A. Cunningham ${ }^{270}$ gave tests for the divisibility of solutions of
$$
\tau^{2}-D v^{2}= \pm 1
$$
by a prime.
The existence of a fundamental solution of Pell's equation is a corollary to Dirichlet's theorem on the units in any algebraic field. For the case of a quadratic field, reference may be made to J. Sommer's ${ }^{271}$ text.
"E. A. Majol " ${ }^{272}$ gave eight values, $75,78,321, \cdots$, of $\Delta$ for which there is a common prime divisor $4 m+3$ of $\Delta$ and $y$ in the fundamental solution of $x^{2}-\Delta y^{2}=1$.
A. Boutin ${ }^{273}$ gave the period of the continued fraction for $\sqrt{A}$ for many forms of $A$, chiefly quadratic functions of $a$, and for various such $A$ 's listed the least solutions of $x^{2}-A y^{2}= \pm 1$. He listed the values of $N$, $0<N<1023$, for which $x^{2}-N y^{2}=-1$ is solvable, a necessary and sufficient condition for which is that there be an odd number of terms in the period of incomplete quotients in the development of $\sqrt{N}$.
*C. Störmer ${ }^{274}$ gave a simple proof of his ${ }^{230}$ theorem and applied it to solve the following problem: Given the primes $p_{1} \cdots, p_{n}$, find all positive integers $N$ for which $N(N+h)$ is divisible by no prime other than $p_{1}, \cdots, p_{n}$ when $h=1$ or 2 . This is solved by the theorem that, if $a=1$ or 4 , all positive integral solutions $x$ of $x^{2}-1=a p_{1}^{z_{1}} \cdots p_{n}^{z_{n}^{n}}$ occur among the fundamental solutions of the equations $x^{2}-D_{i} y^{2}=1(i=1, \cdots, \nu)$, where $D_{1}, \cdots, D_{v}$ are all the values of $a p_{1}^{q_{1}} \cdots p_{n}^{\varepsilon_{n}}$ when $\epsilon_{1}, \cdots, \epsilon_{n}$ take independently the values 1,2 .
G. Fontene $e^{275}$ proved that, if $a, b$ give the least positive solutions of $x^{2}-k y^{2}=1$, all solutions are given by $x+y \sqrt{k}=(a+b \sqrt{k})^{n}$; the proof is essentially the classic proof, but follows the proof by Mile. J. Borry (ibid., 13, 1907, 316).
A. Chatelete ${ }^{276}$ proved by an elementary formulation of the classic method of solution by continued fractions that, if $k$ is not a square, $x^{2}-k y^{2}=1$ is always solvable.

[^286]R. W. D. Christie ${ }^{277}$ expressed the solutions of $x^{2}-5 y^{2}= \pm 4$ in terms of fifth roots of unity. He and others ${ }^{278}$ obtained a double infinitude of fractional solutions of $x^{2}-p y^{2}=1$ from one integral solution:
$$
\left(\frac{x}{z}\right)^{2}-p\left(\frac{p y-y+2}{(p+1) z}\right)^{2}=1, \quad z=\frac{2 p y-p+1}{p+1} .
$$
E. B. Escott and A. Cunningham ${ }^{279}$ factored $u_{84}$ in $t_{n}^{2}-2 u_{n}^{2}=(-1)^{n}$.

Christie and Cunningham ${ }^{280}$ proved that, if $p_{n}^{2}-2 q_{n}^{2}= \pm 1$,

$$
\left(p_{n} p_{n+1}\right)^{2}+\left(2 q_{n} q_{n+1}\right)^{2}=q_{2 n+1}^{2}, \quad p_{n} p_{n+1}-2 q_{n} q_{n+1}= \pm 1 .
$$

Cunningham ${ }^{281}$ applied his ${ }^{270}$ method to factor $v_{66}$ in $\tau_{n}^{2}-2 v_{n}^{2}=1$, and gave further examples of the factorization of solutions of Pell equations.

Cunningham ${ }^{282}$ noted relations between the solutions of $x^{2}-3 y^{2}=-2$, $z^{2}-3 w^{2}=1$, in connection with the factorization of $\left(a^{6}+27 b^{6}\right) /\left(a^{2}+3 b^{2}\right)$.
G. Frattini ${ }^{283}$ proved that if $D$ and $N$ are polynomials in $a$, and $D$ is of even degree, and if $x^{2}-D y^{2}=1$ has a known solution in polynomials in $a$, then all solutions of $x^{2}-D y^{2}=N$ can be found from one.
G. Fontene $e^{284}$ noted that, if $a, b$ give the least positive solution of $x^{2}-k y^{2}=1$,

$$
x_{n}=2 a x_{n-1}-x_{n-2}, \quad y_{n}=2 a y_{n-1}-y_{n-2} .
$$

A. Lévy ${ }^{285}$ gave another proof of the result proved by Fontené. ${ }^{275}$
A. Gérardin ${ }^{286}$ noted that, if $t_{n}^{2}-d u_{n}^{2}=1$,
$u_{2 n}=2 u_{n} t_{n}=t_{1} u_{2 n-1}+u_{1} t_{2 n-1}, \quad t_{n}=2 t_{1} t_{n-1}-t_{n-2}$,
$\frac{u_{n-1}}{u_{1}} \cdot \frac{u_{n+1}}{u_{1}}=\left(\frac{u_{n}}{u_{1}}\right)^{2}-1$,

$$
t_{n}=t_{1} t_{n-1}+d u_{1} u_{n-1}, \quad \begin{gathered}
u_{n}=t_{1} u_{n-1}+u_{1} t_{n-1}, \\
t_{n-1} t_{n+1}=t_{n}^{2}+d u_{1}^{2} .
\end{gathered}
$$

Each $u_{k} / u_{1}$ is a composite integer. For $f_{n}^{2}-d g_{n}^{2}=-1$,

$$
\begin{gathered}
f_{n}=\left(4 f_{0}^{2}+2\right) f_{n-1}-f_{n-2}=\left(2 f_{0}^{2}+1\right) f_{n-1}+2 d f_{0} g_{0} g_{n-1}, \\
g_{n}=\left(2 f_{0}^{2}+1\right) g_{n-1}+2 f_{0} g_{0} f_{n-1} .
\end{gathered}
$$

G. Ascoli ${ }^{287}$ gave an elementary treatment of $a x^{2}+b x+c=y^{2}$.
F. Ferrari ${ }^{288}$ cited known results leading to a practical method to find all integral solutions of $x^{2}-D y^{2}= \pm 1$ in the solvable cases.
W. Kluge ${ }^{289}$ proved that for the integral solutions of

$$
x_{n}^{2}-2 k x_{n} y_{n}-y_{n}^{2}=(-1)^{n} \rho
$$

[^287]A. Auric ${ }^{288}$ developed into a continued fraction the root of any quadratic equation of discriminant $\Delta$; it is a question of factoring $t \pm 2$, where $t, u$ give the least solution of $t^{2}-\Delta u^{2}=4$.
B. Niewenglowski ${ }^{269}$ noted that $x^{2}-a y^{2}=-1$ is solvable if and only if the least positive integral solutions of $x^{2}-a y^{2}=+1$ are of the form $x=1+2 u^{2}, y=2 u v$. The latter represents an hyperbola; if $P$ and $P_{1}$ are points on it with integral coördinates, the line through $P$ parallel to the tangent at $P_{1}$ cuts the hyperbola in a new point with integral coördinates.
A. Cunningham ${ }^{270}$ gave tests for the divisibility of solutions of
$$
\tau^{2}-D v^{2}= \pm 1
$$
by a prime.
The existence of a fundamental solution of Pell's equation is a corollary to Dirichlet's theorem on the units in any algebraic field. For the case of a quadratic field, reference may be made to J. Sommer's ${ }^{271}$ text.
"E. A. Majol" ${ }^{272}$ gave eight values, $75,78,321, \cdots$, of $\Delta$ for which there is a common prime divisor $4 m+3$ of $\Delta$ and $y$ in the fundamental solution of $x^{2}-\Delta y^{2}=1$.
A. Boutin ${ }^{273}$ gave the period of the continued fraction for $\sqrt{A}$ for many forms of $A$, chiefly quadratic functions of $a$, and for various such $A$ 's listed the least solutions of $x^{2}-A y^{2}= \pm 1$. He listed the values of $N$, $0<N<1023$, for which $x^{2}-N y^{2}=-1$ is solvable, a necessary and sufficient condition for which is that there be an odd number of terms in the period of incomplete quotients in the development of $\sqrt{N}$.
*C. Störmer ${ }^{274}$ gave a simple proof of his ${ }^{230}$ theorem and applied it to solve the following problem: Given the primes $p_{1} \cdots, p_{n}$, find all positive integers $N$ for which $N(N+h)$ is divisible by no prime other than $p_{1}, \cdots, p_{n}$ when $h=1$ or 2 . This is solved by the theorem that, if $a=1$ or 4 , all positive integral solutions $x$ of $x^{2}-1=a p_{1}^{z_{1}} \cdots p_{n}^{z_{n}}$ occur among the fundamental solutions of the equations $x^{2}-D_{i} y^{2}=1(i=1, \cdots, \nu)$, where $D_{1}, \cdots, D_{\text {p }}$ are all the values of $a p_{1}^{\epsilon_{1}} \cdots p_{n}^{\varepsilon_{n}}$ when $\epsilon_{1}, \cdots, \epsilon_{n}$ take independently the values 1,2 .
G. Fontene ${ }^{275}$ proved that, if $a, b$ give the least positive solutions of $x^{2}-k y^{2}=1$, all solutions are given by $x+y \sqrt{k}=(a+b \sqrt{k})^{n}$; the proof is essentially the classic proof, but follows the proof by Mlle. J. Borry (ibid., 13, 1907, 316).
A. Chatelet ${ }^{276}$ proved by an elementary formulation of the classic method of solution by continued fractions that, if $k$ is not a square, $x^{2}-k y^{2}=1$ is always solvable.

[^288]R. W. D. Christie ${ }^{277}$ expressed the solutions of $x^{2}-5 y^{2}= \pm 4$ in terms of fifth roots of unity. He and others ${ }^{278}$ obtained a double infinitude of fractional solutions of $x^{2}-p y^{2}=1$ from one integral solution:
$$
\left(\frac{x}{z}\right)^{2}-p\left(\frac{p y-y+2}{(p+1) z}\right)^{2}=1, \quad z=\frac{2 p y-p+1}{p+1} .
$$
E. B. Escott and A. Cunningham ${ }^{279}$ factored $u_{84}$ in $t_{n}^{2}-2 u_{n}^{2}=(-1)^{n}$.

Christie and Cunningham ${ }^{280}$ proved that, if $p_{n}^{2}-2 q_{n}^{2}= \pm 1$,

$$
\left(p_{n} p_{n+1}\right)^{2}+\left(2 q_{n} q_{n+1}\right)^{2}=q_{2 n+1}^{2}, \quad p_{n} p_{n+1}-2 q_{n} q_{n+1}= \pm 1 .
$$

Cunningham ${ }^{281}$ applied his ${ }^{270}$ method to factor $v_{66}$ in $\tau_{n}^{2}-2 v_{n}^{2}=1$, and gave further examples of the factorization of solutions of Pell equations.

Cunningham ${ }^{282}$ noted relations between the solutions of $x^{2}-3 y^{2}=-2$, $z^{2}-3 w^{2}=1$, in connection with the factorization of $\left(a^{6}+27 b^{6}\right) /\left(a^{2}+3 b^{2}\right)$.
G. Frattini ${ }^{283}$ proved that if $D$ and $N$ are polynomials in $a$, and $D$ is of even degree, and if $x^{2}-D y^{2}=1$ has a known solution in polynomials in $a$, then all solutions of $x^{2}-D y^{2}=N$ can be found from one.
G. Fontene ${ }^{284}$ noted that, if $a, b$ give the least positive solution of $x^{2}-k y^{2}=1$,

$$
x_{n}=2 a x_{n-1}-x_{n-2}, \quad y_{n}=2 a y_{n-1}-y_{n-2} .
$$

A. Lévy ${ }^{285}$ gave another proof of the result proved by Fontené. ${ }^{275}$
A. Gérardin ${ }^{286}$ noted that, if $t_{n}^{2}-d u_{n}^{2}=1$,

$$
\begin{array}{ccc}
u_{2 n}=2 u_{n} t_{n}=t_{1} u_{2 n-1}+u_{1} t_{2 n-1}, & t_{n}=2 t_{1} t_{n-1}-t_{n-2}, & \frac{u_{n-1}}{u_{1}} \cdot \frac{u_{n+1}}{u_{1}}=\left(\frac{u_{n}}{u_{1}}\right)^{2}-1, \\
t_{n}=t_{1} t_{n-1}+d u_{1} u_{n-1}, & u_{n}=t_{1} u_{n-1}+u_{1} t_{n-1}, & t_{2 n}=t_{n}^{2}+d u_{n}^{2} \\
t_{n-1} t_{n+1}=t_{n}^{2}+d u_{1}^{2} .
\end{array}
$$

Each $u_{k} / u_{1}$ is a composite integer. For $f_{n}^{2}-d g_{n}^{2}=-1$,

$$
\begin{gathered}
f_{n}=\left(4 f_{0}^{2}+2\right) f_{n-1}-f_{n-2}=\left(2 f_{0}^{2}+1\right) f_{n-1}+2 d f_{0} g_{0} g_{n-1}, \\
g_{n}=\left(2 f_{0}^{2}+1\right) g_{n-1}+2 f_{0} g_{0} f_{n-1} .
\end{gathered}
$$

G. Ascoli ${ }^{287}$ gave an elementary treatment of $a x^{2}+b x+c=y^{2}$.
F. Ferrari ${ }^{288}$ cited known results leading to a practical method to find all integral solutions of $x^{2}-D y^{2}= \pm 1$ in the solvable cases.
W. Kluge ${ }^{289}$ proved that for the integral solutions of

$$
x_{n}^{2}-2 k x_{n} y_{n}-y_{n}^{2}=(-1)^{n} \rho
$$

[^289]the relations $y_{n+1}=x_{n}, x_{n+1}=2 k x_{n}+x_{n-1}$ hold. To apply to $t_{n}^{2}-D u_{n}^{2}=(-1)^{n}$, when $D=k^{2}+1$, make the substitution $t_{n}=k u_{n}+v_{n}$; then $u_{n}, v_{n}$ satisfy the initial equation with $\rho=-1$. Hence $u_{n+1}=2 k u_{n}+u_{n-1}, t_{n+1}=2 k t_{n}+t_{n-1}$.
A. Cunningham ${ }^{290}$ discussed the values of $D$ for which
$$
(a b \pm 1)^{2}-(a \pm b)^{2} \equiv 0 \quad\left(\bmod (24 D)^{2}\right)
$$
where $a, b$ are of the form $2 D n+1$ and $D x^{2} \pm y^{2}=a b$.
H. B. Mathieu ${ }^{291}$ asked if $\left(m^{2}-1\right) x^{2}+1=y^{2}$ has solutions not given by
$$
x_{1}=0, x_{2}=1, \cdots, x_{n+1}=2 m x_{n}-x_{n-1} ; \cdots, y_{n+1}=2 m y_{n}-y_{n-1} .
$$
E. Dubouis ${ }^{292}$ stated that there are no others in view of Fontene, ${ }^{275}$ the exposition by Legendre being insufficient. All the solutions can be found ${ }^{293}$ by applying Gauss, Disq. Arith., art. 200.
R. Fueter ${ }^{294}$ noted that Dirichlet ${ }^{108}$ gave sufficient, but not necessary, conditions that $x^{2}-m y^{2}=-4$ be solvable for certain positive integers $m$ not squares. When $m \equiv 1(\bmod 8), x$ and $y$ are even and the problem reduces to $x^{2}-m y^{2}=-1$; a necessary, but not sufficient, condition that it be solvable is that in the domain defined by $\sqrt{-m}$ there be an even number of classes in every genus.
A. Cunningham ${ }^{295}$ wrote $\tau_{x}^{\prime}, v_{x}^{\prime}$ and $\tau_{x}, v_{x}$ for the $x$ th solutions of $\tau^{\prime 2}-2 v^{\prime 2}=-1, \tau^{2}-2 v^{2}=1$, and noted that E. Lucas (Ch. XVII of Vol. I of this History) proved that every prime $p$ divides some $v_{x}$, where $x=(p-1) / n$ when $p=8 \omega \pm 1, x=(p+1) / n$ when $p=8 \omega \pm 3$, and $n=2 m$. It is here proved that, if $n=4 m, 8 m, 16 m$ or $32 m$, then $p=8 \omega+1=a^{2}+b^{2}=c^{2}+2 d^{2}$ with $b=4 \beta, d=2 \delta$, and the number of factors 2 of $n$ is given. If $n=6 m$ either $p=8 \omega \pm 1=3 \omega^{\prime}+1, p=G^{2}+6 H^{2}$, or $p=8 \omega \pm 3=3 \omega^{\prime}-1, p=2 G^{2}+3 H^{2}$.

St. Bohniceke ${ }^{296}$ proved that if $\pi$ is a semiprimary prime in the domain $R$ defined by a fourth root of unity and if the norm of $\pi$ is $\equiv 1(\bmod 8)$, $\xi^{2}-\pi \eta^{2}=2, \xi_{1}^{2}-\pi \eta_{1}^{2}=1$ have the solutions

$$
\xi=\frac{T^{2}-T_{1}^{2}}{(1-i) T T_{1}}, \quad \eta=\frac{T^{2}+T_{1}^{2}}{(1-i) T T_{1} \sqrt{\pi}}, \quad \xi_{1}=\frac{T^{4}+T_{1}^{4}}{2 \sqrt{\pi}}, \quad \eta_{1}=\frac{T^{4}-T_{1}^{4}}{2 \pi},
$$

so that $\xi, \eta$ are odd, $\xi_{1}$ and $\eta_{1}$ integral numbers in $R$. Here $T=\Pi S_{2 \theta}$, $T_{1}=\Pi S_{2 b+1}$, where $S_{r}$ is the lemniscate function defined (p. 680) in terms of Jacobi's theta functions. But $\xi^{2}-\pi \eta^{2}=i$ or $2 i$ is not solvable in integral numbers with $\xi, \eta$ odd in the second case. If $\pi$ is semiprimary, $\xi^{2}-\pi \eta^{2}=4$, $\xi_{1}^{2}-\pi \eta_{1}^{2}=4 i$ have odd solutions $\xi, \eta$ in $R$ only if $\pi \equiv 1\left(\bmod \lambda^{4}\right), \pi$ 丰 $1\left(\bmod \lambda^{5}\right)$, where $\lambda=1+i$. There are similar theorems for $\xi^{2}-\pi \eta^{2}=1,2, i$ or $2 i$, when the norm of $\pi$ is not $\equiv 1(\bmod 8)$. Application is made (pp. 719-725) to $x^{2}-p y^{2}= \pm 1,-2, \pm 4$, where $p$ is a rational odd prime, use being made of cyclotomic functions.
E. E. Whitford ${ }^{4}$ gave an extended history of Pell's equation and (pp. 98-112) extended the tables of Degen ${ }^{101}$ and Bickmore ${ }^{219}$ by listing for

[^290]$1500<A \leqq 1700$ the least solutions of $x^{2}-A y^{2}=-1$, when solvable, and always those of $x^{2}-A y^{2}=+1$. He noted ( $\mathrm{pp} .154-5$ ) that the former is solvable for 38 of the 110 composite numbers $A=a^{2}+b^{2}$ between 1501 and 2000. Finally (pp. 162-190) he tabulated for $1500<A \leqq 2012$ the period and auxiliary numbers for the continued fraction for $\sqrt{A}$ [corresponding to the first two lines in Degen's table].
R. Remak ${ }^{297}$ modified Dedekind's ${ }^{141}$ proof of the existence of solutions of $x^{2}-D y^{2}=1$ and obtained upper limits on the least positive solutions:
$$
x<(g+1)^{2 o^{3}+1}, \quad y \leqq(g+1)^{2 g^{3}}, \quad g \equiv[\sqrt{4 D}]
$$

Known methods of solving $y^{2}-2 z^{2}=-1$ have been recalled. ${ }^{298}$
Th. Got ${ }^{299}$ simplified the proofs by A. Meyer ${ }^{150}$.
M. Simon ${ }^{300}$ noted that Brahmegupta's first rule shows that he knew how to solve all equations (a) $4\left(\lambda^{2} \mp 2\right) x^{2}+1=y^{2}$ and (b) ( $\left.\lambda^{2} \pm 2\right) x^{2}+1=y^{2}$. The identity $\left(\lambda^{2} \pm 2\right) \lambda^{2}=\left(\lambda^{2} \pm 1\right)^{2}-1$ gives $x=\lambda, y=\lambda^{2} \pm 1$ for (b) and $x=\lambda / 2$, $y=\lambda^{2} \mp 1$ for (a). But if $\lambda$ is odd, and a solution $\alpha, \beta$ of (a) is found, it becomes $\left(\beta^{2}-1\right) x^{2} / \alpha^{2}+1=y^{2}$, which is satisfied if $x=2 \alpha \beta$, whence the solution is $x=\lambda\left(\lambda^{2} \mp 1\right), y=2\left(\lambda^{2} \mp 1\right)^{2}-1$.
G. Métrod ${ }^{301}$ noted that in $u^{2}-2 v^{2}=1, v \neq 2^{a}, \alpha>1$, and $v \neq(2 a)^{e}$. In $u^{2}-3 v^{2}=1, v=2^{t}$ only for $t=0,2 ; v$ is not a power of an odd prime, and $v \neq(2 a)^{t}$, where $a$ is an odd prime. In $u^{2}-p v^{2}=1$, where $p$ is an odd prime, cases are noted in which $v=2^{t}$ or $a^{t}$, where $a$ is an odd prime $\neq p$.
E. E. Whitford ${ }^{302}$ extended Cayley's ${ }^{137}$ table from $D=1000$ to $D=1997$, but gave the solution of both $x^{2}-D y^{2}=-4$ and $x^{2}-D y^{2}=+4$ when they are solvable. He noted the application to finding the fundamental unit $\epsilon$ (least unit $>1$ ) of the domain defined by $\sqrt{D}$; the least positive solutions of $x^{2}-D y^{2}=1$ do not determine $\epsilon$ when one of the equations $x^{2}-D y^{2}=-1$, 4 or -4 is solvable.
O. Perron ${ }^{303}$ obtains by use of continued fractions the limits
$x<2(b+1)^{4}\left(\frac{2}{3} b+1\right)^{l}, \quad y<2(b+1)^{3}\left(\frac{2}{3} b+1\right)^{l}, \quad l \equiv 2 b(b+1)-4, \quad b \equiv[\sqrt{D}]$, for the least positive solutions of $x^{2}-D y^{2}=1$. Remak ${ }^{297}$ had given larger limits. Cf. Schmitz, ${ }^{308}$ Schur. ${ }^{314}$
T. $\mathrm{Ono}^{304}$ stated that, if $x^{2}-5 y^{2}=4$,

$$
\frac{x-y \sqrt{5}}{2}=\frac{1}{x}+\frac{1}{x x_{1}}+\frac{1}{x x_{1} x_{2}}+\cdots, \quad x_{1}=x^{2}-2, \quad x_{2}=x_{1}^{2}-2, \cdots
$$

Infinite series involving successive solutions of this and $x^{2}-D y^{2}=p^{2}$ have been treated. ${ }^{305}$
"V. G. Tariste" ${ }^{306}$ noted relations between successive $x$ 's or $y$ 's for which $m x^{2}+n x+p=y^{2}$.

[^291]A. S. Werebrusow ${ }^{307}$ stated erroneous conditions involving $N=a_{i}^{2}+b_{i}^{2}$ for the solvability of $x^{2}-N y^{2}=-1$.

Thekla Schmitz ${ }^{388}$ proved that, for the least positive solutions of $x^{2}-D y^{2}=1, x+y \sqrt{D}<2 e^{4 D}$, where $e$ is the base of natural logarithms.
A. Cunningham ${ }^{309}$ described and noted errata in various tables on the Pell equation: Euler, ${ }^{72}$ Legendre, ${ }^{88}$ Degen, ${ }^{101}$ Cayley, ${ }^{137}$ and Bickmore. ${ }^{219}$

Kiveliovitchi ${ }^{30}$ gave an elementary method of solving $6 x^{2}+1=y^{2}$. We may take $x=2 u, y=5 u-v, 2 v=w$. Then $x=5 w+2 r, y=12 w+5 r$, $r^{2}=6 w^{2}+1$. Hence if $\left(x_{1}=0, y_{1}=1\right), \cdots,\left(x_{i}, y_{i}\right), \cdots$ are the solutions arranged in order of increasing magnitude, $x_{i+1}=5 x_{i}+2 y_{i}, y_{i+1}=12 x_{i}+5 y_{i}$. The same method is said to apply to $a x^{2}+1=y^{2}$ if $a=4 h+2,4 a+1=\square$.
A. Gerardin ${ }^{311}$ applied the remark of Hart ${ }^{174}$ on $A y^{2}-1=\square, A=r^{2}+s^{2}$. To treat similarly $x^{2}-A y^{2}=2$, set $A=a^{2}-2 b^{2}, \pm y=\alpha^{2}-2 \beta^{2}$, and solve the system of equations

$$
(b \alpha-a \beta)^{2}-A \beta^{2}= \pm b, \quad(2 b \beta-a \alpha)^{2}-A \alpha^{2}= \pm 2 b
$$

Thus, if $A=151=13^{2}-2 \cdot 3^{2}$, we get $\beta=7, \alpha=59, y=3383$, which leads to Legendre's solution of $x^{2}-151 y^{2}=1$. For $x^{2}-A y^{2}=-4$, set $A=a^{2}+b^{2}$, $y=z^{2}+t^{2}$ and solve the system

$$
(b z-a t)^{2}-A t^{2}= \pm 2 b, \quad(b t+a z)^{2}-A z^{2}=\mp 2 b
$$

Thus, if $A=3^{2}+10^{2}$, we get the least solution $t=3, z=4$. An error for $A=397$ in Legendre's ${ }^{88}$ table is noted. He announced an extension in MS. to 3000 of the table by Whitford. ${ }^{302}$
M. Cassin ${ }^{312}$ gave relations between successive solutions of $x^{2}=3 y^{2}+1$.

Several ${ }^{133}$ gave relations between successive solutions of $z^{2}-D x^{2}= \pm 1$ or $c$, and of $u x^{2}-v y^{2}=w$.
${ }^{*} \mathrm{~J}$. Schur ${ }^{314}$ obtained closer limits than had Remak, ${ }^{297}$ Perron, ${ }^{303}$ and Schmitz. ${ }^{308}$

On $x^{2}-3 y^{2}=1$, see papers 100 of Ch. I; 12, 24, $29,33,51$ of Ch. V; 94 of Ch . VII; 230 of Ch . XXI. On $2 x^{2} \pm 1=\square$, see papers $112-129$ of Ch . IV; 92 of Ch. XXIII. For $a x^{2}+b y^{2}=c$ or $a x^{2}+b x y+c y^{2}=k$, see Ch. XIII. On $5 x^{2} \pm 4=\square$, see Wasteels ${ }^{72}$ of Vol. I, p. 405. On the application to factoring, see Vol. I, p. 368. For "Pell equations of higher order," see papers 313-23 of Ch. XXI, 19-25 of Ch. XXIII, and Ch. XXVI. Pell equations occur incidentally in the following papers: $56,70,107,152,178,185,187$, $189,196,202,204,210,219,223,227$ of Ch. I; 135 of Ch. IV; 41, 109 of Ch. V; 138, 193 of Ch. VI; 66 of Ch. XV; 55 of Ch. XVI; 21 of Ch. XVII; $270-4$ of Ch. XXI; 111, 250 of Ch. XXII; 95, 99, 163 of Ch. XXIII.

[^292]
## CHAPTER XIII.

## FURTHER SINGLE EQUATIONS OF THE SECOND DEGREE.

## Equation linear in one unknown.

Brahmegupta ${ }^{1}$ (born 598 A.D.) solved $a x y=b x+c y+d$. Let $e$ be an arbitrary number and set $q=(a d+b c) / e$. To the greatest and least of $e, q$ add the least and greatest of $b, c$, and divide the sums by $a$. We get the values of $x, y$ (that of $x$ on adding to $c$ and vice versa). Thus, if $x y=3 x+4 y+90$, take $e=17$, whence $q=6, y=17+3, x=6+4$. Another method is to give a special value to one of the unknowns.

Bháscara ${ }^{2}$ (born 1114) gave a like rule for $a=1$, but added $e$ and $q$ to (or subtracted them from) $b$ and $c$ in either order, and gave both geometric and algebraic proofs of the rule. Thus for $x y=4 x+3 y+2$, take $e=1$, whence $q=14$; adding 4,3 to 1,14 in both orders, we get 17,5 and 4 , 18 as sets of values of $x, y$; taking $e=2$, we get 5,11 and 10,6 . The same example was treated in § 209, p. 269, by assigning any value as 5 to $y$ and deducing $x=17$.

On $a x y+b x+c y+d=0$ see Wezel ${ }^{86}$, and papers 121-141 (on optic formula) of Ch. XXIII; also, Bervi ${ }^{61}$ of Vol.I, p. 451 ; and ${ }^{*}$ P. von Schaewen. ${ }^{2 a}$
L. Euler ${ }^{3}$ noted that $4 m n-m-n$ is never a square since

$$
a^{2}+1=(4 n-1)(4 m-1)
$$

is impossible; also $4 p m n-m-n$ is not a square if $m$ is of the form $4 n^{2} q-n$.
Euler ${ }^{4}$ proved that no number of the form $4 m n-m-n$ or $8 m n-3 m-3 n$ can be a square, and many such propositions.

Euler ${ }^{5}$ stated without proof that $4 m n z-m-n=\square$ is impossible. This arises from the fact that the divisors of $m x^{2}+y^{2}$ are of the form $4 m z+1$, so that $d=4 m z-1$ is not a divisor, whence $d n \neq m+y^{2}$. He ${ }^{6}$ treated similarly the case $m=1$, and proved that $4 m n-m-n^{a} \neq \square$.
P. Bédcs ${ }^{7}$ erred in his proof that $4 m n-m-1 \neq \square$.

Several ${ }^{8}$ proved that $4 m n-m-n$ is never a square or triangular number. S . Günther ${ }^{9}$ solved $y^{2}-a x^{2}=b z$ by use of the continued fraction

$$
K=\frac{a}{2 u}-\frac{a}{2 u}-\frac{a}{2 u}-\ldots
$$

[^293]Let $Q_{i}$ be the denominator of its $i$ th convergent. Then

$$
Q_{2 n}=\left(2 u Q_{n-1}-a Q_{n-2}\right)^{2}-a Q_{n-1}^{2}, \quad 2 u Q_{n-1}-a Q_{n-2}=Q_{n} .
$$

Hence a solution is $y=Q_{n}, x=Q_{n-1}, b z=Q_{2 n}$, the last being used to determine $u$ and $n$ :
$Q_{2 n}=\binom{2 n+1}{1} u^{2 n}+\binom{2 n+1}{3} u^{2 n-2}\left(u^{2}-a\right)+\cdots+\binom{2 n+1}{2 n+1}\left(u^{2}-a\right)^{n} \equiv 0(\bmod b)$.
If $b$ is odd, set $k=(2 p-1) b$; then $\binom{k}{\rho}$ is divisible by $b$ if $\rho<k$, and we may take $2 n=k-1$. If $b$ is even, divide $x$ and $y$ by a power of 2 .
P. Mansion ${ }^{10}$ gave a short proof of the preceding $Q_{n}^{2}-a Q_{n-1}^{2}=Q_{2 n}$.
S. Realis ${ }^{11}$ noted that, if $\alpha, \beta, \gamma$ is one solution of $a x^{2}+b x y+c y^{2}=h z$, a second is given by $x=(h+a-c) \alpha+(b+2 c) \beta, y=(2 a+b) \alpha+(h-a+c) \beta$, since

$$
\begin{gathered}
a x^{2}+b x y+c y^{2} \equiv h\left(P \alpha^{2}+Q \alpha \beta+R \beta^{2}\right)+(a+b+c)^{2}\left(a \alpha^{2}+b \alpha \beta+c \beta^{2}\right) \\
P=a h+2 a(a+b-c)+b^{2}, \quad Q=b h+2(a b+4 a c+b c) \\
R=c h+2 c(b+c-a)+b^{2} .
\end{gathered}
$$

If, for $c=1$, we solve the initial equation for $y$, the radical will be a rational number $u$ if $u^{2}-D x^{2}=4 h z, D=b^{2}-4 a$, which was treated (ibid., p. 111) and if $D>0$ by Günther. ${ }^{9}$
A. H. Holmes ${ }^{12}$ proved that $96 x-96 y+21=\square$ is impossible in integers. On $a x^{2}+b x+c=K y$ see Desmarest. ${ }^{87}$

## SOLUTION OF $x^{2}-y^{2}=g$.

Diophantus, II, 11, took $g=60, x=y+3,3$ being a number $\leqq \sqrt{60}$, whence $y=17 / 2$.

Leonardo Pisano ${ }^{13}$ took a square $a^{2}<g$ and set $(x+a)^{2}=x^{2}+g$, which determines $x$. He gave a second method. Let $g$ be odd, $g=2 n+1$. Since $1+3+\cdots+(2 n-1)=n^{2}$, we may take $y=n$, whence $n^{2}+g=(n+1)^{2}$. He treated separately the cases $g=2 k, g=4 k$.
R. Descartes ${ }^{14}$ noted that $6^{2}-3^{2}=3^{3}, 118^{2}-10^{2}=24^{3} ;(a x)^{2}-x^{2}=x^{3}$ if $x=a^{2}-1$.
J. L. Lagrange ${ }^{15}$ concluded from his general theory of binary quadratic forms $f$ that every integer is of the form $y^{2}-z^{2}$. This ${ }^{16}$ is not true of the double of an odd prime, and Lagrange's argument is conclusive only when the discriminant of $f$ is not a square.
S. Canterzani ${ }^{17}$ treated $x^{2}+A=\square$, by deciding whether or not $A$ is a sum of differences of consecutive squares. First, let $A$ be even. The sum of $2 f$ consecutive differences $2 h+1,2 h+3, \cdots$ is $4 f h+4 f^{2}$ and hence $\neq A$

[^294]if $A$ is not a multiple of 4. For $A=4 B$, the sum equals $A$ if $h=B / f-f$; then $x^{2}+A=(h+2 f)^{2}$ for $x=h$. Next, let $A=2 B+1$. The sum of $2 f+1$ consecutive differences $2 h+1, \cdots$ is $(2 f+1)(2 h+2 f+1)$, which can be made equal to $A$ by choice of $h$, whence $x^{2}-A=h^{2}$ if
$$
x=\frac{B+f+1}{2 f+1}+f .
$$
T. Clowes ${ }^{18}$ noted that the difference of the squares of $x+1$ and $x-1$ equals the difference of the squares of $a+b$ and $a-b$ if $x=a b$.
L. Poinsot ${ }^{19}$ stated that any integer $N$, not the double of an odd integer, can be represented as a difference of two squares and in as many ways $n$ as $N$ can be expressed as a product of two factors both odd and relatively prime or both even and with no common factor $>2$. If $N$ has $k$ distinct prime factors, $n=2^{k-1}$.
P. Volpicelli ${ }^{20}$ took $g=2^{\mu} h_{1}^{a} \cdots h_{k}^{\tau}$, where the $h$ 's are distinct primes. As known, the number of decompositions of $g$ into two factors is
$$
\nu=\frac{1}{2}(\mu+1)(\alpha+1) \cdots(\tau+1)
$$
or $\nu+\frac{1}{2}$ according as at least one of the exponents $\mu, \alpha, \cdots, \tau$ is odd or all are even. Hence, in the respective cases, the number of decompositions into two distinct even factors, i . e., the number of solutions of $x^{2}-y^{2}=g$, is
$$
\nu_{1}=\frac{1}{2}(\mu-1)(\alpha+1) \cdots(\tau+1)
$$
or $\nu_{1}-\frac{1}{2}$, if $\mu>0$. For $\mu=0$, the number of solutions is $\nu$ or $\nu-\frac{1}{2}$, respectively.
R. P. L. Claude ${ }^{21}$ noted that any odd integer $\neq 1$ is a difference of two squares since $a b$ is the difference of the squares of $(a \pm b) / 2$, while the double of an odd integer is not. Every integer which is a difference of two squares is such as many times as there are different combinations $2,3, \cdots, n$ at a time of its $n$ prime factors.
G. C. Gerono ${ }^{22}$ stated only known results.
L. Lorenz ${ }^{23}$ concluded from
$$
\frac{1}{2} \sum_{m, n=-\infty}^{+\infty} q^{m^{2}-n^{2}}=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty}\left\{q^{4 m n}+q^{(2 m-1)(2 n-1)}\right\}
$$
that the number of solutions of $m^{2}-n^{2}=N$ is double the number of divisors of $N$ or $N / 4$ according as $N$ is odd or is divisible by 4 ; none if $N / 2$ is odd.
G. H. Hopkins ${ }^{24}$ noted that in $x^{2}-y^{2}=\left(2 a_{1} \cdots a_{n}\right)^{2}$, where $a_{1}, \cdots, a_{n}$ are primes, $x$ or $y$ has $\left(3^{n}-1\right) / 2$ integral values.

[^295]A. Sýkora ${ }^{25}$ repeated Claude's ${ }^{21}$ first remark.
L. P. da Motta Pegado, ${ }^{26}$ A. Z. Candido, ${ }^{26}$ T. H. Miller, ${ }^{27}$ G. Bisconcini, ${ }^{28}$ and H. E. Hansen ${ }^{29}$ stated known results.
"H. Rifoctitlee ${ }^{330}$ noted that every integer $N$ is the quotient of two differences of two squares. For, $N=2\left(a^{2}-b^{2}\right)$ or $a^{2}-b^{2}$ according as $N \equiv 2(\bmod 4)$ or not. Then apply formula (11) of Euler, ${ }^{66} \mathrm{Ch}$. XII, for $e=1$.
W. Sierpinski ${ }^{31}$ proved that the number $\tau(n)$ of distinct representations of a positive integer $n$ as a difference of two squares is twice the difference between the number of even and odd divisors of $n$. Also
$$
\phi(x) \equiv \sum_{n>0}^{x} \tau(n)=2[\sqrt{x}]-2\left[\frac{x-1}{2}\right]\left[\frac{x+1}{2}\right]+4 \sum_{n>0}^{(x-1) / 2}\left[x+n^{2}\right],
$$
where [ $t$ ] is the greatest integer $\leqq t$. If $\theta(n)$ is the number of divisors of $n$,
$$
\phi(x)=2 \sum_{k>0}^{x} \theta(k)-2 \sum_{k>0}^{x / 2} \theta(2 k)+2 \sum_{k>0}^{x / 4} \theta(k), \quad \lim _{m=\infty} \frac{1}{m} \sum_{k=1}^{m}\{\tau(k)-\theta(k)\}=0 .
$$
S. Guze ${ }^{32}$ proved that
$$
\frac{1}{n}\left|\sum_{k=1}^{n}\{\tau(k)-\theta(k)\}\right|<\frac{4}{\sqrt{n}} .
$$
*A. L. Bartelds ${ }^{32 a}$ discussed $x^{2}-y^{2}=g$.
For solutions of $x^{2}-1=g$, see Störmer ${ }^{274}$ of Ch. XII. Cf. Gill. ${ }^{34}$
SOLUTION OF $a x^{2}+b x y+c y^{2}=d z^{2}$.
Diophantus, IV, 10 , desired two cubes the ratio of whose sum to the sum of their sides is a square. Taking $s$ and $2-s$ as the sides, we must have $4-6 s+3 s^{2}=\square$, say $(2-4 s)^{2}$, whence $s=10 / 13$.

Diophantus, IV, 11,12 , solved $x^{3} \pm y^{3}=x \pm y$. Take $x=r z, y=s z$. Then $\left(r^{3} \pm s^{3}\right) /(r \pm s)$ is to be a square. For the upper signs he found (as in IV, 10) that $r=5, s=8, z=1 / 7$. For the lower signs, take $r=s+1$, so that $3 s^{2}+3 s+1=\square$, say $(1-2 s)^{2}$, whence $s=7, z=1 / 13$.

In these three problems, Diophantus made no use of the fact that $\left(x^{3} \pm y^{3}\right) /(x \pm y)=x^{2} \mp x y+y^{2}$. But, in V, 7 , he made $x^{2}+x+1$ the square of $x-2$ for $x=3 / 5$, whence $3^{2}+3 \cdot 5+5^{2}=\square$.
C. G. Bachet in his comments solved similarly $f=p^{2}$ or $3 p^{2}$, where $f=x^{2} \pm x y+y^{2}$. Fermat (Oeuvres, III, 249) remarked that we can solve $f=a$, where $a$ is the product of a square by one or more primes of the form $3 n+1$ or 3 .
L. Euler ${ }^{33}$ proved that if $f x^{2}+g x y+h y^{2}=t z^{2}$ is solvable for $t=k$, it is solvable for $t=k l$, where $l=p^{2}+g p q+f h g^{2}$. We have only to multiply the

[^296]given equation by $l$ and note that the product of $f x^{2}+g x y+h y^{2}$ by $l$ is of that same form.
C. Gill ${ }^{34}$ solved $x^{2}-y^{2}=b c$ by setting $x+y=b \cot A / 2$. Next,
$$
x^{2}+a x y+b y^{2}=z^{2}
$$
is satisfied by
$$
z+x=y \cot A / 2, \quad z-x=(a x+b y) \tan A / 2 .
$$

Eliminate $z$. The resulting equation gives $x / y$, whence

$$
y=t\left(\sin A+a \sin ^{2} A / 2\right), \quad x=t\left(\cos ^{2} A / 2-b \sin ^{2} A / 2\right) .
$$

Take $t=m^{2}+n^{2}, \sin A=2 m n / t$. Then

$$
x=m^{2}-b n^{2}, \quad y=2 m n+a n^{2}, \quad z=m^{2}+a m n+b n^{2} .
$$

G. L. Dirichlet ${ }^{35}$ proved that $A z^{2}+2 B z y+C y^{2} \approx x^{2}$ is solvable in integers, with $x$ prime to $2 D$, if the left member is a form of determinant $D$ of the principal genus.
J. Neuberg ${ }^{36}$ noted that $x^{2}-x y+y^{2}=z^{2}$ holds if

$$
x=2 p q-q^{2}, \quad y=p^{2}-q^{2}, \quad z=p^{2}-p q+q^{2} .
$$

T. Pepin ${ }^{37}$ gave special methods to obtain a particular solution of $a x^{2}+2 b x y+c y^{2}=z^{2}$. Given one solution $x=\alpha, y=\beta, z=\gamma$, to find all, eliminate $D=b^{2}-a c$ between

$$
a z^{2}=(a x+b y)^{2}-D y^{2}, \quad a \gamma^{2}=(a \alpha+b \beta)^{2}-D \beta^{2},
$$

and write $p / q$ for the irreducible fraction equal to $(\beta z-\gamma y) /(\beta x-\alpha y)$. Hence

$$
q(\beta z-\gamma y)=p(\beta x-\alpha y), \quad p(\beta z+\gamma y)=q(a \beta x+a \alpha y+2 b \beta y) .
$$

Conversely, these imply the initial quadratic equation. Hence $\mu x, \mu y, \mu z$ equal quadratic functions of $p, q$. It is shown that $\mu$ is a factor of $2 D \beta^{2}$.
A. Desboves ${ }^{38}$ noted that by specializing his ${ }^{159}$ formulas we find that the complete solution in integers of $X^{2}+b Y^{2}+d X Y=Z^{2}$ is

$$
X=q^{2}-b p^{2}, \quad Y=d p^{2}+2 p q, \quad Z=q^{2}+b p^{2}+d p q,
$$

where (as below) $\pm$ is to be inserted before the second members. For the case $d=0$, the ordinary method is to factor $Z^{2}-X^{2}$ and get

$$
X=\alpha q^{2}-\beta p^{2}, \quad Y=2 p q, \quad Z=\alpha q^{2}+\beta p^{2} \quad(b=\alpha \beta) .
$$

For each pair of factors $\alpha, \beta$ of $b$, the latter equations give all the solutions. It is inexact to say with A. M. Legendre ${ }^{39}$ and others that the general solution includes as many particular formulas as there are ways to decompose $b$ into two relatively prime factors. The complete solution in integers of $X^{2}+Y^{2}=c Z^{2}$ for $c=m^{2}+n^{2}$ (the only solvable case in view of a theorem
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Eliminate $z$. The resulting equation gives $x / y$, whence
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G. L. Dirichlet ${ }^{35}$ proved that $A z^{2}+2 B z y+C y^{2}=x^{2}$ is solvable in integers, with $x$ prime to $2 D$, if the left member is a form of determinant $D$ of the principal genus.
J. Neuberg ${ }^{36}$ noted that $x^{2}-x y+y^{2}=z^{2}$ holds if
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x=2 p q-q^{2}, \quad y=p^{2}-q^{2}, \quad z=p^{2}-p q+q^{2} .
$$

T. Pepin ${ }^{37}$ gave special methods to obtain a particular solution of $a x^{2}+2 b x y+c y^{2}=z^{2}$. Given one solution $x=\alpha, y=\beta, z=\gamma$, to find all, eliminate $D=b^{2}-a c$ between

$$
a z^{2}=(a x+b y)^{2}-D y^{2}, \quad a \gamma^{2}=(a \alpha+b \beta)^{2}-D \beta^{2},
$$

and write $p / q$ for the irreducible fraction equal to $(\beta z-\gamma y) /(\beta x-\alpha y)$. Hence

$$
q(\beta z-\gamma y)=p(\beta x-\alpha y), \quad p(\beta z+\gamma y)=q(a \beta x+a \alpha y+2 b \beta y) .
$$

Conversely, these imply the initial quadratic equation. Hence $\mu x, \mu y, \mu z$ equal quadratic functions of $p, q$. It is shown that $\mu$ is a factor of $2 D \beta^{2}$.
A. Desboves ${ }^{38}$ noted that by specializing his ${ }^{159}$ formulas we find that the complete solution in integers of $X^{2}+b Y^{2}+d X Y=Z^{2}$ is

$$
X=q^{2}-b p^{2}, \quad Y=d p^{2}+2 p q, \quad Z=q^{2}+b p^{2}+d p q,
$$

where (as below) $\pm$ is to be inserted before the second members. For the case $d=0$, the ordinary method is to factor $Z^{2}-X^{2}$ and get

$$
X=\alpha q^{2}-\beta p^{2}, \quad Y=2 p q, \quad Z=\alpha q^{2}+\beta p^{2} \quad(b=\alpha \beta) .
$$

For each pair of factors $\alpha, \beta$ of $b$, the latter equations give all the solutions. It is inexact to say with A. M. Legendre ${ }^{39}$ and others that the general solution includes as many particular formulas as there are ways to decompose $b$ into two relatively prime factors. The complete solution in integers of $X^{2}+Y^{2}=c Z^{2}$ for $c=m^{2}+n^{2}$ the only solvable case in view of a theorem

[^298]of Legendre) is
$$
X=\left(c q^{2}-p^{2}\right) m, \quad Y=p^{2} n-2 c p q+c n q^{2}, \quad Z=p^{2}-2 n p q+c q^{2},
$$
obtained from $x=m, y=n, z=1$. The complete integral solution of
$$
a X^{2}+b Y^{2}+d X Y=c Z^{2} \quad(c=a+b+d)
$$
is found from $x=y=z=1$ to be
$X=-b p^{2}+c q^{2}, \quad Y=(b+d) p^{2}+c q^{2}-2 c p q, \quad Z=-b p^{2}-c q^{2}+(d+2 b) p q$.
By changing the notation of the parameters, this becomes
$$
X=q^{2}-b c p^{2}, \quad Y=(q+c p)^{2}-a c p^{2}, \quad Z=(q+b p)^{2}+b(a+d) p^{2}+d p q
$$
J. Neuberg and G. B. Mathews ${ }^{40}$ proved that the general rational solution of $x^{2}+x y+y^{2}=z^{2}$ is $x=p^{2}-q^{2}, y=2 p q+q^{2}, z=p^{2}+p q+q^{2}$. A. Cunningham ${ }^{41}$ deduced $\frac{1}{2} x+y=t^{2}-3 u^{2}, \frac{1}{2} x=2 t u$ from $\left(\frac{1}{2} x+y\right)^{2}+3\left(\frac{1}{2} x\right)^{2}=z^{2}$.

Ch. J. de la Vallée Poussin ${ }^{42}$ proved that a necessary and sufficient condition for integral solutions of $a x^{2}+2 b x y+c y^{2}=m z^{2}$, where $m$ is prime to $2\left(b^{2}-a c\right)$, and the g. c. d. of $a, 2 b, c$ is unity, is that $m$ be representable by a form of determinant $b^{2}-a c$ and of the same genus as $a x^{2}+2 b x y+c y^{2}$.
E. Sos ${ }^{43}$ found the complete solution of

$$
x^{2}+b x y+y^{2}=z^{2} \text { or } y(b x+y)=z^{2}-x^{2}
$$

by setting $y=\lambda(z-x), \lambda(b x+y)=z+x$. Eliminating $y$, we get

$$
z=l x, \quad l=\frac{\lambda^{2}-\lambda b+1}{\lambda^{2}-1}=\frac{p}{q}
$$

where $p / q$ is a fraction in its lowest terms. Hence

$$
x=\mu q, \quad z=\mu p, \quad y=\lambda \mu(p-q) .
$$

The same method applies to $a x^{2}+b x y+c y^{2}=z^{2}, a$ or $c$ a square.
A. Gérardin ${ }^{44}$ found a general solution of $a X^{2}+b X Y+c Y^{2}=h Z^{2}$, given one solut on $\alpha, \beta, \gamma$, by setting $X=\alpha+m x, Y=\beta+m y, Z=\gamma$. Then $m$ is determined rationally and

$$
\begin{gathered}
X=c \alpha y^{2}-2 c \beta x y-(a \alpha+b \beta) x^{2}, \quad Y=a \beta x^{2}-2 a \alpha x y-(b \alpha+c \beta) y^{2}, \\
Z=a \gamma x^{2}+b \gamma x y+c \gamma y^{2} .
\end{gathered}
$$

Gérardin ${ }^{45}$ granted that $a h^{2}+b h+c=m^{2}$, replaced $h$ by $h+x, m$ by $m+f x$, found $x$ rationally, and hence obtained a solution of $a y^{2}+b y z+c z^{2}=v^{2}$ :

$$
y=h f^{2}+a h+b-2 m f, \quad z=f^{2}-a, \quad v=m f^{2}-(2 a h+b) f+m a .
$$

A. Aubry ${ }^{45}$ solved $2 d^{2} x^{2} \mp 2 d x+1-d^{2}=y^{2}$ for $d$ and made the radical rational by means of a Pell equation. L. Valroff ${ }^{47}$ made the substitution

$$
x=\frac{R_{ \pm S}}{2 Y}, \quad y=\frac{X}{S}
$$
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and noted that the resulting equation in $d$ has real roots if

$$
S^{2}\left(\frac{R \pm S}{2 Y}\right)^{2}+\left(X^{2}-S^{2}\right)\left\{2\left(\frac{R \pm S}{2 Y}\right)^{2}-1\right\}=\square=\left\{\frac{R(R \pm S)-2 Y^{2}}{2 Y}\right\}^{2}
$$

which is a consequence of $2 X^{2}+2 Y^{2}=R^{2}+S^{2}$.
Solution of $a x^{2}+b y^{2}=c$.
L. Euler ${ }^{48}$ noted that

$$
\left(a \alpha p^{2}+b \beta q^{2}\right)\left(a b r^{2}+\alpha \beta s^{2}\right)=\alpha b(a p r \pm \beta q s)^{2}+a \beta(\alpha p s \mp b q r)^{2} .
$$

$\mathrm{He}^{49}$ noted that, if $m^{2}=a b n^{2}+1$, then $a x^{2}-b y^{2}=a f^{2}-b g^{2}$ for

$$
x \sqrt{a}+y \sqrt{b}=(f \sqrt{a}+g \sqrt{b})(m+n \sqrt{a b})^{\lambda} .
$$

C. F. Kausler ${ }^{50}$ treated the solution of $m^{\prime} x^{2}+n^{\prime} y^{2}=N$, where $N=4 A+1$, $m^{\prime}=4 m+1, n^{\prime}=4 n+2$. Thus $x=2 X+1, y=2 Y$, whence

$$
(4 m+1) X(X+1)+2(2 n+1) Y^{2}=A-m=2 B .
$$

Let $B>4 m+1$ and set $B=(4 m+1) D+E$. Then

$$
\begin{equation*}
\frac{X(X+1)}{2}=D-z, \quad z \equiv \frac{(2 n+1) Y^{2}-E}{4 m+1} . \tag{1}
\end{equation*}
$$

Since $(2 n+1) t-E=(4 m+1) z$ has the solutions

$$
t=p E+\mu(4 m+1), \quad z=q E+\mu(2 n+1)
$$

the question is whether $t=\square=Y^{2}$. If so, we test ( $1_{1}$ ) by the table of pronic numbers $X(X+1)$ in Nova Acta, XIV, 253. A similar treatment is given for the case $m^{\prime}=4 m-1, n^{\prime}=4 n+1$.
C. F. Gauss ${ }^{51}$ solved $m x^{2}+n y^{2}=A$ by the method of exclusions.
F. Arndt ${ }^{52}$ noted that, if $f, h$ are given relatively prime integers, the least solutions of $f p^{2}-h q^{2}= \pm k, k=1$ or 2 , can be found, without using continued fractions, by means of the least solutions of $x^{2}-f h y^{2}=1$, given in Table X of Legendre's Théorie des nombres (errata noted, p. 246). We have only to take $x=\mp 1+2 f p^{2} / k, y=2 p q / k$. He gave a table of the least roots of $\rho \theta^{2}-\rho^{\prime} \theta^{\prime 2}=1$ or 2 for $3 \leqq \rho \rho^{\prime} \leqq 1003$.
S. Réalis ${ }^{53}$ solved $(n+4) x^{2}-n y^{2}=4$ by formulas simpler than those given by the usual method of employing a Pell equation. If $\alpha, \beta$ give a solution, then

$$
x=\frac{1}{2}[(n+2) \alpha+n \beta], \quad y=\frac{1}{2}[(n+4) \alpha+(n+2) \beta]
$$

give a second solution. We thus get an infinitude of sets of solutions $(1,1),(1+n, 3+n), \cdots$, which are said to give all. Replacing $x$ by $2 u+1$, $y$ by $2 v+1$, we get $(n+4)\left(u^{2}+u\right)=n\left(v^{2}+v\right)$. Hence the above work solves the problem to find an infinitude of pairs of triangular numbers whose ratio is $n: n+4$.

[^299]D. Hilbert ${ }^{54}$ remarked that the proof that a proposed diophantine equation is not solvable in rational numbers is often made by showing that the corresponding congruence with respect to a prime or prime power modulus is impossible. For the case of a quadratic equation in two variables it follows conversely that the possibility of solving the congruence for every prime power modulus implies the possibility of solving the equation. For, the known or terion for the solvability of a ternary quadratic diophantine equation leads to the result: If $m, n$ are any integers, the equation $m x^{2}+n y^{2}=1$ is solvable for rational numbers $x$, $y$, if the congruence $m x^{2}+n y^{2} \equiv 1\left(\bmod p^{c}\right)$ is solvable in integers $x, y$ for every prime $p$ and positive integer $e$. There is no immediate extension to higher equations, since
$$
y^{2}+7\left(x^{2}+1\right)\left(x^{2}-2\right)^{2}\left(x^{2}+2\right)^{2}=0
$$
is irreducible and has no rational solution, while the corresponding congruence modulo $p^{e}$ is solvable whatever be the prime $p$ and positive integer e. Again, $t^{4}+13 t^{2}+81$ is an irreducible function which becomes reducible modulo $p^{e}$ for every prime $p$ and integer $e$.

Several writers ${ }^{55}$ found all solutions of $x(x+1) / 2=y(y+1) / 3$ by means of $2 u^{2}-3 z^{2}=-1$.

On $M x^{2}-N y^{2}= \pm 1$ or 4 , see Legendre, ${ }^{88}$ Jacobi, ${ }^{112}$ Weber, ${ }^{218}$ Palmström,, , 28 and de Jonquières ${ }^{235}$ of Ch. XII.

On $x^{2}+q y^{2}=m$ see Cornacchia ${ }^{4}$ of Ch. XXIII.
On $a x^{2}+c y^{2}=n$, see Euler ${ }^{56}$ and Nasimoff. ${ }^{68}$
Solution of $a x^{2}+b x y+c y^{2}=k$.
L. Euler ${ }^{5 i}$ noted that the problem to find the minimum of $A x^{2}+2 B x y$ $+C y^{2}$ for integral values $\neq 0$ of $x, y$ presents no difficulty if $B^{2}-A C \leqq 0$ and hence is here treated for $B^{2}-A C$ positive and not a square. Then the proposed form may be reduced to $m x^{2}-n y^{2}$, where $m$ and $n$ are positive integers whose ratio is not a square. If $m=1$, it can be given the value unity by Pell's theorem. If $n=1$, it can be given the value -1 .

If $m x^{2}-n y^{2}=k$ for $x=a, y=b$, it has an infinitude of solutions. For, if $p^{2}-m n q^{2}=1$ (in an infinitude of ways, since $m n \neq \square$ ), then

This holds if

$$
m x^{2}-n y^{2}=\left(m a^{2}-n b^{2}\right)\left(p^{2}-m n q^{2}\right)^{\lambda} .
$$

$$
x \sqrt{m} \pm y \sqrt{n}=(a \sqrt{m} \pm b \sqrt{n})(p \pm q \sqrt{m n})^{\lambda},
$$

so that we get $x, y$ as rational functions of $a, b, p, q$.
The problem to make $m x^{2}-n y^{2}$ a minimum corresponds to finding the rational fraction $x / y$ giving the closest approximation to $\sqrt{n / m}$. Develop the latter into a periodic continued fraction and take the convergent obtained by continuing to the largest quotient. Thus, for $7 x^{2}-13 y^{2}$, the con-

[^300]tinued fraction for $\sqrt{91} / 7$ has the quotients $1,2,1,3,9,3,1,2,2 \circ$ (with the period marked). Since
$$
1+\frac{1}{2}+\frac{1}{1}+\frac{1}{3}=\frac{15}{11},
$$
$x=15, y=11$, give the minimum 2 of $7 x^{2}-13 y^{2}$.
Given (p. 577) the solution $x=a, y=b$ of
$$
f \equiv A x^{2}-2 B x y+C y^{2}=c \quad\left(k \equiv B^{2}-A C>0, k \neq \square\right),
$$
to find an infinitude of solutions, use the solution of
$$
\phi \equiv p^{2}-2 B p q+A C q^{2}=1,
$$
corresponding to the Pell problem $p=B q+\sqrt{k q^{2}+1}$. Now $A f$ has the factors $A x-B y \pm y \sqrt{k}$, and $\phi$ the factors $p-B q \pm q \sqrt{k}$. Hence we use
\[

$$
\begin{equation*}
A x-B y+y \sqrt{k}=(A a-B b \pm b \sqrt{k})(p-B q \pm q \sqrt{k})^{n} \tag{1}
\end{equation*}
$$

\]

for any of the four combinations of signs. To find the minimum of $f$ for integral $x, y$, develop the root $(B \pm \sqrt{k}) / A$ into a continued fraction and proceed as above.
G. L. Dirichlet ${ }^{i 7}$ noted that in addition to the infinite set (1) of solutions there may exist further similar sets of solutions. Given any positive number $\sigma$, we can find one and only one solution $x, y$ of set (1) for which

$$
\sigma<A x+(\sqrt{k}-B) y \leqq \sigma(t+q \sqrt{k})
$$

where $t, q$ give any positive solution of $t^{2}-k q^{2}=1$. All solutions of these inequalities can be found by a finite number of trials. Hence we find the initial solutions $a, b$ defining the various sets (1).
A. M. Legendre ${ }^{58}$ discussed the integral solutions of

$$
\begin{equation*}
L y^{2}+M y z+N z^{2}= \pm H \tag{2}
\end{equation*}
$$

After preliminary transformations, we may assume that $z$ is prime to $y$ and $H$. Distinguish the cases in which the roots of $L t^{2}+M t+N=0$ are imaginary, real or equal. First, let $4 L N-M^{2}=B>0$. Set $x=2 L y+M z$. Then $x^{2}+B z^{2}=C=4 L H$. Give to $z$ the successive values $0,1, \cdots,[\sqrt{C / B}]$ and see whether the resulting value of $C-B z^{2}$ is a square $x^{2}$ and then whether the resulting $x$ makes $M z \mp x$ a multiple of $2 L$. Second, let $4 L N-M^{2}=-B, B$ positive and not a square. If $H<\frac{1}{2} \sqrt{B}$, develop a root of $L x^{2}+M x+N=0$ into a continued fraction; if one of the complete quotients $\left(\frac{1}{2} \sqrt{B}+I\right) / D$ has $D=H$, at least one of the equations (2) is solvable. But if $H>\frac{1}{2} \sqrt{B}$, we may set $y=n z+H u$ where $n \leqq \frac{1}{2} H$. Thus if $L n^{2}+M n$ $+N$ is not a multiple $f H$ of $H$ for some value of $n$ between $-\frac{1}{2} H$ and $\frac{1}{2} H$, (2) is impossible; while if such a multiple is found, the equation reduces to $f z^{2}+g z u+h u^{2}= \pm 1$ for $g=2 n L+M, h=L H$. See Lagrange ${ }^{76,85}$ of Ch. XII.
E. F. A. Minding ${ }^{59}$ noted that, if $A \equiv b^{2}-a c$ is positive and not a square, and if $H<\frac{2}{3} \sqrt{A}$, we can decide whether or not $a x^{2}+2 b x y+c y^{2}= \pm H$ is

[^301]solvable in integers by developing a root of $a v^{2}+2 b v+c=0$ into a continued fraction, admitting negative terms.
H. Scheffler ${ }^{60}$ treated $a x^{2}-2 b x y-c y^{2}=k$. We may take $x, y$ relatively prime. Let $D=b^{2}+a c$ be positive and not a square. Set $a=Q_{0}, b=P_{0}$, $c=Q_{-1} \quad$ Develop the root $x / y=K=\left(\sqrt{D}+P_{0}\right) / Q_{0}$ into a continued fraction and let the quotients be $a_{0}, a_{1}, \cdots$. Set
$$
P_{n}=a_{n-1} Q_{n-1}-P_{n-1}, \quad Q_{n}=\frac{D-P_{n}^{2}}{Q_{n-1}}
$$

Take $Q_{0}^{\prime}=k$ and seek all integers $P_{0}^{\prime}$, numerically $\leqq k / 2$, such that $D-P_{0}^{\prime 2}$ $s$ divisible by $k$. For each such existing $P_{0}^{\prime}$, develop $K^{\prime}=\left(\sqrt{D}+P_{0}^{\prime}\right) / k$ into a continued fraction. There is no solution unless we can assign a common period $P_{r}=P_{s}^{\prime}, Q_{r}=Q_{s}^{\prime}(r+s$ even) of the two developments. By use of such a common period or a repetition of that period, he obtained a process for finding all relatively prime solutions $x, y$.
C. L. A. Kunze ${ }^{61}$ treated $x^{3} \pm y^{3}=x \pm y$ in four cases.
J. J. Nejedli ${ }^{62}$ assumed that $D=b^{2}+a c>0$ in

$$
a x^{2}=2 b x y+c y^{2}+k
$$

Set $x=a_{0} y+y_{1}$. We get a similar equation, apart from the sign of $k$,

$$
\begin{equation*}
Q_{1} y^{2}=2 P_{1} y y_{1}+a y_{1}^{2}-k, \quad P_{1}=a a_{0}-b, \quad Q_{1}=c-a a_{0}^{2}+2 a_{0} b . \tag{3}
\end{equation*}
$$

Taking $a_{0}$ to be the greatest integer in $r=(b+\sqrt{D}) / a$ and repeating the process on (3), we can solve the given equation. The process is equivalent to the development of $r$ into a continued fraction.
S. Réalis ${ }^{63}$ noted the identity $f(x, y)=f(\alpha, \beta) f^{2}(A, B)$, where

$$
\begin{gathered}
f(x, y)=a x^{2}+b x y+c y^{2}, \\
x=(a \alpha+b \beta) A^{2}+2 c \beta A B-c \alpha B^{2}, \quad y=-a \beta A^{2}+2 a \alpha A B+(b \alpha+c \beta) B^{2} .
\end{gathered}
$$

Given the solution $f(\alpha, \beta)=h$, we get another solution of $f(x, y)=h$ if (as is not always the case) solutions of $f(A, B)= \pm 1$ can be found. In particular, from solutions $f(\alpha, \beta)= \pm 1, f(A, B)= \pm 1$, we get new solutions of $f(x, y)= \pm 1$.
J. J. Sylvester ${ }^{64}$ proved vhat $f y^{2}+2 g x y-2 f x^{2}= \pm 1$ is solvable in integers if $A=2 f^{2}+g^{2}$ is a prime and $f$ is odd. Since $u^{2}-A v^{2}=1$ is solvable, set $u+1=\sigma p^{2}, u-1=A \sigma q^{2}$, where $p, q$ are relatively prime. Then

$$
p^{2}-A q^{2}=2 / \sigma=\mp 1 \text { or } \pm 2,
$$

the upper signs being excluded by the form $8 n+3$ of $A$. If $p^{2}-A q^{2}=1$, $v=2 p q$, we write $p, q$ for $u, v$ and $p_{1}, q_{1}$ for $p, q$ and see in like manner that $p_{1}^{2}-A q_{1}^{2}=1$ or -2 . Finally, we reach $\pi^{2}-A \phi^{2}=-2$, where $\pi$ and $\phi$ are odd. Since every prime divisor of $\pi^{2}+2$ is known to have the form $r^{2}+2 s^{2}$,

[^302]$\pi \pm \sqrt{-2}=(g+f \sqrt{-2})(y+x \sqrt{-2})^{2} . \quad$ By the coefficients of $\sqrt{-2}$,
$$
\pm 1=f\left(y^{2}-2 x^{2}\right)+2 g x y
$$
S. Roberts used reduced quadratic forms and results of A. Göpel.
E. Cesàro ${ }^{65}$ proved that the number of sets of positive integral solutions of
\[

$$
\begin{equation*}
A x^{2}+B x y+C y^{2}=n \tag{A>0,C>0}
\end{equation*}
$$

\]

is $\pi /(2 \delta)-B / \delta^{2}$ in mean, where $\delta^{2}=4 A C-B^{2}$.
S. Realis ${ }^{66}$ noted that if $\alpha, \beta$ is a solution of $x^{2}+n x y-n y^{2}=1$ then $x=(n+1) \alpha-n \beta, y=(n+2) \alpha-(n+1) \beta$ is a solution. From the evident solution 1, 0 , we get the solution $n+1, n+2$. Using $y=n+2$, and solving the initial equation we get $x=n+1$ and the new value $x=-n^{2}-3 n-1$. Applying the formula to the latter we get a fourth solution, etc. The $a$ th set $x_{a}, y_{a}$ of solutions of this series is given, as well as recursion formulæ.

Réalis ${ }^{67}$ noted that $m x^{2}-(m+n \pm 1) x y+n y^{2}=h$ has the solution

$$
\begin{equation*}
x=(m-n) \alpha-(m-n \pm 1) \beta, \quad y=(m-n \mp 1) \alpha-(m-n) \beta, \tag{4}
\end{equation*}
$$

if $\alpha, \beta$ is one solution. Starting from this set (4), we get again the first set $\alpha, \beta$. Evidently (4) hold also for an equation derived from the given one by increasing $m$ and $n$ by the same number; also for

$$
(2 \dot{m} \mp 1) x^{2}-2(m+n) x y+(2 n \mp 1) y^{2}=h .
$$

For $x^{2}-(n+2) x y+n y^{2}=1$, the solution 1,0 gives the solution $n-1, n$. For $y=n$, we have $x=n-1, n^{2}+n+1$, and hence find an infinitude of solutions. There is treated the equation obtained from the last by changing the sign of the constant term, and

$$
x^{2}-2(n+1) x y+(2 n-1) y^{2}=1 \text { or }-2
$$

Recursion formulæ are given for the integral solutions of $x^{2}-A x y+B y^{2}=h$ when $A-2$ is divisible by $A-B-1$.
${ }^{*}$ P. S. Nasimoff ${ }^{68}$ gave an exposition of Jacobi's series for elliptic functions and application to the number of solutions of $a x^{2}+b x y+c y^{2}=n$, in particular for $x^{2}+16 y^{2}=n, 4 x^{2}+4 x y+3 y^{2}=n, a x^{2}+c y^{2}=n$ ( $a, c$ odd).
F. J. Studnička ${ }^{69}$ noted that if $p_{k}$ and $q_{k}$ are the numerator and denominator of the $k$ th convergent for the continued fraction

$$
\begin{aligned}
\frac{1}{a}+\frac{1}{a}+\frac{1}{a}+\cdots, \quad q_{n} & =p_{n+1}=a^{n}+\binom{n-1}{1} a^{n-2}+\binom{n-2}{2} a^{n-4}+\cdots, \\
(-1)^{n} & =p_{n-1} q_{n}-p_{n} q_{n-1}=q_{n-2} q_{n}-q_{n-1}^{2}
\end{aligned}
$$

Using $q_{n}=a q_{n-1}+q_{n-2}$, we get

$$
a q_{n-2} q_{n-1}+q_{n-2}^{2}-q_{n-1}^{2}=(-1)^{n}
$$

and hence the solutions of $a x y+x^{2}-y^{2}= \pm 1$. Cf. Kluge ${ }^{289}$ of Ch. XII.

[^303]* Ferval ${ }^{70}$ gave an infinitude of solutions of each of the equations

$$
\begin{gathered}
\left(2 a^{2}-2 a-1\right) x^{2}-4\left(a^{2}-1\right) x y+\left(2 a^{2}+2 a-1\right) y^{2}=1 \\
\quad\left(a^{2}-a-1\right) x^{2}-\left(2 a^{2}-3\right) x y+\left(a^{2}+a+1\right) y^{2}=1 .
\end{gathered}
$$

A. Hurwitz ${ }^{71}$ called $r / s$ and $u / v$ a pair of approximating fractions for a number between them if $u s-v r=1$. If $0<m<2 \sqrt{D}$ and if at least one of $A, C$ is positive, and $D=B^{2}-A C>0$, every pair of integral solutions of $A u^{2}+2 B u v+C v^{2}=m$ is such that $u / v$ is an approximating fraction to one of the roots of $A x^{2}+2 B x+C=0$. If both $A$ and $C$ are negative, we get the same result by assuming also that $v^{2}>-A /(2 \sqrt{D}-m)$.
H. Scheffler ${ }^{72}$ made successive additions to get $p, 2^{2} p, 3^{3} p, \cdots$ and then a table of values for $p n^{2}+p_{1} n_{1}^{2}$. The aim is to solve $a x^{2}+b x y+c y^{2}=q$.
R. W. D. Chr stie ${ }^{73}$ solved $x^{2}+x y-y^{2}= \pm 1$ by use of continued fractions. Cf. J. Wasteels ${ }^{72}$ of Vol. I, p. 405, of this History.
A. Cunningham and Christie ${ }^{74}$ solved $y^{2}-a v y-a v^{2}=1$.
A. Lévy ${ }^{75}$ recalled the special case of Dirichlet's theorem on the units of an algebraic field, that if $(a, b)$ is the least positive solution $\neq(1,0)$ of $x^{2}+x y-k y^{2}=1$, where $k$ is a positive integer, every solution $(u, v)$ is given by

$$
u+v \omega=(a+b \omega)^{n}, \quad \omega^{2}-\omega-k=0 .
$$

Several writers ${ }^{76}$ solved $x^{2}+x y+y^{2}=1$.
C. Ruggeri ${ }^{77}$ used the series with the recursion formula $z_{n+1}=z_{n}+z_{n-1}$ to solve $a x^{2}-b x y+c y^{2}=k$, when $b^{2}-4 a c=5 m^{2}$.

See papers 88, 89; also Leslie ${ }^{90}$ of Ch. XII.

$$
\text { Solution of } A x^{2}+2 B x y+C y^{2}+2 D x+2 E y+F=0 .
$$

L. Euler ${ }^{78}$ noted that if $A x^{2}+2 B x y+C y^{2}+2 D x+2 E y+F=0$ has the set of solutions $x=a, y=b$, and if $\Delta=B^{2}-A C>0$, so that $p^{2}=\Delta q^{2}+1$ is solvable, a second set of solutions is

$$
\begin{aligned}
& x=a(p+B q)+b C q+E q+(p-1)(B E-C D) / \Delta \\
& y=b(p-B q)-a A q-D q+(p-1)(B D-A E) / \Delta .
\end{aligned}
$$

J. L. Lagrange ${ }^{79}$ showed how to find the rational and integral solutions of

$$
\begin{equation*}
\alpha x^{2}+\beta x y+\gamma y^{2}+\delta x+\epsilon y+\zeta=0 \tag{1}
\end{equation*}
$$

Solving it algebraically for $x$ in terms of $y$, we get

$$
2 \alpha x+\beta y+\delta= \pm t, \quad t^{2}=B y^{2}+2 f y+g,
$$

[^304]where $B=\beta^{2}-4 \alpha \gamma, f=\beta \delta-2 \alpha \epsilon, g=\delta^{2}-4 \alpha \zeta$. Set $A=f^{2}-B g$. Then
\[

$$
\begin{gathered}
B y+f= \pm u, \quad u^{2}=A+B t^{2}, \\
y=\frac{ \pm u-f}{B}, \quad x=\frac{ \pm t-\delta}{2 \alpha}-\frac{\beta( \pm u-f)}{2 \alpha B} .
\end{gathered}
$$
\]

Hence the rational solutions of (1) follow from the rational solutions of $u^{2}=A+B t^{2}$. The latter depend on the integral solutions of $A r^{2}=p^{2}-B q^{2}$, discussed by Lagrange. ${ }^{110}$

To obtain the integral solutions of (1), it is necessary that not only $u$ and $t$ be integers, but also that $\pm u-f$ be a multiple $m B$ of $B$, and that $\pm t-\delta-\beta m$ be a multiple of $2 \alpha$. If $B$ is negative, $u^{2}-B t^{2}=A$ has only a finite number of integral solutions, which can be found by trial. This is not true when $B$ is positive, as will be assumed henceforth. We may set $u=\sigma p, t=\sigma q$, where $p, q$ are relatively prime. By Lagrange ${ }^{75}$ of Ch. XII, the solutions of $p^{2}-B q^{2}=A / \sigma^{2}$ are given by

$$
p+q \sqrt{B}=(a+b \sqrt{B}) J, \quad J \equiv(X+Y \sqrt{B})^{n}=\xi+\psi \sqrt{B},
$$

whence

$$
p=a \xi+B b \psi, \quad q=a \psi+b \xi ; \quad 2 \xi, 2 \sqrt{B} \psi=(X+Y \sqrt{B})^{n} \pm(X-Y \sqrt{B})^{n}
$$

Here $a, b, X, Y$ are given integers for which $X^{2}-B Y^{2}= \pm 1$. We may restrict attention to the case $X^{2}-B Y^{2}=+1$, to which the contrary case is easily reduced. The problem is now to choose positive integral values of the exponent $n$ for which the resulting values of $x, y$ are integers, viz., for which $\pm \sigma p-f$ is a multiple of $B$, and $\pm \sigma q-\delta-\beta( \pm \sigma p-f) / B$ is a multiple of $2 \alpha$. These two questions are special cases of the general question of the divisibility of

$$
\begin{equation*}
F+G p+H q \equiv F+P(X+Y \sqrt{B})^{n}+Q(X-Y \sqrt{B})^{n} \tag{2}
\end{equation*}
$$

by $R=r^{m} r_{1}^{m_{1}} \cdots$, where $r, r_{1}, \cdots$ are distinct primes. It is easily shown that $(X \pm Y \sqrt{B})^{\rho}-1$ is divisible by $r$, where $\rho=2 r$ if $B$ is divisible by $r, \rho=r \pm 1$ if $B^{(r-1) / 2} \pm 1$ is divisible by $r$, and $\rho=r$ if $r=2$. Then $(X \pm Y \sqrt{B})^{0}-1$ is divisible by $r^{m}$ for $e=r^{m-1} \rho$. Hence if $n=k e+N$, (2) is divisible by $r^{m}$ if and only if $r^{m}$ divides the function obtained from (2) by replacing $n$ by $N$, so that we need only test the values $<e$ of $n$. Similarly we need only test the divisibility of (2) by $r_{1}^{m_{1}}$ for $n<r_{1}^{m_{1}-1} \rho_{1}$. Suppose that the test succeeds for $n=N$ and for $n=N_{1}$, etc., in the respective cases. Then determine $n$ so that it shall have the remainder $N$ when divided by $r^{m-1} \rho$, the remainder $N_{1}$ when divided by $r_{1}^{m_{1}-1} \rho_{1}$, etc. We saw that also a second expression $F_{1}+G_{1} p+H_{1} q$ had to be divisible by a certain number $R_{1}$. The conditions on $n$ are similar to those just stated. Hence the method leads to all the (infinitude of) integral solutions of (2) when it is solvable.

Lagrange ${ }^{80}$ multiplied (1) by $4 \alpha$ and set

$$
u=2 \alpha x+\beta y+\delta, \quad a=\beta^{2}-4 \alpha \gamma, \quad b=\beta \delta-2 \alpha \epsilon, \quad c=\delta^{2}-4 \alpha \zeta .
$$

We get $u^{2}=a y^{2}+2 b y+c$. Multiply by $a$ and write $t=a y+b, R=b^{2}-a c$. Hence $t^{2}-a u^{2}=R$. Assume that it has a known solution $t=P, u=Q$.

Then (1) has the solution

$$
\begin{equation*}
y=\frac{P-b}{a}, \quad x=\frac{Q-\delta}{2 \alpha}-\frac{\beta y}{2 \alpha} . \tag{3}
\end{equation*}
$$

Since we may change the sign of $P$ or $Q$, we get four solutions. If $R=A^{m} B^{n} \cdots$, where $A, B, \cdots$ are expressible in a single way in the form $P^{2}-a Q^{2}$, it is known that $R$ is expressible in this form in exactly $\frac{1}{2} \pi$ ways when $\pi=(m+1)(n+1) \cdots$ is even, and in $(\pi+1) / 2$ ways when $\pi$ is odd. If $a$ is negative there is only a finite number of solutions of $t^{2}-a u^{2}=R$, since $t^{2}-a u^{2}=1$ is not solvable, so that the number of factors $A, B, \cdots$ is limited. But if $a$ is positive, let $p, q$ be the least solution of $p^{2}-a q^{2}=1$; then every solution is given by

$$
p^{\prime}=\frac{r^{m}+s^{m}}{2}, \quad q^{\prime}=\frac{r^{m}-s^{m}}{2 \sqrt{a}} \quad(r=p+q \sqrt{a}, \quad s=p-q \sqrt{a})
$$

for $m=1,2,3, \cdots \quad$ Then

$$
R=\left(P^{2}-a Q^{2}\right)\left({p^{\prime 2}}^{2}-a q^{\prime 2}\right)=P_{1}^{2}-a Q_{1}^{2}
$$

if

$$
\begin{equation*}
P_{1}=P p^{\prime} \pm a Q q^{\prime}, \quad Q_{1}=P q^{\prime} \pm Q p^{\prime} \tag{4}
\end{equation*}
$$

If we employ as $P, Q$ the various sets corresponding to the factors $>1$ of the form $t^{2}-a u^{2}$ of $R$ and take $m=1,2,3, \cdots$, we get by (4) ail the rational solutions of $P_{1}^{2}-a Q_{1}^{2}=R$. Returning to (3), Lagrange proved that, if the values (3) of $x, y$ which correspond to the case $m=0$ are integers, there is an infinitude of values of $m$ (the multiples of an assigned number depending only on $\alpha$ and $a$ ) for which the solutions $x, y$ are integers.
L. Euler ${ }^{81}$ gave two methods of finding the general rational solution of

$$
f(x, y) \equiv A x^{2}+2 B x y+C y^{2}+2 D x+2 E y+F=0
$$

given one solution $x=a, y=b$. In $f(x, y)-f(a, b)=0$, set

$$
2(x y-a b)=(x-a)(y+b)+(x+a)(y-b), \quad \frac{x-a}{y-b}=\frac{p}{q} .
$$

We get

$$
(x+a)(A p+B q)+(y+b)(B p+C q)+2 D p+2 E q=0
$$

Eliminating $y$ by the second of the preceding pair of equations, we get

$$
\begin{aligned}
\omega x & =-a t-2 b\left(B p^{2}+C p q\right)-2 D p^{2}-2 E p q, \\
\omega y & =b t-2 a\left(B q^{2}+A p q\right)-2 D p q-2 E q^{2}, \\
\omega & =A p^{2}+2 B p q+C q^{2}, \quad t=A p^{2}-C q^{2}
\end{aligned}
$$

and hence obtain, when $p, q$ are rational, the most general rational solution of the proposed equation. Integral solutions may be obtained from values of $p, q$ making $\omega= \pm 1$ or $\pm 2$.

For the second method, set

$$
k=B^{2}-A C, \quad N=(B D-A E) / k, \quad P=A x+B y+D, \quad Q=y+N
$$

Then

$$
A f(x, y) \equiv(P+Q \sqrt{k})(P-Q \sqrt{k})-\delta, \quad \delta \equiv D^{2}-A F-N^{2} k
$$

[^305]Let $G$ and $H$ be the values of $P$ and $Q$ for $x=a, y=b$. Then

$$
(P+Q \sqrt{k})(P-Q \sqrt{k})=(G+H \sqrt{k})(G-H \sqrt{k}) .
$$

Equate the first factor on the left to the second factor on the right and vice versa. Thus

$$
y=-b-2 N, \quad x=a+\frac{2 B(b+N)}{A} .
$$

Or, use the Pell equation $s^{2}-k r^{2}=1$, having an infinitude of solutions if $k$ is neither negative nor a square, and set

$$
P+Q \sqrt{k}=(G+H \sqrt{k})(s+r \sqrt{k})^{n} .
$$

By equating the terms free of $\sqrt{k}$, we get rational expressions for $x, y$.
Euler ${ }^{82}$ treated the solution in integers of

$$
\begin{equation*}
\alpha x^{2}+\beta x+\gamma=\zeta y^{2}+\eta y+\theta, \tag{5}
\end{equation*}
$$

given one solution $x=a, y=b$. Denote the roots of $z^{2}=2 s z-1$ by

$$
p=s+\sqrt{s^{2}-1}, \quad q=s-\sqrt{s^{2}-1}
$$

Make the substitution

$$
\begin{equation*}
x=\frac{f}{\sqrt{\alpha}} p^{n}+\frac{g}{\sqrt{\alpha}} q^{n}-\frac{\beta}{2 \alpha}, \quad y=\frac{f}{\sqrt{\zeta}} p^{n}-\frac{g}{\sqrt{\zeta}} q^{n}-\frac{\eta}{2 \zeta} . \tag{6}
\end{equation*}
$$

Since $p q=1$, the members of (5) equal respectively

$$
f^{2} p^{2 n}+g^{2} q^{2 n}+2 f g+\gamma-\frac{\beta^{2}}{4 \alpha}, \quad f^{2} p^{2 n}+g^{2} q^{2 n}-2 f g+\theta-\frac{\eta^{2}}{4 \zeta}
$$

These are equal if

$$
\begin{equation*}
4 f g=\frac{\beta^{2}}{4 \alpha}-\frac{\eta^{2}}{4 \zeta}+\theta-\gamma \tag{7}
\end{equation*}
$$

For $n=0$, let $x=a, y=b$. Then (6) gives

$$
\begin{equation*}
f+g=\frac{2 \alpha a+\beta}{2 \sqrt{\alpha}}, \quad f-g=\frac{2 \zeta b+\eta}{2 \sqrt{\zeta}} \tag{8}
\end{equation*}
$$

and the resulting value of $(f+g)^{2}-(f-g)^{2}$ reduces to (7) since (5) holds for $x=a, y=b$. Hence the values of $f, g$ from (8) lead to solutions (6) of (5) provided $s$, in the expressions for $p$ and $q$, is such that the resulting $x, y$ are rational. For $n=1$, the expressions for $x, y$ become, in view of (8),

$$
x=a s+\frac{\beta(s-1)}{2 \alpha}+b \zeta r+\frac{\eta r}{2}, \quad y=b s+\frac{\eta(s-1)}{2 \zeta}+a \alpha r+\frac{\beta r}{2}, \quad r=\sqrt{\frac{s^{2}-1}{\zeta \alpha}} .
$$

Then $s^{2}=1+\alpha \zeta r^{2}$, a solvable Pell equation if $\alpha \zeta$ is positive and not a square. Hence if the latter is solved and we set $p, q=s \pm r \sqrt{\alpha \zeta}$ and define $f, g$ by (8), then, for any integer $n$, (6) gives a solution, which is proved rational as follows. Call $x^{\prime}, y^{\prime}$ the values obtained from (6) by changing $n$ to $n+1$; $x^{\prime \prime}, y^{\prime \prime}$ those by changing $n$ to $n+2$. Then

$$
x^{\prime \prime}=2 s x^{\prime}-x+\frac{\beta}{\alpha}(s-1), \quad y^{\prime \prime}=2 s y^{\prime}-y+\frac{\eta}{\zeta}(s-1) .
$$

[^306]Since the values given by $n=0$ and $n=1$ are rational, those given by any $n$ are rational. Euler stated that if we employ only even values of $n$, we obtain integral values for $x, y$. Cayley ${ }^{152}$ gave a generalization to several variables.
A. M. Legendre ${ }^{83}$ reduced $a y^{2}+b y z+c z^{2}+d y+f z+g=0$ to
(9) $\quad a y_{1}^{2}+b y_{1} z_{1}+c z_{1}^{2}=\Delta D, \quad D=b^{2}-4 a c>0, \quad-\Delta=a f^{2}-b d f+c d^{2}+g D$,
by setting $y=\left(y_{1}+\alpha\right) / D, z=\left(z_{1}+\beta\right) / D, \alpha=2 c d-f b, \beta=2 a f-b d$. If (9) has a solution, it has an infinitude of solutions given by

$$
\begin{equation*}
y_{1}=\gamma F+\delta G, \quad z_{1}=\epsilon F+\zeta G \tag{10}
\end{equation*}
$$

$$
F+G \sqrt{D}=(\phi+\psi \sqrt{D})^{n}
$$

where $\phi, \psi$ give the least solution of $\phi^{2}-D \psi^{2}=1$. It is a question of the values of $n$ for which $y$ and $z$ are integers. Since

$$
F \equiv \phi^{n}, \quad G \equiv n \phi^{n-1} \psi, \quad \phi^{2} \equiv 1 \quad(\bmod D)
$$

we see that the expressions for $y, z$ are integers if and only if

$$
\begin{array}{lcc}
(n=2 m) & (\alpha+\gamma) \phi+2 \delta \psi m \equiv(\beta+\epsilon) \phi+2 \zeta \psi m \equiv 0 & (\bmod D), \\
(n=2 m+1) & \gamma \phi+\alpha+n \delta \psi \equiv \epsilon \phi+\beta+n \zeta \psi \equiv 0 & (\bmod D) .
\end{array}
$$

In either case the resulting values of $n$ are said to be of the form $V+D k$ [denied by Dujardin ${ }^{84}$ ], where $k$ is arbitrary, so that there is an infinitude of values $n$. It remains to solve the problem: if $F$ and $G$ are given by $\left(10_{3}\right)$ and if $\phi^{2}-D \psi^{2}=1$, find all values of $n$ such that $\lambda F+\mu G+\nu$ is divisible by a prime not dividing $D \psi$. For this, the method of Lagrange ${ }^{79}$ is given.

Dujardin ${ }^{84}$ agreed with the statements in the preceding paper down to the erroneous one that the values of $n$ are of the form $V+D k$. But the quantities $\delta, \zeta$ are divisible by $D$ and the conditions marked ( $n=2 m$ ) and ( $n=2 m+1$ ) are satisfied only if the coefficients of the unknowns are relatively prime. Hence $\alpha+\gamma, \beta+\epsilon$ must be divisible by $D$ if $n$ is even, and $\gamma \phi+\alpha$, $\epsilon \phi+\beta$ if $n$ is odd; then the conditions cited are satisfied for all values of $m$. The correct conclusion is therefore that $n$ varies according to an arithmetical progression of difference 2 (not $D$ ). The latter result is said to follow also from the law of recurrence between three consecutive solutions of (9), which leads also to the following rule. Given two consecutive solutions $y_{i}^{\prime}, z_{i}^{\prime}(i=1,2)$ of (9); then if no one of the systems $y_{i}^{\prime}+\alpha, z_{i}^{\prime}+\beta(i=1,2)$ is divisible by $D$, there is no solution in integers; but if one of the latter systems is divisible by $D$, then to every system of the same parity as it there corresponds a solution of the proposed equation.
C. F. Gauss ${ }^{85}$ treated the integral solutions of
(11)

Set

$$
\Delta=\left|\begin{array}{lll}
a & b & d \\
b & c & e \\
d & e & f
\end{array}\right|, \quad \alpha=b^{2}-a c, \quad \beta=b e-c d, \quad \gamma=b d-a e .
$$

${ }^{83}$ Théorie des nombres, 1798, 451-7; ed. 3, 1830, II, 105-112, No. 439.
${ }^{3}$ Comptes Rendus Paris, 119, 1894, 843, 934. Reprinted, Sphinx-Oedipe, 4, 1909, 45-7.
${ }^{85}$ Disquisitiones Arithmeticae, 1801, arts. 216-221; Werke, I, 1863, 215. German transl. by H. Maser, 1889, pp. 205-211.

By the substitution $p=\alpha x+\beta, q=\alpha y+\gamma$, we get $a p^{2}+2 b p q+c q^{2}=\alpha \Delta$. The theory of binary quadratic forms leads to all representations of $\alpha \Delta$ by the form ( $a, b, c$ ). From the resulting sets of values of $x, y$, discard those which are not integral [cf. Smith ${ }^{88}$ ].

To find (art. 300) the rational solutions of (11), set $x=t / v, y=u / v$, and find the integral solutions of the resulting equation which is of the form considered by Gauss. ${ }^{147}$
J. L. Wezel ${ }^{86}$ reduced $a x^{2}+c x y+d x+e y+C=0$ to $x_{1} y_{1}=k$ by a linear substitution, and treated equations solvable rationally for one variable. For $a x^{2}+b y^{2}+2 c x y+C=0$, we solve (p. 40) for $x$ and find no trouble unless $B \equiv c^{2}-a b$ is positive and $\neq \square$. The latter case is treated elegantly by continued fractions. Develop the root $r=(\sqrt{B}-c) / a$ of $a z^{2}+2 c z+b=0$. Let $Q=(\sqrt{B}+\pi) / C$ be the complete quotient with denominator $C$, and $p_{0} / q_{0}, p / q$ the convergents immediately preceding this. Then
$z=\frac{p Q+p_{0}}{q Q+q_{0}}=r, \quad(a p+c q)^{2}=q^{2} B+a C\left(p q_{0}-p_{0} q\right), \quad a p^{2}+2 c p q+b q^{2}= \pm C$,
since $\sqrt{B}$ is irrational. For $a x^{2}+b y^{2}+c x y+d x+e y+C=0$, we set

$$
x=\left(x^{\prime}+2 b d-c e\right) / D, \quad y=\left(y^{\prime}+2 a e-c d\right) / D,
$$

where $D=c^{2}-4 a b$, and get an equation of the form last treated:

$$
a x^{\prime 2}+b y^{\prime 2}+c x^{\prime} y^{\prime}+\left(a e^{2}-c d e+b d^{2}\right) D+C D^{2}=0 .
$$

E. Desmarest ${ }^{87}$ noted that the substitution $X=x / a$ reduces the solution of $a X^{2}+b X+c=K y$ to the problem to find multiples $x$ of $a$ satisfying an equation of type $f_{x} \equiv x^{2}+q x+r=P y$. To solve a particular equation of the latter type, he would employ two auxiliary doubly-entry tables, a complicated method based upon the functions

$$
{ }_{0} P_{2 N-2}=f_{n} N^{2}-f_{n}^{\prime} N+1, \quad{ }_{0} P_{2 N-1}=f_{n} N^{2}+f_{n}^{\prime} N+1
$$

and the fact that their products by $f_{n}$ are also of the form $f_{x}$, where $x=f_{n} N-n-q$ and $f_{n} N+n$, respectively. One of the auxiliary tables has the headings $f_{n},{ }_{0} P_{1},{ }_{0} P_{2}, \cdots$ and in the body of the table are entered the values for successive $K$ 's of the roots $R$ and remainders $\rho$ defined, for example, when $N=2 K+1$, by use of
${ }_{0} P_{2 N}=R^{2}+\rho, \quad R=(2 K+2) n+q K-q-1, \quad \rho=A(K+1)^{2}, \quad A \equiv 4 r-q^{2}$. Troublesome methods are indicated (pp. 42, 43) by means of which the square $R^{2}$ nearest to the given $P$ enables us to find the entry in the body of the table which will yield the desired value of $n$ such that the heading of the column of the entry will for this $n$ be the value of $y$ (or a known multiple of $y$ ). The example $X^{2}+31 X+241=P Y$ is treated (pp. 24-25, 301-2) for all primes $P<1000$; but he knew ( $p$. 104) that it can be transformed by $X=x-15$ into $x^{2}+x+1=P y$, which is proved to be solvable if and only if the prime $P$ is 3 or $3 q+1$.

[^307]To solve (pp.127-221) $F+2 d X+2 e Y+f=0$, where $F \equiv a X^{2}+2 b X Y+c Y^{2}$, $\Delta=b^{2}-a c \neq 0$, it is transformed as usual into $F=M$, which is treated as usual by the theory of binary quadratic forms. If $\Delta=0$, it is transformed into $u^{2}+r=P y$, which is of the type first treated. In each case there is a discussion as to which of the solutions are integral.
H. J. S. Smith ${ }^{88}$ noted that Euler's ${ }^{81,} 82$ methods are incomplete for the reasons noted in Ch. XII, Smith. ${ }^{139}$ He modified Gauss'85 method by employing the g.c.d. $\delta$ of $\alpha, \beta, \gamma$, and employing the new variables $X=p / \delta$, $Y=q / \delta$. Thus $a X^{2}+2 b X Y+c Y^{2}=\alpha^{\prime} \Delta^{\prime}$, where $\alpha^{\prime}=\alpha / \delta, \Delta^{\prime}=\Delta / \delta$. Then if $X_{n}, Y_{n}$ is any representation of $\alpha^{\prime} \Delta^{\prime}$ by ( $a, b, c$ ), we separate the integral from the fractional solutions $x, y$ by separating (by Lagrange's method) those values of $X_{n}, Y_{n}$ which satisfy the congruences $X_{n}-\beta / \delta \equiv 0$, $Y_{n}-\gamma / \delta \equiv 0\left(\bmod \alpha^{\prime}\right)$ from those which do not, and obtain a finite number of formulas exhibiting all integral solutions.
G. Wertheim ${ }^{89}$ treated (1) as had Lagrange, ${ }^{79}$ and by reducing it to $a x^{2}+2 b x y+c y^{2}=M$ and then applying the theory of binary quadratic forms.
C. de Comberousse ${ }^{90}$ treated (1) for the case $\gamma=0$, whence $y=Q / L$, where $Q$ is a quadratic and $L$ a linear function of $x$. Thus $L$ must divide a certain constant $N$, whence set $L=d, d$ any divisor of $N$.

Rautenberg ${ }^{91}$ reduced the solution of an equation of degree two in two variables to $B x^{2}+C x+D=\square$ and gave other known results.
R. Marcolongo, ${ }^{92}$ G. B. Mathews, ${ }^{93}$ P. Bachmann, ${ }^{94}$ and E. Cahen ${ }^{95}$ treated (1).

Focke ${ }^{96}$ gave the usual application of quadratic forms to our problem.
E. de Jonquières ${ }^{97}$ showed by detailed examples that the methods of Lagrange (continued fractions) and Gauss (period of reduced forms) for solving indeterminate equations of the second degree are less different than they seem, since they employ the same auxiliary quantities, and rest on the development of practically the same ideas.
G. Bisconcini ${ }^{98}$ noted that $x=y=2$ is the only positive integral solution of $x y=x+y$, and $x=0,1, y=0,1$, the only integral solutions of $x^{2}+y^{2}=x+y$.
J. Westlund ${ }^{99}$ proved that $x^{2}+y^{2}=(2 x-1) / 3$ is impossible in integers.
C. Ciamberlini ${ }^{100}$ stated that $(x+y)(x+y+1)+2 y=a$ has a single positive integral solution if $a$ is a positive integer.
T. Pepin ${ }^{101}$ used the method of Gauss. ${ }^{85}$

[^308]$$
a x^{2}+b y^{2}+c z^{2}=0
$$
U. Fornari ${ }^{102}$ treated $(x-1)(x-2)+y(2 x+y-1)=2 m$.
W. A. Wijthoff ${ }^{103}$ solved $(x+y+1)^{2}=9 x y$.
M. Rignaux ${ }^{103 a}$ stated a complete solution of (11), with $a c<b^{2}$, by recurring series.

For $\frac{1}{2} x(x+1)=\frac{1}{3} y(y+1)$ see paper 55. For $3 x(x+1)=y(y+1)$, see Euler ${ }^{79}$ of Ch. I. T. L. Pistor ${ }^{107}$ of Ch. XII gave Gauss ${ }^{85}$ method. On $a x^{2}-a^{\prime} x=b y^{2}-b^{\prime} y$, see Gill ${ }^{107}$ of Ch. I.

$$
a x^{2}+b y^{2}+c z^{2}=0\left(\operatorname{EXCEPT} x^{2}+y^{2}=2 z^{2}\right)
$$

For $x^{2}+y^{2}=2 z^{2}$, here excluded, see squares in arithmetical progression (Ch. XIV).

Diophantus, II, 20, proposed to find three squares such that

$$
\begin{equation*}
y^{2}-x^{2}: z^{2}-y^{2}=a: b \tag{1}
\end{equation*}
$$

where $a: b$ is a given ratio. He took $a / b=1 / 3, y=x+1$, whence

$$
z^{2}=x^{2}+8 x+4
$$

Take $z=x+3$, whence $x=5 / 2$. In IV, 45 , he took $a / b=3, x^{2}=4, y=t+2$, whence $\frac{9}{4} z^{2}=3 t^{2}+12 t+9=(3-5 t)^{2}$, if $t=21 / 11$.

Alkarkhi ${ }^{104}$ (beginning of eleventh century) solved $x^{2}-y^{2}=2\left(y^{2}-z^{2}\right)$ by taking $y=z+1, x=z+2$, whence $z=1 / 2$.

Leonardo Pisano ${ }^{105}$ first treated (1) for several special cases. For $b=a+1$, take $x=2 a-1, y=2 a+1, z=2 a+3$; then $y^{2}-x^{2}=8 a, z^{2}-y^{2}=8 b$. In general, if integers $h, k, n$ can be found such that

$$
\sum_{i=1}^{a}(h+i)=k a, \quad \sum_{j=1}^{n}(h+a+j)=k b
$$

then $y^{2}-x^{2}=8 k a, z^{2}-y^{2}=8 k b$ for

$$
x=2 h+1, \quad y=2 h+2 a+1, \quad z=2 h+2 a+2 n+1 .
$$

The conditions for the above sums are

$$
h+1+h+a=2 k, \quad(h+a) n+n(n+1) / 2=k b,
$$

or

$$
k=h+\frac{a+1}{2}=\frac{n(n+a)}{2(b-n)} .
$$

These fractions must equal integers, as in the case for the values $a=11$, $b=43, n=16, k=8, h=2$, used by Leonardo. A. Genocchi ${ }^{106}$ remarked that Leonardo's method consists essentially in separating a progression $h+1, h+2, \cdots, h+m+n$ into two parts such that the sum of the first $m$ terms is $k a$ and the sum of the last $n$ terms is $k b$, whence

$$
2 k=\frac{m n(m+n)}{b m-a n}, \quad 2 h+1=\frac{2 a m n+a n^{2}-b m^{2}}{b m-a n} .
$$

[^309]Since $a, b$ are relatively prime, we can make $b m-a n=1$ in an infinitude of ways. Then $x=2 h+1, y=2(h+m)+1, z=2(h+m+n)+1$.
F. Woepcke ${ }^{107}$ gave an analogous interpretation of Leonardo's method and wondered why Leonardo preferred this ingenious method to the more natural one [of Diophantus] of substituting $x=y+m, z=y-n$, and thus finding $x, y, z$ as rational functions of $m, n, a, b$. The last method and other simple ones were used by C. L. A. Kunze. ${ }^{108}$

For a different presentation of Leonardo's method and a proof of the equivalence of the problem with that of concordant forms, see Genocchi ${ }^{87}$ of Ch. XVI.

Matsunago, ${ }^{109}$ in the first half of the eighteenth century, noted that $r x^{2}+y^{2}=z^{2}$ has the solution $x=2 m n, y=r m^{2}-n^{2}, z=r m^{2}+n^{2}$. If $k-l=t^{2}$, $k x^{2}-l y^{2}=z^{2}$ has the solution $y=\alpha+t \beta, z=l \beta-\alpha t$, provided $x^{2}=\alpha^{2}+l \beta^{2}$, which is of the preceding type. Again, $\left(k^{2}+l^{2}\right) x^{2}-y^{2}=z^{2}$ for

$$
x=c, \quad y=k a \pm l b, \quad z=l a \mp k b, \quad a^{2}+b^{2}=c^{2} .
$$

J. L. Lagrange ${ }^{110}$ treated the solution of

$$
\begin{equation*}
A r^{2}=p^{2}-B q^{2} \tag{2}
\end{equation*}
$$

in integers. The cases $A=\square, B=\square$ are easily treated (pp. 381-2) by the methods of Diophantus. In (2) let $p, q, r$ be integers, $p$ and $q$ relatively prime, while $A$ and $B$ are integers neither a square nor divisible by a square, and (as may be assumed) $|A|>|B|$. A necessary condition is that there exist an integer $\alpha$ such that $\alpha^{2}-B$ is divisible by $A$. This is shown by multiplying (2) by $p_{1}^{2}-B q_{1}^{2}$, using

$$
\begin{equation*}
\left(p^{2}-B q^{2}\right)\left(p_{1}^{2}-B q_{1}^{2}\right)=\left(p p_{1} \pm B q q_{1}\right)^{2}-B\left(p q_{1} \pm q p_{1}\right)^{2} \tag{3}
\end{equation*}
$$

and taking $p q_{1}-q p_{1}= \pm 1$, whence $A r^{2}\left(p_{1}^{2}-B q_{1}^{2}\right)=\alpha^{2}-B$. We may also take $|\alpha|<|A| / 2$, since also $(\mu A \pm \alpha)^{2}-B$ is divisible by $A$. When such an $\alpha$ exists, $A A_{1}=\alpha^{2}-B$, set $\alpha_{1}=\mu_{1} A_{1} \pm \alpha$, the integer $\mu_{1}$ and the sign being chosen so that $\left|\alpha_{1}\right|<\left|A_{1}\right| / 2$. Then $\alpha_{1}^{2}-B$ is divisible by $A_{1}$; call the quotient $A_{2}$. In this manner we get a series of decreasing integers $|A|,\left|A_{1}\right|,\left|A_{2}\right|, \cdots$, and hence get $\left|A_{n}\right| \leqq|B|$. It suffices to stop when $A_{n}$ is of the form $a^{2} C$, where $C$ has no square factor and $|C| \leqq|B|$. Multiply together the equations

$$
A A_{1}=\alpha^{2}-B, \cdots, \quad A_{n-1} A_{n}=\alpha_{n-1}^{2}-B
$$

and use (3). Hence $A A_{1}^{2} \cdots A_{n-1}^{2} A_{n}=P^{2}-B Q^{2}$. Multiply by (2). We get $C q_{1}^{2}=p_{1}^{2}-B r_{1}^{2}$, where $q_{1}=A A_{1} \cdots A_{n-1} a r$. Hence

$$
\begin{equation*}
B r_{1}^{2}=p_{1}^{2}-C q_{1}^{2} \tag{4}
\end{equation*}
$$

Conversely if (4) is solvable, (2) is solvable. Treating (4) as we did (2), we get $C r_{2}^{2}=p_{2}^{2}-D q_{2}^{2}$, etc. Since $|A|,|B|,|C|, \cdots$ form a decreasing series, we finally get a term $\pm 1$. If it be -1 , we proceed and get +1 . The resulting equation $V z^{2}=x^{2}-y^{2}$ is easily solved in integers. Let

[^310]$M$ be the g.c.d. of $V$ and $x+y$ and set $V=M N, x+y=M \rho$. Then $z^{2}=\rho \sigma$, $x-y=N \sigma$, where $\sigma$ is an integer. If $l$ is the g.c.d. of $\rho$ and $\sigma$, we have $\rho=l m^{2}, \sigma=l n^{2}$, whence
$$
z=l m n, \quad x=l\left(M m^{2}+N n^{2}\right) / 2, \quad y=l\left(M m^{2}-N n^{2}\right) / 2 .
$$

We may set $l=2$, since we may multiply $x, y, z$ by $2 / l$.
L. Euler ${ }^{111}$ stated that the general solution of $\alpha x^{2}+\beta y^{2}=\gamma z^{2}$ is given by

$$
x \sqrt{\alpha} \pm y \sqrt{-\beta}=(f \sqrt{\alpha} \pm g \sqrt{-\beta})(p \sqrt{\alpha n} \pm q \sqrt{-\beta n})^{2}
$$

if one solution $\alpha f^{2}+\beta g^{2}=\gamma h^{2}$ is given; the solution by taking $n=1$ is not general. Again, by taking $x=f p+\beta g q, y=g p-\alpha f q$, we get $\alpha x^{2}+\beta y^{2}=\gamma h^{2} R$, where $R=p^{2}+\alpha \beta q^{2}$ is the square of $r^{2}+\alpha \beta s^{2}$ for $p=r^{2}-\alpha \beta s^{2}, q=2 r s$. Again, if we multiply the initial equation by $h^{2}$ and $\alpha f^{2}+\beta g^{2}=\gamma h^{2}$ by $z^{2}$ and subtract, we get

$$
\frac{\alpha(h x+f z)}{g z-h y}=\frac{\beta(g z+h y)}{h x-f z}
$$

Set each fraction equal to $p / q$ and equate the two values of $z$; we get $y / x$. To obtain another solution, set $F=\alpha \beta q^{2}-p^{2}, G=2 p q, H=\alpha \beta q^{2}+p^{2}$, whence $H^{2}=F^{2}+\alpha \beta G^{2}$. Multiply the latter by $\gamma h^{2}=\alpha f^{2}+\beta g^{2}$. The product of the right members leads to the solution

$$
z=h H, \quad x=f F+\beta g G, \quad y=g F-\alpha f G .
$$

A necessary condition for $f x^{2}+g y^{2}=h z^{2}$ is that $-f g$ be a quadratic residue of $h$.

Euler ${ }^{111 a}$ made $a x^{2}+c y^{2}$ a square by use of

$$
x \sqrt{a}+y \sqrt{-c}=(p \sqrt{a}+q \sqrt{-c})^{2}
$$

Euler ${ }^{112}$ considered the rational solutions of

$$
\begin{equation*}
f x^{2}+g y^{2}=h z^{2} . \tag{5}
\end{equation*}
$$

If, for $f$ and $g$ fixed, the equation is solvable when $h=h_{1}, h_{2}$ and $h_{3}$, then it is solvable when $h=h_{1} h_{2} h_{3}$. He stated (p. 558) the elegant empirical theorem that if (5) is solvable when $h=h_{1}$ it is solvable also when $h=h_{1} \pm 4 n f g$, provided the latter is a prime. ${ }^{113}$

If (5) be solvable, then (p. 566) $-f g$ is a quadratic residue of $h$. For, since $x, y$ may be taken relatively prime, we can determine $p, q$ so that $p y-q x=1$. Then

$$
\left(f x^{2}+g y^{2}\right)\left(f p^{2}+g q^{2}\right)=t^{2}+f g \quad(t=f p x+g q y)
$$

is divisible by $h$.

[^311]If (5) be solvable, also $f x^{2}+g y^{2}=h_{1} z^{2}$ is solvable when $h_{1}$ is a certain integer $<h$. For, $k \equiv t^{2}+f g$ is divisible by $h$ for some integer $t<h / 2$; call the quotient $h_{1}$. Then

$$
f(t x \pm g y)^{2}+g(t y \mp f x)^{2}=\left(t^{2}+f g\right)\left(f x^{2}+g y^{2}\right)=k h z^{2}=h^{2} h_{1} z^{2},
$$

so that $f X^{2}+g Y^{2}=h_{1} Z^{2}$ is solvable. It is not shown that $h_{1}<h$. In case a set of decreasing values $h, h_{1}, h_{2}, \cdots$ eventually contains $f$ or $g$, we can determine $x, y$ (p. 569, §62).
A. M. Legendre ${ }^{114}$ proved [Legendre ${ }^{87}$ of Ch. XII] that, if each of the positive integers $a, b, c$ has no square factor and if no two of them have a common factor, then $a x^{2}+b y^{2}=c z^{2}$ has integral solutions not all zero if and only if there exist three integers $\lambda, \mu, \nu$ such that

$$
\frac{a \lambda^{2}+b}{c}, \quad \frac{c \mu^{2}-b}{a}, \quad \frac{c \nu^{2}-a}{b}
$$

are all integers.
Legendre ${ }^{115}$ explained the method of Lagrange ${ }^{110}$ to solve (2), modified by use of a principle employed elsewhere by Lagrange ${ }^{76}$ of Ch . XII. The present method is essentially due to Lagrange. ${ }^{115 a}$ We may take $A$ and $B$ positive, since otherwise

$$
x^{2}-A y^{2}=-B z^{2} \quad \text { or } \quad x^{2}+A y^{2}=B z^{2} \quad(A>0, B>0)
$$

In the second write $B z=z^{\prime}, A B=A^{\prime}$, whence $z^{\prime 2}-A^{\prime} y^{2}=B x^{2}$. The second is obtained from the first by the transpositions of two terms. Consider therefore $x^{2}-B y^{2}=A z^{2}, A>B>0$, where $y$ is prime to $A$ and $x$, while $A$ and $B$ have no square factors. Set $x=\alpha y-A y^{\prime}$. Then

$$
\left(\frac{\alpha^{2}-B}{A}\right) y^{2}-2 \alpha y y^{\prime}+A y^{\prime 2}=z^{2}
$$

The first coefficient must be an integer, say $A^{\prime} k^{2}$, where $A^{\prime}$ has no square factor. By changing $\alpha$ by a multiple of $A$, we may take $\alpha$ between $-A / 2$ and $A / 2$. Multiply the resulting equation by $A^{\prime} k^{2}$ and set $k z=z^{\prime}$, $A^{\prime} k^{2} y-\alpha y^{\prime}=x^{\prime}$; we get $x^{\prime 2}-B y^{\prime 2}=A^{\prime} z^{\prime 2}, A^{\prime}<A$. If $A^{\prime}>B$, we repeat the process. Finally we get a similar equation with one coefficient unity and hence easily solved. While this method is not the simplest one for solving the proposed equation, it is a very luminous one.
C. F. Gauss ${ }^{16}$ proved by use of ternary quadratic forms the theorem of Legendre ${ }^{114}$ that, if no two of $a, b, c$ have a common factor and if each is neither zero nor divisible by a square, then $a x^{2}+b y^{2}+c z^{2}=0$ has integral solutions not all zero if and only if $-b c,-a c,-a b$ are quadratic residues of $a, b, c$, respectively, and $a, b, c$ are not all of the same sign. If $a, b, c$ are

[^312]arbitrary integers, let $\alpha^{2}, \beta^{2}, \gamma^{2}$ be the largest squares dividing $b c, a c, a b$, respectively, and set $\alpha a=\beta \gamma A, \beta b=\alpha \gamma B, \gamma c=\alpha \beta C$; then the former equation is solvable if and only if $A X^{2}+B X^{2}+C Z^{2}=0$ is solvable, and the latter falls under the above theorem since $A, B, C$ are relatively prime in pairs and have no square factors. For, $b c / \alpha^{2}=B C$ is an integer without square factor, so that $B, C$ are relatively prime and without square factors.
E. F. A. Minding ${ }^{117}$ considered $x^{2}=A y^{2}+B z^{2}$, where $A, B$ are without square factors. Let $f$ be the g.c.d. of $A=a f$ and $B=b f$. The equation is solvable if and only if $A, B,-a b$ are quadratic residues of $B, A, f$, respectively.
A. Genocchi ${ }^{118}$ treated the equation $a z^{2}+b x^{2}=(a+b) y^{2}$, equivalent to (1), by the methods of Lagrange and Paoli ${ }^{91}$ of Ch. XII.
G. L. Dirichlet ${ }^{119}$ treated $a x^{2}+b y^{2}+c z^{2}=0$, where $a, b, c$ are relatively prime in pairs. If $u, v, w$ are given relatively prime solutions, we can deduce all solutions. Since $a u, b v, c w$ are relatively prime and $a u$, for example, is even, we can find integers $l$ (even), $m$ and $n$ such that $a u l+b v m+c w n=1$. Set $a l^{2}+b m^{2}+c n^{2}=h$. Then $u^{\prime}=2 l-h u, v^{\prime}=2 m-h v, w^{\prime}=2 n-h w$ are solutions, congruent to $u, v, w$, respectively, modulo 2. Hence, in
$$
2 u^{\prime \prime}=v w^{\prime}-w v^{\prime}, \quad 2 v^{\prime \prime}=w u^{\prime}-u w^{\prime}, \quad 2 w^{\prime \prime}=u v^{\prime}-v u^{\prime},
$$
$u^{\prime \prime}, v^{\prime \prime}, w^{\prime \prime}$ are integers. If $x, y, z$ are any integers,
(6) $t=a u^{\prime} x+b v^{\prime} y+c w^{\prime} z, \quad t^{\prime}=a u x+b v y+c w z, \quad t^{\prime \prime}=u^{\prime \prime} x+v^{\prime \prime} y+w^{\prime \prime} z$
are integers and $t \equiv t^{\prime}(\bmod 2)$. It is shown that, conversely, if $t, t^{\prime}, t^{\prime \prime}$ are any integers for which $t-t^{\prime}$ is even,
\[

$$
\begin{gather*}
2 x=u t+u^{\prime} t^{\prime}-2 b c u^{\prime \prime} t^{\prime \prime}, \quad 2 y=v t+v^{\prime} t^{\prime}-2 c a v^{\prime \prime} t^{\prime \prime}, \\
2 z=w t+w^{\prime} t^{\prime}-2 a b w^{\prime \prime} t^{\prime \prime}
\end{gather*}
$$
\]

so that $x, y, z$ are integers. Multiply the latter equations by $a x, b y, c z$, add, and use (6). We get

$$
a x^{2}+b y^{2}+c z^{2}=t t^{\prime}-a b c t^{\prime \prime 2}
$$

Hence if $x, y, z$ are solutions of the initial equation, then $t, t^{\prime}, t^{\prime \prime}$, defined by (6), are integers for which $t \equiv t^{\prime}(\bmod 2)$ and $t t^{\prime}=a b c t^{\prime \prime 2}$. Conversely, if $t, t^{\prime}, t^{\prime \prime}$ are integers satisfying the last two conditions, the values of $x, y, z$ given by ( $6^{\prime}$ ) are integral solutions. Further, by use of the above relations he proved the following extension of Legendre's $s^{114}$ theorem: If no two of $a, b, c$ have a common factor and are not zero, $a x^{2}+b y^{2}+c z^{2}=0$ is solvable in relatively prime integers if and only if $-b c,-c a,-a b$ are quadratic residues of $a, b, c$, respectively, and the latter are not all of the same sign; further, if $-b c \equiv A^{2}(\bmod a),-c a \equiv B^{2}(\bmod b),-a b \equiv C^{2}(\bmod c)$, there exist relatively prime solutions for which
$A z \equiv b y(\bmod a), \quad B x \equiv c z(\bmod b), \quad C y \equiv a x(\bmod c)$.
${ }^{117}$ Anfangsgründe der Hoheren Arith., 1832, 84.
${ }^{118}$ Annali di Sc. Mat. e Fis., 6, 1855, 186-194, 348.
${ }^{119}$ Zahlentheorie, §§ 156-7, 1863; ed. 2, 1871; ed. 3, 1879; ed. 4, 1894.
J. Plana ${ }^{120}$ stated that all integral solutions of $x^{2}-79 y^{2}=101 z^{2}$ are given by

$$
\begin{aligned}
& x=\alpha \cdot 927 p^{2}+\frac{1}{\alpha} 4572 q^{2}+3126 p q \\
& y=\alpha \cdot 74 p^{2}+\frac{1}{\alpha} 414 q^{2}+462 p q \\
& z=\alpha \cdot 65 p^{2}-\frac{1}{\alpha} 270 q^{2}+30 p q
\end{aligned}
$$

for $\alpha=2$ or 1 , where $p, q$ are arbitrary integers.
G. Cantor ${ }^{121}$ considered the solution in integers of $F=0$, where $F$ is any ternary quadratic form. A formal solution $(\phi, \psi, \chi)$ is one for which $F(\phi, \psi, \chi) \equiv 0$ identically in $x, y$, where $\phi, \cdots$ are binary quadratic forms in $x, y$. In particular, let $F$ be

$$
\left[a a^{\prime} a^{\prime \prime}\right] \equiv a X^{2}+a^{\prime} Y^{2}+a^{\prime \prime} Z^{2}
$$

Let the greatest common divisor of the three coefficients of $\phi$, and those for $\psi$ and $\chi$ be relatively prime in pairs; then the formal solution ( $\phi, \psi, \chi$ ) is primitive, and we can find integers $w$ 's for which

$$
\begin{array}{rlrl}
w \psi & \equiv a^{\prime \prime} \chi, & w \chi & \equiv-a^{\prime} \psi \\
& (\bmod a) \\
w^{\prime} \chi \equiv a \phi, & w^{\prime} \phi \equiv-a^{\prime \prime} \chi & \left(\bmod a^{\prime}\right) \\
w^{\prime \prime} \phi \equiv a^{\prime} \psi, & w^{\prime \prime} \psi & \equiv-a \phi & \\
\left(\bmod a^{\prime \prime}\right),
\end{array}
$$

identically in $x, y$. By the two congruences in the first line,

$$
\left(w^{2}+a^{\prime} a^{\prime \prime}\right) \psi \chi \equiv 0 \quad(\bmod a) .
$$

Then $w^{2}+a^{\prime} a^{\prime \prime} \equiv 0$ if $a$ is odd, or when $a$ is even if $\psi, \chi$ are properly primitive. The solution $(\phi, \psi, \chi)$ is said to pertain to the combination $\left\{w, w^{\prime}, w^{\prime \prime}\right\}$ if $w^{2}+a^{\prime} a^{\prime \prime} \equiv 0(\bmod a), \quad w^{\prime 2}+a a^{\prime \prime} \equiv 0\left(\bmod a^{\prime}\right), \quad w^{\prime \prime 2}+a a^{\prime} \equiv 0\left(\bmod a^{\prime \prime}\right)$.
The number of possible sets of roots is $2^{\omega+n}$, where $\omega$ is the number of distinct odd prime factors of the determinant $D=-a a^{\prime} a^{\prime \prime}$ of the primary form [ $a a^{\prime} a^{\prime \prime}$ ], while $\eta=0,1$ or 2 , according as $D / 4$ is not integral, an odd or even integer. Then, if $-a^{\prime} a^{\prime \prime},-a^{\prime \prime} a,-a a^{\prime}$ are quadratic residues of $a, a^{\prime}, a^{\prime \prime}$, respectively, there is a primitive solution $(\phi, \psi, \chi)$ of $\left[a a^{\prime} a^{\prime \prime}\right]=0$ pertaining to any chosen one of the $2^{\omega+\eta}$ combinations $\left\{w, w^{\prime}, w^{\prime \prime}\right\}$, and $\left[a a^{\prime} a^{\prime \prime}\right]=0$ has exactly $\sigma \cdot 2^{\omega+\eta}$ systems of primitive solutions, where $\sigma=2$ if $D \equiv 0$ $(\bmod 4)$, while $\sigma=4$ in all other cases.
L. Calzolari ${ }^{122}$ treated (7) $u^{2}=A x^{2}+B y^{2}$ by setting (8) $u=Y x+X y$. The discriminant of the resulting quadratic in $x, y$ is to be a square, whence

$$
\begin{equation*}
A X^{2}+B Y^{2}-A B=U^{2} \tag{9}
\end{equation*}
$$

Eliminate $X$ between the latter and (8), using (7). We get $U^{2} y^{2}=(u Y-A x)^{2}$, (10)

$$
A x=Y u \pm U y, \quad B y=X u \mp U x
$$

Thus from a set of solutions of (9), we get one of (7), viz., that given by (8)

[^313]and
\[

$$
\begin{equation*}
\frac{x}{y}=\frac{X Y \pm U}{A-Y^{2}} \tag{11}
\end{equation*}
$$

\]

and conversely. Expressed geometrically, (7) is a cone with the vertex at the origin, and (8) is a plane through the vertex. The intersections are two lines whose projections on the $x y$-plane are given by (11). If $X_{0}, Y_{0}, U_{0}$ is a particular solution of (9), and if $u_{0}, x_{0}, y_{0}$ are the values given by (8) and (10), the general solution is

$$
X=X_{0}-x_{0} t, \quad Y=Y_{0}+y_{0} t, \quad U=U_{0}-u_{0} t .
$$

Calzolari ${ }^{123}$ stated a theorem, which not only decides like Legendre's ${ }^{114}$ the possibility or impossibility of integral solutions of

$$
\begin{equation*}
u^{2}=A x^{2} \pm B y^{2} \quad(A, B \text { without square factors }) \tag{12}
\end{equation*}
$$

but determines the general solution without recourse to the process of Lagrange. We may set $A=a_{1}^{2}+\cdots+a_{m}^{2}, B=b_{1}^{2}+\cdots+b_{n}^{2}(m \leqq 4, n \leqq 4)$. Set $x_{i}=a_{i} x, y_{i}=b_{i} y$. Then

$$
\begin{equation*}
u^{2}=\sum_{i=1}^{m} x_{i}^{2} \pm \sum_{i=1}^{n} y_{i}^{2} . \tag{13}
\end{equation*}
$$

Let $p_{1}, \cdots, p_{m}, q_{1}, \cdots, q_{n}$ be arbitrary integers. We may set

$$
x_{i}=u-p \mp q+p_{i}, \quad y_{i}=u-p \mp q+q_{i}, \quad p=\Sigma p_{i}, \quad q=\Sigma q_{i}
$$

Then (13) becomes $u-\Sigma x_{i} \mp \Sigma y_{i}+K=0$, where

$$
K u=(p \pm q)\left(\Sigma x_{i} \pm \Sigma y_{i}\right)-\Sigma p_{i} x_{i} \mp \Sigma q_{i} y_{i} .
$$

In the former give to $x_{i}, y_{i}$ their values. Then

$$
\begin{gather*}
u=p \pm q+k, \quad(m \pm n-1) k=K \\
x_{i}=p_{i}+k, \quad y_{i}=q_{i}+k, \quad u=p \pm q+k . \tag{14}
\end{gather*}
$$

Substitute these values (14) into the two expressions for $K$. Thus

$$
\begin{equation*}
(p \pm q)^{2}-\Sigma p_{i}^{2} \mp \Sigma q_{i}^{2}=(m \pm n-1) k^{2} \tag{15}
\end{equation*}
$$

For $k=0$, values $p_{i}, q_{i}$ satisfying (15) give $x_{i}, y_{i}$ from (14) which satisfy (13). Set $a=\Sigma a_{i}, b=\Sigma b_{i}$. Then, for $k=0, x a=\Sigma x_{i}=\Sigma p_{i}=p, b y=q, u=a x \pm b y$. Substitute this $u$ into (12); we get a quadratic for $x / y$. Hence (12) is solvable if and only if. $c \equiv A b^{2} \pm B a^{2} \mp A B=\square$, and the general solution is $x=a b \pm c, y=a^{2}-A, u=A b \pm a c$, where the signs of $a, b$ are ambiguous.

S . Réalis ${ }^{124}$ stated that, if $A, B, C$ are relatively prime and without square factors, and if $\alpha, \beta, \gamma$ give one solution of $A x^{2}+B y^{2}+C z^{2}=0$, the general solution is

$$
\begin{aligned}
& x=\alpha\left(-A a^{2}+B b^{2}+C c^{2}\right)-2 a(B \beta b+C \gamma c), \\
& y=\beta\left(\quad A a^{2}-B b^{2}+C c^{2}\right)-2 b(A \alpha a+C \gamma c), \\
& z=\gamma\left(\quad A a^{2}+B b^{2}-C c^{2}\right)-2 c(A \alpha a+B \beta b),
\end{aligned}
$$

where $a, b, c$ are arbitrary.
S. Roberts ${ }^{125}$ treated the solution of $x^{2}-2 P y^{2}=-z^{2}$ or $\pm 2 z^{2}$, when each prime factor of $P$ is of the form $8 m+1$. If $P$ have one of the forms

$$
(8 \alpha \pm 1)^{2}+16(2 \beta+1)^{2}, \quad(8 k \pm 3)^{2}+8(2 l+1)^{2}, \quad(8 k-1)^{2}-8(2 l)^{2}
$$

$$
(8 k-3)^{2}-8(2 l+1)^{2},
$$

the equations
$2 P y^{2}=(8 u \pm 3)^{2}+(8 v \pm 3)^{2}, \quad 2 P y^{2}=16 u^{2}+2(8 v \pm 3)^{2}, \quad 2 P y^{2}=4 u^{2}-2(8 v \pm 1)^{2}$, are solvable. If, moreover, $P$ is a prime of one of those forms or an odd power of it, $x^{2}-2 P y^{2}=2$ is solvable. There are three more such triples of equations leading to analogous conclusions.
T. Pepin ${ }^{126}$ proved Legendre's criterion as quoted by Gauss. ${ }^{116}$
G. Heppel ${ }^{127}$ treated $d^{2}=2 a^{2}+b^{2}$ by setting $b=d-2 f$, whence

$$
d=f+a^{2} /(2 f) .
$$

Thus $a$ is even, $a=2 q$. Hence express $2 q^{2}$ as a product $f h$ and take $d=h+f$, $b=h-f, a=2 q$.
F. Goldscheider ${ }^{128}$ expressed in terms of one solution the general solution of $a x^{2}+b y^{2}+c z^{2}=0$ which satisfies the final congruences of Dirichlet. ${ }^{119}$ He proved that there exists such a solution for which also $k x+k^{\prime} y+k^{\prime \prime} z$ is relatively prime to a given odd integer $s$, if $k, k^{\prime}, k^{\prime \prime}$ are given integers whose g.c.d. is prime to $s$.
G. de Longchamps ${ }^{129}$ wrote $x^{2}=y^{2}+p z^{2}$ in the form

$$
(x+y) /(p z)=z /(x-y)=t .
$$

Hence $t$ must divide $z$. Set $z=2 \lambda t$. Thus $x=\lambda\left(p t^{2}+1\right), y=\lambda\left(p t^{2}-1\right)$, where $\lambda$ and $t$ are arbitrary. For $n x^{2}=y^{2}+(n-1) z^{2}$, see de Longchamps. ${ }^{162}$
P. Bachmann ${ }^{130}$ gave a clear exposition of our subject.
R. P. Paranjpye ${ }^{313}$ proved that all integral solutions of $x^{2}-z^{2}=2 y^{2}$ are

$$
x=k\left(\lambda^{2}+2 \mu^{2}\right), \quad y= \pm 2 k \lambda \mu, \quad z= \pm k\left(\lambda^{2}-2 \mu^{2}\right)
$$

where $\lambda, \mu$ are relatively prime. Since $y$ is even, $x \mp z=2 k \lambda^{2}, x \pm z=4 k \mu^{2}$.
A. S. Werebrusow ${ }^{132}$ noted that, if $\alpha^{2}-D \beta^{2}=m a^{2}$, a second set of solutions of $X^{2}-D Y^{2}=m Z^{2}$ is given by

$$
X+Y \sqrt{D}=(\alpha+\beta \sqrt{D})\left(x+\frac{b+\sqrt{D}}{a} y\right)^{2}, \quad D=b^{2}-a c .
$$

A. Cunningham, ${ }^{133}$ to solve $x^{2}+y^{2}=A z^{2}$, used the known solutions $Y=\left(t^{2}+A u^{2}\right) d, Z=2 t u / d, x=\left(t^{2}-A u^{2}\right) / d$, of $Y^{2}-A Z^{2}=x^{2}$, where $d=1$ or 2 , and solutions of $\tau^{2}-A v^{2}=-1$. Then $\left(Y^{2}-A Z^{2}\right)\left(\tau^{2}-A v^{2}\right)=-x^{2}$, whence $y=\tau Y \mp A v Z, z=\tau Z \mp v Y$ give the general solutions. A. Holm (p. 70)

[^314]noted that $A=a^{2}+b^{2}$, whence $(x+b z) /(a z+y)=(a z-y) /(x-b z)=m / n$ (say), which determine $x: y: z$.
P. F. Teilhet ${ }^{134}$ stated that $x^{2}+y^{2}=\left(m^{2}+n^{2}\right) z^{2}$ implies
$z=K\left(A^{2}+B^{2}\right), \quad x=m K\left(A^{2}-B^{2}\right) \pm 2 n K A B, \quad y=n K\left(A^{2}-B^{2}\right) \mp 2 m K A B$.
F. Ferrari ${ }^{135}$ noted the solution, with $K=1$, given by Teilhet. ${ }^{134}$
A. Gérardin ${ }^{136}$ stated that the general solution of $x^{2}+2 y^{2}=\square$ is
$$
x=2 l^{2}-m^{2}-n^{2}+2 m(3 n-4 l), \quad y=4 l^{2}+2 n^{2}-2 m^{2}-2 l(3 n-m) .
$$

Gérardin ${ }^{137}$ noted the identities

$$
\begin{aligned}
&\left\{(p-q) b^{2}-q y^{2}+2 b q y\right\}^{2}+p q\{2 b(y-b)\}^{2}=\left\{(p+q) b^{2}+q y^{2}-2 b q y\right\}^{2} \\
&\left(m^{2}+n^{2}\right)\left(m n x^{2}-2 z^{2}\right)^{2}+2 m n\left\{m n x^{2}+2 z^{2}-2 x z(m+n)\right\}^{2} \\
&=\left\{(m+n)\left(m n x^{2}+2 z^{2}\right)-4 m n x z\right\}^{2}
\end{aligned}
$$

another similar to the last and several for $x^{2}+8 y^{2}=z^{2}$.
A. Thue ${ }^{138}$ discussed the possibility of $A x^{2}+B y^{2}=C z^{2}$, where $x, y, z$ are relatively prime in pairs and $z \geqq y \geqq x>0$. We can determine integers $p, q, r$ without a common factor such that $p x+q y=r z$, with $p^{2}, q^{2}, r^{2}$ all $<3 z$. Then

$$
\begin{aligned}
& \left(B p^{2}+A q^{2}\right) x^{2}-2 B p r x z+\left(B r^{2}-C q^{2}\right) z^{2}=0, \\
& \left(B p^{2}+A q^{2}\right) y^{2}-2 A q r y z+\left(A r^{2}-C p^{2}\right) z^{2}=0 .
\end{aligned}
$$

Hence

$$
\begin{gathered}
a x=C q^{2}-B r^{2}, \quad b y=C p^{2}-A r^{2}, \quad c z=B p^{2}+A q^{2}, \\
a z+2 B p r=c x, \quad b z+2 A q r=c y,
\end{gathered}
$$

where $a, b, c$ are integers. Let $U$ be the greatest of $|A|,|B|,|C|$. By the last five equations, $|c|<6 U,|a|<12 U,|b|<12 U$. But $a, b,-c$ satisfy the initial linear and quadratic equation. Thus the possibility of the latter can be decided by a finite number of trials.
L. Aubry ${ }^{139}$ proved that if $p A^{2}=B^{2}+r C^{2}$, where $B$ and $C$ are prime to $A$, then $p X^{2}=Y^{2}+r Z^{2}$ for $X \leqq 2 \sqrt{r / 3}$ if $r>0$, and $X \leqq \sqrt{-r}$ if $r<0$; if $B$ and $C$ are prime to $p$, then also $Y \equiv B a, Z \equiv C a(\bmod p)$.

Several writers ${ }^{140}$ solved $13 x^{2}+17 y^{2}=230 z^{2}$.
C. Alasia ${ }^{141}$ solved $x^{2}-79 y^{2}=101 z^{2}\left[\right.$ Plana $\left.^{120}\right]$ by several classic methods.
G. Bonfantini ${ }^{142}$ noted that the evident sufficient condition for integral solutions of $x^{2}+y^{2}=m z^{2}$ is that $m$ be a sum of two squares. To prove that the condition is necessary, consider integers $k_{i}, \rho_{i}, q_{i}$ such that
$k_{1}=1+\rho_{1}^{2}, \quad 1+\rho_{2}^{2}=k_{2} k_{1}, \quad \rho_{2}=q_{1} k_{1}+\rho_{1}, \quad 1+\rho_{3}^{2}=k_{3} k_{2}, \quad \rho_{3}=q_{2} k_{2}+\rho_{2}, \cdots$. By induction, $k_{m}=\phi_{m}^{2}+\left(\psi_{m}+\rho_{1} \phi_{m}\right)^{2}$, where

$$
\begin{gathered}
\phi_{1}=1, \quad \phi_{2}=\phi_{1} q_{1}, \cdots, \quad \phi_{i}=\phi_{i-1} q_{i-1}+\phi_{i-2}, \\
\psi_{1}=0, \quad \psi_{2}=1, \cdots, \quad \psi_{i}=\psi_{i-1} q_{i-1}+\psi_{i-2} \quad(i=3, \cdots, m) .
\end{gathered}
$$

[^315]M. Weill ${ }^{143}$ obtained solutions $x=a+\lambda \delta, y=b+\lambda^{\prime} \delta, z=1+\delta$, of
$$
x^{2}+y^{2}=\left(a^{2}+b^{2}\right) z^{2}
$$
by finding $\delta$ rationally in terms of $a, b, \lambda, \lambda^{\prime}$. Again, $a x^{2}+b y^{2}=(a+b) z^{2}$ has solutions of the form $x=1+\lambda \delta, y=1+\lambda^{\prime} \delta, z=1+\delta$. To one of these two is reduced the solution of $a x^{2}+b y^{2}=z^{2}$ when $a+b$ or $a b$ is a square.
E. Cahen ${ }^{144}$ noted that Weill's formulas do not give all solutions and showed how to find all solutions of $x^{2}+y^{2}=5 z^{2}$.
$E$. Turrière ${ }^{145}$ noted that, if $a, b, c$ are the sides of a triangle two of whose medians are perpendicular, then $a^{2}+b^{2}=5 c^{2}$, whose solutions are expressed rationally in two parameters.
A. Desboves ${ }^{38}$ gave all solutions of $x^{2}+y^{2}=\left(m^{2}+n^{2}\right) z^{2}$. Cf. papers 133-5, 142-5 above; Catalan ${ }^{63}$ of Ch. VII; G. F. Malfatti ${ }^{19}$ of Ch. VIII; papers 191, 252, 294, 307, 311 of Ch. XII; and 225 of Ch. XXII.
R. Hoppe ${ }^{29}$ of Ch. V solved $p^{2}-3 q^{2}=r^{2}$; Euler ${ }^{109}$ of Ch. XXII solved $\alpha^{2}+3 \beta^{2}=\square$.

Further single quadratic equations in three or more unknowns.
Bháscara ${ }^{146}$ (born 1114) found four distinct numbers whose sum equals the sum of their squares. Take as the numbers $y, 2 y, 3 y, 4 y$. Then $10 y=30 y^{2}, y=1 / 3$.
C. F. Gauss ${ }^{147}$ considered the solution in integers of

$$
\begin{equation*}
f \equiv a x^{2}+a_{1} x_{1}^{2}+a_{2} x_{2}^{2}+2 b x_{1} x_{2}+2 b_{1} x x_{2}+2 b_{2} x x_{1}=0 \tag{1}
\end{equation*}
$$

If $a=0, x$ is determined rationally in terms of $x_{1}, x_{2}$; to obtain integral solutions, multiply the three $x$ 's by the denominator of $x$. Next, let $a \neq 0$. We derive the equivalent equation

$$
\begin{gathered}
L^{2}-A_{2} x_{1}^{2}+2 B x_{1} x_{2}-A_{1} x_{2}^{2}=0, \quad L=a x+b_{2} x_{1}+b_{1} x_{2} \\
A_{2}=b_{2}^{2}-a a_{1}, \quad B=a b-b_{1} b_{2}, \quad A_{1}=b_{1}^{2}-a a_{2} .
\end{gathered}
$$

If $A_{2}=0, B \neq 0$, we can give arbitrary values to $x_{2}$ and $L$ and determine $x$ and $x_{1}$ rationally. If $A_{2}=B=0$, either $A_{1}$ is not a square and $x_{2}=L=0$ or $A_{1}=k^{2}$ and $L= \pm k x_{2}$. Finally, let $a_{2} \neq 0, A_{2} \neq 0$. Then

$$
A_{2} L^{2}-\left(A_{2} x_{1}-B x_{2}\right)^{2}+D a x_{2}^{2}=0
$$

where $D$ is the determinant of $f$, whence $D a=B^{2}-A_{1} A_{2}$. If $D=0$, we have linear factors. If $D \neq 0$, criteria for solvability were given by Gauss. ${ }^{116}$

Given one solution $\alpha, \alpha_{1}, \alpha_{2}$ of $f=0$, we can transform $f$ into a like form with $a=0$ (treated above). In fact, determine integers $\beta, \cdots, \gamma_{2}$ so that

$$
\alpha\left(\beta_{1} \gamma_{2}-\beta_{2} \gamma_{1}\right)+\alpha_{1}\left(\beta_{2} \gamma-\beta \gamma_{2}\right)+\alpha_{2}\left(\beta \gamma_{1}-\beta_{1} \gamma\right)=1
$$

Then the desired transformation is

$$
x=\alpha y+\beta y_{1}+\gamma y_{2}, \quad x_{1}=\alpha_{1} y+\beta_{1} y_{1}+\gamma_{1} y_{2}, \quad x_{2}=\alpha_{2} y+\beta_{2} y_{1}+\gamma_{2} y_{2} .
$$

[^316]Aida Ammei, ${ }^{148}$ just after 1807, noted that $x_{1}^{2}+2 x_{2}^{2}+\cdots+n x_{n}^{2}=y^{2}$ has the solution

$$
x_{1}=-a_{1}^{2}+\sum_{r=2}^{n} r a_{r}^{2}, \quad x_{r}=2 a_{1} a_{r}, \quad y=\sum_{j=1}^{n} j a_{j}^{2},
$$

and that $x_{1}^{2}+3 x_{2}^{2}+6 x_{3}^{2}+\cdots+\frac{1}{2} n(n+1) x_{n}^{2}=y^{2}$ has the solution

$$
x_{1}=-a_{1}^{2}+\sum_{r=2}^{n} \frac{r(r+1)}{2} a_{r}^{2}, \quad x_{r}=2 a_{1} a_{r}, \quad y=\sum_{r=1}^{n} \frac{r(r+1)}{2} a_{r}^{2} .
$$

G. Libri ${ }^{149}$ noted that $a x^{2}+b y^{2}+c z^{2}+d=0$ is solvable if $a^{\prime} x^{2}+b^{\prime} y^{2}+c^{\prime} z^{2}=0$ is, where $a^{\prime}, b^{\prime}, c^{\prime}$ are any three of $a, b, c, d$. For example, if

$$
a n^{2}+b r^{2}+c m^{2}=0
$$

we get a solution $x=n p+q, y=r p+s, z=m p+t$, where $p$ is found rationally in terms of the indeterminates $q, s, t$. If $a n^{2}, b r^{2}, c m^{2}$ are relatively prime integers and if no one of $a, b, c$ is divisible by 4 , we can assign the value $\pm 1$ to the denominator of the fraction for $p$ and hence get integral solutions $x, y, z$.

Every integer can be expressed in the form $F \equiv x^{2}+41 u^{2}-113 z^{2}$ since $F=0$ is solvable. Likewise for $23 x^{2}+y^{2}-13 z^{2}$ and $a x^{2}+5 z^{2}-2 y^{2}$, where $a$ is a prime $\equiv 3,13,27,37(\bmod 40)$.
A. Cauchy ${ }^{150}$ treated the homogeneous equation $F(x, y, z)=0$ of degree $N$, with the given set of integral solutions $a, b, c$. Let $x, y, z$ be another set. The ratios of $u, v, w$ are determined by $a u+b v+c w=0, x u+y "+z w=0$. Then

$$
F(w x, w y,-u x-v y)=0, \quad F(w a, w b,-u a-v b)=0 .
$$

Set $y / x=p, b / a=P$. Then

$$
F_{1} \equiv F(w, w p,-u-v p)=0, \quad F_{2} \equiv F(w, w P,-u-v P)=0
$$

Let $\phi, \chi, \psi$ be the partial derivatives of $F(x, y, z)$ with respect to $x, y, z$. Then

$$
x \phi+y \chi+z \psi=N F(x, y, z), \quad a \phi(a, b, c)+b \chi+z \psi=0 .
$$

Thus $a u+b v+c w=0$ is satisfied by

$$
\begin{equation*}
u=\phi(a, b, c)+b r-c n, \quad v=\chi+c m-a r, \quad w=\psi+a n-b m, \tag{2}
\end{equation*}
$$

for $m, n, r$ arbitrary integers. If the latter can be chosen to make $F_{1}=F_{2}$ for a rational $p(p \neq P)$, we get the new solution $x: y: z=w: w p:-u-v p$ of $F=0$.

To apply (pp. 292-301) this general method to

$$
F(x, y, z)=A x^{2}+B y^{2}+C z^{2}+D y z+E z x+F x y
$$

note that the condition $F_{1}=F_{2}$ now gives $p=P$ or

$$
p=-P+\left[(E v+D u) w-F w^{2}-2 C u v\right] / \alpha, \quad \alpha \equiv B w^{2}-D v w+C v^{2} .
$$

Replace $P$ by its value $b / a$ and use $a u+b v+c w=0, F(a, b, c)=0$. Thus $y / x=p=a \beta /(b \alpha)$, where $\beta=C u^{2}-E w u+A w^{2}, \gamma=A v^{2}-F u v+B u^{2}$. Then all

[^317]solutions of $F(x, y, z)=0$ are given by $a x / \alpha=b y / \beta=c z / \gamma$, where $\alpha, \beta, \gamma$ have been defined and $u, v, w$ are given by (2). In particular, $x=\alpha / a$, $y=\beta / b, z=\gamma / c$ are solutions.

To apply this method for $N=3$, we remove the factor $p-P$ from $F_{1}-F_{2}$ and have a quadratic in $p$, whose discriminant is to be made a perfect square if new rational solutions exist. To avoid treating this quadratic, Cauchy ${ }^{287}$ of Ch. XXI gave a method independent of the above.
G. Poletti151 treated the general equation of degree two in three unknowns. First, for solution in rational numbers, solve for one unknown $u$ in terms of the other two $v, w$. Since the radical $Z$ is to be rational, a quadratic function of $v, w$ is to be a square $Z^{2}$. Solve the latter for $v$; a new radical $Y$ is to be rational, whence

$$
\alpha w^{2}+2 \beta w+\gamma+r Z^{2}=Y^{2} .
$$

Solving this for $w$, we see that a radical $X$ is to be rational:

$$
\begin{equation*}
X^{2}=A Y^{2}+B Z^{2}+C \tag{F}
\end{equation*}
$$

Hence the rational solution of the initial equation is equivalent to that of (F), where $A, B, C$ are given integers. This in turn is evidently equivalent to the solution in relatively prime integers of

$$
\begin{equation*}
x^{2}=A y^{2}+B z^{2}+C t^{2} \tag{G}
\end{equation*}
$$

Set $\pi=x^{2}-A y^{2}$ and call $\phi$ the g.c.d. of $x, y ; \psi$ that of $z, t$. The quotient $\pi_{1}$ of $\pi$ by $\phi^{2} \psi^{2}$ is an integer. Thus the problem reduces to

$$
\begin{equation*}
x_{1}^{2}-A y_{1}^{2}=\pi_{1} \psi^{2}, \quad B z_{1}^{2}+C t_{1}^{2}=\pi_{1} \phi^{2} \tag{H}
\end{equation*}
$$

where $x_{1}=x / \phi$ and $y_{1}=y / \phi$ are relatively prime, and likewise also $z_{1}, t_{1}$. From Legendre's theory of the quadratic forms of divisors of $x_{1}^{2}-A y_{1}^{2}$; we get $\pi_{1}$ as a quadratic function of two parameters $y^{\prime}, z^{\prime}$, and $\psi$ as one of $y_{1}^{\prime}, z_{1}^{\prime}$; then by the composition of quadratic forms, we get $x_{1}, y_{1}$ as functions of the four parameters $y^{\prime}, z^{\prime}, y^{\prime}, z_{1}^{\prime}$. To get the linear forms $4 A \xi+b_{i}$ of the divisors $\pi_{1}$, use Legendre's text. By $\left(\mathrm{H}_{2}\right)$ these must divide $\rho^{2}+B C \sigma^{2}$, whose divisors are of certain linear forms $4 B C \xi_{1}+\beta_{i}$. Equate each of the latter to $4 A \xi+b_{i}$ and solve for integers $\xi, \xi_{1}$. For each such set of solutions, we can tell by a theorem of Legendre whether or not $\left(\mathrm{H}_{2}\right)$ is solvable in integers. There is a similar discussion of the solution of ( F ) in integers.
A. Cayley ${ }^{152}$ treated the generalization of Euler's ${ }^{82}$ equation (5), viz., (3)

$$
\phi(x, y) \equiv \alpha x^{2}+\beta x+\gamma-\zeta y^{2}-\eta y-\theta=\phi(a, b) .
$$

This is a special case of

$$
\begin{equation*}
(a b c f g h)\left(x^{\prime} y^{\prime} z^{\prime}\right)^{2}=(a b c f g h)(x y z)^{2} \tag{4}
\end{equation*}
$$

where the second member denotes $a x^{2}+b y^{2}+c z^{2}+2 f y z+2 g x z+2 h x y$. It is assumed that the latter has a linear automorph (transformation into itself), which may be taken to be such that $z^{\prime}=z$. For $z^{\prime}=z=1, h=0$, (4) becomes (3). We can find a solution of (4) by Hermite's method: set $x^{\prime}=2 \xi-x$,
${ }^{151}$ Memorie Accad. Sc. Torino, 31, 1827, 409-49. Cf. Atti della Societa Ital. delle Scienze residente in Modena, Vol. 19.
${ }_{152}$ Nouv. Ann. Math., 16, 1857, 161-5; Coll. Math. Papers, III, 205-8.

$$
\begin{array}{rlrl}
y^{\prime}=2 \eta-y, & z^{\prime}=2 \zeta-z, & & \\
a x+h y+g z & =a \xi+h \eta+g \zeta-q C \eta+q F \zeta, & C=a b-h^{2}, \\
h x+b y+f z & =h \xi+b \eta+f \zeta+q C \xi-q G \zeta, & F=g h-a f, \\
g x+f y+c z & =g \xi+f \eta+c \zeta-q F \xi+q G \eta, & G=f h-b g,
\end{array}
$$

where $q$ is arbitrary. Multiply these by $\xi, \eta, \zeta$ and add. Thus

$$
(a b c f g h)(\xi \eta \zeta)(x y z)=(a b c f g h)(\xi \eta \zeta)^{2},
$$

so that we get (4). Using the multipliers $C, F, G$, we get $z=\zeta$. Then the first two equations readily give

$$
\begin{aligned}
& \left(1+q^{2} C\right) x^{\prime}=\left(1+2 q h-q^{2} C\right) x+2 q b y+2\left(q f+q^{2} G\right) \\
& \left(1+q^{2} C\right) y^{\prime}=\left(1-2 q h-q^{2} C\right) y-2 q a x+2\left(-q g+q^{2} F\right)
\end{aligned}
$$

which satisfy (4) identically with $z^{\prime}=z=1$. Taking $h=0$, we get values making $a x^{2}+2 g x+c+b y^{2}+2 f y$ identically equal to the same function of $x^{\prime}, y^{\prime}$. To pass to formulas exactly equivalent to Euler's, set

$$
\left(1-q^{2} a b\right) /\left(1+q^{2} a b\right)=s=\sqrt{1-a b r^{2}} .
$$

H. J. S. Smith ${ }^{153}$ stated criteria for the solvability of (1) in integers, whether the coefficients are real integers or complex integers $p+q i$. It suffices to consider the case in which the coefficients $a, \cdots, b_{2}$ of $f$ have no common divisor, while $f$ is an indefinite form of determinant $\neq 0$. Let $\Omega$ be the g.c.d. of the nine two-rowed minors of the determinant $\Omega^{2} \Delta$ of $f$. Let $\Omega F$ be the contravariant $\left(b^{2}-a_{1} a_{2}\right) x^{2}+\cdots$ of $f$. Let $\bar{\Omega}, \bar{\Delta}, \bar{\Omega} \Delta$ be the quotients of $\Omega, \Delta, \Omega \Delta$ by the greatest squares contained in them respectively. Let $\omega$ be any odd prime dividing $\bar{\Omega}$, but not $\bar{\Delta}$; $\delta$ one dividing $\bar{\Delta}$ but not $\bar{\Omega} ; \theta$ one dividing both $\bar{\Omega}, \bar{\Delta}$. Then $f=0$ is solvable in integers $\neq 0$ if and only if

$$
\left(\frac{\bar{\Omega}}{\delta}\right)=\left(\frac{F}{\delta}\right), \quad\left(\frac{\bar{\Delta}}{\omega}\right)=\left(\frac{f}{\omega}\right), \quad\left(\frac{-\overline{\Omega \Delta}}{\theta}\right)=\left(\frac{f}{\theta}\right)\left(\frac{F}{\theta}\right),
$$

where the symbols in the left members are those of Legendre, and those in the right members are generic characters of $f$ (Eisenstein, Jour. für Math., 35, p. 125). This theorem is a generalization of the criteria for the solvability of $a x^{2}+a_{1} x_{1}^{2}+a_{2} x_{2}^{2}=0$.
A. Meyer ${ }^{154}$ proved the preceding theorem for forms of odd determinant.
P. Bachmann ${ }^{155}$ proved that, if $F$ is a ternary quadratic form, all solutions of $p^{2}-F\left(q, q^{\prime}, q^{\prime \prime}\right)=2^{h} \delta$, in which $p$ is divisible by $\delta$, are obtained by a definite rule from any one solution and all solutions of

$$
t^{2}-F\left(u, u^{\prime}, u^{\prime \prime}\right)=1
$$

The left member repeats under multiplication.
S. Réalis ${ }^{156}$ stated that all integral solutions of $x^{2}+n y^{2}=u^{2}+n v^{2}$ are given by (cf. Gérardin ${ }^{167}$ )

$$
\begin{array}{ll}
x=\alpha^{2}+n \beta^{2}-n \gamma^{2}, & y=(\gamma-\alpha)^{2}+n(\gamma-\beta)^{2}-\gamma^{2}, \\
u=\alpha^{2}+n(\alpha-\gamma)^{2}-n(\alpha-\beta)^{2} & v=\beta^{2}+n(\beta-\gamma)^{2}-(\alpha-\beta)^{2} .
\end{array}
$$

[^318]E. Cesàro ${ }^{157}$ found various sets of solutions of
$$
v^{2}-v(x+y+z)+x y+y z+z x=2 w^{2} .
$$

Realis stated and Rochetti ${ }^{158}$ proved that

$$
2(x y+y z+z x)-\left(x^{2}+y^{2}+z^{2}\right)=4 n^{2}
$$

has an infinitude of solutions. Solving for $z$, we are to make $x y-n^{2}=\square$, whence $n^{2}+c^{2}$ is to be expressed as a product of two factors. Or, choose $p, q, r, s$ so that $n=p r \pm q s$; then four solutions are

$$
x=p^{2}+q^{2}, \quad y=r^{2}+s^{2}, \quad z=(p \pm s)^{2}+(q \pm r)^{2}
$$

A. Desboves ${ }^{159}$ gave the complete solution in integers of the general homogeneous quadratic equation in $n$ variables, when one solution $x, y$, $\cdots$ is given. Regard $m x, m y, \cdots$ as the same solution as $x, y, \cdots$. First, let $n=3$ :

$$
\begin{equation*}
a X^{2}+b Y^{2}+c Z^{2}+d X Y+e X Z+f Y Z=0 \tag{5}
\end{equation*}
$$

Let $X=\rho x, Y=\rho y+p, Z=\rho z+q$. Then (5) gives $\rho$ as a rational function of $p, q, x, y, z$, so that

$$
\begin{align*}
& X=-\left(b p^{2}+c q^{2}+f p q\right) x \\
& Y=(d x+b y+f z) p^{2}-c y q^{2}+(e x+2 c z) p q  \tag{6}\\
& Z=-b z p^{2}+(e x+f y+c z) q^{2}+(d x+2 b y) p q .
\end{align*}
$$

This is the general solution of (5), since we can find $p, q$ such that (6) becomes any assigned solution. A convenient modification (pp. 233-5) of the method of Gauss ${ }^{147}$ leads to (6). Special cases of (6) have been noted above (Desboves ${ }^{38}$ ).

For any $n$, set $X=p x+r, Y=p y+p, \cdots$ in the proposed equation $F(X, Y, \cdots)=0$. We get $\rho$ and then

$$
X=M r-N x, \quad Y=M p-N y, \quad Z=M q-N z, \cdots
$$

$$
N=F(r, p, q, \cdots), \quad M=x \frac{\partial F}{\partial r}+y \frac{\partial F}{\partial p}+\cdots
$$

The results are no more general than those for the case $r=0$.
A. Meyer ${ }^{160}$ gave criteria for the solvability in integers of

$$
\begin{equation*}
a x^{2}+b y^{2}+c z^{2}+d u^{2}=0 \tag{7}
\end{equation*}
$$

where $a, b, c, d$ are integers not zero without square factors and such that no three have a common factor. Write $(a, b)$ for the positive g.c.d. of $a, b$, and set

$$
\begin{array}{ll}
a=(a, b)(a, c)(a, d) \alpha, & b=(b, a)(b, c)(b, d) \beta \\
c=(c, a)(c, b)(c, d) \gamma, & d=(d, a)(d, b)(d, c) \delta
\end{array}
$$

Then necessary conditions for the solvability of (7) in integers not all zero are (I) $a, \cdots, d$ are not all of the same sign, and (II) $-(a, c)(a, d)(b, c)(b, d) \gamma \delta$ is a quadratic residue of $(a, b)$, with five similar conditions derived by permuting the letters. Again, (7) is solvable if and only if conditions (I)

[^319]and (II) hold and either $a b c d \equiv 2,3,5,6,7(\bmod 8) ;$ or $a b c d \equiv 1$ and $a+b+c+d \equiv 0(\bmod 8)$; or $a b c d \equiv 4(\bmod 8)$ and, if $a$ and $b$ are even and $c$ and $d$ odd, either $\frac{1}{4} a b c d \equiv 3,5,7(\bmod 8)$, or $\frac{1}{4} a b c d \equiv 1(\bmod 8)$ and
$$
\frac{a}{2}+\frac{b}{2}+c+d \equiv \frac{(c d)^{2}-1}{2} \quad(\bmod 8)
$$

He gave necessary and sufficient conditions for integral solutions of $f=0$, where $f$ is any quaternary quadratic form. Finally,

$$
a x^{2}+b y^{2}+c z^{2}+d u^{2}+e v^{2}=0
$$

is solvable in integers not all zero if the coefficients are odd and not all of the same sign.
H. Minkowski ${ }^{161}$ defined an invariant $D$ in terms of the prime factors of the determinant of the quadratic form and proved that zero can be represented rationally by every indefinite quadratic form in 5 or more variables, by one in 4 variables if $D$ is not divisible by the square of a prime, by one in 3 variables if $D=1$, and by one in two variables if $D=-1$.
G. de Longchamps ${ }^{162}$ would solve $x^{2} \Sigma \lambda_{i}=\Sigma \lambda_{i} y_{i}^{2}$ by choosing integers $x, \alpha_{1}, \cdots, \alpha_{n}$ for which $\Sigma \lambda_{i} \alpha_{i}^{2}=2 x \Sigma \lambda_{i} \alpha_{i}$ (for example, by taking $\alpha_{1}, \cdots$, $\alpha_{n-2}$ arbitrary even integers and choosing $\alpha_{n-1}$ so that $\sum_{i=1}^{i=n-1} \lambda_{i} \alpha_{i}-2$ is divisible by $\lambda_{n}$, and taking $\alpha_{n}$ to be the quotient) and then finding $y_{1}, \cdots, y_{n}$ from $x-y_{i}=\alpha_{i}$. Application is made to $n x^{2}=y^{2}+(n-1) z^{2}$ and to

$$
x^{2}-x y+y^{2}=z^{2} .
$$

The discriminant of the latter equation in $x$ is $y^{2}-4\left(y^{2}-z^{2}\right)$, which must be a square $k^{2}$; whence a solution is $z=7, y=5, k=11, x=8$.
P. Bachmann ${ }^{163}$ proved Meyer's ${ }^{160}$ theorems.
A. Meyer ${ }^{164}$ discussed the solution of $p^{2}-\Omega F\left(q, q^{\prime}, q^{\prime \prime}\right)=\epsilon[$ cf. Bach$\left.m^{2} n^{155}\right]$. For this and the next paper, see the chapter on quadratic forms.
G. Humbert ${ }^{165}$ treated the integral solutions of $x^{2}-4 y z-4 t u=A$.

Anonymous writers ${ }^{166}$ stated that $x^{2}+y^{2}-z^{2}=2 u^{2}$ has the solutions

$$
\begin{gathered}
x=2 a k\left(c^{2}-a k\right), \quad y=c^{2}\left(c^{2}-4 a b\right), \quad z=\left\{c^{2}-2 a(a+b)\right\}^{2}-2 a^{2}\left(a^{2}-2 b^{2}\right), \\
u=2 a c\left(c^{2}-a k\right), \quad k \equiv a+2 b .
\end{gathered}
$$

Or we may compare the known solutions of $y^{2}-z^{2}=h^{2}, x^{2}+h^{2}=2 u^{2}$ and take $h=a^{2}-b^{2}=2 m^{2}-l^{2}$; hence an infinitude of solutions can be found from one.
A. Gérardin ${ }^{167}$ stated that $x^{2}+h y^{2}=z^{2}+h t^{2}$ has the solutions (Realis ${ }^{156}$ )

$$
\begin{array}{lrl}
x=m^{2}+n^{2}+h p^{2}-2 m(n+h p), & y & =n^{2}+h p^{2}-m^{2} \\
z=m^{2}+n^{2}-h p^{2}+2 n(h p-m), & t & =m^{2}+h p^{2}-n^{2}+2 p(n-m) \\
x=n^{2}+h p^{2}-h m^{2}, & y=n^{2}+h p^{2}+h m^{2}-2 m(n+h p) \\
z=n^{2}-h p^{2}+h m^{2}+2 h n(p-m), & t=h p^{2}+h m^{2}-n^{2}+2 p(n-h m)
\end{array}
$$

[^320]F. Ferrari ${ }^{168}$ noted that the solution of $x_{0}^{2}+A_{1} x_{1}^{2}+\cdots+A_{n} x_{n}^{2}=x_{n+1}^{2}$ reduces to the solution of $\Sigma x_{i}^{2}=x_{k+1}^{2}$.
O. Degel ${ }^{169}$ noted that, if $x, y, z, s$ are homogeneous coördinates, the surface
$$
x^{2}+m y^{2}+n z^{2}+2 a y z+2 b x y+2 c x z=s^{2}
$$
can be represented on a plane (Clebsch, Jour. für Math., 65, 1866, 380) by
$$
\xi_{1}=\rho x-\sigma, \quad \xi_{2}=\rho y, \quad \xi_{3}=\rho z, \quad \xi_{4}=\rho s-\sigma .
$$

Take $\xi_{4}=0$ as the plane and set $\rho s=\sigma$ in the initial equation. We get $\sigma$ rationally. Hence $\rho x, \cdots, \rho s$ are expressed as homogeneous quadratic functions of $\xi_{1}, \xi_{2}, \xi_{3}$. By the same method he ${ }^{170}$ treated

$$
x^{2}+y^{2}+z^{2}-2 y z-2 z x-2 x y=s^{2}
$$

and found

$$
\rho x=(u+2)(u+v), \quad \rho y=u v, \quad \rho z=2 u, \quad \rho s=2 v-u^{2} .
$$

Several writers (pp. 164-6) gave solutions.
A. Gérardin ${ }^{171}$ found $m$ from $(1+m a)^{2}+(1+m b)^{2}-(m c)^{2}=2$, whence

$$
\left(c^{2}+2 a b+a^{2}-b^{2}\right)^{2}+\left(c^{2}+2 a b+b^{2}-a^{2}\right)^{2}-\{2 c(a+b)\}^{2}=2\left(a^{2}+b^{2}-c^{2}\right)^{2}
$$

He noted (p. 22) the identity

$$
\left(g^{2}-f^{2}\right)^{2}+\left(g^{2}-2 f g\right)^{2}+\left(f^{2}-2 f g\right)^{2}=2\left(f^{2}-f g+g^{2}\right)^{2} .
$$

Also $f^{2}-f g+g^{2}=k^{2}$ for $f=p^{2}+2 p q-3 q^{2}, g=4 p q, k=p^{2}+3 q^{2}$.
Gérardin ${ }^{172}$ gave solutions of cases of

$$
x^{2}+2(b y+c z) x+m y^{2}+2 a y z+n z^{2}=\square .
$$

O. Degel ${ }^{173}$ stated that all solutions of $11 x^{2}=y^{2}-3 z^{2}-w^{2}+2 u^{2}+2 s^{2}+10 t^{2}$ are given by $\rho x=A+2 a B, \quad \rho y=A+2 b B, \quad \rho z=A+2 c B, \quad \rho w=A+2 d B$, $\rho u=A+2 e B, \rho s=A+2 f B, \rho t=A$, where $a, \cdots, f$ are distinct and $\neq 0$, and

$$
A=11 a^{2}-b^{2}+3 c^{2}+d^{2}-2 e^{2}-2 f^{2}, \quad B=-11 a+b-3 c-d+2 e+2 f .
$$

"V. G. Tariste ${ }^{\prime 174}$ noted that, if $\alpha_{1}, \cdots, \alpha_{n}$ is one set of integral solutions of $m_{1} x_{1}^{2}+\cdots+m_{n} x_{n}^{2}=0$, all solutions are given by

$$
x_{k}=M\left\{-\alpha_{k} \sum_{i=1}^{n} m_{i} \alpha_{i}^{\prime 2}+2 \alpha_{k}^{\prime} \sum_{i=1}^{n} m_{i} \alpha_{i} \alpha_{i}^{\prime}\right\},
$$

where the $\alpha^{\prime}$ are any rational numbers and $M$ is such that the $x$ 's are integers. Gérardin (pp. 136-7) remarked that this result follows by taking $x_{i}=\alpha_{i}+m \alpha_{i}^{\prime}(i=1, \cdots, k)$.
L. Aubry ${ }^{175}$ discussed the integral solutions of $x_{1} y_{1}+\cdots+x_{n} y_{n}=0$.
W. Mantel ${ }^{176}$ treated $x y+x z+y z=N$.

For $x^{2}+y^{2}=2 a^{2}+2 b^{2}$, see papers $83-87$ of $\mathrm{Ch} . \mathrm{V}$.
On $\Sigma\left(x_{i}^{2}+x_{i}\right)=g$, see Bachet ${ }^{1 a}$ of Ch. VIII. On $\Sigma x_{i}{ }^{2}-\Sigma y_{i}{ }^{2}=g$, see Tano ${ }^{207}$ of Ch. XII. On $x^{2}+3 y^{2}=u^{2}+3 v^{2}$, see papers 201 and 211 of Ch. XXII.
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## CHAPTER XIV.

## SQUARES IN ARITHMETICAL OR GEOMETRICAL PROGRESSION.

Three squares in arithmetical progression, $x^{2}+z^{2}=2 y^{2}$.
This topic is closely connected with congruent numbers, Ch. XVI, especially papers $41,67,68,120,141$. It may be stated in terms of triangular numbers ( $\mathrm{Ch} . \mathrm{I}^{179}$ ).

Diophantus, III, 9, used three special squares in A. P. (see Ch. XV).
Jordanus Nemorarius ${ }^{1}$ in the thirteenth century found that

$$
r=b^{2}-c^{2} / 2, \quad v=b^{2}+b c+c^{2} / 2, \quad q=b^{2}+2 b c+c^{2} / 2
$$

make $v^{2}-r^{2}=q^{2}-v^{2}=2 b^{3} c+3 b^{2} c^{2}+b c^{3}$. Here $b$ is any integer, $c$ any even integer. In his notations, set $a=b+c, d=a+b, h=a c, k=b c, e=a d, f=b d$. Then $e=h+k+f$, and a solution is $v=(h+f) / 2, r=f-v, q=e-v$.

Regiomontanus, ${ }^{2}$ or Johann Müller (1436-1476), proposed in letters the problems: Find 3 squares in A. P., the sum of whose integral roots is 214; find 3 squares in A. P., the least being $>20000$; find 3 squares in harmonical progression.
F. Vieta ${ }^{3}$ took $A^{2},(A+B)^{2}$ and $(D-A)^{2}$ as the squares. Hence

$$
(D-A)^{2}=A^{2}+4 A B+2 B^{2}, \quad A=\frac{D^{2}-2 B^{2}}{4 B+2 D} .
$$

Hence we may take $D^{2}-2 B^{2}, D^{2}+2 B^{2}+2 B D$ and $D^{2}+2 B^{2}+4 B D$ as the sides of the three squares.

Fermat ${ }^{4}$ proposed to St. Croix, Sept., 1636, that he find three squares in A. P. the common difference being a square.

Fermat ${ }^{5}$ knew a rule for finding three numbers whose squares are in A. P. Apparently the numbers were $r^{2}-2 s^{2}, r^{2}+2 r s+2 s^{2}, r^{2}+4 r s+2 s^{2}$. Replacing $r$ by $p-q$ and $s$ by $q$, we obtain Frenicle's set $p^{2}-2 p q-q^{2}$, $p^{2}+q^{2}, p^{2}+2 p q-q^{2}$. To derive the latter, Frenicle ${ }^{6}$ noted that the squares of $a-b, c, a+b$ are in A. P. if $a^{2}+b^{2}=c^{2}$, and took $a=p^{2}-q^{2}, b=2 p q$, $c=p^{2}+q^{2}$.
L. Euler ${ }^{7}$ deduced from the solution $y=1$ of $1+x^{2}=2 y^{4}$ the solution $y=13$, etc. Cf. Cunningham ${ }^{79}$ of Ch. XX.

To find three integers the sum of any two of which is a square and whose squares are in A. P., "Amicus" ${ }^{8}$ took $2 a^{2} b^{2} \pm\left(a^{4}-b^{4}\right), a^{4}+b^{4}$ as the
${ }^{1}$ Elementa Arithmetica decem libris, demostrationibus Jacobi Fabri Stapulensis, Paris, 1496, 1514, Book 6, Theorem 12.
${ }^{2}$ C. T. de Murr, Memorabilia Bibl. publ. Norimbergensium, Pars I, 1786, 145, 159, 201. Cf. M. Cantor, Geschichte der Math., II, 1892, $241,263$.
${ }^{3}$ Zetetica, 1591, V, 2; Opera Math., 1646, 76. Same by J. Prestet, Elemens des Math., ou Principes . . . , Paris, 1675, 326.
${ }^{4}$ Oeurres, II, 65; III, 287.
${ }^{6}$ Oeuvres, II, 234; letter from Frenicle to Fermat, Sept. 6, 1641 (tables by Frenicle, p. 237).
${ }^{6}$ Triangles rectangles en nombres, prop. XI. Full reference in Ch. IV. 52
${ }^{7}$ Algebra, 2, 1770, Ch. 9, Art. 140; French transl., 2, 1774, p. 167; Opera Omnia, (1), I, 402.
${ }^{8}$ Ladies' Diary, 1795, 38, Quest. 974; Leybourn's Math. Quest. from L. D., 3, 1817, 297.
numbers. Their squares are in A.P. and their sums by twos will be squares if $2 a^{2}+2 b^{2}=\square$, which is known to hold if $a, b=2 m n \pm\left(m^{2}-n^{2}\right)$. The same problem was treated by A. Cunningham and F. Phillips. ${ }^{9}$ A. E. Jones ${ }^{10}$ started with any three numbers

$$
x=-m^{2}+2 m n+n^{2}, \quad y=m^{2}+n^{2}, \quad z=m^{2}+2 m n-n^{2}
$$

whose squares are in A. P., and called $P, Q, R$ the values obtained from them by replacing $m$ by $x^{2}, n$ by $z^{2}$. Then $P, Q, R$ are the desired numbers since

$$
P+Q=2 z^{2}\left(x^{2}+z^{2}\right)=4 z^{2} y^{2}, \quad P+R=4 x^{2} z^{2}, \quad Q+R=2 x^{2}\left(x^{2}+z^{2}\right)=4 x^{2} y^{2}
$$

C. Campbell ${ }^{11}$ treated the similar problem to find three numbers $x, y, z$ the difference of any two of which is a square and whose squares are in A. P. Let $x-y=m^{2}, x-z=n^{2}, y-z=p^{2}$. Then $n^{2}-p^{2}=m^{2}$. Take $n+p=m s$, $n-p=m / s$. Since $x^{2}+z^{2}=2 y^{2}$ gives $x$, we get $y$ and $z$ in terms of $m, n$.
J. Cunliffe ${ }^{12}$ treated the problem to find 3 squares in A. P. such that the sum of each and its root shall be a square.
J. Wright ${ }^{12 a}$ found three squares $x^{2}, y^{2}, z^{2}$ in harmonical progression such that each exceeds its root by a square. If $a, b=2 r s \pm\left(r^{2}-s^{2}\right), c=r^{2}+s^{2}$, $a^{2}+b^{2}=2 c^{2}$ and the squares of $x=n^{2} / d, y=b n^{2} /(c d), z=b n^{2} /(a d)$ are in harmonical progression. For $d=m(2 n-m), x^{2}-x=\square$. Also, $y^{2}-y=\square$ if $b^{2} n^{2}-b c d=\square=(b n-p m)^{2}$, which holds if $m=2 b n(c-p) /\left(b c-p^{2}\right)$. Then $z^{2}-z=\square$ if $\left(b c-p^{2}\right)^{2}-4 a p(b-p)(c-p)=\square=\left(b c+2 a p-p^{2}\right)^{2}$, which gives $p=2 b c /(b+c-a)$.
J. Ivory ${ }^{12 b}$ found two sets $a^{2}, b^{2}, c^{2}$ and $a_{1}^{2}, b_{1}^{2}, c_{1}^{2}$ of three squares in A. P. having the same sum. The conditions are $a^{2}+c^{2}=2 b^{2}=2 b_{1}^{2}=a_{1}^{2}+c_{1}^{2}$, or $4 b^{2}=\Sigma(a \pm c)^{2}=\Sigma\left(a_{1} \pm c_{1}\right)^{2}$. Hence we require a square which is a sum of two squares in two ways. The least numbers are obtained from

$$
25^{2}=7^{2}+24^{2}=15^{2}+20^{2}
$$

To find three numbers whose sum is 117 and whose squares are in A. P., S. Jones ${ }^{13}$ took $x, 5 x, 7 x$ as the numbers, whence $x=9$. S. Ryley took $2 m n \pm\left(m^{2}-n^{2}\right), m^{2}+n^{2}$ as the numbers. Then $(n+2 m)^{2}=117+3 m^{2}=\square$ for $m=3$; the resulting numbers $9,45,63$ are said to give the only solution in positive integers.
R. Adrain ${ }^{14}$ used the squares $u^{2}-y=(u-p)^{2}, u^{2}, u^{2}+y=(u+q)^{2}$, whence $2 p u-y=p^{2}, y-2 q u=q^{2}$. Solving, we get $u=\left(p^{2}+q^{2}\right) /\{2(p-q)\}$. There results Frenicle's ${ }^{5}$ solution.
J. Surtees ${ }^{15}$ noted that $(a-n)^{2}, a^{2}+n^{2},(a+n)^{2}$ are in A. P. and $a^{2}+n^{2}=\square$ if $a=r^{2}-1, n=2 r$.
J. R. Young ${ }^{16}$ found three squares in A. P. such that the roots increased

[^322]by 2 give squares, the sum of the first and third of which is also a square. Take $q=1$ in Frenicle's set; we get $p^{2}+2 p-1, p^{2}+1, p^{2}-2 p-1$. Hence the conditions are $p^{2}+3=\square, 2 p^{2}+2=\square$. Set $p=m+1$, and let the second equal $(n m+2)^{2}$, whence $m=4(1-n) /\left(n^{2}-2\right)$. Then
$$
\left(p^{2}+3\right)\left(n^{2}-2\right)^{2} / 4=n^{4}-2 n^{3}+2 n^{2}-4 n+4=\left(n^{2}-n+\frac{1}{2}\right)^{2}
$$
if $n=5 / 4$, whence $p=23 / 7$.
To find three squares in A. P. such that any root plus unity is a square, H. Clay ${ }^{17}$ took $x^{2}, a^{2} x^{2}, b^{2} x^{2}$ as the squares. Set $x+1=(r+1)^{2}$. Then $a x+1=(s r+1)^{2}$ determines $r$. Then $b x+1=\square$ if a certain quartic in $s$ is a square, which is the case if $s=(2 p q-4 b) /\left(q^{2}-1\right)$. Finally, choose $a$ and $b$ so that $1, a^{2}, b^{2}$ are in A. P. A. B. Evans ${ }^{18}$ took $a=5, b=7$ and proceeded similarly. S. Bills ${ }^{19}$ employed the numbers $a, b=2 p q \pm\left(p^{2}-q^{2}\right)$; $c=p^{2}+q^{2}$, whose squares are in A. P., and took $a x / y^{2}, b x / y^{2}, c x / y^{2}$ as the roots of the required three squares. Then $a x+y^{2}=(r+y)^{2}, b x+y^{2}=(s+y)^{2}$ determine $x, y$. Then $c x+y^{2}=\square$ if a quartic in $r$ is a square, which is the case if $r=s(a+b-c) /(2 b)$. W. J. Miller ${ }^{19}$ called the numbers $x, y, z$ and set $x+1=m^{2}, y+1=n^{2}, z+1=p^{2}, m+n=r(n+p), m-n=s(n-p)$, whence
$$
\frac{m}{r-s+2 r s}=\frac{n}{r+s}=\frac{p}{2-r+s} \equiv \frac{1}{k} .
$$

Then $x^{2}+z^{2}=2 y^{2}$ reduces to $k^{2}=f(r, s)$, which is solved. D. T. Griffiths ${ }^{20}$ took $x^{2}-1, y^{2}-1, z^{2}-1$ as the numbers. Their squares are in A. P. if $x^{2}+y^{2}-2=a\left(y^{2}+z^{2}-2\right), y^{2}-z^{2}=a\left(x^{2}-y^{2}\right)$. Taking $a=1 / 2$ (the value when the squares are $1,5^{2}, 7^{2}$ ), and eliminating $z$, we get $5 x^{2}-y^{2}=4$. This holds if $x=5, y=11$, whence $z=13$.

To find three squares in A. P. such that each less its root is a square, Smyth ${ }^{21}$ took $a^{2} x^{2}, b^{2} x^{2}, c^{2} x^{2}, p=1 / a$, etc. Then $x^{2}-p x, \cdots$ are made squares in the usual way. "Epsilon" used the numbers $1 / X, a / X, b / X$, where $X=2 x-x^{2}$ and where $1, a^{2}, b^{2}$ are in A. P. Now $1 / X^{2}-1 / X=\square$. Again, $t^{2}-t=\square$ if $t=(k+l)^{2} /(4 k l)$. It is shown that $a / X$ and $b / X$ are of the latter form if

$$
\frac{1}{X}=\frac{\left\{4 a b-(a b-a-b)^{2}\right\}^{2}}{8 a b(a b+b-a)(a b+a-b)(a+b-a b)} .
$$

To find three squares in harmonical progression the sum of whose roots is a given biquadrate $d^{4}$, "Epsilon" ${ }^{22}$ took a, $c=2 m n \pm\left(m^{2}-n^{2}\right)$ and $b=m^{2}+n^{2}$. Then the squares of $h / a, h / b, h / c$ are in harmonical progression; equating their sum to $d^{4}$, we get $h$.
A. Guibert ${ }^{23}$ noted that the common difference of 3 squares in A. P. is a multiple of 24 , and similar theorems. The general solution in positive relatively prime integers of $a^{2}+c^{2}=2 b^{2}$ is stated to be

[^323]$$
a= \pm\left(p^{2}-q^{2}-2 p q\right), \quad b=p^{2}+q^{2}, \quad c=p^{2}-q^{2}+2 p q,
$$
where $p, q$ are relatively prime and one even. Extending the A. P., he proved that the $n$th term is a square if $q=1,2 p=n-2$, or $q=2, p=n-2$.
"Civis" ${ }^{24}$ proved that the commcin difference of three rational squares in A. P. is never 17. For, if so, $4 a b\left(a^{2}-b^{2}\right)=17 q^{2}$. Put $a=r^{2}, b=s^{2}$, $r^{2}-s^{2}=8 v^{2}$, whence $r=2 v^{2}+1, s=2 v^{2}-1$. Put $u=q /(8 r s v)$. Then $17 u^{2}-1$ $=4 v^{4}$, which is impossible in view of the formula for $z$ in the known solution of $17 u^{2}-1=z^{2}$. A. Martin ${ }^{25}$ noted that the theorem is evident for integers since a multiple of 4 cannot equal 17 .

To find ${ }^{26}$ three squares in A. P. such that each exceeds its root by a square, employ Frenicle's numbers (say $l, m, n$ ), and take $l x, m x, n x$ as the roots of the required squares. Then $l^{2} x^{2}-l x=\square$, etc., are solved as in Ch. XVIII.
D. Andre ${ }^{27}$ noted that, if three squares are in A.P.,

$$
2 y^{2}=x^{2}+z^{2}, \quad y^{2}=\left(\frac{x+z}{2}\right)^{2}+\left(\frac{x-z}{2}\right)^{2} \equiv a^{2}+c^{2}, \quad x=a+c, \quad z=a-c .
$$

G. R. Perkins ${ }^{28}$ treated the problems 1 [2]: Find three squares in A. P. such that each less [plus] its roots is a square. Take the numbers to be the squares of $\xi \pm \frac{1}{2}, \eta \pm \frac{1}{2}, \zeta \pm \frac{1}{2}$, where $4 \xi=x+x^{-1}, 4 \eta=y+y^{-1}, 4 \zeta=z+z^{-1}$, and the signs are + or - according as the problem is 1 or 2 . Then each square $\pm$ its root is a square. The squares are in A. P. if

$$
\eta+\xi \pm 1=m, \quad \eta-\xi=n, \quad \zeta+\eta \pm 1=\frac{m(p+1)}{p}, \quad \zeta-\eta=\frac{n p}{p+1} .
$$

These give $\xi, \eta, \zeta$ and $n=2 m(p+1) / N$, where $N \equiv 2 p(2 p+1)$. The desired numbers are the squares of $\xi \pm \frac{1}{2}=m / a, m / b, m / c$, where

$$
\left(2 p^{2}-1\right) a=\left(2 p^{2}+2 p+1\right) b=\left(2 p^{2}+4 p+1\right) c=N .
$$

It remains to make $x, y, z$ rational, using $4 \xi=x+x^{-1}$, etc. This requires that $m^{2} \mp t m$ be a square for $t=a, b, c$. Now

$$
m^{2} \mp a m=(m \mp k)^{2} \quad \text { if } \quad m=\frac{k^{2}}{ \pm(2 k-a)}
$$

Then $m^{2} \mp b m=\square$ if $k^{2}-b(2 k-a)=\square$, say $(k-l)^{2}$, whence $k$ is a rational function of $l$. Then $k^{2}-c(2 k-a)=\square$ if $l=(a+b-c) / 2$. For Prob. 1, $p>2$; if $p=3, m / a, \cdots, m / c$ are quotients of numbers of 14 digits [cf. Hart ${ }^{5}$ of Ch. XVIII]. Three times as many digits are involved in the answer by D. Kirkwood, ${ }^{29}$ who started with $x^{2}, 25 x^{2}, 49 x^{2}$. For Prob. 2, the use of $p=1$ gives the answers due to Williams ${ }^{6}$ of Ch. XVIII.

[^324]A. Cunningham ${ }^{30}$ investigated the sets of three numbers $<10000$ whose squares are in A. P. the ratio of the greatest to the least being as great (or as small) as possible.
W. A. Whitworth ${ }^{31}$ noted that if three squares without a common factor are in A. P., the middle one is $\equiv 1,25$ or $49(\bmod 120)$ and each of the others is $\equiv 1$ or $49(\bmod 240)$.
J. Neuberg ${ }^{32}$ and J. Déprez ${ }^{33}$ investigated "automédian" triangles, viz., those whose medians are proportional to the sides $a, b, c$. If $a>b>c$, the condition is $a^{2}+c^{2}=2 b^{2}$.
G. Bisconcini ${ }^{34}$ noted that, if $A$ is the common difference of three squares $x_{i}^{2}$ in A. P., then $x_{2}^{2}-x_{1}^{2}=A, x_{3}^{2}-x_{1}^{2}=2 A$. By the latter, $x_{1}$, $x_{3}=\left(2 A \mp \lambda^{2}\right) /(2 \lambda)$. Thus $\lambda=2 a_{2}, \quad A=2 a_{1} a_{2}, x_{1}=a_{1}-a_{2}, x_{3}=a_{1}+a_{2}$. By the first condition, $x_{2}^{2}=a_{1}^{2}+a_{2}^{2}$. It is stated [incorrectly ${ }^{35}$ ] that $a_{1}=r^{2}-s^{2}$, $a_{2}=2 r s$, whence $A=4 r s\left(r^{2}-s^{2}\right)$, which he called a number of Fibonacci.
C. Botto ${ }^{35}$ noted the incompleteness of the solution by Bisconcini. To obtain all relatively prime solutions of $x^{2}+y^{2}=2 z^{2}$, note that $x$ and $y$ are odd, and set $p=(x+y) / 2, q=(x-y) / 2$. Then $p^{2}+q^{2}=z^{2}$. Since $p$ and $q$ are relatively prime, $p, q=u^{2}-v^{2}, 2 u v$, and $z=u^{2}+v^{2}$. The same substitution reduces $x^{2}-y^{2}=2 z^{2}$ to $2 p q=z^{2}$, whence $p, q=a^{2}, 2 b^{2}$ and $z=2 a b$.
G. Métrod ${ }^{36}$ noted that $u^{2}-2 v^{2}=-x^{2}$ has the solutions
$$
u=u_{n}\left(a^{2}+2 b^{2}\right)+4 v_{n} a b, \quad v=2 u_{n} a b+v_{n}\left(a^{2}+2 b^{2}\right), \quad u_{n}^{2}-2 v_{n}^{2}=-1 .
$$
E. Turrière ${ }^{37}$ noted that the sides of an automédian triangle are
$$
a=\lambda\left(1+2 t-t^{2}\right), \quad b=\lambda\left(1+t^{2}\right), \quad c=\lambda\left(1-2 t-t^{2}\right) .
$$
A. Gérardin ${ }^{38}$ noted that for the automédian triangle with the sides $31,41,49$, the sum of the sides is a square 121. J. Rose ${ }^{39}$ noted that by Turrière's formula, $a+b+c=\lambda\left(3-t^{2}\right)$ becomes a square by choice of $\lambda$.
R. Goormaghtigh ${ }^{40}$ restricted the last problem to relatively prime integral sides, whence these are the absolute values of $\alpha^{2}-\beta^{2} \pm 2 \alpha \beta, \alpha^{2}+\beta^{2}$. The perimeter is a square if $\alpha^{2}+\beta^{2}+4 \alpha \beta=u^{2}$, whence $\alpha+2 \beta=v, v^{2}=3 \beta^{2}+u^{2}$. Thus $\beta=p q, v=\left(3 p^{2}+q^{2}\right) / 2$.

See papers $15,35,62$ of $\mathrm{Ch} . \mathrm{XV} ; 20$ of Ch . XVII; 5, 8, 16 of Ch. XVIII; 7, 8, 48, 49, 57, 114, 143 of Ch. XIX; 11 of Ch. XXII. On $x^{2}+1=2 y^{2}$, see papers $112-129$ of Ch. IV; 154, 188, 215, 234, 298 of Ch. XII; 92 of Ch. XXIII.

## Papers without novelty on $x^{2}+z^{2}=2 y^{2}$.

A. Boutin, Jour. de math. élém., (4), 4 [19], 1895, 12 [Vieta ${ }^{3}$ ].

Plakhowo, ibid., (5), 21, 1897, 95 [Frenicle ${ }^{5}$ ].

```
*0}\mathrm{ Math. Quest. Educ. Times, 71, 1899, }56
\({ }^{31}\) Ibid., 72, 1900, 98.
\({ }^{32}\) Mathesis, 9, 1889, 261-4; (3), 1, 1901, 280.
\({ }^{33}\) Mathesis, (3), 3, 1903, 196-200, 226-30, 245-8.
\({ }^{34}\) Periodico di Mat., 24, 1909, 157-70.
\({ }^{35}\) Ibid., 232-4.
\({ }^{36}\) Sphinx-Oedipe, 8, 1913, 130-1.
\({ }^{37}\) L'enseignement math., 18, 1916, 87-8.
\({ }^{38}\) L'intermédiaire des math., 23, 1916, 173.
\({ }^{89}\) Ibid., 24, 1917, 20-22.
```

```
H. S. Vandiver, Amer. Math. Monthly, 9, 1902, 79-80; others, 7, 1900, 82-3, 112-3.
A. Gérardin, Sphinx-Oedipe, 1906-7, 95, 161-2 [Vieta, \({ }^{3}\) bibliography].
F. Ferrari, Suppl. al Periodico di Mat., 11, 1908, 77-8 [Frenicle \({ }^{5}\) ].
A. Gérardin, Assoc. franç., 1908, 15-17 [bibliography].
A. Tafelmacher, l'intermédiaire des math., 15, 1908, 102, 259.
Welsch, ibid., 16, 1909, 19, 156 [no novelty in authors cited].
A. Martin, Amer. Math. Monthly, 25, 1918, 124.
E. Bahier, Recherche . . . Triangles Rectangles en Nombres Entiers, 1916, 212-7.
```

Four squares in arithmetical progression.
Fermat ${ }^{41}$ proposed the problem to Frenicle May (?), 1640 and stated (Fermat ${ }^{11}$ of Ch. XV) that it is impossible. Euler ${ }^{109}$ of Ch. XXII, P. Barlow, ${ }^{42}$ and M. Collins ${ }^{43}$ proved the problem is impossible.
B. Bronwin and J. Furnass ${ }^{43 a}$ took relatively prime squares $x^{2}, y^{2}, z^{2}, w^{2}$. By $y^{2}-x^{2}=z^{2}-y^{2} \approx w^{2}-z^{2}$, we must have $y+x=2 a b, y-x=2 c d, z+y=2 a c$, $z-y=2 b d, w+z=2 b c, w-z=2 a d$. By the two values of $y$ and those of $z$, $(a+d) b=(a-d) c,(c+d) a=b(c-d)$. But the g.c.d. of the four numbers $a \pm d, c \pm d$ is 1 or 2 . Hence $a+d=\delta c, a-d=\delta b, c+d=\epsilon b, c-d=\epsilon a, \delta=1$ or $2, \epsilon=1$ or 2 . These are inconsistent since $a$ is prime to $d$.
A. Genocchi ${ }^{44}$ proved the impossibility of 4 squares in A. P. and the following generalization (of the case $p=2$ ). The four expressions $x \mp(p+1) y$ and $x \mp(p-1) y$ are not all squares if $p$ is a prime $8 m \pm 3$ such that $p+1$ and $p-1$ admit no prime divisor $4 m+1$, and $x, y$ are relatively prime.

Several writers ${ }^{45}$ failed to find a solution.
L. Aubry ${ }^{46}$ proved by descent the impossibility of 4 squares in A. P. E. Turrière ${ }^{47}$ gave a proof.

Numbers in arithmetical progression all but one being squares.
A. Guibert ${ }^{48}$ noted that if $A^{2}, B^{2}, C, D^{2}$ (all but $C$ being squares) are in A. P., they are the products by a square of a similar progression of odd integers relatively prime by twos. From the conditions $A^{2}+C=2 B^{2}$, $B^{2}+D^{2}=2 C$, eliminate $C$. Then $D^{2}=3 B^{2}-2 A^{2}$. The known method of solution gives

$$
A=2 p^{2}-2 p q-q^{2}, \quad b=2 p^{2}+q^{2}, \quad d=2 p^{2}+4 p q-q^{2} .
$$

A. Cunningham ${ }^{49}$ found five integers in A. P., four being squares. If $v^{2}, w^{2}, X, y^{2}, z^{2}$ are in A. P., $v^{2}+3 z^{2}=(2 y)^{2}, 3 v^{2}+z^{2}=(2 w)^{2}$, which require that the five numbers be equal (Collins, ${ }^{43} \mathrm{pp} .17-23$ ). Next, let all but the fourth

[^325]be squares, the first three being $v^{2}, w^{2}, x^{2}$. As known, $v, x=t^{2}-u^{2} \mp 2 t u$, $w=t^{2}+u^{2}$. Since the common difference of these squares is $\delta=4 t u\left(t^{2}-u^{2}\right)$, the fifth number is $w^{2}+3 \delta=z^{2}$. This has an infinitude of solutions $t, u, z$ derivable in succession from the minimum solution. From the solution $7^{2}, 13^{2}, 17^{2}, 409,23^{2}$, there are deduced two solutions in much larger integers.

Squares in geometrical progression.
Beha-Eddin ${ }^{50}$ (1547-1622) included (as Prob. 6) among the 7 problems remaining unsolved from former times: Find 3 squares in G. P. whose sum is a square. Nesselmann noted that the problem is impossible since $x^{2}+x^{2} y^{2}+x^{2} y^{4}=\square$ has no rational solution [Adrain, ${ }^{113}$ Anderson, ${ }^{114}$ Genocchi, ${ }^{119}$ Pocklington ${ }^{138}$ of Ch. XXII].

To find three squares in G. P. and three numbers in A. P. such that the three sums of corresponding terms are squares, W. Saint ${ }^{51}$ took $a^{2}, a^{2} x^{2}$, $a^{2} x^{4}$ as the squares in G. P. and $2 a+1, a x^{2}+a+1,2 a x^{2}+1$ as the numbers in A. P. It suffices to make $a^{2} x^{2}+a x^{2}+a+1=\square=(a x+x / 2)^{2}$, say, whence $a=\frac{1}{4} x^{2}-1$. Others took $x^{2}, 4 x^{2}, 16 x^{2}$ and either $1,4 x+1,8 x+1$ or $2 a x+a^{2}$, $8 a x+4 a^{2}, 14 a x+7 a^{2}$.
W. Wright ${ }^{52}$ found three squares $x^{2}, a^{2} x^{2}, a^{4} x^{2}$ in G. P. each plus its root being a square. Thus $x^{2}+x=\square, x^{2}+x / a=\square, x^{2}+x / a^{2}=\square$, which are satisfied in the usual way (Ch. XVIII).

To find three squares in G. P. each less its root being a square, J. Anderson $^{53}$ took $x^{2}, x y, y^{2}$ as the roots and $x^{2}-1=(p-x)^{2}, y^{2}-1=(q-y)^{2}$, which give $x, y$. Then $x^{2} y^{2}-x y=\square$ leads to a quartic in $p$ which is solved as usual. Isaac Newton (l. c.) took $\left\{r^{2} /(2 r-1)\right\}^{2}, r^{2},(2 r-1)^{2}$ as the numbers. The first of the three conditions is satisfied identically. Take $r^{2}-r=n^{2} r^{2}$, whence $r=1 /\left(1-n^{2}\right)$. Then $(2 r-1)^{2}-(2 r-1)=\square$ if $2 n^{2}+2=\square$. Set $n=m+1$. Then $2 n^{2}+2=(s m+2)^{2}$ determines $m$.
S. Ward ${ }^{54}$ found three squares $x^{2}, 4 x^{2}, 16 x^{2}$ in G. P., such that if any one of them is increased by its root, the sum is a square. Take $x^{2}+x=p^{2} x^{2}$. The remaining two conditions become $2 p^{2}+2=\square, p^{2}+3=\square$, which hold ${ }^{16}$ if $p=23 / 7$.
${ }^{50}$ Essenz der Rechenkunst von Mohammed Beha-eddin ben Alhossain aus Amul, arabisch u. deutsch von G. H. F. Nesselmann, Berlin, 1843, p. 56. French transl. by A. Marre, Nouv. Ann. Math., 5, 1846, 313.
${ }^{{ }^{11}}$ The Diary Companion, Suppl. to Ladies' Diary,' London, 1806, 36-37.
${ }^{52}$ The Gentleman's Math. Companion, 5, No. 24, 1821, 41-44.
${ }^{53}$ Ibid., 5, No. 27, 1824, 274-7.
${ }^{54}$ J. R. Young's Algebra, Amer. ed., 1832, 341.

## CHAPTER XV.

## TWO OR MORE LINEAR FUNCTIONS MADE SQUARES.

Diophantus, II, 12, solved $x+2=\square, x+3=\square$ (the first instance of a " double equality ") by resolving the difference of the two linear functions into two factors in a suitable manner; here he took 4 and $1 / 4$. Take the square of half the difference of the two factors and equate it to the smalier expression, whence $225 / 64=x+2$. Or equate the square of half the sum of the actors to the greater expression. To solve without using a double equation, take $x=y^{2}-2$ and make $x+3=y^{2}+1$ a square, say by equating it to $(y-4)^{2}$, whence $y=15 / 8$.

Diophantus II, 13 relates to $9-x=\square, 21-x=\square$; while II, 14 relates to $x-n=\square, x-m=\square$.

Diophantus, III, 5, 6, required three numbers such that their sum is a square and the sum of any pair exceeds the third by a square. Hence the sum of the three squares is a square, as for $4,9,36$.

Diophantus, III, 7, 8, required three numbers whose sum and sums by pairs are squares. Let the sum of all three be $(x+1)^{2}$, the sum of the first and second be $x^{2}$, the sum of the second and third be $(x-1)^{2}$. Then the sum of the first and third is $6 x+1$ and equals 121 if $x=20$.

Diophantus III, 9 relates to three numbers in arithmetical progression whose sums by pairs are squares. Since $x^{2},(x+1)^{2},(x-8)^{2}$ are in A.P. if $x=31 / 10$, we seek three numbers whose sums by twos are the numbers 961, 1681, 2401 just found.

Diophantus III, 10 relates to three numbers such that the sum of any pair of them added to a given number $a$ gives a square, and such that the sum of the three added to $a$ gives a square. For $a=3$, take the sum of the first two to be $x^{?}+4 x+1$, the sum of the last two to be $x^{2}+6 x+6$, and the sum of all three to be $x^{2}+8 x+13$. Then the numbers are $2 x+7, x^{2}+2 x-6$, $4 x+12$. The sum $6 x+22$ of the first, third, and $a$, is the square 100 if $x=13$. In III, $11, a$ is negative.

Diophantus, III, 18 and IV, 35, noted that his method does not make $a x+b$ and $c x+d$ squares if $a: c$ is not the ratio of two squares. ${ }^{1}$

Diophantus, IV, 14, made $x+1, y+1, x+y+1, x-y+1$ squares.
Diophantus, IV, 22, found three numbers in G. P., the difference of any two being a square. In V, 1 [2], he found three numbers in G. P. such that each less [plus] the same given number is a square.

Diophantus, IV, 45, made $8 x+4$ and $6 x+4$ squares by subtraction.
Diophantus, V, 12, 14, treated the problems to divide unity into 2 or 3 parts such that, if the same given number is added to each part, the sums will be squares [see Chs. VI, VII].

[^326]Brahmegupta ${ }^{2}$ (born 598 A.D.) made $a x+1$ and $b x+1$ both squares, viz., of $(3 a+b) /(a-b)$ and $(a+3 b) /(a-b)$, by taking $x=8(a+b) /(a-b)^{2}$.

He made ( $\S \S 80-81$, p. 369) $x+y, x-y, x y+1$ all squares by taking

$$
x=\frac{2 a^{2}}{b^{4}}\left(a^{2}+b^{2}\right), \quad y=\frac{2 a^{2}}{b^{4}}\left(a^{2}-b^{2}\right),
$$

whence

$$
x+y=\left(\frac{2 a^{2}}{b^{2}}\right)^{2}, \quad x-y=\left(\frac{2 a}{b}\right)^{2}, \quad x y+1=\frac{\left(2 a^{4}-b^{4}\right)^{2}}{b^{8}}-.
$$

He made ( $\S \S 82-85, \mathrm{pp} .370-1$ ) $x+a$ and $x+b$ squares by taking

$$
x=\left\{\frac{1}{2}\left(\frac{a-b}{e}+e\right)\right\}^{2}-a
$$

whence

$$
x+b=\left\{\frac{1}{2}\left(\frac{a-b}{e}-e\right)\right\}^{2}
$$

To make $a x+b$ a square ( $\S \S 86-87$, pp. 371-2), put it equal to an arbitrarily assumed square and solve the equation for $x$.

Bháscara ${ }^{3}$ (born 1114 A.D ) made $3 y+1$ and $5 y+1$ squares by equating the first to $(3 n+1)^{2}$, whence $5 y+1=15 n^{2}+10 n+1=\square$ for $n=2$ or 18 .

Alkarkhi ${ }^{4}$ (beginning of eleventh century) solved $x+10=y^{2}, x+15=z^{2}$ by setting $z=y+2 / 3$ in $y^{2}+5=z^{2}$; also, $x+3=y^{2}, x+5=z^{2}$ by taking $z+y=4$, $-y=1 / 2$.
G. Gosselin ${ }^{5}$ found three numbers ( $13 / 9,133 / 9,253 / 9$ ) in A. P. which become squares when increased by 4 ; three numbers ( $1 / 9,15 / 9,48 / 9$ ) whose sum is a square, the first a square, and the sum of the first and either of the other two is a square; four numbers ( $25,16,12,11$ ) whose sum is a square, while the excess of the first over the second, second over third, third over fourth are squares.

Rafael Bombelli ${ }^{6}$ required three numbers, the sum of any two of which increased by 6 and the sum of all three increased by 6 are squares. He gave $38^{4} / 5,55^{1} / 5,14^{49} / 100$. He found (p. 458) a number which added to 4 and to 6 makes two squares.
F. Vieta ${ }^{7}$ generalized the method of Diophantus III, 10 [11]. If the numbers are $x, y, z$, let

$$
x+y=(A+B)^{2}-a, \quad y+z=(A+D)^{2}-a, \quad x+y+z=(A+G)^{2}-a
$$

Then

$$
\begin{gathered}
x=2 A G+G^{2}-2 A D-D^{2}, \quad z=2 A G+G^{2}-2 A B-B^{2}, \\
x+z+a=4 A G+2 G^{2}-2 A B-B^{2}-2 A D-D^{2}=\square,
\end{gathered}
$$

say $F^{2}$, by choice of a rational $A$.

[^327]C. G. Bachet ${ }^{8}$ treated $a x+b=\square, a x+c=\square$, by finding two rational squares whose difference equals $b-c$. To solve $8 x+4=\square, 6 x+4=\square$, take the double 4 of the side 2 of the common square 4 , and the difference $2 x$ of the left members, and one fourth of $2 x$. Then the square of $\frac{1}{2}\left(\frac{1}{2} x+4\right)$ equals $8 x+4$ and the square of $\frac{1}{2}\left(\frac{1}{2} x-4\right)$ equals $6 x+4$. By either condition, $x=112$. Next, let the constant terms be distinct squares, as in $10 x+9=\square$, $5 x+4=\square$. Seek two numbers ( 5 and 1) whose sum is double the root 3 of the larger square and whose difference is double the root 2 of the smaller square. Take one of these numbers 1 and 5 as one of two factors whose product gives the difference $5 x+5$ of the given functions. From $x+1$ and 5 , we get
$$
\left(\frac{x+6}{2}\right)^{2}=10 x+9, \quad\left(\frac{x-4}{2}\right)^{2}=5 x+4, \quad x=28
$$

But the factors $5 x+5,1$ give $\left\{\frac{1}{2}(5 x+6)\right\}^{2}>10 x+9$. Next, for $65-6 x=\square$, $65-24 x=\square$, multiply the first by 4 and we have a problem of the first type. For $16-x=\square, 16-5 x=\square$, seek two squares whose difference is the quadruple of $x$. Take $4-N$ as the side of the larger square. Then $(4-N)^{2}-4\left\{16-(4-N)^{2}\right\}=16-40 N+5 N^{2}$ is the smaller square, say $(4-7 N)^{2}$, whence $N=4 / 11$. Thus the squares are $(40 / 11)^{2}$ and $(16 / 11)^{2}$, one fourth of whose difference gives $x=336 / 121$. [Bachet here used the same letter for $x$ and $N$ and put 4-6N erroneously for 4-7N.]

Fermat, ${ }^{9}$ commenting on Diophantus III, 10 and V, 30, desired four numbers such that the sum of any pair increased by a given number $a$ gives a square. Let $a=15$. The three squares $9,1 / 100,529 / 225$ are such that the sum of any pair increased by 15 gives a square (as found by Diophantus, V, 30, who took 9 as one square and solved $x^{2}+24=\square$, $\left.y^{2}+24=\square, x^{2}+y^{2}+15=\square\right)$. Take as the four numbers

$$
x^{2}-15, \quad 6 x+9, \quad \frac{1}{5} x+\frac{1}{100}, \quad \frac{46}{15} x+\frac{529}{225}
$$

(the last three being of the form $2 n x+n^{2}$ ). Then three of the conditions are satisfied identically. The remaining three conditions are

$$
\frac{31}{5} x+\left(\frac{49}{10}\right)^{2}=\square, \quad \frac{136}{15} x+\left(\frac{77}{15}\right)^{2}=\square, \quad \frac{49}{15} x+\left(\frac{25}{6}\right)^{2}=\square,
$$

a "triple equation" in which each constant term is a square. To treat ${ }^{10}$ such a problem, $x+4=\square, 2 x+4=\square, 5 x+4=\square$, replace $x$ by an expression, like $x^{n}+4 x$, which if increased by 4 gives a square. Then it remains only to solve the " double equation" $2 x^{2}+8 x+4=\square, 5 x^{2}+20 x+4=\square$, from one solution $x=c$ of which we can deduce a second, by replacing $x$ by $x+c$. Fermat ${ }^{11}$ later explained this method in detail. It is stated ( $\S \S 9-11$ ) that the method fails for

$$
\begin{equation*}
a x+1=\square, \quad b x+1=\square, \quad(a+b) x+1=\square . \tag{1}
\end{equation*}
$$

${ }^{8}$ Diophanti Alexandrini Arith., 1621, 435-9. Comment on Diop., VI, 24 (p. 177 above).
${ }^{\circ}$ Oeuvres, I, 292, 326-7; French transl., III, 242, 263-4.
${ }^{10}$ Oeuvres, I, 334-5; III, 269-270. Comment on Diophantus VI, 24. For further examples, Fermat ${ }^{10,100}$ of Ch. XIX.
${ }^{11}$ J. de Billy, Inventum Novum, Toulouse, 1670, Part II, §§ 1-28; German transl. by P. von Schaewen, Berlin, 1910; Oeuvres de Fermat, III, 360-374 (p. 329 for $2 x+12=\square$, $2 x+5=\square)$.

Thus, if $a=2, b=3$, we substitute $2 x^{2}+2 x$ for $x$ to satisfy the first identically; then the other two become $6 x^{2}+6 x+1=\square, 10 x^{2}+10 x+1=\square$, one solution being $x=-1$; but this makes the unknown $2 x^{2}+2 x$ zero [von Schaewen ${ }^{81}$ ]. Although the method fails for $a=5, b=16, x=3$ is a solution. For $a=1, b=2$, there is no solution, whence four squares (the first_being taken as unity) cannot be in A. P.
M. Petrus ${ }^{12}$ found three squares $A^{2}, B^{2}, C^{2}$ such that the difference of any two is a square and the difference of the sides of any two is a square. He first gave a process to find four numbers $p, s, t, q$ such that $p^{2}+s^{2}$, $t^{2}+q^{2}$ and $p s t q$ are squares, while $p / s>t / q$, solutions being $112,15,35,12$ and $364,27,84,13$. From the former he derived the answer to the first problem:

$$
A=26633678, \quad B=29316722, \quad C=40606322 .
$$

In general, we have the answer ${ }^{13}$

$$
\frac{B}{2}=(p t-s q)^{2}+(p q-s t)^{2}, \quad \frac{C}{2}, \frac{A}{2}=(p t+s q)^{2} \pm(p q+s t)^{2}
$$

since

$$
\begin{array}{lll}
C+A=4(p t+s q)^{2}, & C-A=4(p q+s t)^{2}, & B+A=4(p t-s q)^{2} \\
B-A=4(p q-s t)^{2}, & C-B=16 p t s q, & C+B=4\left(p^{2}+s^{2}\right)\left(t^{2}+q^{2}\right) .
\end{array}
$$

Renaldini ${ }^{14}$ (1615-1698) treated Petrus ${ }^{12}$ initial problem (in Part II) and (in Sec. 1 of Part III) duplicate and triplicate equalities.
J. Prestet ${ }^{15}$ treated the problem of Diophantus III, 7. Let the sum of the first and third be $x^{2}$, that of the first and second $y^{2}$, that of all three $z^{2}$. Then the numbers are $x^{2}+y^{2}-z^{2}, z^{2}-x^{2}, z^{2}-y^{2}$. The sum of the last two is not easily made a square. Since $2=1 / 25+49 / 25$, set $x=z / 5$. Then the sum of the last two is $49 z^{2} / 25-y^{2}=(a-7 z / 5)^{2}$ if $z=5\left(a^{2}+y^{2}\right) / 14$. But the numbers obtained this way are larger than those of Diophantus and Vieta.

For Diophantus III, 9, he used (p. 326) $z, z+d, z+2 d$, with $2 z+d=y^{2}$, $2 z+3 d=x^{2}$, which give $z$ and $d$. To avoid fractions, multiply the numbers by 4. Hence the numbers are $3 y^{2}-x^{2}, y^{2}+x^{2},-y^{2}+3 x^{2}$. It remains to make the sum $2 y^{2}+2 x^{2}$ of the first and third a square. Express 2 as a sum of two squares, the smaller between $1 / 2$ and 1. By Diophantus II, 10, the root of the smaller is $\left(c^{2}-2 c-1\right) /\left(c^{2}+1\right)$. By trial, 9 is the first integer $c$ giving a fraction $(31 / 41)>3 / 4$. Thus $2\left(31^{2}+49^{2}\right)=82^{2}$. Hence $x^{2}=2401$, $y^{2}=961$. He gave also a less special solution. He treated (p. 329) analogously Diophantus III, 10.
J. Ozanam ${ }^{16}$ found two numbers, such that each when increased by a square (say unity) gives a square, and such that their sum and their difference increased by another square (say $t^{2}=x^{2}+2 x+1$ ) shall give squares. The required numbers are taken to be $168 t^{2}$ and $120 t^{2}$. Then the final

[^328]conditions are satisfied s:nce $168+120+1=17^{2}, 168-120+1=7^{2}$. To make $168 t^{2}+1$ and $120 t^{2}+1$ squares, we have a double equality, satisfied by $x=-1648825564 / 1242622079$.
G. W. Leibniz ${ }^{17}$ discussed the problem to find three numbers the sum and difference of every pair of which are squares.
M. Rolle ${ }^{18}$ found four numbers the difference of any two of which is a square, and the sum of any two of the first three is a square:
\[

$$
\begin{aligned}
& A=y^{20}+21 y^{16} z^{4}-6 y^{12} z^{8}-6 y^{8} z^{12}+21 y^{4} z^{16}+z^{20}, \\
& B=10 y^{2} z^{18}-24 y^{6} z^{14}+60 y^{10} z^{10}-24 y^{14} z^{6}+10 y^{18} z^{2}, \\
& C=6 y^{2} z^{18}+24 y^{6} z^{14}-92 y^{10} z^{10}+24 y^{14} z^{6}+6 y^{18} z^{2}, \quad D=A+B+C .
\end{aligned}
$$
\]

For $y=1, z=2, A=2399057, B=2288168, C=1873432, D=6560657$.
T. F. de Lagny ${ }^{19}$ solved $4 x+6=y^{2}, 9 x+13=z^{2}$ by a " new method." Eliminating $x$, we have $9 y^{2} / 4-1 / 2=z^{2}$. Hence $9 y^{2}-2=\square$, say the square of $3 y-a$. Thus $y$ is found in terms of $a$.
P. Halcke ${ }^{20}$ divided 6 into two parts such that each increased by 6 gives a square, and made $6+x, 12-x$ both squares.

Malézieux ${ }^{21}$ proposed the first problem of Fermat. ${ }^{9}$ It is a question of finding three equal sums of two squares.

The problem to find three numbers the sum and difference of any two of which are squares received at the time of its proposal no comment except the mere statement by C. Bumpkin ${ }^{22}$ that 1873432, 2399057, 2288168 furnish an answer.
J. Landen ${ }^{23}$ took as the numbers

$$
x=\frac{1}{2}\left(f^{4} g^{4}+g^{4}+f^{4}+1\right) ; \quad y, z=\frac{1}{2}\left(f^{4} g^{4}-g^{4}-f^{4}+1\right) \pm 2 f^{2} g^{2} .
$$

Then $x \pm y, x \pm z, y-z$ are squares. It remains to make

$$
E=f^{4} g^{4}-g^{4}-f^{4}+1=y+z
$$

a square. Set $g=f+r$. Then $E=\square$ if

$$
1+\frac{(f+r)^{4}-f^{4}}{f^{4}-1}=\left\{1+\frac{2 f^{3} r}{f^{4}-1}+\frac{\left(f^{6}-3 f^{2}\right) r^{2}}{\left(f^{4}-1\right)^{2}}\right\}^{2},
$$

which gives $r$ and hence $g=f\left(f^{8}+6 f^{4}-3\right) /\left(1+6 f^{4}-3 f^{8}\right)$. The case $f=2$ gives Bumpkin's ${ }^{22}$ answer. Or we may take $f^{2} g^{2}+1, f^{2}+g^{2}, 2 f g$ as the numbers, whence $x \pm z, y \pm z$ are squares. For the preceding value of $g$ it is verified that $f^{2} g^{2} \pm\left(g^{2}+f^{2}\right)+1$ are squares, whence their product $E$ is a square. Or we may make $E=\left(f^{4}-1\right)\left(g^{4}-1\right)$ a square by equating it to $\left(f^{4}-1\right)^{2}\left(g^{2}+1\right)^{2}$, whence $g=f^{2} / \sqrt{2-f^{4}}$. Set $f=1-d$; then $2-f^{4}$ becomes a
${ }^{17}$ MS. dated Apr. 1, 1676, in Bibliothek Hannover. D. Mahnke, Bibliotheca Math., (3), 13, 1912-3, 39. Cf. Euler. ${ }^{28}$
${ }^{18}$ Journal des Savans, Aug. 31, 1682; Sphinx-Oedipe, 1906-7, 61-2. Cf. Coccoz, ${ }^{74}$ Rignaux. ${ }^{89}$
${ }^{19}$ Nouv. Elemens d'Arith. et d'Algebre, Paris, 1697, 451-5.
${ }^{20}$ Deliciae Math., oder Math. Sinnen-Confect, Hamburg, 1719, 235.
${ }^{21}$ Eléments de Geométrie de M. le Duc de Bourgogne, par de Malézieux, 1722; Sphinx-Oedipe, 1906-7, 4-5, 45.
${ }^{22}$ Ladies' Diary, 1750, p. 21, Quest. 311. Cf. Euler. ${ }^{28}$
${ }^{23}$ C. Hutton's Diarian Miscellany, extracted from Ladies' Diary, 3, 1775, 398-401, Appendix. Leybourn's Math. Quest. proposed in Ladies' Diary, 2, 1817, 19-22. Cf. Euler. ${ }^{28}$
quartic in $d$ which is the square of $1+2 d-5 d^{2}$ for $d=12 / 13$. C. Wildbore's solution is the same as Landen's second with $f=a / b, g=x / y$. C. Hutton took $4 x, 4+x^{2}, 1+4 x^{2}$ as the numbers. Then $5 x^{2}+5$ and $3 x^{2}-3$ are to be squares. The product $15 x^{4}-15$ is a square for $x=2$, and for $x=z-2$ becomes a quartic in $z$ which is made a square by the usual method. He obtained Bumpkin's ${ }^{22}$ answer. T. Leybourn ${ }^{24}$ took $x+y=u^{2}, x+z=v^{2}$, $y+z=w^{2}$; it remains to make $u^{2}-v^{2}, v^{2}-w^{2}, u^{2}-w^{2}$ squares, which is known ${ }^{25}$ (Lowry ${ }^{65 a}$ of Ch. XIX) to be the case if

$$
\begin{gathered}
u=\left(m^{2}+n^{2}\right)\left(r^{2}+s^{2}\right), \quad v=2 m n\left(r^{2}-s^{2}\right)+2 r s\left(m^{2}-n^{2}\right) \quad w=2 m n\left(r^{2}+s^{2}\right), \\
m
\end{gathered}=r^{4}+6 r^{2} s^{2}+s^{4}, \quad n=4 r s\left(r^{2}-s^{2}\right) .
$$

P. Cheluccii ${ }^{26}$ treated Diophantus III, 7. From $x+y+z=r^{2}, x+y=s^{2}$, $x+z=t^{2}, y+z=v^{2}$ follow $x=t^{2}-r^{2}+s^{2}, y=r^{2}-t^{2}, z=r^{2}-s^{2}, 2 r^{2}-t^{2}-s^{2}=v^{2}$. Set $t=r-m, s=r-n$. Then $r=\left(v^{2}+m^{2}+n^{2}\right) /(2 m+2 n)$.
L. Euler ${ }^{27}$ treated the problem to make $x+a, x+b, x+c$ all squares. Set $x=z^{2}-a, z=p / q, b-a=m, c-a=n$. Then $p^{2}+m q^{2}$ and $p^{2}+n q^{2}$ are to be squares.* This is impossible if $m=-n=f^{2}$ or $2 f^{2}$, and if $m=1, n=2$. Several solutions are found when $m=2, n=6$. In §§ 213-8, pp. 264-271 (Opera, 446-9), he made $x+a, x+b$ squares, also $a+x, a-x$.

Euler ${ }^{28}$ treated the problem to make $x \pm y, x \pm z, y \pm z$ all squares. Let $y=x-p^{2}, z=x-q^{2}$, and $p^{2}+r^{2}=q^{2}$, whence $y-z=r^{2}, y+z=2 x-p^{2}-q^{2}$. Equate the last sum to $t^{2}$, whence $2 x=t^{2}+p^{2}+q^{2}$. It remains to make $x+y=t^{2}+q^{2}$ and $x+z=t^{2}+p^{2}$ both squares. To satisfy $p^{2}+r^{2}=q^{2}$, take $p=a^{2}-b^{2}, r=2 a b, q=a^{2}+b^{2}$. To make $t^{2}+q^{2}$ and $t^{2}+p^{2}$ squares, viz., $t^{2}+a^{4}+b^{4} \pm 2 a^{2} b^{2}=\square$, it suffices to make $t^{2}+a^{4}+b^{4}=c^{2}+d^{2}, 2 a^{2} b^{2}=2 c d$, which are satisfied if $a=f h, b=g k, c=f^{2} g^{2}, d=h^{2} k^{2}$, and

$$
\begin{equation*}
t^{2}=\left(f^{4}-k^{4}\right)\left(g^{4}-h^{4}\right) \tag{2}
\end{equation*}
$$

By means of a table of values of $m^{4}-n^{4}$ for $m \leqq 15, n \leqq 9, n<m$, he found the solutions $520^{2}=\left(3^{4}-2^{4}\right)\left(9^{4}-7^{4}\right)$ and $975^{2}=\left(3^{4}-2^{4}\right)\left(11^{4}-2^{4}\right)$ of (2) and hence

$$
\begin{array}{lll}
x=434657, & y=420968, & z=150568 \\
x=2843458, & y=2040642, & z=1761858 .
\end{array}
$$

J. L. Lagrange ${ }^{29}$ treated $a+b x=t^{2}, c+d x=u^{2}$ by eliminating $x$; thus

$$
(d t)^{2}=d b u^{2}+(a d-b c) d,
$$

the second member being made a square in the usual way. To make

$$
a x+b y=t^{2}, \quad c x+d y=u^{2}, \quad h x+k y=s^{2},
$$

${ }^{24}$ Math. Quest. proposed in Ladies' Diary, 2, 1817, 19-22.
${ }^{25}$ New Series of Math. Repository (ed., T. Leybourn), 3, 1814, I, 163, Quest. 310.
${ }^{2}$ Institutiones analyticae, Viennae, 1761, 135.
${ }^{27}$ Algebra, St. Petersburg, 2, 1770, §223; French transl., Lyon, 2, 1774, pp. 281-5. Opera omnia, (1), I, 454-6. Cf. Haentzzchel ${ }^{163}$ of Ch . XXII and paper 82 below.

* Euler's further discussion will be given under concordant forms, Ch. XVI.
${ }^{28}$ Algebra, $2,1770, \S 235 ; 2,1774$, pp. 314-9. Opera Omnia, (1), 1, 470-3. Same problem in papers $12,14,17,18,22,23,24,30,33,34,57,74,85,89$. See papers $40-45$ of Ch . xix.
: 9 Addition VI, arts. 62-63, to Euler's Algebra, 2, 1774, 557-561. Euler's Opera Omnia, (1), I, 595-7. Oeurres de Lagrange, VII, 115-7.
eliminate $x$ and $y$, and choose $z=u / t$ so that

$$
\frac{a k-b h}{a d-c b} z^{2}-\frac{c k-d h}{a d-c b}=\square .
$$

In the " Repository solution of the problem to find three numbers the sum and difference of any two of which are squares, ${ }^{\prime 30} 1 \pm 5 x-2 x^{2} \mp 2 x^{3}+5 x^{4} \pm x^{5}$ are taken as the square roots of the sum and difference of the first and second numbers, while $1 \pm 3 x+6 x^{2} \mp 6 x^{3}-3 x^{4} \mp x^{5}$ are taken as the square roots of the sum and difference of the first and third numbers. Hence the three numbers are determined. Here $x$ is any square. Taking $x=9$, we get numbers 4387539232 , etc., of ten digits each.
C. Hutton ${ }^{31}$ noted that $y+1=\square$ if $y=4 x^{2}-4 x$. Then $\frac{1}{2} y+1=(2 a x-1)^{2}$ gives $x$.

Euler ${ }^{32}$ solved the problem to make $z-a^{2} v, \cdots, z-d^{2} v$ squares, where $a^{2}, \cdots, d^{2}$ are four given squares, by investigating a quadrilateral the sines of whose angles $p, q, r, s$ are $a x, \cdots, d x$, where $a, \cdots, d$ are given numbers. Let $A, \cdots, D$ be their cosines. Since $\sin (p+q)+\sin (r+s)=0$, etc., we get $a B+b A+c D+d C=0$ and two similar relations obtained by interchanging $b, c$, and $B, C$; or $b, d$ and $B, D$. Hence we get the ratios of $A, \cdots, D$ as cubic functions $\alpha, \cdots, \delta$ of $a, \cdots, d$. Thus $A=\alpha y, \cdots$, $D=\delta y$. Then $a^{2} x^{2}+\alpha^{2} y^{2}=1, b^{2} x^{2}+\beta^{2} y^{2}=1$, and we find that $x^{2}=v / z, y^{2}=1 / z$, where

$$
\begin{aligned}
& v=(a+b+c+d)(a+b-c-d)(b-a+c-d)(a+c-b-d), \\
& z=4(b c-a d)(a c-b d)(a b-c d) .
\end{aligned}
$$

Hence

$$
\sin p=a \sqrt{\frac{v}{z}}, \quad \cos p=\frac{\alpha}{\sqrt{z}}, \quad z-a^{2} v=\alpha^{2} .
$$

Euler ${ }^{33}$ required three numbers $x, y, z$ such that the sum and difference of any two are squares. Let $x>y>z$ and set

$$
x=p^{2}+q^{2}=r^{2}+s^{2}, \quad y=2 p q, \quad z=2 r s .
$$

Then $x \pm y=(p \pm q)^{2}, x \pm z=(r \pm s)^{2}$. Also $p^{2}+q^{2}=r^{2}+s^{2}$ if

$$
\begin{equation*}
p=a c+b d, \quad q=a d-b c, \quad r=a d+b c, \quad s=a c-b d . \tag{4}
\end{equation*}
$$

Thus $x=\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)$. It remains to make

$$
y+z=4 c d\left(a^{2}-b^{2}\right), \quad y-z=4 a b\left(d^{2}-c^{2}\right)
$$

both squares. Their product is a square if

$$
c d\left(d^{2}-c^{2}\right)=n^{2} a b\left(a^{2}-b^{2}\right) .
$$

Take $d=a$. Then $a^{2}=\left(n^{2} b^{3}-c^{3}\right) /\left(n^{2} b-c\right)$. Take $a=b \pm c$, and take $b$ equal to the numerator of the resulting fraction for $b / c$. Thus

$$
b=2 \mp n^{2}, \quad c=2 n^{2} \mp 1, \quad a=n^{2} \pm 1 .
$$

[^329]It remains to make $y-z$ a square. Since $d=a$,

$$
a b\left(d^{2}-c^{2}\right)=3 n^{2}\left(n^{2} \pm 1\right)\left(2 \mp n^{2}\right)^{2} .
$$

Choose the lower signs. Then $3\left(n^{2}-1\right)$ is the square of $(n+1) f / g$ if

$$
n=\frac{f^{2}+3 g^{2}}{3 g^{2}-f^{2}} .
$$

Multiply the resulting values of $a, b, c$ by $\left(3 g^{2}-f^{2}\right)^{2}$; we get

$$
\begin{array}{ll}
a=d=4 f^{2} g^{2}, & b, c=f^{4} \mp 2 f^{2} g^{2}+9 g^{4}, \\
p=8 f^{2} g^{2}\left(f^{4}+9 g^{4}\right), & q=-\left(f^{4}-9 g^{4}\right)^{2}, \\
r=f^{8}+30 f^{4} g^{4}+81 g^{8}, & s=16 f^{4} g^{4} .
\end{array}
$$

For $f=g=1$, we get $p=q=5, r=7, s=1$, whence $x=y=50, z=14$. From one solution $x, y, z$, we get (§ 15) a second solution

$$
\begin{equation*}
X=\frac{y^{2}+z^{2}-x^{2}}{2}, \quad Y=\frac{x^{2}+z^{2}-y^{2}}{2}, \quad Z=\frac{x^{2}+y^{2}-z^{2}}{2} . \tag{5}
\end{equation*}
$$

In the "additamentum" (§ 16), Euler treated the problem to find three squares $x^{2}, y^{2}, z^{2}$ whose differences are squares. Using (3) and (4), we have

$$
x^{2}-y^{2}=\left(p^{2}-q^{2}\right)^{2}, \quad x^{2}-z^{2}=\left(r^{2}-s^{2}\right)^{2}, \quad y^{2}-z^{2}=4\left(p^{2} q^{2}-r^{2} s^{2}\right),
$$

the last being a square if $a b c d\left(a^{2}-b^{2}\right)\left(d^{2}-c^{2}\right)=\square$. This is satisfied if

$$
a=d=n^{2} \pm 1, \quad b=2 n^{2} \mp 1, \quad c=n^{2} \mp 2 .
$$

From one solution we get a second by (5).
E. Waring ${ }^{34}$ noted that, in the problem to find three numbers the sum and difference of any two of which are squares, four of the conditions are satisfied if we employ either of Landen's ${ }^{23}$ notations for the numbers or the notation $a^{2} x^{2}+b^{2} y^{2}, 2 a b x y, a^{2} y^{2}+b^{2} x^{2}$, but gave no discussion. He recalled Rolle's ${ }^{18}$ values $A, B, C$.

Euler ${ }^{35}$ treated the problem to find four positive numbers in arithmetical progression such that the sum of any two is a square:
$A+B=p^{2}, \quad A+C=q^{2}, \quad A+D=B+C=r^{2}, \quad B+D=s^{2}, \quad C+D=t^{2}$.
Hence all are expressible in terms of $p, q, r$, subject to two conditions

$$
2 r^{2}=p^{2}+t^{2}=q^{2}+s^{2} .
$$

Thus $r=\alpha^{2}=x^{2}+y^{2}$. We get $2 r^{2}=2$ and satisfy $2 r^{2}=p^{2}+t^{2}$ by taking

$$
p= \pm\left(x^{2}-y^{2}\right)-2 x y, \quad t= \pm\left(x^{2}-y^{2}\right)+2 x y
$$

the first term being positive, whence $p<t$. Similarly, we satisfy $2 r^{2}=q^{2}+s^{2}$ by taking $r=x_{1}^{2}+y_{1}^{2}$ and

$$
q= \pm\left(x_{1}^{2}-y_{1}^{2}\right)-2 x_{1} y_{1}, \quad s= \pm\left(x_{1}^{2}-y_{1}^{2}\right)-2 x_{1} y_{1} \quad(q<s)
$$

Then $x^{2}+y^{2}=x_{1}^{2}+y_{1}^{2}$ is satisfied by taking

$$
x=f z+1, \quad x_{1}=f z-1, \quad y=z-f, \quad y_{1}=z+f,
$$

as may be done without loss of generality by removing a common square

[^330]factor from our numbers. Then $A, B, C, D$ are all positive if $p^{2}+q^{2}>r^{2}$, a condition expressed in terms of $f$ and $z$ and treated at length by Euler. For $z=4, f=7 / 2$, we drop the factor $1 / 2$ and get $x=30, x_{1}=26, y=1, y_{1}=15$, $p=839, q=329, r=901$; multiplying the resulting $A, \cdots, D$ by 4 , we get the integral solutions
$$
722, \quad 432242, \quad 2814962, \quad 3246482 .
$$
J. Leslie ${ }^{36}$ made $z+1=\square, v+1=\square, z+v+1=$ given $\square$ by setting $z=x^{2}-1, v=y^{2}-1$.
P. Cossali ${ }^{37}$ made $F=h x+n^{2}$ and $F+f x$ squares by taking $F=(y+n)^{2}$,
$$
F+f x=(y+n)^{2}+\frac{f}{h}\left(y^{2}+2 y n\right)=(p y-n)^{2}
$$
thus finding $y$. Next, if $(a d-b c) /(a-c)$ is a square $r^{2}, a x+b$ and $c x+d$ are made squares. Set $c x+d=(y+r)^{2}$; for the resulting $x$,
$$
a x+b=\frac{a}{c}\left(y^{2}+2 r y\right)+r^{2}=(p y-r)^{2} .
$$

If $(b c-a d) / c$ is a square $q^{2}$, set $c x+d=y^{2}$; then $a x+b=y^{2} a / c+q^{2}$ can be made the square of $q-k y$. To make (pp. 145-6) $H+x=\square, H-x=\square$, according to $L$. Pisano, we have only to express $2 H$ as a sum of two squares.

To find three numbers in geometrical progression the difference of any two of which is a square, R. Nicholson ${ }^{38}$ took $n x, n^{2} x, n^{3} x$ as the numbers. Since the ratios of their differences are $1: n+1: n$, take $n=v^{2}$, $v^{2}+1=\square=(v+s)^{2}$. For the resulting $v, n-1$ is a square. Taking $x$ to be a square, we get an answer. J. Cunliffe took $n a^{4}, n a^{2} b^{2}, n b^{4}$ as the numbers, where $n=a^{2}-b^{2}$; the single condition $a^{2}+b^{2}=\square$ is satisfied if $b=r^{2}-s^{2}$, $a=2 r s$.

To find three numbers in geometrical progression whose sum is a square, severa $1^{39}$ took $x^{2}, n x^{2}, n^{2} x^{2}, 1+n+n^{2}=\square=(n e-1)^{2}$.

To find ${ }^{40}$ three numbers the difference of any two being a square, take $x-y=16 v^{2}, x-z=25 v^{2}, y-z=9 v^{2}$, where $v$ and $z$ are arbitrary; or take $5 x^{2}, x^{2}, b^{2}+x^{2}$, where $4 x^{2}-b^{2}=(2 x-n)^{2}$ gives $x$; or take $(x+1)^{2}, 2 x+1,4 x$, where $2 x-1=\square$.
J. Cunliffe ${ }^{41}$ made $x-y$, etc., and $x+y-z$, etc., squares. Take

$$
x+y-z=a^{2}, \quad x+z-y=b^{2}, \quad y+z-x=c^{2}
$$

Equate $x-y=\frac{1}{2}\left(b^{2}-c^{2}\right)$ to $e^{2}, x-z=\frac{1}{2}\left(a^{2}-c^{2}\right)$ to $d^{2}$. Then

$$
y-z=\frac{1}{2}\left(a^{2}-b^{2}\right)=d^{2}-e^{2}
$$

must be a square, whence $d=2 r s\left(m^{2}+n^{2}\right), e=2 r s(2 m n)$. Set

$$
(a+b) r=2 s(d+e), \quad(a-b) s=r(d-e),
$$

which give
$a=\left(m^{2}+n^{2}\right)\left(r^{2}+2 s^{2}\right)-2 m n\left(r^{2}-2 s^{2}\right), \quad b=2 m n\left(r^{2}+2 s^{2}\right)-\left(m^{2}+n^{2}\right)\left(r^{2}-2 s^{2}\right)$.
${ }^{36}$ Trans. Roy. Soc. Edinb., 2, 1790, 193, Prob. IV.
${ }^{37}$ Origine, Trasporto in Italia . . . Algebra, 1, 1797, 105-7.
${ }^{38}$ The Gentleman's Diary, or Math. Repository, 1798, No. 58; Davis' ed., 3, 1814, 290.
${ }^{39}$ The Gentleman's Math. Companion, London, 1, No. 2, 1799, 18.
${ }^{40}$ Ibid., 21.
${ }^{41}$ The Gentleman's Diary, or Math. Repository, London, No. 61, 1801, 43, Quest. 800.

Take $c=2 m n\left(r^{2}+2 s^{2}\right)-\left(m^{2}-n^{2}\right)\left(r^{2}-2 s^{2}\right)$. Then $c^{2}=b^{2}-2 e^{2}$ gives

$$
n: m=12 r^{2} s^{2}-r^{4}-4 s^{4}: 8 s^{4}-2 r^{4} .
$$

Cunliffe ${ }^{42}$ treated the last problem and Prob. 8: Divide $n$ into four parts the difference of any two parts being a square. Also Prob. 9: Find four numbers whose sum and sums by twos are squares.
R. Adrain ${ }^{43}$ made two or three linear functions rational squares as had Lagrange. ${ }^{29}$

Several ${ }^{44}$ found two numbers such that if unity be added to each and to their sum and difference, the sums are squares. The numbers $x^{2} \pm 2 x$ answer the first two conditions. Then $4 x+1=\square=p^{2}, 2 x^{2}+1=\square$. Take $p=r+1$. Then $16\left(2 x^{2}+1\right)=\left(r^{2}+4\right)^{2}$ if $r=-8$, whence the numbers are 120 , 168.
S. Johnson ${ }^{45}$ found integers $x, y, z, v$ such that their sum and the sum of any two are squares and $2(v+x+y)=\square$. Set $x+y+z+v=a^{2}, x+z=b^{2}$, $y+z=c^{2}, x+y=d^{2}$. Thus $2 z=b^{2}+c^{2}-d^{2}$. Then $v+x=a^{2}-y-z=a^{2}-c^{2}$, $v+y=a^{2}-b^{2}, v+z=a^{2}-d^{2}$ must be squares. Set $a^{2}-c^{2}=e^{2}, a^{2}-d^{2}=f^{2}$, $c=r p-f, e=s p+d$. Then $c^{2}+e^{2}=d^{2}+f^{2}$ gives $p=(2 r f-2 s d) /\left(r^{2}+s^{2}\right)$. To obtain integers, take $f=\left(n^{2}-m^{2}\right)\left(r^{2}+s^{2}\right), d=2 m n\left(r^{2}+s^{2}\right)$. Then

$$
e=\left(r^{2}-s^{2}\right) \cdot 2 m n+\left(n^{2}-m^{2}\right) \cdot 2 r s, \quad c=\left(r^{2}-s^{2}\right)\left(n^{2}-m^{2}\right)-2 n m \cdot 2 r s
$$

By $a^{2}=d^{2}+f^{2}, a=\left(n^{2}+m^{2}\right)\left(r^{2}+s^{2}\right)$. Thus $a^{2}-b^{2}=\square$ if $b=\left(n^{2}+m^{5}\right) \cdot 2 r s$. Finally,
$2(v+x+y)=2 a^{2}+d^{2}-b^{2}-c^{2}=n^{4}\left(r^{2}+s^{2}\right)^{2}+\cdots$

$$
=\left\{n^{2}\left(r^{2}+s^{2}\right)-n m\left(\frac{4 r^{3} s-4 r s^{3}}{r^{2}+s^{2}}\right)+m^{2}\left(r^{2}+s^{2}\right)\right\}^{2}
$$

if $n: m=2 r s\left(r^{2}+s^{2}\right)^{2}: s^{6}-r^{2} s^{4}+s^{2} r^{4}-r^{6}$.
Johnson ${ }^{48}$ used the same methods to find $x, y, z, v$ whose sum is a square and difference of any two is a square. J. Cunliffe took $v-x=c^{2}$, $v-y=b^{2}, v-z=a^{2}, v+x+y+z=n$; it remains to make $x-y=b^{2}-c^{2}$, $x-z=a^{2}-c^{2}, y-z=a^{2}-b^{2}$ squares. Hence we desire three squares $a^{2}, b^{2}, c^{2}$ the difference of any two of which is a square. This is stated to be true if $a^{2}=485809, b^{2}=451584, c^{2}=462400$.

The problem ${ }^{46 a}$ to find three numbers in A. P., the sum of any two of which exceeds the remaining one by a square, reduces to $x^{2}+z^{2}=2 y^{2}$ (Ch. XIV).
J. Cunliffe ${ }^{46 b}$ found two rational numbers $\left(x^{2}+n\right.$ and $\left.y^{2}+n\right)$ such that each and their sum and their difference exceed a given number $n$ by squares. The condition $x^{2}+y^{2}+n=\square=(x+v)^{2}$ gives $x$ in terms of $y, v, n$. Then $x^{2}-y^{2}-n=\square=\left(n-v^{2}-y^{2}\right)^{2} /\left(4 v^{2}\right)$ if $n^{2}-2 n v^{2}=\square=(r v-n)^{2}$, which determines $v$.

[^331]C. F. Kausler ${ }^{47}$ treated the problem to divide a given number $a$ into $n$ parts such that the sum of any $n-1$ parts shall be a square. [The treatment by Diophantus, V, 17, of the case $n=4$ was given in Ch. VIII.] The treatment for $n$ is similar to that for his first case $n=5$. Then, by addition, the sum of the 5 squares $s_{1}^{2}, \cdots, s_{5}^{2}$ is $4 a$. First, find a square $P^{2}$ approximately equal to $4 a / 5$, say
$$
P^{2}=\frac{4 a}{5}+\frac{1}{25 z^{2}}, \quad 20 a z^{2}+1=\square=(1-m z)^{2}, \quad z=\frac{2 m}{m^{2}-20 a} .
$$

Since every number is a sum of 5 squares, set

$$
4 a=g_{1}^{2}+\cdots+g_{5}^{2}, \quad P=\frac{M}{N}=g_{i}+\frac{\alpha_{i}}{N}, \quad s_{i}=g_{i}+\alpha_{i} x
$$

Thus $\alpha_{i}=M-g_{i} N$. Since $\Sigma s_{i}^{2}=4 a$, we get $x=-2 \Sigma g_{i} \alpha_{i} / \Sigma \alpha_{i}^{2}$. Thus, if $a=21$, the nearest square root of $20 a$ is $m=21$, whence $z=2, M=41, N=10$. Since $4 a=1+9+25+49,1=(9+16) / 25$, the $g$ 's are $3 / 5,4 / 5,3,5,7$, the $\alpha$ 's are $35,33,11,-9,-29$, and $x=1676 / 16785$.

To find ${ }^{48}$ three numbers $x, v x, v^{2} x$ in geometrical progression such that each increased by a given number $n$ is a square. From $x+n=c^{2}$, $v x+n=(d+c)^{2}$, we get $x, v$. In the resulting value of $v^{2} x+n$, put $c^{2}-n=r^{2}$; then

$$
d^{4}+4 d^{3} c+2 d^{2}\left(2 c^{2}+r^{2}\right)+4 r^{2} d c+r^{2} c^{2}=\square=\left(d^{2}-2 r d-r c\right)^{2}
$$

gives $d$. The desired numbers are $r^{2}, \frac{1}{4} r^{2}-n,\left(\frac{1}{4} r^{2}-n\right)^{2} / r^{2}$, where $r=\left(n-s^{2}\right) /(2 s)$ makes $r^{2}+n=\square=c^{2}$.

Several ${ }^{49}$ found four integers whose sum is $a^{2}$ and excess of the sum of any three over the fourth is a square $b^{2}, c^{2}, d^{2}$ or $e^{2}$. Hence $b^{2}+c^{2}+d^{2}+e^{2}=2 a^{2}$, which determines $a$ rationally if we take $c=p-a, d=q-a$.

To find ${ }^{49 a}$ two numbers ( $v^{2}-n$ and $w^{2}-n$ ) whose difference is a square and such that if each and their sum be increased by the same number $n$ there result squares, we have to make $v^{2}-w^{2}$ and $v^{2}+w^{2}-n$ squares and hence a certain quartic function a square.
J. Winward ${ }^{50}$ found $N$ integers whose sum is a square $m^{2}$ and sum of any $N-1$ of them is a square. Take $(2 m-n) n,(2 m-2 n)(2 n),(2 m-3 n)(3 n)$, $\cdots,\{2 m-(N-1) n\}(N-1) n$ as the first $N-1$ numbers, and $m^{2}$ less their sum as the $N$ th. Then $m^{2}$ exceeds the $j$ th number $(j<N)$ by $(m-j n)^{2}$. Equating the excess of $m^{2}$ over the $N$ th number to $(n r)^{2}$, we get $m$ in terms of $n, r$.

Several ${ }^{51}$ solved $z+a^{2}=\square, z / n+a^{2}=\square$ by known methods.
To find ${ }^{52}$ four integers whose differences are squares, let $x=2 l m n$, $y=l\left(m^{2}-n^{2}\right)$. Then five of the differences of $u, u+x^{2}, u+x^{2}+y^{2}$,

[^332]$u+\left(l^{2} m^{2}+n^{2}\right)^{2}$ are squares. It remains to make $\left(l^{2} m^{2}+n^{2}\right)^{2}-l^{2}\left(m^{2}+n^{2}\right)^{2}=\square$. Take $l=2$. Then $3\left(4 m^{4}-n^{4}\right)=\square$. From the case $m=n=1$, we get the new solution $m=37, n=23$ by Euler's ${ }^{67}$ method of Ch. XXII.
W. Wright ${ }^{53}$ found three numbers $v^{2}-1, x^{2}-1, y^{2}-1$ whose sum is a square, each plus unity is a square, and the sum of the roots of the latter squares is a square. Take $v^{2}+x^{2}+y^{2}-3=(v+p)^{2}, v+x+y=q^{2}$.

To find three numbers such that the sum of the first and second and difference of first and third are squares, the sum of whose roots shall be a square and equal to the sum of the required three numbers, F. N. Benedict ${ }^{54}$ took the latter to be $a^{2} x^{2}-x^{2}, x^{2},\left(b^{2}+a^{2}-1\right) x^{2}$. Then $a x+b x=c x^{2}$ determines $x$, where $c=2 a^{2}+b^{2}-1$. Finally, $c=\square=(b-m)^{2}$ gives $b$.

Several ${ }^{55}$ found three numbers $x^{2}-1, y^{2}-1, z^{2}-1$ in arithmetical progression, whose sum is a square and each plus unity is a square. Use the known solution $x, z= \pm\left(m^{2}-n^{2}\right)+2 m n ; y=m^{2}+n^{2}$ of $x^{2}+z^{2}=2 y^{2}$. To make $x^{2}+y^{2}+z^{2}-3=3\left(m^{2}+n^{2}\right)^{2}-3=\square$, take $n=1$ and solve $3 m^{2}+6=\square$ as usual.
W. Wright ${ }^{56}$ found three integers $x, y, z$, double the difference of any two being a square, also double the difference of the sum of any two and the third. First, solve $n\left(a^{2}-b^{2}\right)=p^{2}, n\left(c^{2}-b^{2}\right)=q^{2}$. Since $p^{2}-q^{2}=n\left(a^{2}-c^{2}\right)$, take $a+c=(p+q) t /(v n), a-c=(p-q) v / t$, which give $a, c$. Then $p^{2}-q^{2}=\square$ if $p=2 t m n\left(d^{2}+e^{2}\right), q=2 t v n \cdot 2 d e$. For brevity, set $r=t^{2}+n v^{2}, s=t^{2}-n v^{2}$. Then $a=r\left(d^{2}+e^{2}\right)+2$ des, $\quad c=s\left(d^{2}+e^{2}\right)+2$ der. Then $n\left(c^{2}-b^{2}\right)=q^{2}$ or $c^{2}-q^{2} / n=\square$, becomes a quartic in $d$, which is satisfied if $d=2 r s e /\left(4 t^{2} v^{2} n-s^{2}\right)$. The case $n=1 / 2$ leads to a solution of the initial problem. Set $2(x+y-z)=a^{2}, 2(y+z-x)=b^{3}, 2(x+z-y)=c^{2}$, which give $x, y, z$. Then the init al three conditions require that $\frac{1}{2}\left(c^{2}-b^{2}\right), \cdots$ be squares.
J. R. Young ${ }^{57}$ treated Diophantus III, 7, 9 somewhat as had Prestet. ${ }^{15}$ To make (pp. 347-51) $x \pm y, x \pm z, y \pm z$ all squares, take $x+y=u^{2}, x+z=v^{\circ}$, $y+z=w^{2}$. Then $x-y=v^{2}-w^{2}, x-z=u^{2}-w^{2}$ are squares if $u=a c+b d$, $v=a d+b c, w^{2}=4 a b c d$. Then $y-z=\left(a^{2}-b^{2}\right)\left(c^{2}-d^{2}\right) . ~ F o r ~ a=9, b=4 \quad c=81$, $d=49$, we get Euler's ${ }^{28}$ first answer, believed to give the smallest possible numbers. Or we may make $a^{2}-b^{2}=\square$ by taking $a=m^{2}+n^{2}, b=2 m n$ and similarly for $c^{2}-d^{2}$. Other methods are based on the choice

$$
u^{2}=\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right), \quad v=a c \pm b d, \quad w=a d \pm b c .
$$

He (p. 345) treated Diophantus IV, 14.
F. T. Poselger ${ }^{58}$ treated $A=\square, B=\square$ for the case in which $A-B$ is factorable into $p q$ (cf. Diophantus II, 12). We may set
since

$$
A, B=\left[\left(y^{2} p \pm q\right) /(2 y)\right]^{2}
$$

$$
\left(y^{2} p+q\right)^{2}-\left(y^{2} p-q\right)^{2}=4 y^{2} p q
$$

[^333]S. Ryley ${ }^{59}$ found three numbers whose sum, sum of any two, and difference of any two plus unity are squares. Take $x+y=a^{2}, x+z=b^{2}$, $y+z=1$. The remaining conditions reduce to
$$
2 a^{2}+2 b^{2}+2=n^{2}, \quad a^{2}-b^{2}+1=r^{2} .
$$

Then $4 b^{n}=n^{3}-2 r^{2}=(n-r m)^{2}$ if $n=r\left(m^{2}+2\right) /(2 m)$. Take $r=2 m$. Then $4 a^{2}=n^{2}+2 r^{2}-4=\square$ if $m^{2}+12=\square=(s-m)^{2}$, say. Several used the numbers $2 x^{2}+2 y^{2}-\frac{1}{2}, 2 x^{2}-2 y^{2}+\frac{1}{2}, 2 y^{2}-2 x^{2}+\frac{1}{2}$, which satisfy five of the conditions. To satisfy $4 x^{2}-4 y^{2}+1=v^{2}$, take $x+y=v+1,4(x-y)=v-1$. For the resulting $x, y, 16\left(2 x^{2}+2 y^{2}+\frac{1}{2}\right)=17 v^{2}+30 v+25=(a v-5)^{2}$, by choice of $v$.

Fr. Buchner ${ }^{60}$ solved $x+1=p^{2}, x-1=q^{2}$ by setting $p+q=m, p-q=2 / m$, and sim larly for $x+a=p^{2}, x-b=q^{2}$.
T. Baker ${ }^{61}$ found four numbers $p^{2}-s, q^{2}-s, r^{2}-s, s$ such that the sum of any two is a square, the difference of any two increased by a square $r^{2}$ (which is to be found) is a square, and the sum of all four diminished by $r^{2}$ is a square. Set $2 s=r^{2}-t$. We need only make $p^{2}+t, q^{2}+t, r^{2}+t$, $A=p^{2}-q^{2}+r^{2}, B=p^{2}+q^{2}-r^{2}+t$ squares. Equate the first three to the squares of $p+t / x, q+t / y, r+t / z$ respectively, thus finding $p, q, r$. Then $A=\{p-v(q+r)\}^{2}$ determines $t$, and $B=\square$ holds if

$$
v=\frac{x(y-z)}{x^{2}-y z}+\frac{\left(x^{2}+y z\right)^{3}}{2 x(y+z)\left(x^{4}+y^{2} z^{2}\right)} .
$$

S. Jones ${ }^{62}$ found four positive integers $x, y, z, y+z-x$ half of whose sum is a square, the sum of any two is a square, the difference of any two increased by a given square $e^{2}$ is a square, and the sum of the four diminished by $e^{2}$ is a square. Take $x+y=a^{2}, x+z=b^{2}, y+z=c^{2}, 2 y+z-x=d^{2}$, $y+2 z-x=e^{2}$, whence $a^{2}+e^{2}=b^{2}+d^{2}=2 c^{2}$, which are satisfied if

$$
a, e=\frac{\left\{2 p v \mp\left(p^{2}-v^{2}\right)\right\} c}{p^{2}+v^{2}} ; \quad b, d=\frac{\left\{2 p \pm\left(p^{2}-1\right)\right\} c}{p^{2}+1} .
$$

Then all further conditions are satisfied if $b^{2}-c^{2}+e^{2}=\square$, i. e.,
$f=m^{2} p^{4}+4 n^{2} p^{3} v+2 m^{2} p^{2} v^{2}-4 n^{2} p v^{3}+m^{2}=\square, \quad m=p^{2}+2 p-1, \quad n=p^{2}+1$.
Now $f$ is the square of $m p^{2}-2 n^{2} p v / m+m v^{2}$ if $v=2 m^{2} p / n^{2}$.
T. Baker ${ }^{63}$ found five integers $p^{2}-t, q^{2}-t, r^{2}-t, s^{2}-t, t$ the sum of any two of which is a square. Set $2 t=p^{2}+q^{2}-m^{2}$. We need only make $r^{2}+m^{2}-q^{2}, \quad r^{2}+m^{2}-p^{2}, \quad s^{2}+m^{2}-q^{2}, \quad s^{2}+m^{2}-p^{2}, \quad A=r^{2}+s^{2}+m^{2}-p^{2}-q^{2}$ squares. Equate the first four to the squares of

$$
r+x(m-q), \quad r+z(m-p), \quad s+y(m-q), \quad s+w(m-p)
$$

respectively. The resulting relations serve to express $r / m, s / m, p / m, q^{\prime} m$ rationally in terms of $x, y, z, w$. The condition $A=\square$ is satisfied by making special assumptions.

[^334]C. Gill ${ }^{64}$ found five numbers the sum of every three being a square. He used trigonometry.

To find three integers in geometrical progression, such that each plus unity is a square, Judge Scott ${ }^{65}$ took $x^{2}-1,2 x\left(x^{2}-1\right), 4 x^{2}\left(x^{2}-1\right)$. It remains only to satisfy $2 x\left(x^{2}-1\right)+1=\square=p^{2}$; take $2 x+2=p \pm 1, x^{2}-x=p \mp 1$. A. Martin used $x, x y, x y^{2}$ and took $y=a^{2} x+2 a$. Then $x y+1=\square$, $x y^{2}+1=\left(1+2 a^{2} x\right)^{2}$ if $x=(4 a-4) / a$, and $x+1=b^{2}$ gives $a$. D. S. Hart used $x, x y, x y^{2}$ with $x=m^{2}+2 m$.
A. Emmerich, ${ }^{66}$ to solve $4 x+5=u^{2}, 5 x+4=v^{2}$, eliminated $x$ to show that $u=3 \alpha, v=3 \beta, 5 \alpha^{2}-4 \beta^{2}=1$, every solution of which is given by

$$
2 \beta \pm \alpha \sqrt{5}=(2 \pm \sqrt{5})^{2 n+1}
$$

To find ${ }^{67}$ three integers in arithmetical progression such that the sum of every two is a square. To find ${ }^{68}$ two numbers such that if unity be added to each of them or to their sum or to their difference, the resulting sums are all squares.
A. Martin ${ }^{69}$ found three numbers the sum of any two of which is a square and the sum of the resulting three squares is a square. Set $x+y=p^{2}$, etc. The condition $p^{2}+q^{2}+r^{2}=w^{2}$ is satisfied if
$p=2 s t\left(u^{2}+v^{2}\right), \quad q=2 u v\left(s^{2}-t^{2}\right), \quad r=\left(s^{2}-t^{2}\right)\left(u^{2}-v^{2}\right), \quad w=\left(s^{2}+t^{2}\right)\left(u^{2}+v^{2}\right)$.
Several ${ }^{70}$ solved $a^{2}+x=y^{2}, a^{2}+x / p=z^{2}$ by use of

$$
y^{2}-p z^{2}=a^{2}-p a^{2}=(a m \pm p a n)^{2}-p(a m \pm a n)^{2}, \quad m^{3}-p n^{2}=1
$$

H. Brocard ${ }^{71}$ discussed three numbers in geometrical progression, each plus unity a square.
P. W. Flood ${ }^{72}$ found three numbers, the first two being squares, the sum of all and the sum of any two being squares. Take $16 x^{2}, 9 x^{2}, y^{2}-10 x y$. It remains to satisfy $9 x^{2}-10 x y+y^{2}=\square, 16 x^{2}-10 x y+y^{2}=\square$; eliminate $x^{2}$.
R. W. D. Christie ${ }^{73}$ solved $x+1=a^{2}, y+1=b^{2}, x+y+1=c^{2}, x-y+1=d^{2}$. Take $e=g^{2}-h^{2}, f=2 g h, a=g^{2}+h^{2}$. Then

$$
a^{2}=e^{2}+f^{2}, \quad b^{2}=2 e f+1=\square=(1+2 g h)^{2}
$$

if $g=\frac{1}{2}(h \pm r)$, where $r^{2}=5 h^{2}+4$ is solved by continued fractions.
Coccoz ${ }^{74}$ noted that the sum and difference of any two of the three numbers 2399057,2288168 and 1873432 are squares, and gave a general solution depending on a function of degree 20 [Rolle $\left.{ }^{18}\right]$.

[^335]To find ${ }^{75}$ three integers the difference of every two of which is a square. Likewise ${ }^{76}$ for four integers. To make ${ }^{77} x+y+z, x+y, y+z, z+x$ all squares.

Several ${ }^{78}$ solved $3 x+1=\square, 7 x+1=\square$.
A. Cunningham ${ }^{79}$ found integers $x_{1}, \cdots, x_{r}$ such that, if a given number $N$ be added to their sum $s$ or to the sum of any $r-1$ of them, the results are squares. From $s+N=\sigma^{2}, s-x_{i}+N=\sigma_{i}^{2}$, we get $x_{i}=\sigma^{2}-\sigma_{i}^{2}(i=1, \cdots, r)$. Then the initial condition can be written

$$
(r-1) \sigma^{2}+N-\sigma_{5}^{2}-\cdots-\sigma_{r}^{2}=\sigma_{1}^{2}+\cdots+\sigma_{4}^{2} .
$$

We may assign any values to $\sigma, \sigma_{5}, \cdots, \sigma_{r}$ such that the left member is positive and hence a sum of four squares.
A. Gérardin ${ }^{80}$ treated the problem to find a number $N$ which can be separated into four parts such that the sum of any two parts is a square. We need only use a number $N$ which is a sum of two squares in three ways. Or we may employ the formula for $N=\left(a^{2}+b^{2}\right)\left(m^{2}+p^{2}\right)$ as a sum of two squares and take $m=f^{2}-g^{2}, n=2 f g$, whence

$$
N=\left\{a\left(f^{2}-g^{2}\right) \pm 2 b f g\right\}^{2}+\left\{b\left(f^{2}-g^{2}\right) \mp 2 a f g\right\}^{2}=\left\{a\left(f^{2}+g^{2}\right)\right\}^{2}+\left\{b\left(f^{2}+g^{2}\right)\right\}^{2} .
$$

P. von Schaewen ${ }^{81}$ remarked that the triple equality (1) is not solvable by the method of Fermat or by any known method and proved that there is a solution $x \neq 0$ if and only if $a^{2}\left(z^{2}-1\right)^{2}+4 b^{2} z^{2}=\square$ has a solution other than $z=0, z=1$. For de Billy's case $a=2, b=3$, the condition is $\left(z^{2}-1\right)^{2}+9 z^{2}=\square$, which has no rational solutions other than $z=0, z=1$, as proved by Euler ${ }^{144}$ of Ch. XXII. Thus the triple equation has only the solution $x=0$.
E. Haentzschel ${ }^{82}$ treated the following problem. Given $e_{1}, e_{2}, e_{3}$, find a rational number $s$ such that $s-e_{1}, s-e_{2}, s-e_{3}$ shall be rational squares. Their product $v^{2} / 4$ must be a square. The relation

$$
v^{2}=4\left(s-e_{1}\right)\left(s-e_{2}\right)\left(s-e_{3}\right)
$$

is satisfied if $s$ is Weierstrass' function $\wp(u)$ and $v=\wp^{\prime}(u)$. Hence the problem is to find a rational value of $\wp(u)$ such that also $\wp^{\prime}(u)$ is rational. The solution is effected by means of the relation between $\wp(2 u)$ and $\wp(u)$, and shown to be equivalent to that by Euler ${ }^{27}$ for his case of rational $e_{1}$, $e_{2}, e_{3}$ [cf. Haentzschel ${ }^{156}$ of Ch. V]. Here is treated at length the case $e_{1}=-8 ; e_{2}, e_{3}=4 \pm 3 \sqrt{-3}$.
H. C. Pocklington ${ }^{83}$ noted that the first, second, fifth and tenth terms of an arithmetical progression are not all squares, unless the first is zero or all are equal.

[^336]E. Haentzschel, A. Korselt, and P. von Schaewen ${ }^{84}$ treated the problem to find 3 numbers in arithmetical progression the sum of any two of which is a square (Diophantus III, 9).
A. Gérardin ${ }^{85}$ noted further cases of Euler's relation (2):
\[

$$
\begin{aligned}
13920^{2} & =\left(7^{4}-3^{4}\right)\left(17^{4}-1\right), & 62985^{2} & =\left(14^{4}-5^{4}\right)\left(18^{4}-1\right), \\
3567^{2} & =\left(5^{4}-4^{4}\right)\left(21^{4}-20^{4}\right), & 2040^{2} & =\left(2^{4}-1\right)\left(23^{4}-7^{4}\right), \\
7800^{2} & =\left(9^{4}-7^{4}\right)\left(11^{4}-2^{4}\right), & 230880^{2} & =\left(17^{4}-9^{4}\right)\left(29^{4}-11^{4}\right) .
\end{aligned}
$$
\]

He and A . Cunningham ${ }^{\text {86 }}$ noted solutions of

$$
P(x+y)+Q x=\square, \quad P(x+y)+Q y=\square
$$

E. Turrière ${ }^{87}$ obtained a second solution from one of $a x+a^{\prime}=\square$, $b x+b^{\prime}=\square$.
H. R. Katnick ${ }^{88}$ noted that $z \pm n$ can be made squares if $n$ is even.
M. Rignaux ${ }^{89}$ gave Rolle's ${ }^{18}$ solution in factored form, and also

$$
\begin{gathered}
A=\Pi\left(81 p^{8} \pm 36 p^{6} q^{2}+38 p^{4} q^{4} \pm 4 p^{2} q^{6}+q^{8}\right), \\
B=16 p^{2} q^{2}\left(9 p^{4}+q^{4}\right)\left(81 p^{8}-2 p^{4} q^{4}+q^{8}\right), \quad C=32 p^{4} q^{4}\left(27 p^{4}+q^{4}\right)\left(3 p^{4}+q^{4}\right)
\end{gathered}
$$

In terms of any given solution are expressed two new solutions.
On linear functions made squares, see Genocchi ${ }^{44}$ of Ch. XIV.

[^337]
## CHAPTER XVI.

## TWO QUADRATIC FUNCTIONS OF ONE OR TWO UNKNOWNS MADE SQUARES.

Congruent numbers $k ; x^{2} \pm k=\square$ both solvable.
Diophantus, III, 22, found solutions of $\left(x_{1}+x_{2}+x_{3}+x_{4}\right)^{2} \pm x_{2}=\square$ [see Ch. VI] and, in V, 9 , found solutions of $x_{i}^{2} \pm\left(x_{1}+x_{2}+x_{3}\right)=\square$. In each case he began with the fact that in any right triangle having the hypotenuse $h$ and legs $a, b$, the numbers $h^{2} \pm 2 a b$ are squares.

An anonymous Arab manuscript, ${ }^{1}$ written before 972 , contains the problem [of congruent numbers]: Given an integer $k$, to find a square $x^{2}$ such that $x^{2} \pm k$ are both squares. The most convenient artifice to solve this problem is stated to be the theorem that if $x^{2}+y^{2}=z^{2}$, then $z^{2} \pm 2 x y=(x \pm y)^{2}$. [Hence $2 x y$ is a congruent number if $x, y$ are the legs of a right triangle.] It is stated that, if the triangle is primitive and if $x^{2} \pm k$ are squares, the final digits of these squares are 1 or 9 , with the express statement that the digit is not 5 [squares of odd numbers end in 1,5 or 9 ]. An example is given: Using the primitive right triangle with the sides 3, 4, we get $2 x y=24,5^{2}+24=7^{2}, 5^{2}-24=1^{2}$. A table gives the expression of the odd numbers $3, \cdots, 19$ in various ways as sums of two relatively prime parts $a, b$; also the sides $2 a b, a^{2} \pm b^{2}$ of a right triangle, and $k=2(2 a b)\left(a^{2}-b^{2}\right)$; finally, $u$ and $v$ in $z^{2}+k=u^{2}, z^{2}-k=v^{2}$, where $z$ is the corresponding hypotenuse. The table has 34 such $k$ 's. Woepcke noted that if we delete their square factors, we get the following 30 "primitive congruent numbers":

| 5 | 34 | 210 | 429 | 2730 |
| ---: | ---: | ---: | ---: | ---: |
| 6 | 65 | 221 | 546 | 3570 |
| 14 | 70 | 231 | 1155 | 4290 |
| 15 | 110 | 286 | 1254 | 5610 |
| 21 | 154 | 330 | 1785 | 7854 |
| 30 | 190 | 390 | 1995 | 10374. |

Woepcke remarked (p. 352) that there is no indication that the Arabs knew Diophantus prior to the translation by Aboul Wafâ ( $\dagger 998$ ), but they may well have derived the problem of congruent numbers from the Hindus who were early acquainted with the indeterminate analysis of Diophantus.

Mohammed Ben Alhocain, ${ }^{2}$ in an Arab manuscript of the tenth century, stated that the principal object of the theory of rational right triangles is to find a square which when increased or diminished by a certain number $k$ becomes a square. He proved geometrically Diophantus' result that if $x^{2}+y^{2}=z^{2}$ then $z^{2} \pm 2 x y=(x \pm y)^{2}$, so that $z^{2}$ is the required square. Again,

[^338]start with any two numbers $a, b$ and take $k=a b(a+b) /(a-b)$. Then
$$
\left[\frac{a^{2}+b^{2}}{2(a-b)}\right]^{2} \pm k=\left[\frac{a+b}{2} \pm \frac{a b}{a-b}\right]^{2} .
$$

Or we may form the right triangle with the legs $a^{2}-b^{2}, 2 a b$ and take as $k$ the double of their product.

Alkarkhi ${ }^{3}$ (beginning of the eleventh century), to make $\xi+\xi^{2}$ and $\xi-\xi^{2}$ squares, began by solving the system $y+x^{2}=\square, y-x^{2}=\square$. Set $y=2 x+1$, so that $y+x^{2}=\square$. Then $y-x^{2}=2 x+1-x^{2}$ will be the square of $1-x$ if $x=2$. Then $x^{2}=4, y=5$ and $\xi=4 / 5$ [since the initial system is satisfied if $\left.\xi^{2} / \xi=x^{2} / y\right]$. The method is stated to be useful in the solution of $x^{2}+m x=\square$, $x^{2}-n x=\square . \quad$ Although this problem does not belong directly to the present subject, it has been inserted here in view of the use by Leonardo of the same method.

Leonardo Pisano ${ }^{4}$ mentioned about 1220 the problem, which had been proposed to him by Johann Panormitanus of Palermo, to find a square which when either increased or decreased by 5 gives a square. He stated that the answer is the square of $3+\frac{1}{4}+\frac{1}{6}\left[=\frac{41}{12}\right]$; for, its square increased by 5 gives the square of $4 \frac{1}{12}$, and decreased by 5 gives the square of $2+\frac{1}{3}+\frac{1}{4}\left[=\frac{31}{12}\right]$. He said that he would treat such questions in a work to be entitled " liber quadratorum." The latter, ${ }^{5}$ dated 1225, opened with a bare mention of this special problem, but later ${ }^{6}$ took up the general problem: To find a number which added to a square and subtracted from the same square gives squares; or, what is equivalent, to find three squares $x_{1}^{2}, x_{2}^{2}, x_{3}^{2}$ and a number (congruum) $y$ such that

$$
x_{2}^{2}-y=x_{1}^{2}, \quad x_{2}^{2}+y=x_{3}^{2} .
$$

Since any square is the sum of consecutive odd numbers $1,3, \cdots$, beginning with unity, $y$ must equal the sum of those odd numbers which enter the sum for $x_{2}^{2}$ and not in $x_{1}^{2}$, and again those in $x_{3}^{2}$ and not in $x_{2}^{2}$. He proposed to determine $y$ so that the number of consecutive odd numbers whose sum is $x_{2}^{2}-x_{1}^{2}$ shall bear to the number making up $x_{3}^{2}-x_{2}^{2}$ a given ratio $a / b$. Let first

$$
\begin{equation*}
\frac{a}{b}<\frac{a+b}{a-b} . \tag{1}
\end{equation*}
$$

To treat together ${ }^{7}$ the two cases separated by Leonardo, let $s$ and $t$ represent $a$ and $b$ when $a+b$ is even, but represent $2 a$ and $2 b$ when $a+b$ is odd. Set

$$
\begin{array}{rlrlr}
m & =s(a-b), & & n=t(a-b), &  \tag{2}\\
p=n p, \\
p & =s(a+b), & & =t(a+b), & \\
& =m q, \\
\hline
\end{array}
$$

${ }^{2}$ Extrait du Fakhri, French transl. by F. Woepcke, Paris, 1853, (28), p. 85; same in (27), pp. 111-2.

- At the beginning of his Opuscoli, published by B. Boncompagni in Tre Scritti Inediti di L. Pisano, Rome, 1854, 2, and in Scritti di L. Pisano, Rome, 2, 1862, 227.
${ }^{5}$ Tre Scritti, 55 , seq. Scritti, II, 253-283. B. Boncompagni, Comptes Rendus Paris, 40, 1855,779 , and R. B. McClenon, Amer. Math. Monthly, 26, 1919, 1-8, gave a summary of the topics treated in the liber quadratorum. Cf. O. Terquem, Annali di Sc. Mat. Fis., 7, 1856, 140-7; Nouv. Ann. Math., 15, 1856, Bull. Bibl. Hist., 63-71. Xylander wrongly said that Leonardo borrowed from Diophantus (ef. Tibri, ${ }^{24}$ II, 41).
${ }^{8}$ Invenire numerum, Tre Scritti, p. 83; Scritti, II, 265.
${ }^{7}$ A. Genocchi, Note analitiche sopra Tre Scritti . . . , Annali di Scienze Mat. e Fis., 6, 1855, 275-8. Cf. Leonardolot of Ch. XIII.
all of which are even. By (1), $s(a-b)<t(a+b)$, whence $m<q$. Now $v=m q$ is the sum of $m$ consecutive odd numbers
(3) $q-(m-1), \cdots, \quad q-3, \quad q-1, \quad q+1, \quad q+3, \cdots, \quad q+(m-1)$.

Similarly, $u=n p$ is the sum of $n$ consecutive odd numbers equidistant by twos from $p$. Thus the numbers of terms in the sums for $v$ and $u$ have the ratio $m: n=s: t=a: b$. There are $(q-m) / 2$ odd numbers $<q-m$; their sum $z_{1}$ is $(q-m)^{2} / 4$. The sum $z_{2}$ of the odd numbers $<q+m$ is $(q+m)^{2} / 4$. Between $q-m$ and $q+m$ lie the $m$ consecutive odd numbers (3), so that their sum is $v$. But

$$
m+n=(s+t)(a-b)=(a+b)(s-t)=p-q, \quad q+m=p-n .
$$

Thus the $n$ odd numbers between $p-n$ and $p+n$, whose sum is $u$, are the $n$ odd numbers which follow $q+m$. Finally, the sum $z_{3}$ of the odd numbers $<p+n$ is $(p+n)^{2} / 4$. Hence $z_{1}+v=z_{2}, z_{2}+u=z_{3}$, while $z_{1}, z_{2}, z_{3}$ are squares; further,

$$
v=m q=s t(a-b)(a+b)=n p=u .
$$

Thus the proposed problem is solved by taking ${ }^{8}$

$$
y=v=u, \quad x_{1}^{2}=z_{1}, \quad x_{2}^{2}=z_{2}, \quad x_{3}^{2}=z_{3} .
$$

Next, if the inequality sign in (1) is reversed, we have only to interchange $m$ and $q$ in the definitions (2), which were used only to obtain $q+m=p-n, v=u$. As the latter hold also now, the preceding discussion holds for the present case also. The case $a: b=a+b: a-b$ is shown to be impossible in integers. ${ }^{9}$

Leonardo ${ }^{10}$ gave several numerical examples. For $a=5, b=3$, then $y=240, x_{1}=7, x_{2}=17, x_{3}=23$. For $a=3$ or $2, b=1$, then $y=24, x_{1}=1$, $x_{2}=5, x_{3}=7$. For $a=5, b=2$, then $y=840, x_{1}=1, x_{2}=29, x_{3}=41$. For $a=7, b=5$, then $y=840, x_{1}=23, x_{2}=37, x_{3}=47$. Note ${ }^{11}$ that 24 is the least congruent number for which the three squares $x_{i}^{2}$ are integers; but with fractions, we can find smaller as shown later.

For, Leonardo ${ }^{12}$ proved that if $a$ and $b$ are relatively prime and if $a+b$ is even then $a b(a+b)(a-b)$ is divisible by 24 and stated ${ }^{13}$ that a similar proof holds if $a$ and $b$ are not relatively prime. He proved also that, if one of $a$ and $b$ is even and the other odd, $2 a \cdot 2 b(a+b)(a-b)$ is divisible by 24. Thus he was able to state ${ }^{14}$ that any congruent number is a multiple of 24.

The product ${ }^{15}$ of 24 by any square $h^{2}$ is a congruent number and the corresponding squares are the products of those for 24 by $h^{2}$. We also get congruent numbers by multiplying 24 by a sum of squares $1^{2}+2^{2}+3^{2}+\cdots$

[^339]or $1^{2}+3^{2}+5^{2}+\cdots$ or $h^{2}+(2 h)^{2}+(3 h)^{2}+\cdots$. For example,
$$
24\left(1^{2}+3^{2}+5^{2}\right)=840 .
$$

To find ${ }^{16}$ a congruent number whose fifth part is a square, take $a=5$ and determine $b$ so that $b, a+b, a-b$ are all squares, say $g^{2}, h^{2}, k^{2}$, respectively. Then $5=g^{2}+k^{2}$. Either $g=1, k=2$, whereas $a+b=5+1$ is not a square, or $g=2, k=1$, whence $4 a b\left(a^{2}-b^{2}\right)=720$ is the desired congruent number. Returning to the earlier problem to make $x^{2} \pm 5$ both squares, and using the values $a=5, b=4$, just found, we have $s=10, t=8$, and, by (2), $m=10, q=72$, whence $z_{2}=(82 / 2)^{2}, x_{2}=41$. Since $720=5 \cdot 12^{2}$, we reduce the numbers in the ratio $1: 12$ and get the solution $x=41 / 12$.

Leonardo ${ }^{17}$ affirmed that no square can be a congruent number. This proposition is of special historical importance since it implies that the area of a rational right triangle is never a square and that the difference of two biquadrates is not a square. Leonardo stated without proof ${ }^{18}$ the lemma that if a congruent number were a square there would exist integers $a, b$ for which $a: b=a+b: a-b$ (broved impossible earlier).

Leonardo ${ }^{19}$ noted that many numbers are not congruent; but any number is a congruent if the quotient of any congruent number by it is a square. A number is congruent if it equals one of the four numbers $a, b$, $a+b, a-b$, and if the remaining three are squares. For example, 16, 9, $16+9$ are squares, so that $16-9=7$ is a congruent number. To make $x^{2} \pm x$ both squares, let $k$ be a congruent number and $g^{2}-k=f^{2}, g^{2}+k=h^{2}$; then we have the solution $x=g^{2} / k$ since

$$
\left(\frac{g^{2}}{k}\right)^{2}-\frac{g^{2}}{k}=\left(\frac{f g}{k}\right)^{2}, \quad\left(\frac{g^{2}}{k}\right)^{2}+\frac{g^{2}}{k}=\left(\frac{g h}{k}\right)^{2} .
$$

To make $X^{2} \pm m X$ both squares, we set $X=m x$ and are led to the preceding problem, whence $X=m g^{2} / k$. Leonardo considered the example with $k=24$, $g=5$. Cf. Alkarkhi, ${ }^{3}$ and Ch. XVIII.

Luca Paciuolo ${ }^{20}$ reproduced part of Leonardo's Liber Quadratorum; he gave as the first five "congruente" numbers $24,120,336,720,1320$, their corresponding squares ("congruo " ${ }^{21}$ ) being $5^{2}$, $13^{2}, 25^{2}, 41^{2} 61^{2}$. From $n$ and $n+1$ he derived the congruent number $2 n(n+1)\{2(n+n+1)\}$, the corresponding square being $\left\{n^{2}+(n+1)^{2}\right\}^{2}$. He made $x^{2} \pm b$. fractional squares for $b=5,7,13$; and solved $x^{2}+10=\square, x^{2}-11=\square$. He gave a table of 52 congruent numbers, of which only ${ }^{22} 14$ are primitive, the latter being all in the table in the Arab MS. ${ }^{1}$ (viz., the first six and 65, 70, 154, 210, 231, 330, 390, 546); the Arab had the advantage of excluding values $a, b$ not
${ }_{17}^{16}$ Volo invenire, Tre Scritti, 95; Scritti, II, 271. Genocchi, ${ }^{7}$ p. 288.
${ }^{17}$ Tre Scritti, 98 ; Scritti, II, 272. Cf. Ch. XXII.
${ }^{18}$ For a proof, with a historical discussion, see Genocchi, ${ }^{7}$ pp. 293-310 (pp. 131-2). Cf. F.
Woepcke, Jour. de Math., 20, 1855, 56; extract in Comptes Rendus Paris, 40, 1855, 781.
${ }^{19}$ Tre Scritti, 98; Scritti, II, 272. Genocchi, ${ }^{7}$ pp. 310-3, 345-6.
${ }^{20}$ Luce de Burgo, Summa de arithmetica geometria, Venice, 1494; ed. 2, Toscolano, 1523, ff. 14-18.
${ }^{21}$ Thus interchanging Leonardo's two terms. Cf. Bibl. Math., (3), 3, 1902, 144. Also noted by Boncompagni. ${ }^{8}$
${ }^{22}$ F. Woepcke, Annali di Mat., 3, 1860, 206; Atti Accad. Pont. Nuovi Lincei, 14, 1860-1, 259.
relatively prime. The dependence of the work of Paciuolo upon that of Leonardo was pointed out in detail by B. Boncompagni ${ }^{23}$ and by G. Libri. ${ }^{24}$
F. Ghaligai ${ }^{25}$ also borrowed [Libri, ${ }^{24}$ III, 145] from Leonardo; he gave $5^{2}+24=7^{2}, 5^{2}-24=1$, stating that 24 is the least congruent number. To find another, start with 1 and 3 ; add and double the sum, getting 8 ; multiply by $3-1$, getting 16 ; multiply by $1 \times 3$, getting 48 ; its double 96 is a congruent number; in fact, $1+3^{2}=10$ and $10^{2}-96=2^{2}, 10^{2}+96=14^{2}$.
F. Feliciano ${ }^{26}$ gave the same congruent numbers and rule as had Paciuolo. ${ }^{20}$ He gave $x^{2}=6 \frac{1}{4}$ as the solution of $x^{2} \pm 6=\square$.
P. Forcadel de Beziers ${ }^{27}$ employed right triangles with one leg less by unity than the hypotenuse $h$, citing $h=5,13,25,41,61$. Their squares are " congrus " numbers, the corresponding " congruens" being 24, 120, 336, 720,1320 [double the products of the two legs]. He gave, ${ }^{28}$ for $n=1,2,3$, 4,5 , the congrus ( $\left.4 n^{2}+1\right)^{2}$ and corresponding congruens $8 n\left(4 n^{2}-1\right)$.
N. Tartaglia ${ }^{29}$ quoted two rules of Leonardo, as given by Luca Paciuolo, for forming congruent numbers, one rule by use of two consecutive numbers, the other by use of ${ }^{30}\left(a^{2}+b^{2}\right)^{2} \pm 4 a b\left(a^{2}-b^{2}\right)=\square$.
G. Gosselin ${ }^{30}$ treated (f. 75 verso) the problem: Given a square 100, to find the congruent number. Separate the double 20 of the side into two parts $2 L$ and $20-2 L$ whose product equals the product of two other numbers of difference 20 , say $L, 20+L$. Thus $L=4$ and $8 \times 12=4 \times 24$ is the required congruent number 96 . Conversely, given a congruent number, to find the square (f. 77, verso). "This is the problem which Luca, Pisano, Tartaglia, Cardan and Forcadelus found so difficult, in investigating which they consumed not a little oil; nevertheless they did not succeed and it remained unsolved up to the present; let us now explain that difficult thing." Given the congruent number 96 , to find the square $Q$ such that $96+Q$ is the required square. Hence the sum $192+Q$ of the latter and 96 must be a square. Thus the difference of two squares is $96=4$ $\cdot 24=6 \cdot 16=8 \cdot 12$. But $\frac{1}{2}(8+12)=10$ is excluded since $100 \neq 192+Q$, while $\frac{1}{2}(4+24)=14$ and $14^{2}=192+Q$ gives $Q=4$, yielding the answer $96+Q=100$.

Beha-Eddin ${ }^{32}$ (1547-1622) listed, among the seven problems remaining unsolved from former times, as Prob. 2 that to make $x^{2}+10$ and $x^{2}-10$ both squares. As noted by Nesselmann, it is impossible.

[^340]Fermat ${ }^{2}$ of Ch . XXII proved that the difference of two biquadrates is never a square. Hence no congruent number is a square.
L. Euler ${ }^{33}$ noted (as had Leonardo) that $p^{2} \pm 5 q^{2}$ are both squares for $p=41, q=12 ; p^{2} \pm 7 q^{2}$ both squares for $p=337, q=120$. He made $p^{2} \pm a q^{2}$ squares also for $a=6,14,15,30$. The method is that used by him ${ }^{78}$ for concordant numbers.
P. Cossali ${ }^{34}$ undertook to reconstruct Leonardo's Liber Quadratorum, then believed to be lost. A sufficient (adverse) report will be found under Genocchi, ${ }^{35}$ Woepcke ${ }^{36}$ and Boncompagni. ${ }^{37}$
A. Genocchi ${ }^{35}$ stated that Cossali ${ }^{34}$ was wrong in believing that Leonardo's method of making $x^{2} \pm a$ both squares is only special. While indirect, it is general and succeeds when the problem is solvable. In fact, it coincides exactly with the formulas obtained by Euler ${ }^{76}$ after complicated calculations. This coincidence escaped Cossali, who filled many pages with useless calculations without discovering the general solution.
F. Woepcke ${ }^{36}$ noted that of the [ 26 distinct] congruent numbers in the table of 29 lines by Cossali, ${ }^{34}$ p. 126, only 12 are primitive, including all but 65 and 154 of those noted under Luca Paciuolo. ${ }^{20}$
B. Boncompagni ${ }^{37}$ disagreed with the explanation by Cossali, ${ }^{34}$ p. 132, of Leonardo's method. The latter had remarked that $h$ will be a congruent number if its quotient by a given congruent number $h_{1}$ is a square $q^{2}$. According to Cossali's interpretation, $q$ is rational only when $\left(h_{1}+2\right)\left(2 h_{1}+2\right)\left(3 h_{1}+4\right)$ is a rational square; while a more plausible interpretation leads always to a rational $q$.
"L. Pisanus " ${ }^{38}$ made $n^{2} \pm 13$ and $n^{2}$ all rational squares. Since

$$
\left\{d^{2}+(d+1)^{2}\right\}\left\{(d+1)^{2}+(d+2)^{2}\right\} \pm 4(d+1)^{2}
$$

are the squares of $2 d^{2}+4 d+3$ and $2 d^{2}+4 d+1$, take $d=2$ and we get $13 \cdot 25 \pm 36=\square$. In $\left(a^{2}+b^{2}\right)^{2} \pm 4 a b\left(a^{2}-b^{2}\right)=\left(a^{2} \pm 2 a b-b^{2}\right)^{2}$, take $a=c t^{2}$, $b=s^{2}$. Then

$$
\left(c^{2} t^{4}+s^{4}\right)^{2} \pm 4 c t^{2} s^{2}\left(c t^{2}+s^{2}\right)\left(c t^{2}-s^{2}\right)=\square
$$

Take $c=13, t^{2}=25, s^{2}=36$. But $(13 \cdot 25)^{2}-36^{2}$ is the product of the squares found before. Hence $\left(c^{2} t^{4}+s^{4}\right)^{2} /\left\{4 t^{2} s^{2}\left(c^{2} t^{4}-s^{4}\right)\right\}$ is the required square $n^{2}$.
J. Hartley ${ }^{39}$ took $x^{2}+13=(x+y)^{2}, x^{2}-13=(x-y z)^{2}$, and from the two rational values of $x$ got $y^{2}=13(z-1) /\{z(z+1)\}$. The latter is a square for $z=\left(r^{2}+s^{2}\right) /(2 r s)$ if $r^{2}+s^{2}=13,2 r s=\square$. Take $r=-3-g t, s=2-t$. Then $r^{2}+s^{2}=13$ gives $t=(4-6 g) /\left(g^{2}+1\right)$. Take $g=2$, whence $r=1 / 5, s=18 / 5$,

[^341]and $2 r s=\square$. Thus $x=106921 / D, x^{2}+13=(127729 / D)^{2}, x^{2}-13=(80929 / D)^{2}$, $D=19380$.
P. Barlow ${ }^{40}$ proved by descent that 1 and 2 are not congruent numbers.
$J$. Cunliffe ${ }^{41}$ noted that if, when $n$ is given, a rational $v$ can be found for which $n+v^{2}$ and $n-v^{2}$ are rational squares, we can deduce a rational $x$ for which $x^{2}+n$ and $x^{2}-n$ are rational squares. Take $(a+b)^{2}$ and $(a-b)^{2}$ as the latter. Then $x^{2}=a^{2}+b^{2}, n=2 a b$. To satisfy the former, take $a=\left(p^{2}-q^{2}\right) /(2 r), b=p q / r$. Then $\left(p^{2}-q^{2}\right) p q=n r^{2}$. Take $p=n, q=v^{2}$. Then $n^{2}-v^{4}=\square$, which holds if $n \pm v^{2}$ are squares. Application is made to the case $n=13$ by expressing 13 as a sum of two rational squares in two ways.
"Umbra "42 noted that $x^{2}+n=a^{2}, x^{2}-n=b^{2}$ can be solved if
$$
n=\left(c^{2}+d^{2}\right) / s^{2}, \quad c^{2}-d^{2}=\square
$$

For, $2 x^{2}=a^{2}+b^{2}$ is known to hold if $a, b=\left(2 p q \pm p^{2} \mp q^{2}\right) / r, x=\left(p^{2}+q^{2}\right) / r$. Then $n=\frac{1}{2}\left(a^{2}-b^{2}\right)=4 p q\left(p^{2}-q^{2}\right) / r^{2}$. Taking $p=c^{2}, q=d^{2}$, we have

$$
r^{2}=4 c^{2} d^{2} s^{2}\left(c^{2}-d^{2}\right),
$$

whence $r$ is rational since $c^{2}-d^{2}=\square$. Similarly, $x^{2} \pm n=\square$ are solvable if $n=\left(c^{2}-d^{2}\right) / s^{2}, c^{2}+d^{2}=\square$, or if $n$ is double the sum of two squares the double of whose difference is a square.
A. Genocchi ${ }^{43}$ noted that the problem to make $x^{2} \pm h q^{2}$ both squares is equivalent to the single equation $x^{4}-h^{2} q^{4}=\square$. By the direct, but laborious, method of Fermat (on Diophantus VI, 26), used by Lagrange (see papers $37-41,54$ of Ch . XXII), Genocchi treated the example $h=5$ far enough to reach the special solution due to Leonardo. ${ }^{4}$ The direct solution of $x^{2} \pm h=\square$ leads to $4 m n\left(m^{2}-n^{2}\right)=h g^{2}$ or the problem to form a rational right triangle with a given area. The absence of a treatment of the latter leaves an evident lacuna in Diophantus VI, 6-11 (V, 8 deduced a new solution from one). The method by Euler ${ }^{33}$ is identical with that of Leonardo.

Genocchi (pp. 206-9) proved that an integer $y$ is of the form $4 m n\left(m^{2}-n^{2}\right)$ in only a finite number of ways. To two solutions $x$ of $x^{2} \pm y=\square$, each $x$ a sum of two squares, correspond distinct values of $y$. From one solution (pp. 251-3) of $x^{2} \pm k=\square$, we readily get others. Cf. Young ${ }^{134}$ of Ch. XIX.

Genocchi ${ }^{44}$ proved that $r^{4}+4 s^{4}, 2 r^{4}+2 s^{4}, r^{4}-s^{4}$ are congruent numbers; also $r^{4}+6 r^{2} s^{2}+s^{4}$ and $\pm\left(r^{4}-6 r^{2} s^{2}+s^{4}\right)$ if one of the integers $r, s$ is even and the other odd. No prime $8 m+3$ is a congruent number.

Genocchi ${ }^{45}$ proved that the double of a prime $8 k+5$ is not a congruent number.

Matthew Collins ${ }^{46}$ proved that the only congruent numbers $<20$ are $5,6,7,13,14,15$; that a prime $a=4 n+3$ is not a congruent number if,

[^342]for $m<a / 2, m^{2}-2$ is not divisible by $a$ (examples: $a=11,19,43$ ). To treat $x^{2} \pm 5 y^{2}=\square$, we add and subtract and get $2 x^{2}=z^{2}+w^{2}, 10 y^{2}=z^{2}-w^{2}$. Set $z=z^{\prime}+w^{\prime}, w=z^{\prime}-w^{\prime}$, where $z^{\prime}, w^{\prime}$ are relatively prime. Thus
$$
z^{\prime 2}+w^{\prime 2}=x^{2}
$$
whence $z^{\prime}=m^{2}-n^{2}, w^{\prime}=2 m n, x=m^{2}+n^{2}$, and $z^{\prime} w^{\prime}=5 y^{2} / 2$, whence $y=2 y^{\prime}$, $m n\left(m^{2}-n^{2}\right)=5 y^{\prime 2}$. If $n$ is divisible by $5, n=5 q^{2}, m=p^{2}, m+n=r^{2}$, $m-n=s^{2}$, leading to a pair like the initial equations, so that this case is excluded. If $m=5 p^{2}$, we get $n=q^{2}, m \pm n=r^{2}, s^{2}$, whence $5 p^{2}+q^{2}=r^{2}$, $5 p^{2}-q^{2}=s^{2}$. As the latter are satisfied by $p=1, q=2$, whence $m=5, n=4$, we get the solution [Leonardo's] $x=41, y=12, z=49, w=31$. In general, given a solution of
$$
a x^{2}+b y^{2}=n z^{2}, \quad a b x^{2}-y^{2}= \pm n w^{2},
$$
then $X=n\left(z^{4}+w^{4}\right) / 2, Y=2 x y z w$ make
$$
4\left(X^{2} \pm a b Y^{2}\right)=n^{2}(t \pm v)^{2}, \quad t=z^{4}-w^{4}, \quad v=2 z^{-} w^{2},
$$
and hence give a solution of $X^{2}+a b Y^{2}=\square, X^{2}-a b Y^{2}=\square$. For example, if $a=5, b=n=1$, we have $5 x^{2} \pm y^{2}=\square$, holding for $x=1, y=2$, whence $X=41, Y=12$ satisfy $X^{2} \pm 5 Y^{2}=\square$.
F. Woepcke ${ }^{47}$ found 12 congruent numbers associated with the given one $2 x y$, where $x^{2}+y^{2}=z^{2}$, viz., $z x, z y, x^{2}-y^{2}, z^{2}+x^{2}, z^{2}+y^{2}, 4 x y\left(x^{2}-y^{2}\right)$,
$$
\left(\frac{z \pm x}{2}\right)^{2}+(z \mp x)^{2}, \quad \pm 2 z^{2} \mp(x+y \mp 2 z)^{2}, \quad(x-y \pm 2 z)^{2}-2 z^{2}
$$

In fact, $x=a^{2}-b^{2}, y=2 a b$. In $2 x y$ replace $a$ by $z$ and $b$ by $x$ and drop the square factor $4\left(z^{2}-x^{2}\right)=4 y^{2}$; we get $x z=a^{4}-b^{4}$. But if we replace $b$ by $y$, we get $y z$. In $a^{4}-b^{4}$, take $a=x, b=y$, and drop the square factor $x^{2}+y^{2}=z^{2}$; we get $x^{2}-y^{2}$. Double the product of the latter by the congruent number $2 x y$ is a congruent number; etc. He computed the above 12 functions for each right triangle in the Arab manuscript. ${ }^{1}$

Woepcke ${ }^{48}$ treated the problem, proposed to him by Boncompagni: Given a congruent number $k$, to find a congruent number $K$ such that the product $k K$ of the two is another congruent number. If $k$ is formed from $a, b$, where $2 a^{2}-b^{2}=c^{2}$, then

$$
a b\left(a^{2}-b^{2}\right) \cdot a c\left(a^{2}-c^{2}\right)=b c \cdot a^{2}\left(b^{2} c^{2}-a^{4}\right)
$$

If $k$ is formed from two numbers of ratio $r$, where

$$
r^{4}-2 r^{2}-8 r+9=w^{2}
$$

and $K$ is formed from two numbers of the ratio

$$
\rho=\frac{-(r-1)^{2} \pm w}{2(r-1)}
$$

then $k K$ is a congruent number formed from two numbers of the ratio $\sigma=\left(-r^{2}+3 \pm w\right) / 2$. For, then

$$
\left(r-\frac{1}{r}\right)\left(\rho-\frac{1}{\rho}\right)=\sigma-\frac{1}{\sigma}, \quad \frac{p}{q}-\frac{q}{p}=\frac{1}{4 p^{2} q^{2}} \cdot 4 p q\left(p^{2}-q^{2}\right)
$$

47 Annali di Mat., 3, 1860, 206-15. Same in Atti Accad. Pont. Nuovi Lincei, 14, 1860-1.
259-67.
${ }^{18}$ Annali di Mat., 4, 1861, 247-55.

Like results hold if we take (cf. Lucas ${ }^{51}$ )

$$
\begin{gathered}
9 r^{4}-20 r^{3}-2 r^{2}+20 r+9=w^{2}, \\
\rho=\frac{r^{2}-4 r-1 \pm w}{2(r-1)(2 r+1)}, \quad \sigma=\frac{2(2 r+1)}{-3 r^{2}+2 r+3 \pm w} .
\end{gathered}
$$

If $k K$ is a congruent number and hence equal to $4 \alpha \beta\left(\dot{\alpha}^{2}-\beta^{2}\right) p^{2} / q^{2}$, we may set

$$
k=2 \lambda(2 \alpha \beta), \quad K^{\prime}=\lambda\left(\alpha^{2}-\beta^{2}\right), \quad K^{\prime} \equiv K \lambda^{2} q^{2} / p^{2}
$$

Thus if also $K$ and hence $K^{\prime}$ is a congruent number, then $k$ is the double of a leg of a right triangle whose second leg is a congruent number.

If $k K=K_{1}$ is a relation between three congruent numbers, the last formulas show that $\sigma=2 \lambda \beta$ and $\sigma_{1}=2 \lambda \alpha$ are solutions of the system

$$
\sigma^{4}+\phi \sigma^{2}=\psi^{2}, \quad \sigma_{1}^{4}-\phi \sigma_{1}^{2}=\psi^{2},
$$

where $\phi=4 \lambda K^{\prime}, \psi=\lambda k$. Conversely, if one of these equations can be solved, $k K^{\prime}$ and hence $k K$ is a congruent number.

To find congruent numbers $K, K_{1}$ such that $k K=K_{1}$, where $k$ is a given congruent number, take as $K_{1}$ in turn the 12 types in the ear'ier paper, ${ }^{47}$ each type multiplied by an arbitrary rational square. Give $K_{1}$ the form $4 \alpha \beta\left(\alpha^{2}-\beta^{2}\right) p^{2} / q^{2}$, and equate the latter to $k K$. Hence

$$
\frac{k}{4 \alpha \beta}\left(\alpha^{2}-\beta^{2}\right)=\frac{q^{2} k^{2}}{16 p^{2} \alpha^{2} \beta^{2}} \cdot K, \quad 2\left(\frac{k}{4 \alpha \beta} \cdot 2 \alpha \beta\right)=k,
$$

so that the leg $\alpha^{2}-\beta^{2}$ of a rational triangle is a congruent number and the other leg $2 \alpha \beta$ is $k / 2$. But this solves $k K=K_{1}$ for $K$.
G. Le Secq. Destournelles ${ }^{49}$ proved the impossibility in integers of the pair

$$
x^{2}+y^{2}=z^{2}, \quad x^{2}-y^{2}=u^{2} .
$$

The equation obtained by adding these may be written

$$
x^{2}=\left(\frac{z+u}{2}\right)^{2}+\left(\frac{z-u}{2}\right)^{2} .
$$

The terms on the right may be assumed relatively prime. Thus

$$
\frac{z+u}{2}=\alpha \beta, \quad \frac{z-u}{2}=\frac{\alpha^{2}-\beta^{2}}{2}
$$

or vice versa, where $\alpha, \beta$ are odd relatively prime integers. Substituting either set into $2 y^{2}=z^{2}-u^{2}$, we get

$$
y^{2}=\alpha \beta\left(\alpha^{2}-\beta^{2}\right), \quad \alpha=m^{2}, \quad \beta=n^{2}, \quad m^{4}-n^{4}=\square .
$$

Thus $m^{2} \pm n^{2}=2 k^{2}, 2 l^{2}$, so that

$$
k^{2}+l^{2}=m^{2}, \quad k^{2}-l^{2}=n^{2} .
$$

But these are like the initial equations with $k<x, l<y$.
A. Genocchi ${ }^{50}$ stated that $x^{2} \pm h$ are not both rational squares when $h$ is a prime $8 m+3$ or the product of two such primes, or the double of a prime $8 m+5$, or the double of the product of two such primes.

[^343]E. Lucas ${ }^{51}$ noted that $a$ is a congruent number if and only if $x^{4}-a^{2} y^{4}=z^{2}$ is solvable; then $a \equiv 0, \pm 1(\bmod 5)$ if $x y$ is not divisible by 5 . A congruent number does not end in $2,3,7$ or 8 when $y$ is not divisible by 5 . We are led to congruent numbers by the problem to find three squares in arithmetical progression whose common difference is the product of $a$ by a square. The equations (pp. 184-6)
\[

$$
\begin{equation*}
x^{2}-5 y^{2}=u^{2}, \quad x^{2}+5 y^{2}=v^{2} \tag{4}
\end{equation*}
$$

\]

were studied, but not completely solved, by Leonardo, ${ }^{4,16}$ Paciuolo, ${ }^{20}$ Euler, ${ }^{33}$ Collins, ${ }^{46}$ and Genocchi, ${ }^{7}$ p. 289. We may assume that $x, y, u, v$ are relatively prime, so that $x$ and $v$ are odd, $y$ even. Hence in view of the first equation we may set

$$
x-u=10 r^{2}, \quad x+u=2 s^{2}, \quad y=2 r s \quad(r, s \text { relatively prime }) .
$$

By the second equation (4), $\left(5 r^{2}+3 s^{2}\right)^{2}-8 s^{4}=v^{2}$, whence

$$
5 r^{2}+3 s^{2} \pm v=2 p^{4}, \quad 5 r^{2}+3 s^{2} \mp v=4 q^{4}, \quad s=p q .
$$

Adding the first two of these we get

$$
\left(p^{2}-q^{2}\right)\left(p^{2}-2 q^{2}\right)=5 r^{2} .
$$

Since the factors on the left are relatively prime, we find after considering residues modulo 5 that the only two admissible cases are $p^{2}-q^{2}= \pm 5 g^{2}$, $p^{2}-2 q^{2}= \pm h^{2}$. For the upper sign, the evident solution $p=3, q=2$, $g=h=1$, leads to Leonardo's solution $x=41, y=12, u=31, v=49$ of (4). For the lower sign, we get the system $q^{2}-5 g^{2}=p^{2}, q^{2}+5 g^{2}=h^{2}$, like (4); hence from one solution we get the second:

$$
X=u^{2} x^{2}+5 v^{2} y^{2}, \quad U=u^{2} x^{2}-5 v^{2} y^{2}, \quad V=u^{4}-2 x^{4}, \quad Y=2 x y u v
$$

which differ only in form from the formulas by Genocchi. Lucas solved (pp. 191-3) the equation to which Woepcke ${ }^{48}$ was led:

$$
9 a^{4}-20 a^{3} b-2 a^{2} b^{2}+20 a b^{3}+9 b^{4}=c^{2} .
$$

This may be written $d^{2}+44 a^{2} b^{2}=9 c^{2}$, where $d=9 a^{2}-10 a b-9 b^{2}$. Thus

$$
3 c \pm d=2 p^{2}, \quad 3 c \mp d=22 q^{2}, \quad a b=p q .
$$

Set $b=m q, p=m a$. From $p^{2}-11 q^{2}= \pm d$ we get a quadratic for $m$ with a rational root if $13 a^{2} q^{2} \pm\left(a^{4}+11 q^{4}\right)=z^{2}$. For the upper sign,

$$
\left(2 a^{2}+13 q^{2}\right)^{2}-4 z^{2}=125 q^{4}
$$

If we take the factors of the left member to be $r^{4}$ and $125 s^{4}$, and add, we get

$$
\left(r^{2}-13 s^{2}\right)^{2}-4 a^{2}=44 s^{4}
$$

Call the factors of the left member $\pm 2 u^{4}, \mp 22 v^{4}$; adding, we get

$$
13 u^{2} v^{2} \pm\left(u^{4}+11 v^{4}\right)=r^{2}
$$

which is like the initial quartic, but with smaller values of the unknowns. A like result is proved in the remaining admissible cases. The system ${ }^{52}$ $x^{2} \pm 6 y^{2}=\square$ is treated (pp. 180-4) by the method used for the generalization given in the next paper. From Leonardo's solution $x=5, y=2$, is deduced $1201^{2} \pm 6 \cdot 140^{2}=1249^{2}, 1151^{2}$.

[^344]Lucas ${ }^{53}$ noted that if there exist relatively prime solutions of

$$
x^{2}-A y^{2}=u^{2}, \quad x^{2}+A y^{2}=v^{2},
$$

then $A$ is of the form $\lambda \mu\left(\lambda^{2}-\mu^{2}\right)$. For, by addition,

$$
\left(\frac{u+v}{2}\right)^{2}+\left(\frac{u-v}{2}\right)^{2}=x^{2}, \quad \frac{u+v}{2}=\lambda^{2}-\mu^{2}, \quad \frac{u-v}{2}=2 \lambda \mu, \quad x=\lambda^{2}+\mu^{2},
$$

where $\lambda, \mu$ are relatively prime and one is even. Hence

$$
u, v=\lambda^{2}-\mu^{2} \pm 2 \lambda \mu, \quad y=2, \quad A=\lambda \mu\left(\lambda^{2}-\mu^{2}\right)
$$

He next showed how to derive a second solution from one, given that $A$ is a congruent number resolved into its prime factors. If $\alpha, \beta$ are two integers whose product is $A$, the second equation gives

$$
v+x=2 \alpha e^{2}, \quad v-x=2 \beta f^{2}, \quad y=2 e f .
$$

Substitute the resulting $v, x$ into the first given equation; then

$$
\left(\alpha e^{2}-3 \beta f^{2}\right)^{2}-u^{2}=8 \beta^{2} f^{4} .
$$

The two factors of the left member equal $\pm 2 \beta_{1}^{2} g^{4}, \pm 4 \beta_{2}^{2} h^{4}$, where $\beta_{1} \beta_{2}=\beta$, $g h=f$. For the upper sign, we add and get

$$
\left(\beta_{1} g^{2}+\beta_{2} h^{2}\right)\left(\beta_{1} g^{2}+2 \beta_{2} h^{2}\right)=\alpha e^{2} .
$$

The two factors equal $\alpha_{1} p^{2}$ and $\alpha_{2} q^{2}$, where $\alpha_{1} \alpha_{2}=\alpha, p q=e$. Taking $\alpha_{1}=\alpha_{2}=\beta_{1}=1$, we have a system like the proposed. Hence a solution $x, y, u, v$ leads to the second solution

$$
X=u^{2} x^{2}-A v^{2} y^{2}, \quad Y=2 x y u v, \quad V=u^{2} x^{2}+A v^{2} y^{2}, \quad U=u^{4}-2 x^{4}
$$

For the lower sign above, we obtain a complicated set of formulas giving a new solution from one. The formulas are said to give all solutions when $A=6$ and for the problem $x^{2} \pm(x+2)=\square$ of Beha-Eddin. ${ }^{32}$ By combining Lucas' result (ibid., p. 433) with the results of Fermat and Genocchi, ${ }^{45}$ Lucas concluded (p. 514) that $x y\left(x^{2}-y^{2}\right)=A z^{2}$ has no rational solution if $A=1,2, p, 2 q$, where $p$ and $q$ are primes of the respective forms $8 n+3$, $8 n+5$.
S. Günther ${ }^{54}$ treated $x^{2}+a=y^{2}, x^{2}-a=z^{2}$ by setting

$$
x-y=m(z-x), \quad x+y=\frac{1}{m}(z+x)
$$

which determine $y$ and $z$ in terms of $x$ and $m$. Substituting these into one of the proposed equations, we get $x$ as a function of $m$ :

$$
x^{2}=\frac{a\left(m^{2}+1\right)^{2}}{4 m-4 m^{3}}
$$

Set $m=a p^{2}$. Then $x$ is rational if $1-a^{2} p^{4}=\square$. Hence we seek among the rational solutions of $1-a^{2} \xi^{2}=\eta^{2}$ those values of $\xi$ which are squares. If such exist, $a$ is a congruent number, otherwise not. We can not go further with the general solution of the system since the character of $a$ decides whether or not such a biquadratic root of the Pell equation exists.

[^345]S. Roberts ${ }^{55}$ proved the known result that if $x^{2} \pm P y^{2}$ are squares then $\pm P y^{2}$ is of the form $\operatorname{tab}\left(a^{2}-b^{2}\right)$, where $t=4$ or 1 according as $a, b$ are of different or like parity. He stated that the values of $P$ which are primes or the doubles of primes are all obtained by the rule of Leonardo which makes three of $a, b, a \pm b$ squares, and carried further the analysis of Genocchi. ${ }^{43}$ Inadmissible values of $P$ are primes $8 k+3$ or doubles of primes $8 k+5$. He proved that various classes of primes $P$ are excluded, all being such that $x^{2}-2 P y^{2}=-1$ has no solution.
A. Desboves ${ }^{56}$ started with a congruent number $\lambda \mu\left(\lambda^{2}-\mu^{2}\right)$, changed $\lambda$ to $x^{2}, \mu$ to $y^{2}$, absorbed the factor $x^{2} y^{2}$ into the term $Y^{2}$ of $X^{2} \mp a Y^{2}=\square$, and obtained the congruent number $x^{4}-y^{4}$. Since $a^{4}+d^{4}=b^{4}+c^{4}$ is solvable and hence also
$$
\left(a^{4}-b^{4}\right)\left(d^{4}-b^{4}\right)=(a d)^{4}-(b c)^{4}
$$
we can find an infinitude of numbers which are differences of two biquadrates and whose product is such a difference, and hence an infinitude of solutions of Boncompagni's ${ }^{48}$ problem to find two congruent numbers whose product is a congruent number.
A. Genocchi ${ }^{57}$ proved that the following numbers are not congruent: a prime $8 k+3$ or the product of two such primes; the double of a prime $8 k+5$ or the double of the product of two such primes.

Genocchi ${ }^{58}$ stated his ${ }^{44}$ results and that no congruent number is a product of a square by a prime $8 m+3$, or by double a prime $8 m+5$, or by a product of two primes $8 m+3$, or by double the product of two primes $8 m+5$.
G. Heppel ${ }^{59}$ found $a$ such that $101^{2}+a=(101+k)^{2}, 101^{2}-a=(101-l)^{2}$ by taking $l=k+c$, whence $2 k^{2}=202 c-2 k c-c^{2}$. Since $c$ is a factor of $2 k^{2}$, but not of $k, c=4$. Thus $k=18, a=3960$.
M. Jenkins ${ }^{60}$ found an integer $a$ for which $\left(m^{2}+n^{2}\right)^{2} \pm a=(\hbar \pm t)^{2}$. Then $a=2 h t,\left(m^{2}+n^{2}\right)^{2}=h^{2}+t^{2}$. One solution of the latter is $h=m^{2}-n^{2}, t=2 m n$.
G. B. Mathews ${ }^{\kappa_{1}}$ discussed $x^{2} \pm a=\square$. From $x^{2}+a=(x+m)^{2}$, we get $x$. Then $x^{2}-a=N /\left(4 m^{2}\right)$, where $N=a^{2}-6 a m^{2}+m^{4}$. Set $N=\left(a-m^{2} k / l\right)^{2}$. Then $m^{2}=f a, f=2 l(k-3 l) /\left(k^{2}-l^{2}\right)$. Take $a=f b^{2}$, where $b$ is arbitrary. Then $m=f b$ and $x$ is found.
R. Aiyar ${ }^{62}$ noted that, if $A^{2} \pm 4 B$ are squares, $A$ and $B$ are expressible in one and but one way in the forms $A=\lambda\left(m^{2}+n^{2}\right), B=\lambda^{2} m n\left(m^{2}-n^{2}\right)$, where $m$ and $n$ are relatively prime and one is even.
A. Cunningham and R. W. D. Christie ${ }^{63}$ solved $x^{2}-y^{2}=y^{2}-w^{2}=c z^{2}$, where $c$ is given, as $c=65$, by use of $x^{2}-2 y^{2}=-w^{2}$. [Hence $y^{2}-c z^{2}=w^{2}$, $y^{2}+c z^{2}=x^{2}$.]

[^346]G. Bisconcini ${ }^{64}$ determined the numbers $A=4 r s\left(r^{2}-s^{2}\right)$ which are products of powers of three primes. If 2 and 3 are the only prime factors of $A$, then $A=24$.
R. D. Carmichael ${ }^{65}$ proved that the system $q^{2}+n^{2}=m^{2}, m^{2}+n^{2}=p^{2}$ has no positive integral solutions [whence $m^{2}+n^{2}=p^{2}, m^{2}-n^{2}=q^{2}$ ].
H. B. Mathieu ${ }^{66}$ asked if $x^{2}+A=u^{2}, x^{2}-A=v^{2}$ are completely solved by the identity
$$
\left\{(a \pm b)^{2}+b^{2}\right\}^{2} \pm 4 a b(a \pm b)(a \pm 2 b)=\left(a^{2}+2 b^{2} \pm 4 a b\right)^{2} .
$$
L. Aubry ${ }^{67}$ replied that all solutions of $2 x^{2}=u^{2}+v^{2}$ are given by
$$
u, v=l\left(r^{2} \pm 2 r s-s^{2}\right) ; \quad x=l\left(r^{2}+s^{2}\right) ; \quad A=4 l^{2} r s\left(r^{2}-s^{2}\right) .
$$

The case $l=1, r=a \pm b, s=b$, gives the above identity, which with

$$
\left\{(a \pm b)^{2}+b^{2}\right\}^{2} \mp 4 a b(a \pm b)(a \pm 2 b)=\left(a^{2}-2 b^{2}\right)^{2}
$$

give all relatively prime solutions. [Cf. Ch. XIV.]
G. Métrod ${ }^{68}$ treated $x^{2}+y=u^{2}, x^{2}-y=v^{2}$. For $u_{1}=a^{2}-b^{2}$, etc.,

$$
u_{1}^{2}+v_{1}^{2}=x^{2} .
$$

Hence $\left(u_{1}+v_{1}\right)^{2}+\left(u_{1}-v_{1}\right)^{2}=2 x^{2} ; u, v=a^{2}-b^{2} \pm 2 a b, y=4 a b\left(a^{2}-b^{2}\right)$.
J. Maurin and A. Cunningham ${ }^{69}$ noted that from one solution of $x^{2}-n y^{2}=z^{2}, x^{2}+n y^{2}=t^{2}$, we get a second solution $X=x^{4}+n^{2} y^{4}, Y=2 x y z t$.
A. Gérardin ${ }^{70}$ listed the values $<1000$ of $h$ for which $x^{2} \pm h y^{2}=\square$ for $x<3722$. He noted (pp. 57-9) the solutions

$$
\begin{array}{lll}
x=16 f^{8}+24 f^{4} g^{4}+g^{8}, & y=4 f g\left(4 f^{4}-g^{4}\right), & h=4 f^{4}+g^{4} ; \\
x=f^{8}+6 f^{4} g^{4}+g^{8}, & y=2 f g\left(f^{4}-g^{4}\right), & h=2 f^{4}+2 g^{4} .
\end{array}
$$

L. Bastien ${ }^{71}$ listed the 25 values $<100$ of $h$ for which $x^{2} \pm h y^{2}$ are not squares, and stated (besides Genocchi's ${ }^{50}$ results) the following cases of impossibility: $h$ the double of a prime $16 m+9 ; h$ a prime $8 m+1=g^{2}+k^{2}$, with $g+k$ a quadratic non-residue of $h$ (as for $17,73,89,97$ ).
T. Ono ${ }^{72}$ noted that $x^{2} \pm 5 y^{2}$ are squares for $x=41, y=12$ [Leonardo ${ }^{4}$ ] and $x=3344161, y=1494696$.
G. Candido ${ }^{73}$ noted that, from two sets of solutions $\left(x_{i}, y_{i}\right)$ of the system $x^{2} \pm u y^{2}=\square$, we get a third set by Euler's identity

$$
\left(x_{1} x_{2} \pm u y_{1} y_{2}\right)^{2}+u\left(x_{1} y_{2} \mp u y_{1} x_{2}\right)^{2}=\left(x_{1}^{2}+u y_{1}^{2}\right)\left(x_{2}^{2}+u y_{2}^{2}\right) .
$$

E. Turrière ${ }^{74}$ noted that if $x, y, z$ are the rational coördinates of a point $M$ on the quartic space curve $x^{2}+a=y^{2}, x^{2}+b=z^{2}$, the osculating plane at $M$ is

$$
(b-a) x^{3} X-b y^{3} Y+a z^{3} Z=a b(b-a),
$$

[^347]and meets the curve at a new point $M_{1}$ whose coördinates are rational and easily found. Thus if we employ Leonardo's solution $x=41 / 12, y=49 / 12$, $z=31 / 12$ when $a=5, b=-5$, we obtain in succession an infinitude of rational solutions. Or we may find the points with rational coordinates, on the hyperbola $y^{2}-x^{2}=a$, by setting $x+y=u, y-x=a / u$, and identifying their abscissas with those of the analogous points $x=\left(v^{2}-b\right) /(2 v), y=\left(v^{2}+b\right) /(2 v)$ on $z^{2}-x^{2}=b$, obtaining the condition $u v(u-v)=a v-b u$. The tangent at a rational point $(u, v)$ meets the cubic at a new rational point. Finally, $x^{2}+a=y^{2}, x^{2}-a=z^{2}$ have the solutions $y, z=x(\cos \theta \pm \sin \theta) ; x^{2}=a / \sin 2 \theta ;$ hence the rational solutions are given by those rational values of $\tan \theta / 2$ for which $\sin 2 \theta$ is a rational square; there are none if $a=1$ or 2 .

For congruent numbers of order $n$, see papers $200-1,210,222$ of Ch . XXIII, and 320 of Ch. XXII.

## Concordant forms: $x^{2}+m y^{2}, x^{2}+n y^{2}$ both squares. Related Problems.

Diophantus, II, 15 , required $x, m, n$ such that $x^{2}+m$ and $x^{2}+n$ are squares, given the sum $m+n$. He took $m=4 x+4, n=6 x+9, m+n=20$, whence $x=7 / 10$. In II, $16,(x+2)^{2}-m$ and $(x+2)^{2}-n$ are squares if $m=4 x+4, n=2 x+3$; for $m+n=20, x=13 / 6$. The same problems occur in III, 23, 24.

Diophantus, II, 17, required $x, m, n$ such that $x^{2}+m$ and $x^{2}+n$ are squares, given the ratio $m / n$. He took $x=3, m / n=3, n=(y+3)^{2}-9$. The condition is $3^{2}+3\left\{(y+3)^{2}-9\right\}=3 y^{2}+18 y+9=\square$, say $(2 y-3)^{2}$, whence $y=30$.

Certain Arab writers ${ }^{1,2}$ of the tenth century treated the special problem to make $x^{2}+k$ and $x^{2}-k$ both squares, taking $k$ as given, unlike Diophantus.

Rafael Bombelli ${ }^{75}$ divided 40 into two parts ( 30 and 10) such that if each be subtracted from the same square ( $30 \frac{1}{4}$ ) the remainders are squares.
L. Euler ${ }^{7}$ treated the problem, equivalent to Diophantus II, 17: If $a$ and $b$ are given integers, find $z, p, q, r, s$ such that

$$
\begin{equation*}
p^{2}+a z q^{2}=r^{2}, \quad p^{2}+b z q^{2}=s^{2} . \tag{1}
\end{equation*}
$$

Eliminating $z$, we get $p^{2}=\left(b r^{2}-a s^{2}\right) /(b-a)$. Since the latter is a square for $r=s$, set $r=s+(b-a) t$. Then $p^{2}=s^{2}+2 b s t+b(b-a) t^{2}$. Set $p=s+t x / y$. Equate to $t$ the numerator of the resulting fraction for $t / s$. Thus

$$
\begin{aligned}
t & =2 x y-2 b y^{2}, \quad s=b(b-a) y^{2}-x^{2}, \quad p=(x-b y)^{2}-a b y^{2}, \\
r & =(b-a)\left(2 x y-b y^{2}\right)-x^{2}, \quad q^{2} z=4 x y[(b-a) y-x](b y-x) .
\end{aligned}
$$

Simplifications arise if we set $x=v+b y$; then

$$
p=v^{2}-a b y^{2}, \quad q^{2} z=4 v y(v+a y)(v+b y) .
$$

Thus we take $v$ and $y$ arbitrary, and choose $q^{2}$ to be the greatest square factor of the final expression. It is shown ( $\S 230$ ) that $p^{2}+q^{2}$ and $p^{2}+3 q^{2}$ are not both squares. Cf. Euler. ${ }^{33}$

[^348]Euler ${ }^{77}$ called $x^{2}+m y^{2}$ and $x^{2}+n y^{2}$ concordant forms if they can both be made squares by choice of integers $x, y$ each not zero; otherwise, discordant forms. He treated the problem: Given an integer $m$, to find all integers $n$ for which the two forms are concordant. Set $m=\mu \nu$, where one factor may be unity. Then $x^{2}+m y^{2}=\left(\mu p^{2}+\nu q^{2}\right)^{2}$ if $x= \pm\left(\mu p^{2}-\nu q^{2}\right), y=2 p q$. To make $x^{2}+n y^{2}=w^{2}$, we must take $n=\left(w^{2}-x^{2}\right) /\left(4 p^{2} q^{2}\right)$, where $x$ has the preceding value. Then both factors $w \pm x$ must be even. Set $p^{2} q^{2}=r^{2} s^{2}$, where $2 r^{2}$ divides $w+x$, and $2 s^{2}$ divides $w-x$, the respective quotients being $f$ and $g$. Then $n=f g$. Hence we consider $x, r, s$ as known and seek $f, g$ such that $f r^{2}-g s^{2}=x$. The latter is satisfied by $f=h s^{2} \pm \sigma x, g=h r^{2} \pm \rho x$, where $\rho / \sigma$ is the convergent preceding $r^{2} / s^{2}$ for the continued fraction for the latter. A table ( $\S 10$ ) gives the values of $\rho, \sigma$ for $r^{2} \leqq 12^{2}, s^{2} \leqq r^{2}$. For $m=1$, Euler found (§12) those values numerically $<100$ of $n$ which result from small values of $r, s$. It is known that $x^{2} \pm y^{2}$ are discordant; also $x^{2}+y^{2}, x^{2}+2 y^{2}$. Proof is given ( $\S \S 15-19$ ) that $x^{2}+y^{2}, x^{2}+3 y^{2}$ are discordant; also ( $\S \S 20-23$, §31) that $x^{2}+y^{2}=z^{2}, x^{2}+4 y^{2}=v^{2}$ are impossible. Hence

$$
z^{2}-y^{2}=x^{2}, \quad z^{2}+3 y^{2}=v^{2}
$$

and $v^{2}-4 y^{2}=x^{2}, v^{2}-3 y^{2}=z^{2}$ are discordant. But $x^{2}+y^{2}, x^{2}+7 y^{2}$ are squares for $x=3, y=4$. In papers 109, 110, 113-4 of Ch. XVI it is noted that $x^{2} \pm y^{2}$ and $x^{2} \pm 4 y^{2}$ are not both squares; also, $x^{2} \pm y^{2}$ and $x^{2} \mp 3 y^{2}$.

Euler ${ }^{78}$ satisfied $x^{2}+m y^{2}=\square$ as in the last paper, ${ }^{77}$ and noted that then $x^{2}+n y^{2}=\left(\mu p^{2}-\nu q^{2}+2 M p^{2} q^{2}\right)^{2}$ if $n=M^{2} p^{2} q^{2}+M\left(\mu p^{2}-\nu q^{2}\right)$, where $M$ is arbitrary. If $M=N+\nu / p^{2}, n=\left(N p^{2}+\nu\right)\left(N q^{2}+\mu\right)$.

Euler ${ }^{79}$ noted that $x^{2}+a b y^{2}$ is a square for $x=\zeta\left(a p^{2}-b q^{2}\right), y=2 \zeta p q$; that $x^{2}+c d y^{2}=\square$ for $x=\eta\left(c r^{2}-d s^{2}\right), y=2 \eta r s$. Hence set

$$
\zeta p q=\eta r s=\zeta \eta f g h k, \quad p=\eta f g, \quad q=h k, \quad r=\zeta f h, \quad s=g k .
$$

By the values of $x$,

$$
\frac{g^{2}}{h^{2}}=\frac{\zeta}{\eta} \cdot \frac{\zeta \eta c f^{2}+b k^{2}}{\zeta \eta a f^{2}+d k^{2}} .
$$

Set $\theta=\zeta \eta$. Hence must $\theta\left(\theta c f^{2}+b k^{2}\right)\left(\theta a f^{2}+d k^{2}\right)=\square$. But this condition was not discussed.

Euler ${ }^{80}$ had previously treated the more special problem to find all integers $N$ such that $A^{2}+B^{2}$ and $A^{2}+N B^{2}$ are both squares for $A B \neq 0$. Take $A=x^{2}-y^{2}, B=2 x y$. Then

$$
A^{2}+B^{2}=\left(x^{2}+y^{2}\right)^{2}, \quad A^{2}+N B^{2}=\left(x^{2}-y^{2}\right)^{2}+4 N x^{2} y^{2}=z^{2} .
$$

The last gives for $N$ an expression which is an integer if $z=x^{2}+2 \alpha x^{2} y^{2} \pm y^{2}$. According as the upper or lower sign is chosen, we have

$$
N=\left(\alpha x^{2}+1\right)\left(\alpha y^{2}+1\right) \quad \text { or } \quad\left(\alpha x^{2}-1\right)\left(\alpha y^{2}+1\right)+1
$$

To investigate the rational $\alpha$ 's for which the first $N$ is integral, when $x$ and $y$ are integral, set $\alpha=a /\left(q^{2} s^{2}\right), x=p q, y=r s$, where $a$ is an integer, while $p$,

[^349]etc., may become unity. Then, if $a=s=1$, we have $N=\left(p^{2}+1\right)\left(r^{2}+q^{2}\right) / q^{2}$. If $p=7, q=5, q^{2}$ divides $p^{2}+1$, and $N=2 r^{2}+50$. If $a=-1, s=1$, then $N=\left(p^{2}-1\right)\left(r^{2}-q^{2}\right) / q^{2}$ and $q^{2}$ divides $p^{2}-1$ if $p=3, q=2$, etc. A list is given of the resulting $N$ 's numerically $<100$; those $\leqq 50$ and $>0$ are 7,10 , $11,17,20,22,23,24,27,30,31,34,41,42,45,49,50$. But the problem is not proved impossible for the omitted values of $N$.

Euler ${ }^{81}$ made $a^{2} x^{2}+b^{2} y^{2}$ and $a^{2} y^{2}+b^{2} x^{2}$ both squares by taking

$$
\frac{a x}{b y}=\frac{p^{2}-q^{2}}{2 p q}, \quad \frac{a y}{b x}=\frac{r^{2}-s^{2}}{2 r s} .
$$

By division, we get $x^{2} / y^{2}$. Hence it suffices to make the quotient of $p q\left(p^{2}-q^{2}\right)$ by $r s\left(r^{2}-s^{2}\right)$ a square, a problem* which had been frequently treated, but not completely solved. The first of three special methods is to take $s=q, r=p+q$; then we are to make $(p-q) /(p+2 q)=\square$, which is the case if $p=u^{2}+2 t^{2}, q=u^{2}-t^{2}$; the resulting solution is

$$
a=3 t u, \quad b=2\left(u^{2}-t^{2}\right), \quad x=t\left(2 u^{2}+t^{2}\right), \quad y=u\left(u^{2}+2 t^{2}\right) .
$$

To obtain the general solution, we may take $s=q$ without loss of generality, since it is only a question of ratios. Then

$$
n \equiv \frac{p\left(p^{2}-q^{2}\right)}{r\left(r^{2}-q^{2}\right)}=\square, \quad q^{2}=\frac{p^{3}-n r^{3}}{p-n r}
$$

Set $p=r v$. Then $\left(v^{3}-n\right) /(v-n)=\square=(v-z)^{2}$ if

$$
(n+2 z) v^{2}-z(2 n+z) v+n\left(z^{2}-1\right)=0
$$

From a given solution $z, v$, we get a second solution

$$
v^{\prime}=\frac{z(z+2 n)}{2 z+n}-v, \quad z^{\prime}=2 v^{\prime}-z
$$

Thus $v=0, z=1$ leads to the second solution

$$
v^{\prime}=\frac{1+2 n}{2+n}, \quad z^{\prime}=\frac{3 n}{2+n} .
$$

Replace $n$ by $t^{2} / u^{2}$; we get the above special solution. He investigated the third solution $v^{\prime \prime}, z^{\prime \prime}$, and also started with $v=0, z=-1 ; z=0, v= \pm 1$; $v=\infty$. Further, he treated the general condition for $n=4$ and $n=1 / 4$. In conclusion, he found $a, \cdots, d$ such that

$$
a^{2} b^{2}+c^{2} d^{2}, \quad a^{2} c^{2}+b^{2} d^{2}, \quad a^{2} d^{2}+b^{2} c^{2}
$$

are all squares. For $f=t^{2}-3 u^{2}, g=2 t u$, we have

$$
f^{2}+3 g^{2}=h^{2}, \quad h=t^{2}+3 u^{2} .
$$

Then a solution is $a=2 g, b=2 h, c=f+g, d=f-g$, and the three quartics are the squares of $f^{2}+7 g^{2}, 2\left(f^{2} \mp f g+2 g^{2}\right)$.
C. F. Degen ${ }^{82}$ treated $x^{2}+m y^{2}=p^{2}, x^{2}+n y^{2}=q^{2}$. We may set

$$
p=\alpha(m t+n u), \quad q=\alpha(n t+m u)
$$

${ }^{81}$ Mém. Acad. Sc. St. Pétersbourg, 11, 1830 (1780), 12; Comm. Arith., II, 425-37.
${ }^{*}$ Euler, ${ }^{67}$ seq., and Euler ${ }^{77}$ of Ch. IV, Petrus ${ }^{12}$ and Euler ${ }^{33}$ of Ch. XV, Euler ${ }^{18}, 18$ of Ch. XVIII, Euler ${ }^{253}$ of Ch. XXII.
${ }^{82}$ Mém. présentés acad. sc. St. Pétersbourg par divers savans, 1, 1831 (1823), 29-38.

To avoid fractions set $\alpha=2$; then $y^{2}=4(m+n)\left(t^{2}-u^{2}\right)$. Set $m+n=f g$, $t^{2}-u^{2}=4 f g z^{2}$. Hence $t=f z^{2}+g, u=f z^{2}-g, y=4 f g z$, and we obtain "our fundamental solution"

$$
\frac{x^{2}}{4 g^{2}}+4 m n=\left(f^{2} z^{2}-f g\right)^{2}
$$

Let $k^{2}$ be the maximum square dividing $m n=k^{2} L$, and set

$$
x=4 g k \xi, \quad \pm A=\frac{f^{2} z^{2}-f g}{2 k}
$$

Then $\xi^{2}+L=A^{2}$ : Now $f g \pm 2 k A$ must be a square $f^{2} z^{2}$, say $B^{2}$. Thus $y=4 g B$. Hence to exhibit the simplest solution, set ${ }^{83} m+n=f g=k^{2} L$, and let $\phi$ be any factor of $L$ such that $\xi^{2}+L=A^{2}$ is satisfied [identically] by

$$
2 \xi=\frac{L}{\phi}-\phi, \quad 2 A=\frac{L}{\phi}+\phi .
$$

Let $B=k C$. Then $f g \pm 2 k A=B^{2}$ becomes

$$
L \pm \frac{1}{k}\left(\frac{L}{\phi}+\phi\right)=C^{2}
$$

If the latter can be solved, we have $x=(L / \phi-\phi) / 2, y=C$, since $x: y=\xi: C$. It is proved ( p .33 ) that $x^{2}+m y^{2}$ and $x^{2}+n y^{2}$ are concordant if

$$
(m+1)(n+1)=\square=P^{2},
$$

since they equal $(m n+2 m+1)^{2}$ and $(m n+2 n+1)^{2}$ for $x=m n-1, y=2 P$; also, if $m+n=2 Q^{2}$, since they equal $(3 m+n)^{2}$ and $(3 n+m)^{2}$ for $x=m-n$, $y=4 Q$.
M. Collins ${ }^{46}$ proved that $x^{2}+y^{2}=\square, x^{2}+a y^{2}=\square$ are impossible for $1<a<20$, except for $a=7,10,11,17$; also, $x^{2}-y^{2}=\square, x^{2}-a y^{2}=\square$ for $1<a<13$, except $a=7,11$. If we know solutions of

$$
x^{2}+a y^{2}=n z^{2}, \quad y^{2}+b x^{2}=n w^{2}
$$

then $X=x^{2} w^{2}-y^{2} z^{2}$ and $Y=2 x y z w$ are solutions of

$$
X^{2}+Y^{2}=\square, \quad X^{2}+a b Y^{2}=\square
$$

C. H. Brooks and S. Watson ${ }^{84}$ found that $x^{2}+y^{2}$ and $x^{2}+A y^{2}$ can be simultaneously squares only for the following 41 positive integers $A \leqq 100$ : $1,7,10,11,17,20,22,23,24,27,30,31,34,41,42,45,49,50,52,57,58$, $59,60,61,68,71,72,74,76,77,79,82,85,86,90,92,93,94,97,99,100$. Set $x / y=v, v^{2}+1=(v+n)^{2}, v^{2}+A=(v-p n)^{2}$. The two rational values of $v$ give $n^{2}=(A+p) /\left(p^{2}+p\right)$, where $p$ may be any positive or negative integer or fraction for which $A$ is integral.
S. Bills ${ }^{85}$ gave a theorem said to include all the theorems by Collins. ${ }^{46}$ The equations $x^{2}+A y^{2}=\square, x^{2}+B y^{2}=\square$, cited as ( $F$ ), are satisfied if

$$
x=m p^{2}-\frac{A}{m} q^{2}=n r^{2}-\frac{B}{n} s^{2}, \quad y=2 p q=2 r s .
$$

In view of the latter, take $p=f g, q=h k, r=f h, s=g k$. Then the former holds

[^350]if $\left(F_{1}\right) m g^{2}-n h^{\prime}=N k^{2}, m^{-1} A h^{2}-n^{-1} B g^{2}=N f^{2}$, or if $\left(F_{2}\right) m f^{2}+n^{-1} B k^{2}=N h^{2}$, $n f^{2}+m^{-1} A k^{2}=N g^{2}$. Hence the solution of ( $F^{\prime}$ ) can be derived from the solution of ( $F_{1}$ ) or $\left(F_{2}\right)$. Giving suitable values to $m, n, N, A, B$, we can readily derive all of Collins' formulas from ( $F_{1}$ ) and ( $F_{2}$ ).
A. Genocchi ${ }^{86}$ stated that $x^{2}+h$ and $x^{2}+k$ are not both squares if (i) $h=1, k$ a prime or square of a prime $8 m \pm 3$ provided the odd prime factors of $k-1$ are all of the form $4 n+3$; (ii) $h=2, k$ a prime $8 m+3$ or double of a prime $8 m+5$, provided the odd prime factors of $k-2$ are all of the form $8 n+7$; (iii) $h$ a prime $8 m \pm 3, k$ a prime $8 m+7$, provided the odd prime factors of $h-k$ are all of the form $4 n+3$ and quadratic non-residues of $k$; (iv) $h$ a prime $8 m+3, k=h^{2}$, provided the odd prime factors of $h-1$ are all of the form $4 n+3$; (v) $h$ a prime, $k=h p$, where $h$ and $p$ are primes one of the form $8 m+3$ and the other of the form $8 m+7$, provided the prime factors of $p-1$ other than 2 and $h$ are all of the form $4 n+3$ and quadratic non-residues of $h$.
A. Genocchi ${ }^{87}$ treated (1) by the method of Diophantus: Set $r=m x+p$, $s=n x-p$. Then $b z q^{2}=\left(r^{2}-p^{2}\right) b / a$, so that the second equation (1) becomes
$$
\left[(m x+p)^{2}-p^{2}\right]_{a}^{\frac{b}{a}}=(n x-p)^{2}-p^{2}, \quad x=\frac{2 p(a n+b m)}{a n^{2}-b m^{2}}
$$
$p$ being given in the problem of Diophantus II, 17. In Euler's ${ }^{76}$ problem, $p$ is unknown; the first of the preceding equations determines $p$ in terms of $m, n, x$; then $a z q^{2}=a m n x^{2}(m+n) /(a n+b m)$. By setting $n=b l, x=2(m+a l)$, we get formulas derived from Euler's by changing $p, l, m$ into $-p, y, v$. Genocchi noted that the present problem is equivalent to that of solving $y^{2}-x^{2}: z^{2}-y^{2}=a: b$, treated fully by Leonardo Pisano. ${ }^{6}$ For, (1) gives $r^{2}-p^{2}: s^{2}-p^{2}=a: b$, and conversely, if we set $r^{2}-p^{2}=a z q^{2}$. Genocchi proved (pp. 9-23) that the system $x^{2}+a=\square, x^{2}+b=\square$ is impossible in rational numbers for $a=1$ and $b$ a prime $8 k \pm 3$ such that $b-1$ has no prime divisor $4 t+1$ (as $b=3,5,13,19,29,37,43$ ); for $a=2$ and $b$ a prime $8 k+3$ such that every divisor of $b-2$ is of the form $8 t+7$ (as $b=163,331,449$ ); $a=2, b=2 A, A$ a prime $8 k+5$ such that $A-1$ has no odd prime divisor not of the form $8 t+7$ (as $A=5,29,197,317$ ); $a=A, b=A B$, where $A, B$ are primes, one of the form $8 k+7$ and the other $8 k+3$, such that $A$ is a quadratic residue of $B$ when $A=8 k+7, B-1$ has no odd prime divisor $4 t+1$ not a quadratic residue of $A$, and, in case $A=8 k+3,(B-1) / 2$ is divisible by $A$ if a quadratic residue of $A$ (as $A=3, B=7 ; A=7, B=3$ or $19 ; A=11, B=23$ ); $a$ a prime $8 k+3$, every odd prime divisor of $a-1$ being of the form $4 t+3$, $b=a^{2} ; a=1, b= \pm 8$ or the negative of a prime $8 k \pm 3$ or the square of a prime $8 k \pm 3$, no prime divisor of $b-1$ being of the form $4 t+1$ in the third case.

The following three papers relate to the system $t^{2}+u^{2}=2 v^{2}, t^{2}+2 u^{2}=3 w^{2}$. E. Lucas ${ }^{88}$ treated the equivalent system $2 v^{2}-u^{2}=t^{2}, 2 v^{2}+u^{2}=3 w^{2}$ and showed how to get new solutions from one. [Cf. Pepin. ${ }^{90}$ ]

[^351]G. C. Gerono ${ }^{89}$ took $t=1$, without loss of generality. Since $u$ is odd, $u=2 k+1$, the first condition gives $v^{2}=k^{2}+(k+1)^{2}$. He proved that also $v=m^{2}+(m+1)^{2}$. Using the [unproved] theorem of de Jonquières ${ }^{26}$ of Ch. XVII, we get $v=5$ (excluded) or 1 .
T. Pepin ${ }^{90}$ noted that Lucas ${ }^{88}$ did not treat all possible cases, whereas the omitted cases add new solutions. By using a somewhat different method, we get all solutions by a single set of formulas. We may limit to relatively prime solutions $t, u$ and take $v$ and $w$ positive. By the first equation,
$$
v^{2}=\left(\frac{t+u}{2}\right)^{2}+\left(\frac{t-u}{2}\right)^{2}, \quad \frac{t+u}{2}=a^{2}-4 b^{2}, \quad \frac{t-u}{2}=4 a b, \quad v=a^{2}+4 b^{2},
$$
for $a, b$ relatively prime, $a$ odd. By the second given condition,
$$
t+u \sqrt{-2}=(1+\sqrt{-2})(c+d \sqrt{-2})^{2}, \quad w=c^{2}+2 d^{2} .
$$

Comparing the values of $t$ and of $u$, we get equations equivalent to

$$
a^{2}+4 a b-4 b^{2}=c^{2}+2 c d-2 d^{2}, \quad 4 a b=3 c d .
$$

Thus $a=\alpha \lambda, b=3 \beta \mu, c=\alpha \beta, d=4 \lambda \mu$. Inserting these into the difference of the two preceding equations, we get a quadratic giving

$$
\frac{\mu}{\alpha}=\frac{\beta \lambda \pm \sqrt{\left(3 \beta^{2}-4 \lambda^{2}\right)\left(2 \lambda^{2}-3 \beta^{2}\right)}}{2\left(9 \beta^{2}-8 \lambda^{2}\right)}
$$

Since the radical must be rational, $3 \beta^{2}-4 \lambda^{2}= \pm \gamma^{2}, 2 \lambda^{2}-3 \beta^{2}= \pm \delta^{2}$. The upper signs are excluded modulo 3. Hence $2 \lambda^{2}=\gamma^{2}+\delta^{2}, 3 \beta^{2}=\gamma^{2}+2 \delta^{2}$, a pair like the given pair. Hence a solution $v, w, t, u$ leads to a second solution

$$
v_{1}=\alpha^{2} v^{2}+36 \mu^{2} w^{2}, \quad w_{1}=\alpha^{2} w^{2}+32 \mu^{2} v^{2}, \quad t_{1}, u_{1}=(\alpha v \mp 6 \mu w)^{2}-72 \mu^{2} w^{2}
$$

where $\mu: \alpha=v w \pm t u: 2\left(9 w^{2}-8 v^{2}\right)$. Starting from $v=w=t=u=1$, we get $\mu / \alpha=0$ or 1 , the second giving $v_{1}=37, w_{1}=33, t_{1}=47, u_{1}=23$; etc. It is proved that we get all solutions in this way.

To find ${ }^{91}$ two squares whose sum is double a square and difference is 10 times a square, take $x, y=2 p q \pm\left(p^{2}-q^{2}\right)$. Then $x^{2}+y^{2}=2\left(p^{2}+q^{2}\right)^{2}$, $x^{2}-y^{2}=8 p q\left(p^{2}-q^{2}\right)=10\left(12 m^{2}\right)^{2}$ if $p=5 m, q=4 m$.
J. H. Drummond and W. F. King ${ }^{92}$ proved that $2 x^{2}-y^{2}=\square, 2 y^{2}-x^{2}=\square$ imply $x^{2}=y^{2}$.
A. Gerardin ${ }^{93}$ noted that $x^{2}+n y^{2}$ and $n x^{2}+y^{2}$ are squares if

$$
n=\left(\alpha^{2}+\beta^{2}\right)^{2}-1,
$$

or $n=7, x=3, y=1$, or $n=17, x=8, y=1$.
Several writers ${ }^{94}$ gave solutions of the last problem.
R. Goormaghtigh ${ }^{95}$ made $S x^{2}+P y^{2}$ and $S y^{2}+P x^{2}$ both squares.
L. Aubry ${ }^{95 a}$ proved that $2 y^{2}+u^{2}$ and $3 y^{2}+u^{2}$ are not both squares.
${ }^{89}$ Nouv. Ann. Math., (2), 17, 1878, 381-3.
${ }^{90}$ Atti Accad. Pont. Nuovi Lincei, 32, 1878-9, 281-292.
${ }^{21}$ Math. Quest. Educ. Times, 63, 1895, 64.
${ }^{22}$ Amer. Math. Monthly, 6, 1899, 47-8, 151-5.
${ }^{93}$ L'intermédiaire des math., 22, 1915, 128.
${ }^{2}$ Ibid., 23, 1916, 63-4, 205-7.
${ }^{*}$ Ibid., 184-5.
${ }^{95}$ I Ibid., 26, 1919, 84-5. For $u=1$, Rignaux. ${ }^{131}$

$$
x^{2}+y \text { AND } x+y^{2} \text { both squares. }
$$

Diophantus, II, 21 , took $y=2 x+1$. Then $x^{2}+y=\square$. Let

$$
x+y^{2} \equiv 4 x^{2}+5 x+1
$$

be the square of $2 x-2$. Then $x=3 / 13$.
Alkarkhis (beginning of eleventh century), after repeating this solution, added the condition $x^{2}+y^{2}=\square$, taking $x=3 z, y=4 z$.

Rafael Bombelli97 set $y=4(x+1)$. Let $x+y^{2} \equiv 16 x^{2}+33 x+16$ be the square of $4 x-6$. Then $x=20 / 81$.
W. Emerson ${ }^{98}$ treated the problem.
L. Euler ${ }^{99}$ set $x^{2}+y=(p-x)^{2}, y^{2}+x=(q-y)^{2}$, whence

$$
x=\frac{2 q p^{2}-q^{2}}{4 p q-1}, \quad y=\frac{2 p q^{2}-p^{2}}{4 p q-1} .
$$

Euler had first inserted the value of $y$ from $x^{2}+y=p^{2}$ into $y^{2}+x$, obtaining $\left(p^{2}-x^{2}\right)^{2}+x=\square$, which he stated would be difficult to solve.
R. Adrain ${ }^{100}$ noted that Euler's last condition is satisfied if we take $x=4 p^{2} x^{2}$. Again, for $p+x=v$, it becomes

$$
v^{2}(v-2 x)^{2}+x=v^{4}-4 v^{3} x+4 v^{2} x^{2}+x=\left(v^{2}+2 v x\right)^{2} \quad \text { if } \quad x=8 v^{3} x, v=\frac{1}{2} .
$$

The equivalent problem $x^{2}-y=\square, y^{2}-x=\square$ was solved ${ }^{101}$ as by Euler. ${ }^{99}$
J. W. West ${ }^{102}$ noted that Euler's ${ }^{99}$ condition is satisfied if $p^{2}-x^{2}=y$, $x=2 y+1$. Solve the quadratic in $x$ obtained by eliminating $y$.
C. A. Laisant, ${ }^{103}$ after recalling Euler's ${ }^{99}$ solution in rational numbers, remarked that the system is evidently impossible in positive integers, since in

$$
y=(z-x) x+(z-x) z, \quad x=(t-y) y+(t-y) t, \quad z>x, \quad t>y,
$$

$y>x$ by the first equation and $x>y$ by the second. Similarly for negative solutions.
A. Auric ${ }^{104}$ noted that Euler's solution is not general, since his problem is equivalent to the solution in integers of the homogeneous system $x^{2}+u y=z^{2}, u x+y^{2}=t^{2}$, which can be solved for $x, y$ after giving arbitrary values to $z, t, u$ (by factoring $z^{2}-t^{2}$ ).
L. Aubry ${ }^{105}$ and G. Quijano ${ }^{108}$ proved the impossibility of integral solutions.

[^352]$$
x^{2}+y^{2}-1 \text { AND } x^{2}-y^{2}-1 \text { BOTH SQUARES. }
$$

Bháscara ${ }^{107}$ (born 1114) gave sets of values of $x, y$ for which $x^{2} \pm y^{2}-1$ are both squares:

$$
y=\frac{8 a^{2}-1}{2 a}, x=\frac{y^{2}}{2}+1 ; \quad x=\frac{1}{2 a}+a, y=1 ; \quad x=8 a^{4}+1, y=8 a^{3} .
$$

Bháscara ${ }^{108}$ treated this problem and the similar one on $x^{2} \pm y^{2}+1$, as being due to an ancient author. To find two squares whose sum and difference increased by unity are squares, call the desired squares $\left[y^{2}=\right] 4 k^{2}$ and $\left[x^{2}=\right] 5 k^{2}-1$, the latter being a square for $k=1$ or 37 . For decrease by unity, use $4 k^{2}$ and $5 k^{2}+1$, a square for $k=4$ or 72 .

Having chosen the coefficient 4 , the other coefficient (5) is to be determined so that when 4 is added or subtracted we get a square. Thus 2.4 is the difference of two squares. Taking 2 as the difference of their roots, we get the roots to be 1 and 3 , whence $5=4+1^{2}=3^{2}-4$. Similarly, taking 36 as the first coefficient, we must make 72 a difference of two squares. Taking 6 as the difference of their roots, we get 45 as the second coefficient; taking 4 , we get 85 .
J. Cunliffe ${ }^{108 a}$ solved $x^{2}=\frac{1}{2}\left(c^{2}+d^{2}\right)+1, y^{2}=\frac{1}{2}\left(c^{2}-d^{2}\right)$ by taking $c=d+n$, $y=r n$, whence $n=2 d /\left(2 r^{2}-1\right)$ by the second condition. Take $d=s\left(2 r^{2}-1\right)$, $x=t s+1$. The first condition is satisfied if $\left(4 r^{4}+1-t^{2}\right) s=2 t$. For $t=2 r^{2}$, we get Bháscara's final answer.
E. Clere ${ }^{109}$ treated the same pair $x^{2}+y^{2}-1=z^{2}, x^{2}-y^{2}-1=u^{2}$. By subtraction, $2 y^{2}=z^{2}-u^{2}$. Let $y=p q$ and set $z+u=2 q^{2}, z-u=p^{2}$ [thus limiting to integral solutions]. Substituting the resulting values of $z, u$ into the proposed first equation, we get $4 x^{2}=4+4 q^{4}+p^{4}$, which is a square if $p=q^{2}$. Thus we have the special solution

$$
x=1+q^{4} / 2, \quad y=q^{3}, \quad z=q^{2}+q^{4} / 2, \quad u=q^{2}-q^{4} / 2 .
$$

A. Genocchi ${ }^{110}$ proved that all rational solutions are given by

$$
y=\frac{2 g p q}{l}, \quad x=\frac{l+r}{l}, \quad l \equiv \frac{g^{2}\left(p^{4}+4 q^{4}\right)}{2 r}-\frac{r}{2},
$$

where $p, q$ are relatively prime integers, $q$ odd; $r$ an integral divisor of $g^{2}\left(p^{4}+4 q^{4}\right)$ and $r \equiv g(\bmod 2)$. We may give any rational values to $g, p$, $q, r$ and, without loss of generality, replace $r$ by $g r$. Then $y=4 p q r / d$, $x=\left(p^{4}+4 q^{4}+r^{2}\right) / d$, where $d=p^{4}+4 q^{4}-r^{2}$. If we set $r=2 q^{2}, p=1$, we get $y=8 q^{3}, x=8 q^{4}+1$; if we set $r=p^{2}-2 q^{2}, p=-1 / 2$, we get also the first set by Bháscara.
${ }^{107}$ Llávatí (arith.), §8 59-61. Algebra, with arith. and mensuration, from the Sanscrit of Brahmegupta and Bháscara, transl. by Colebrooke, London, 1817, p. 27. Lilawati or a treatise on arith. and geom. by Bhascara Acharya, transl. by John Taylor, Bombay, 1816, 35.
${ }^{108}$ Víja-gañita (algebra), § 194; Colebrooke, ${ }^{107}$ pp. 257-9.
${ }^{108 a}$ New Series Math. Repository (ed., T. Leybourn), 2, 1809, I, 199.
${ }^{109}$ Nouv. Ann. Math., 9, 1850, 116-8.
${ }^{110}$ Ibid., 10, 1851, 80-85.
T. Pepin ${ }^{111}$ found that all rational solutions are given by

$$
d x=m^{2} p+n^{2} q, \quad d y=4 m n s t, \quad d z=2 m n\left(s^{2}+2 t^{2}\right), \quad d u=2 m n\left(s^{2}-2 t^{2}\right)
$$ where $d=m^{2} p-n^{2} q$, while $m$, $n$ are relatively prime, also $s, t$. Further, $s^{4}+4 t^{4}=p q$. To obtain integral solutions, take

$$
p=1, \quad d= \pm 1, \quad m+\sqrt{5} n=(2+\sqrt{5})^{k} .
$$

Various writers ${ }^{112}$ gave solutions.
J. H. Drummond ${ }^{113}$ took $x^{2}+y^{2}+1=(m+1)^{2}, x^{2}-y^{2}+1=(m-1)^{2}$, $m=2 n^{2}$, whence $x=2 n^{2}, y=2 n$.
E. B. Escott ${ }^{114}$ asked if $x^{2}+y^{2}-1, x^{2}-y^{2}+1$ are squares when $x y \neq 0$, $x \neq y$, for integral values other than $x=13, y=11$; in other words, if $4 m n\left(m^{2}-n^{2}\right)+1=\square \cdot(m n \neq 0, m \neq n)$ has a solution other than $m=3, n=2$. Several replies ${ }^{115}$ show there is an infinitude of solutions.
R. P. Paranjpye ${ }^{116}$ gave Bháscara's ${ }^{107}$ third solution. Suppose in $2 y^{2}=z^{2}-t^{2}$ that the common factor of $y, z, t$ is a square. Since the difference of two squares is divisible by 8 , we may set $z+t=4 \xi^{2}, z-t=2 \eta^{2}, y=2 \xi \eta$. Then $x^{2}=1-y^{2}+z^{2}=4 \xi^{4}+\eta^{4}+1$. Assume that $\eta^{4}=4 \xi^{2}$, whence $\xi=2 p^{2}$, $\eta=2 p$.

$$
x^{2}+2 f x y+h y^{2}, x^{2}+2 g x y+k y^{2} \text { вотн SQUARES. }
$$

Beha-Eddin ${ }^{32}$ listed as the last of seven problems remaining unsolved from former times that to make $x^{2} \pm(x+2)$ both squares. His translator, Nesselmann (pp. 72-3), discussed the problem.
A. Marre ${ }^{117}$ found only the solution $x=-17 / 16$ and concluded that the problem is impossible in positive integers.
A. Genocchiris called the squares $(p+q)^{2}$ and $(p-q)^{2}$, whence $x^{2}=p^{2}+q^{2}$, $x+2=2 p q$. By eliminating $x,\left(4 p^{2}-1\right) q^{2}-8 p q-\left(p^{2}-4\right)=0$. By taking the first or third coefficient zero, we get $x=-2,-17 / 16,34 / 15$.
E. Lucas ${ }^{19}$ solved completely the corresponding homogeneous equations

$$
x^{2}+x y+2 y^{2}=u^{2}, \quad x^{2}-x y-2 y^{2}=v^{2},
$$

where $x, y, u$, $v$ may be assumed relatively prime. Adding, we see that the sum of the squares of $(u \pm v) / 2$ is $x^{2}$, whence

$$
\frac{1}{2}(u+v)=r^{2}-s^{2}, \quad \frac{1}{2}(u-v)=2 r s, \quad x=r^{2}+s^{2}
$$

Substitute the resulting values of $u, v, x$ into the equation obtained by subtracting the proposed equations, we get $2 y^{2}+x y=4 r s\left(r^{2}-s^{2}\right)$, whence $y=\frac{1}{4}(-x \pm t)$, where

$$
\left(r^{2}+s^{2}\right)^{2}+32 r s\left(r^{2}-s^{2}\right)=t^{2}
$$

m Nouv. Ann. Math., (2), 14, 1875, 63.
${ }^{112}$ Math. Visitor, 2, 1887, 66-70.
${ }^{113}$ Amer. Math. Monthly, 9, 1902, 232.
${ }^{114}$ L'intermédiaire des math., 12, 1905, 76.
${ }^{11}$ Ibid., 207-211; 13, 1906, 25. Cf. Zerr ${ }^{50}$ of Ch. XIX.
${ }^{116}$ Jour. Indian Math. Club, Madras, 1, 1909, 188-9.
${ }^{117}$ Nouv. Ann. Math., 5, 1846, 323.
${ }^{11}$ Annali di Sc. Mat. e Fis., 6, 1855, 132, 303-4.
${ }^{\text {ue }}$ Nouv. Ann. Math., (2), 15, 1876, 359-365. Same in Bull. Bibl. Storia Sc. Mat., 10, 1877, 186-191.

Hence the product of $r^{2}+16 r s-s^{2} \pm t$ is $252 r^{2} s^{2}$; call the factors $\pm 14(3 p)^{2}$, $\pm 2 q^{2}$ and add and subtract. Thus

$$
r^{2}+16 r s-s^{2}= \pm\left(63 p^{2}+q^{2}\right), \quad r s=p q .
$$

For the upper sign, one solution of (1) leads to two new solutions:

$$
\begin{gathered}
R=m\left(r^{2}+s^{2}\right), \quad S=n t, \quad T=63 n^{2}\left(r^{2}+s^{2}\right)-m^{2} t^{2}, \\
n \equiv 4 r s\left(r^{2}-s^{2}\right), \quad m \equiv t\left(r^{2}+s^{2}\right) \pm\left(r^{4}+s^{4}-6 r^{2} s^{2}\right),
\end{gathered}
$$

so that the proposed pair has the solutions

$$
x=r^{2}+s^{2}, \quad 4 y=-r^{2}-s^{2} \pm t, \quad u, v=r^{2}-s^{2} \mp 2 r s .
$$

For the lower sign, the problem is reduced to the earlier case.
A. Gerardin ${ }^{120}$ used the known solution of $u^{2}+v^{2}=2 x^{2}$ :

$$
u=2 m^{2}-l^{2}, \quad v=2 m^{2}+l^{2}-4 l m, \quad x=2 m^{2}+l^{2}-2 l m .
$$

It remains to make $8 u^{2}-7 x^{2} \equiv(x+4 y)^{2}$ a square:

$$
4 m^{4}+l^{4}-88 l^{2} m^{2}+56 l m^{3}+28 l^{3} m=\square=\left(2 m^{2}-14 m l-l^{2}\right)^{2} .
$$

Then $x=34, y=15, u=46, v=14$ [Genocchi]. It is stated that we have also $y=-32$.
L. Euler ${ }^{121}$ solved $x^{2}+2 f x y+h y^{2}=P^{2}, x^{2}+2 g x y+k y^{2}=Q^{2}$. Subtract and set $P-Q=(f-g) y$, whence $P+Q=2 x+y(h-k) /(f-g)$. Squaring and adding, we get $2 P^{2}+2 Q^{2}$; equating to the value obtained by adding the proposed equations, we get

$$
x: y=(f-g)^{4}-2(h+k)(f-g)^{2}+(h-k)^{2}: 4(f-g)\left(f^{2}-g^{2}-h+k\right) .
$$

N. Fuss ${ }^{122}$ made $f_{1} \equiv x^{2}+2 a x y+y^{2}$ and $f_{2} \equiv x^{2}+2 b x y+y^{2}$ both squares, say $p^{2}$ and $q^{2}$. Then $p^{2}-q^{2}=2(a-b) x y$. Hence $x=4(a+b), y=(a-b)^{2}-4$ is a particular solution since

$$
f_{1}=[(a-b)(3 a+b)-4]^{2}, \quad f_{2}=[(a-b)(3 b+a)-4]^{2}
$$

To find $n$ such that $x^{2} \pm 2 n x y+y^{2}$ are squares, say $(p \pm q)^{2}$, we have

$$
x^{2}+y^{2}=p^{2}+q^{2}, \quad n x y=p q .
$$

Set $p=\alpha x y, q=n / \alpha$. Then $n^{2}=\alpha^{2}\left(x^{2}+y^{2}\right)-\alpha^{4} x^{2} y^{2}$.
A. S. Werebrusow ${ }^{123}$ reduced the system

$$
\alpha x^{2}+2 \alpha^{\prime} x y+\alpha^{\prime \prime} y^{2}=u^{2}, \quad \beta x^{2}+2 \beta^{\prime} x y+\beta^{\prime \prime} y^{2}=v^{2}
$$

to $a u^{4}+2 b u^{2} v^{2}+c v^{4}=z^{2}, a=\beta^{\prime 2}-\beta \beta^{\prime \prime}, b=\alpha \beta^{\prime \prime}+\alpha^{\prime \prime} \beta-2 \alpha^{\prime} \beta^{\prime}, c=\alpha^{\prime 2}-\alpha \alpha^{\prime \prime}$.
H. B. Mathieu ${ }^{124}$ gave the solutions $x=15, y=-8 ; x=1768, y=2415$, of $x^{2}+y^{2}=\square, x^{2}+x y+y^{2}=\square$. L. Aubry ${ }^{125}$ gave a general discussion.

Adrain, ${ }^{113}$ Genocchi, ${ }^{118}$ etc., of Ch. XXII proved that $x^{2} \pm x y+y^{2}$ are not both squares.

[^353]Two functions of one unknown made squares.
C. G. Bachet ${ }^{196}$ treated the double equality

$$
4 N^{2}+3 N-1=\square, \quad 4 N^{2}+4 N-1=\square
$$

by factoring the difference $N$ into $\frac{1}{4}$ and $4 N$, where $4 N$ is the double of $\sqrt{4 N^{2}}$, and equating the squares of $\frac{1}{2}\left(4 N \mp \frac{1}{4}\right)$ to the given left members, whence, in either case, $\frac{7}{2} N=65 / 64$. If the second equation is changed to $4 N^{2}-N-1=\square$, use the factors 1 and $4 N$.

For $N^{2}-12=\square, \frac{13}{2} N-12=\square$, use the factors $N$ and $N-13 / 2$ of the difference, so that their sum shall contain the double of $\sqrt{\overline{N^{2}}}$.

For $4 N^{2}-N-4=\square, 4 N^{2}+15 N=\square$, use the factors 4 and $4 N+1$ of the difference.

For $N^{2}-6144 N+1048576=\square, N+64=\square$, first multiply the latter by 16384.

Fermat ${ }^{127}$ treated many double and triple equalities.
J. L. Lagrange ${ }^{128}$ considered briefly the system

$$
\begin{equation*}
a+b x+c x^{2}=\square, \quad \alpha+\beta x+\gamma x^{2}=\square \tag{1}
\end{equation*}
$$

If $a+b f+c f^{2}=g^{2}$, the general solution of the first is

$$
x=\left(f m^{2}-2 g m+b+c f\right) /\left(m^{2}-c\right) .
$$

Then the product of the second quadratic by $\left(m^{2}-c\right)^{2}$ is a quartic function of $m$. There is no known rule to make the latter a square. If $a=\alpha=0$, set $x=1 / y$; we are led to the simple problem $b y+c=\square, \beta y+\gamma=\square$.
R. Adrain ${ }^{129}$ treated $a x^{2}+b=\square, c x^{2}+d=\square$, given $a r^{2}+b=e^{2}$, by setting $x=r+y$. Then $a x^{2}+b=e^{2}+2 a r y+a y^{2}=(z y-e)^{2}$ determines $y$ rationally in $z$. For this value of $y$, the second condition becomes $Q=\square$, where $Q$ is a quartic in $z$; but no treatment is given. Next, consider (1) for the case in which $c$ and $\gamma$ are squares; by multiplication by squares, we may assume that the coefficients of $x^{2}$ are equal and proceed as in the following example. For $x^{2}-x+7=A^{2}, x^{2}-7 x+1=B^{2}$, we have $6 x+6=A^{2}-B^{2}$. Take

$$
2 x+2=A+B, \quad 3=A-B
$$

Inserting $x+5 / 2$ for $A$ in the first given equation, we get $x=1 / 8$.
Several ${ }^{130}$ solved $1-8 x=\square, x-4 x^{2}+4=\square$ by inserting $x=\left(1-a^{2}\right) / 8$ into the second condition. Two answers are

$$
x=19740 / 177241, \quad 72165 / 578888
$$

W. Welmin ${ }^{130 a}$ employed the elliptic function $\phi(\lambda)$ obtained by the inversion of the integral

$$
\begin{equation*}
\lambda=\int_{0}^{x} \frac{d x}{\sqrt{\left(a x^{2}+b\right)\left(c x^{2}+d\right)}} \tag{2}
\end{equation*}
$$

[^354]If $\lambda$ be chosen so that $\phi(\lambda),\left\{a \phi^{2}(\lambda)+b\right\}^{1 / 2}$ and $\left\{c \phi^{2}(\lambda)+d\right\}^{1 / 2}$ take rational values, rational solutions of the pair of equations $a x^{2}+b=\square, c x^{2}+d=\square$, are $x_{1}=\phi(\lambda), x_{2}=\phi(2 \lambda), x_{3}=\phi(\lambda+2 \lambda), \cdots$. In order that there be an infinity of solutions, it is necessary that the integral (2) have an irrational ratio to the same integral extended from $x$ to $\infty$.
M. Rignaux ${ }^{131}$ proved that $2 y^{2}+1$ and $3 y^{2}+1$ are both squares only when $y=0$.

## Miscellaneous pairs of quadratic functions made squares.

Diophantus, II, 31, made $x y \pm(x+y)$ squares. Since $2^{2}+3^{2} \pm 2 \cdot 2 \cdot 3$ is a square, take $x y=\left(2^{2}+3^{2}\right) x^{2}, x+y=2 \cdot 2 \cdot 3 x^{2}$, whence $y=13 x, 14 x=12 x^{2}$.

Paul Halcke ${ }^{132}$ gave three ways of solving the problem.
L. Aubry, Welsch and E. Fauquembergue ${ }^{133}$ proved that the problem is impossible in integers.

Diophantus, II, 26, found two numbers ( $12 x^{2}$ and $7 x^{2}$ ) such that the square ( $16 x^{2}$ ) of their sum minus either number gives a square. Hence $19 x^{2}=4 x$.

This problem was treated by J. H. Rahn and J. Pell, ${ }^{134}$ and the latter treated (p. 102) the corresponding problem (Diophantus, III, 3) for three numbers.

Bháscara ${ }^{135}$ made $7 y^{2}+8 z^{2}$ and $7 y^{2}-8 z^{2}+1$ both squares. Treating the first by the method of the "affected square" (Ch. XII) with $8 z^{2}$ as the additive quantity and $2 z$ as the least root, we get $7(2 z)^{2}+8 z^{2}=(6 z)^{2}$. For $y=2 z$, the second expression becomes $20 z^{2}+1$ and is a square for $z=2$ or 36 .
W. Emerson ${ }^{136}$ made $x y+x$ and $x y+y$ squares.

Fr. Buchner ${ }^{137}$ made $x y-x$ and $x y-y$ squares by taking $y=p^{2} x+1$. Then $x y-y=(p x-m)^{2}$ if $x=\left(m^{2}+1\right) /\left(2 m p-p^{2}+1\right)$.
S. Tebay ${ }^{138}$ made $x^{2}+c x y+y^{2} \pm a$ squares. Let $x^{2}+c x y+y^{2}+a=(y+p)^{2}$ determine $y$. Then $x^{2}+c x y+y^{2}-a=\square$ if $x^{4}+\cdots=\left(x^{2}-c p x+q\right)^{2}$, which gives $x$.

Several ${ }^{139}$ proved that $P+Q=R^{2}, P^{2}+Q^{2}=S^{2}$ imply that $P^{3}+Q^{3}$ is a sum of two squares:

$$
P^{3}+Q^{3}=R^{2}\left\{\frac{1}{4}(S+P-Q)^{2}+\frac{1}{4}(S-P+Q)^{2}\right\} .
$$

Also $P Q$ is divisible by 12. To find ${ }^{140}$ all integral solutions $P, Q$, set $Q=P q / p$. Then $P+Q=R^{2}$ gives $P$, while $P^{2}+Q^{2}=s^{2} P^{2}$ if $p^{2}+q^{2}=p^{2} s^{2}$ and hence if $p=m^{2}-n^{2}, q=2 m n$.

[^355]A. C. L. Wilkinson ${ }^{141}$ made $2 y^{2}-z^{2}$ and $2 z^{2}-y^{2}+1$ squares $x^{2}$ and $u^{2}$. Put $x=a+b, z=a-b$. Then $x^{2}+z^{2}=2 y^{2}$ gives $a^{2}+b^{2}=y^{2} ; a, y=k\left(m^{2} \mp n^{2}\right)$; $b=2 k m n$. Take $m=9, n=7$. Then $u^{2}=193(2 k)^{2}+1$. By the continued fraction for $\sqrt{193}, u=6224323426849, k=224018302020$.
A. Gérardin and R. Goormaghtigh ${ }^{142}$ treated
$$
(y-x)^{2}+x=A^{2}, \quad(y-x)^{2}-y=B^{2} .
$$

Add and set $t=x-y$; then $2 t^{2}+t=A^{2}+B^{2}$, an easy problem.
${ }^{141}$ Jour. Indian Math. Club, 2, 1910, 193.
${ }^{142}$ L'intermédiaire des math., 22, 1915, 193; 24, 1917, 84-5.

## CHAPTER XVII.

## SYSTEMS OF TWO EQUATIONS OF DEGREE TWO.

Two quadratic equations in two unknowns.
Beha-Eddin ${ }^{1}$ (1547-1622) included (as Prob. 3) among the 7 problems remaining unsolved from former times that to make $x^{2}+y=10, y^{2}+x=5$. Nesselmann noted that there is no rational solution. Marre 'p. 323) noted that it leads to $x^{4}-20 x^{2}+x+95=0$, having no rational solution.

Cataldi ${ }^{2}$ required $x, y$ when $x^{2}+y^{2}$ and $x y /(x-y)^{2}$ have given values, and treated separately the case in which the values are 20 and 1.

Fermat ${ }^{3}$ treated the problem to find in how many ways a given number $m$ is the difference of two numbers whose product is a square. If $m=2^{k} p^{a} q^{b}$, where $p$ and $q$ are odd primes, the number of ways is $2 a b+a+b$. If there is a third odd prime $r$ with the exponent $c$, the number of ways is $4 a b c+2 a b+2 a c+2 b c+a+b+c$; etc.
$\mathrm{If}^{4} x^{2}+y=y^{2}+x, x^{2}+y^{2}=\square$, then $x=y$ or $x=1-y$. For the latter, $x^{2}+y^{2}=(r y-1)^{2}$ gives $y$.
A. Martin ${ }^{5}$ found the rational solutions of $x+y=x^{2}+y^{2}=\square$ by setting $x=a z, y=b z, z=(a+b) /\left(a^{2}+b^{2}\right)$, where $a^{2}+b^{2}=\square$, the last being satisfied in the usual way. M. Brierley ${ }^{6}$ took $y=r x$ and found $x=(r+1) /\left(r^{2}+1\right)$. Then take $r=3 / 4$, whence $r^{2}+1=\square$.
J. Hammond, ${ }^{7}$ to divide a product $N$ of two unknown primes $x, y$ into two parts $P, Q$, each $>1$, such that $P Q \equiv-1(\bmod N)$, tabulated for each $m$ ( $1<m \leqq 15$ ) all solutions $n, n_{1}, P, Q, N, x, y$ of $P+Q=N, P Q+1=m N$, whence $P=m+n, Q=m+n_{1}, N=2 m+n+n_{1}, n n_{1}=m^{2}-1$.

Problems of Heron and Planude; generalizations.
Heron of Alexandria ${ }^{8}$ (first century B.C.) treated the two problems:
(I) Find two rectangles such that the area of the first is three times the area of the second [and the perimeter of the second is three times the perimeter of the first]. It is stated that the sides of the first are $3^{3} \cdot 2=54$ and $54-1=53$; those of the second, $3(53+54)-3=318$ and 3 ; the areas are 2862 and 954 [semi-perimeters 107, 321].

[^356](II) Find two rectangles of equal perimeters such that the area of the second is 4 times the area of the first. The sum of two sides of the first rectangle is taken to be $4^{3}-1=63$, and one side $4-1=3$, so that the other is $63-3=60$. For the second rectangle one side is $4^{2}-1=15$ and the other $63-15=48$. The areas are 180, 720 .

Pappus of Alexandria ${ }^{9}$ (end of third century) discussed the simpler (determinate) problem: Given a parallelogram, find a second whose sides have a given ratio to the sides of the first, while the areas have a given ratio.

Maximus Planude ${ }^{10}$ (about 1260-1310) discussed the problem to find two rectangles of equal perimeters such that their areas have a given ratio $b: 1$. The solution is given in words; expressed algebraically, it states that the sides of one are $b-1$ and $b^{3}-b$, those of the other $b^{2}-1$ and $b^{3}-b^{2}$.
G. Valla ${ }^{1}$ applied the last rule for $b=3,4$.
M. Cantor ${ }^{12}$ noted that the general [but see Zeuthen ${ }^{15}$ ] solution of Planude's problem is as follows: sides of first $a$ and $b(b+1) a$, sides of second $(b+1) a$ and $b^{2} a$.
P. Tannery ${ }^{13}$ discussed the generalization of Heron's two problems:

$$
\begin{equation*}
a(x+y)=u+v, \quad x y=b u v, \tag{1}
\end{equation*}
$$

and stated that the general solution, obtained by setting $a=p q, a^{2} b-1=r s$, $\beta b=m n$, is

$$
u=\alpha \beta q, \quad v=a(x+y)-u, \quad x=a b u+\alpha^{2} q^{2} u r, \quad y=a b u+\beta m s
$$

For $a=b$, Heron gave $x=2 a^{3}, y=2 a^{3}-1, u=a, v=2 a\left(2 a^{3}-1\right)$; for $a=1$,

$$
\begin{equation*}
x=b^{2}-1, \quad y=b^{2}(b-1), \quad u=b-1, \quad v=b\left(b^{2}-1\right) . \tag{2}
\end{equation*}
$$

* Ad. Steen ${ }^{14}$ discussed the rational solutions of Planude's problem.
H. G. Zeuthen ${ }^{15}$ noted that, to obtain Heron's solution of (1) for $a=b$, it suffices to assume that $u=a$, whence by the first equation $v$ is a multiple $z a$ of $a$. Then $x+y=1+z, x y=a^{3} z$. Eliminating $z$, we get

$$
\left(x-a^{3}\right)\left(y-a^{3}\right)=a^{3}\left(a^{3}-1\right)
$$

which holds if $x-a^{3}=a^{3}-1, y-a^{3}=a^{3}$. Next, for $a=1$, try $v=b x, y=b^{2} u$. Then the first equation (1) gives $(b-1) x=\left(b^{2}-1\right) u$, which is satisfied by (2). If we replace the common factor $b-1$ in (2) by $a$, we get Cantor's solution, which is however not the general one. If we use $v / x=m$ in place of the earlier $v / x=b$, we get $y=m b u$ by $\left(1_{2}\right)$ and find that the general solution of

[^357](1) for $a=b$ is
$$
\frac{x}{m b-1}=\frac{y}{m b(m-1)}=\frac{u}{m-1}=\frac{v}{m(m b-1)} .
$$
G. Lemaire ${ }^{16}$ and E. B. Escott ${ }^{17}$ gave the solution
$$
c, \quad \frac{c b^{2}}{1+b} ; \quad \frac{c}{1+b}, \quad c b
$$
of Planude's problem. It becomes (2) for $c=b^{2}-1$. Escott gave two particular solutions of the problem to find two parallelopipeds with equal sums of sides, equal surfaces, and with volumes in a given ratio $q$ :
$$
x+y+z=a+b+c, \quad x y+y z+z x=a b+b c+c a, \quad x y z=q a b c .
$$

See papers 438-440 of Ch. XXI.
U. Bini ${ }^{18}$ gave two solutions in integers of the last problem and nine sets of solutions of Planude's problem, each involving a parameter. He rationalized the discriminant of the quadratic with the roots $x, y$, satisfying (1) for $a=1$.

$$
\text { System } x=2 y^{2}-1, x^{2}=2 z^{2}-1
$$

Fermat ${ }^{19}$ stated that $x=7$ is the only integral solution, excluding of course the evident solution $x= \pm 1$. Cf. pp. 56,57 of Vol. I of this History.
E. Lucas ${ }^{20}$ wrote $x=2 y^{2}-w^{2}, w= \pm 1$. Then $x^{2}=\left(2 y^{2}+w^{2}\right)^{2}-2(2 y w)^{2}$. Multiply the latter by $-1=1^{2}-2 \cdot 1^{2}$. Thus $x^{2}=2 r^{2}-s^{2}$, where

$$
r=2 y^{2}+w^{2}-2 y w, \quad s=2 y^{2}+w^{2}-4 y w .
$$

In view of the proposed second condition, set $s= \pm 1$, whence $x^{2}=2 r^{2}-s^{2}$ becomes

$$
r^{2}=\left(\frac{x+1}{2}\right)^{2}+\left(\frac{x-1}{2}\right)^{2}
$$

Also $r=(y \pm 1)^{2}+y^{2}$, since $w= \pm 1$. Thus $r$ and $r^{2}$ are sums of squares of consecutive integers and hence $r=5, x=7$, by papers 26-30.
T. Pepin ${ }^{2}$ treated $2 y^{2}\left(y^{2}-1\right)=z^{2}-1$, obtained by eliminating $x$. For $y$ odd, $y=\alpha \beta, z \pm 1=2 \alpha^{2} h, z \mp 1=8 \beta^{2} k$, whence $\alpha^{2} \beta^{2}-1=8 h k, \pm 1=\alpha^{2} h-4 \beta^{2} k$, so that

$$
\left(\alpha^{2} \pm 4 k\right)\left(\beta^{2} \mp h\right)=4 h k
$$

Thus $\alpha^{2} \pm 4 k=m h, \beta^{2} \mp h=4 n k$, where $m, n$ are integers making $m n=1$. If $m=n=+1$, the lower sign is excluded and the upper gives $2 h=\beta^{2}+\alpha^{2}$, $8 k=\beta^{2}-\alpha^{2}$, whence $\alpha^{2} \beta^{2}-1=8 h k$ becomes $\alpha^{4}-2 \gamma^{2}=1, \gamma \equiv\left(\alpha^{2}-\beta^{2}\right) / 2$. The case $m=n=-1$ leads to the same relation. This Pell equation has no integral solutions except $\alpha= \pm 1, \gamma=0$. Next, let $y$ be even, $y=2 u$. Then

$$
z^{2}=(2 u)^{4}+\left(4 u^{2}-1\right)^{2}, \quad z=f_{1}^{2}+4 g^{2}, \quad \pm\left(4 u^{2}-1\right)=f^{2}-4 g^{2}, \quad \pm 4 u^{2}=4 f g,
$$

[^358]$f, g$ relatively prime integers; the upper sign is excluded by use of modulus 4. Restricting to positive integers, we have $u=\alpha \beta, f=\alpha^{2}, g=\beta^{2}$. Thus $\left(\alpha^{2}+2 \beta^{2}\right)^{2}=1+2\left(2 \beta^{2}\right)^{2}$, the discussion of which as a Pell equation leads to the condition $m^{4}-2 n^{4}= \pm 1$. The upper sign is excluded as it leads to $1+c^{4}=d^{2}$. For the lower sign, $m^{2}=n^{2}=1$, as noted in his next paper (ibid., p. 35).
A. Genocchi ${ }^{22}$ treated $z^{2}=y^{4}+\left(y^{2}-1\right)^{2}$, obtained by eliminating $x$. For $y$ odd, $y^{2}-1=\left(f^{2}-g^{2}\right) / 2, y^{2}=f g$, where $f, g$ are odd and relatively prime. Thus $f=m^{2}, g=n^{2}$ and $2\left(m^{4}+1\right)=\left(m^{2}+n^{2}\right)^{2}$, whence $m^{2}=n^{2}=1, x=1$, by known theorems on $2 r^{4}+2 s^{4}=\square$. For $y$ even, $y^{2}-1=f^{2}-g^{2}, y^{2}=2 f g$, where $f, g$ are relatively prime, and $f$ is even. Thus $f=2 \alpha^{2}, g=\beta^{2}$ and $p^{2}=1+8 \alpha^{4}$, where $p=2 \alpha^{2}+\beta^{2}$. Hence $p \pm 1=2 m^{4}, p \mp 1=4 n^{4}$. Thus $m^{4} \mp 1=2 n^{4}$, which is impossible unless $m^{2}=1$, whence $x=-1$ or 7 .

Genocchi ${ }^{23}$ cited his ${ }^{43}$ paper of Ch. XVI in which he proved that $2 r^{4}+2 s^{4} \neq \square$, whence $\rho^{4}+\sigma^{4} \neq 2 \square$, so that Pepin's ${ }^{21}$ condition $m^{4}+1=2\left(n^{2}\right)^{2}$ requires $m^{2}=1$.
S. Réalis ${ }^{24}$ gave a discussion quite similar to that by Genocchi. ${ }^{22}$
E. Turrière ${ }^{25}$ treated the system $x=2 y^{2}-1, x^{2}=2 z^{2}-1$.

A number and its square both sums of two consecutive squares.
E. de Jonquières ${ }^{26}$ gave a proof, valid only when $y$ is a prime, that $y$ and $y^{2}$ are both sums of two consecutive squares only when $y=5$. Like errors invalidate his ${ }^{27}$ result that if a number and its square are both expressible in the form $x^{2}+t(x+1)^{2}$, then $t=1,2,4,5,7$, or 9 . Cf. Lucas, ${ }^{20}$ and papers 89,90 of Ch . XVI.
T. Pepin ${ }^{28}$ reduced the problem to a certain quartic which he did not solve completely. If $y=P^{2}+P_{1}^{2}$, all decompositions of $y^{2}$ into a sum of two relatively prime squares are given by $y^{2}=\left(P^{2}-P_{1}^{2}\right)^{2}+\left(2 P P_{1}\right)^{2}$. Taking $2 P P_{1}$ and $\pm\left(P^{2}-P_{1}^{2}\right)$ as consecutive integers, de Jonquières assumed that $P$ and $P_{1}$ must be consecutive. While this condition is necessary if $y$ is a power of a prime or the double of such a power, it is in general not necessary.
E. Catalan ${ }^{29}$ asked for numbers $2 x$ expressible as a sum of squares of two consecutive odd numbers, while $(2 x)^{2}$ is a sum of squares of two consecutive even numbers, citing the case $2 x=10$. G. C. Gerono ${ }^{30}$ proved that $2 x=10$ is the only solution of the equivalent system

$$
x=4 y^{2}+1, \quad x^{2}=z^{2}+(z+1)^{2} .
$$

[^359]E. Lionnet ${ }^{31}$ stated that 1 and 5 are the only sums of squares of two consecutive integers whose product is a sum of such squares; 1 and 5 are the only primes $x, y$, each a sum of squares of two consecutive integers, such that $x^{2}$ and $y^{2}$ are such sums of squares. Similarly, 1, 13 and their biquadrates are sums of squares of consecutive integers. Cf. Lionnet ${ }^{314}$ of Ch. XXII.

## Miscellaneous systems of two equations.

Bháscara ${ }^{30}$ of Ch. XII gave a solution of the system $x^{2}+y^{2}+x y=z^{2}$, $(x+y) z+1=\square$. On systems of two equations involving sums of squares, see papers 108, 176 of Ch. VI; 97,259 of Ch. VII.
"Umbra" ${ }^{32}$ found numbers $a x, b x, c x, \cdots$ whose sum added to or subtracted from the sum of their squares gives a square. Set $s=a+b+c+\cdots$. Choose $a, b, \cdots$ so that the sum of their squares is a square $q^{2}$ (by setting $q=a+m$ and finding $a$ ). Hence $q^{2} x^{2} \pm s x$ are to be squares. Take $t=s / q^{2}$. Then $x^{2} \pm t x$ are to be squares. Determine $x$ by $x^{2}+t x=(k-x)^{2}$. Then $x^{2}-t x=\square$ if $k^{2}-2 k t-t^{2}=\square=(n-k)^{2}$, which gives $k$.
R. F. Muirhead, ${ }^{33}$ to find pairs of quadratic equations $x^{2}-p x+q=0$, $x^{2}-q x+p=0$, all of whose roots are integers $\geqq 0$, found all integral solutions $\geqq 0$ of $\alpha+\beta=\alpha^{\prime} \beta^{\prime}, \alpha^{\prime}+\beta^{\prime}=\alpha \beta$. Set $r=(\alpha-1)(\beta-1), r^{\prime}=\left(\alpha^{\prime}-1\right)\left(\beta^{\prime}-1\right)$, whence $r+r^{\prime}=2$. It is shown that $\alpha \neq 0$. Hence either $r=0, r^{\prime}=2, \alpha^{\prime}=2$, $\beta^{\prime}=3, \alpha=1, \beta=5$, or $r=2, r^{\prime}=0$, or $r=r^{\prime}=1, \alpha=\alpha^{\prime}=\beta=\beta^{\prime}=2$. He solved also the pairs $\beta \pm \alpha=\alpha^{\prime} \beta^{\prime}, \beta^{\prime}-\alpha^{\prime}=\alpha \beta$.
A. Cunningham ${ }^{34}$ solved $S_{1}=S_{2}=S_{3}$, where

$$
S_{i}=500\left(N_{i}^{2}-N_{i+1}^{2}\right)+r\left(N_{i}-N_{i+1}\right),
$$

by multiplying by $2 \cdot 10^{3}$ and setting $a_{j}=10^{3} N_{j}+r$. Thus

$$
a_{1}^{2}-a_{2}^{2}=a_{2}^{2}-a_{3}^{2}=a_{3}^{2}-a_{4}^{2}
$$

But if four integral squares are in A. P., they are known to be equal.
M. Rignaux ${ }^{35}$ gave integral solutions of the two systems

$$
x y+z t=\square, \quad x z-y t=\square ; \quad x y+z t=x z-y t=u^{4} .
$$

A. Boutin ${ }^{36}$ proved that $x^{2}-2 y^{2}=1, y^{2}-3 z^{2}=1$ imply $y^{2}=4$.

[^360]
## CHAPTER XVIII.

THREE OR MORE QUADRATIC FUNCTIONS OF ONE OR TWO UNKNOWNS MADE SQUARES.

$$
a^{2} x^{\circ}+d x, b^{2} x^{2}+e x, \cdots \text { MADE SQUARES. }
$$

J. Cunliffe ${ }^{1}$ took $v^{2}+m v=(d-v)^{2}$, whence $v=d^{2} /(2 d+m)$. Then

$$
v^{2}+n v=\square
$$

if $d^{2}+2 d n+m n=(q-d)^{2}$, which gives $d$. Then $v^{2}+p v=\square$ if

$$
\left(q^{2}-m n\right)^{2}+4 p(q+n)\left(q^{2}-m n\right)+4 m p(q+n)^{2}=\square=\left(q^{2}-2 p q-m n\right)^{2}
$$

whence $q=(p-m-n) / 2$.
W. Wright ${ }^{2}$ equated the numerators and denominators of the two values of $d$ given by $d^{2}+2 d n+m n=(q-d)^{2}$ and $d^{2}+2 d p+m p=(t-d)^{2}$. Thus $q^{2}-m n=t^{2}-p m, n+q=p+t$. By division, $q+t=-m$. Hence

$$
q=(p-m-n) / 2 .
$$

A. B. Evans ${ }^{3}$ made $k^{2} x^{2}-k x$ a square for $k=a, b, c$. From

$$
a^{2} x^{2}-a x=(a-m)^{2} x^{2}
$$

we get $x$. Then $b^{2} x^{2}-b x=\square, c^{2} x^{2}-c x=\square$ if

$$
a^{2} b^{2} c^{2}-a b c^{2} d=y^{2}, \quad a^{2} b^{2} c^{2}-a b^{2} c d=z^{2}, \quad d=2 a m-m^{2} .
$$

Subtract and set $b c(2 a-m)=y+z, m(a b-a c)=y-z$. Substitute the resulting $y$ into $a^{2} b^{2} c^{2}-a b c^{2} d=y^{2}$; we get

$$
m=\frac{4 a b c(a b-b c+a c)}{4 a b^{2} c-(a b+b c-a c)^{2}} .
$$

J. Matteson ${ }^{4}$ solved $d^{2}+2 d n+m n=A^{2}, d^{2}+2 d p+m p=B^{2}$ by taking $2 d+m=A+B, n-p=A-B$. Inserting the resulting value of $A$ into the first of the initial equations, we get $d$ rationally. An equal value of $d$ is obtained by use of $B$. It is stated that if $m, n, p$ be any three of the numbers 2016, 3000, 3696, 4056 (or any three of certain 13 numbers of 6 or 7 digits), the six expressions $v^{2} \pm m v, v^{2} \pm n v, v^{2} \pm p v$ are all squares when $v=65^{2}$.
D. S. Hart ${ }^{5}$ found three squares such that each increased by its root shall be a square. Let $a x, b x, c x$ be the roots. Take $a^{2} x^{2}+a x=m^{2} x^{2}$. For the resulting value of $x, b^{2} x^{2}+b x$ and $c^{2} x^{2}+c x$ are squares if $a^{2} b^{2}-a^{3} b+a b m^{2}$ and $a^{2} c^{2}-a^{3} c+a c m^{2}$ are squares. Since this is the case when $m=a$, set $m=a+n$. Multiply the resulting expressions by $c^{2}$ and $b^{2}$ respectively. Then shall

$$
a b c^{2} n^{2}+2 a^{2} b c^{2} n+a^{2} b^{2} c^{2}=\square=A^{2}, \quad a b^{2} c n^{2}+2 a^{2} b^{2} c n+a^{2} b^{2} c^{2}=B^{2}
$$

[^361]Factoring the difference, we set $a(c-b) n=A-B, 2 a b c+b c n=A+B$. Insert the resulting value of $A$ into the equation involving $A^{2}$. We find that

$$
\begin{aligned}
& n=4 a b c(a b+a c-b c) /\left\{(a c+b c-a b)^{2}-4 a b c^{2}\right\} \\
& x=\frac{\left\{(a c+b c-a b)^{2}-4 a b c^{2}\right\}^{2}}{8 a b c(a c+b c-a b)(a c+a b-b c)(a c-a b-b c)}
\end{aligned}
$$

The initial squares will be in A. P. if we take

$$
a=2 r s-r^{2}+s^{2}, \quad b=r^{2}+s^{2}, \quad c=2 r s+r^{2}-s^{2} ;
$$

whence $a=1, b=5, c=7$ if $r=2, s=1$. Then $x=151321 / 7863240$, a result found by J. D. Williams ${ }^{6}$ by starting with the squares $x^{2}, 25 x^{2}, 49 x^{2}$. For $r=4, s=3$, we get $a=17, b=25, c=31, x=-X$, where

$$
X=(864571)^{2} / 11011044931800
$$

and hence a solution of $a^{2} X^{2}-a X=\square, \cdots, c^{2} X^{2}-c X=\square \quad\left[\right.$ Perkins ${ }^{28}$ of Ch. XIV].
$\mathrm{Hart}^{7}$ made $k^{2} x^{2}+k x=\square$ for $k=a^{\prime}, b^{\prime}, \cdots$. Divide by $k^{2}$ and set $a=1 / a^{\prime}, \cdots$. Then $x^{2}+a x, x^{2}+b x, \cdots$ are to be squares. Set $x=z^{2}$. Then $z^{2}+a, z^{2}+b, \cdots$ are to be squares. Suppose that $z^{2}$ is a sum of two squares in the required number of ways: $z^{2}=m^{2}+n^{2}=p^{2}+q^{2}=\cdots$, and set $a=2 m n, b=2 p q, \cdots$. Then $z^{2}+a=(m+n)^{2}, z^{2}+b=(p+q)^{2}, \cdots$.
J. Matteson ${ }^{8}$ gave the solutions by Hart ${ }^{5}, 7$ with amplifications.
G. B. M. Zerr ${ }^{9}$ solved the system $x^{2}+y^{2}=z^{2}+w^{2}=\square, x^{2}-w^{2}=z^{2}-y^{2}=\square$, also the system

$$
\begin{gathered}
\left(m^{2}+n^{2}\right)^{2} x^{2} \pm\left(m^{2}+n^{2}\right) x=\square, \quad\left(m^{2}-n^{2}\right)^{2} x^{2} \pm\left(m^{2}-n^{2}\right) x=\square, \\
4 m^{2} n^{2} x^{2} \pm 2 m n x=\square .
\end{gathered}
$$

P. von Schaewen ${ }^{10}$ made $4 x^{2}-2 x, 4 x^{2}+3 x, 4 x^{2}+5 x$ all squares. Setting $x=1 /\left(4 x_{1}\right)$, we are to make $1-2 x_{1}, 1+3 x_{1}, 1+5 x_{1}$ all squares [von Schaewen ${ }^{81}$ of Ch. XV].

On three squares which increased or decreased by their roots give squares, see papers $12,12 a, 21,26,52-54$ of Ch. XIV. For two squares, papers 3,19 of Ch. XVI; 32 of Ch. XVII.

Three linear and quadratic functions of two unknowns made SQUARES.
Brahmegupta ${ }^{2}$ of Ch. XV made $x+y, x-y$ and $x y+1$ all squares.
To find two numbers whose product is a square and product plus the square of either is a square, J. Hampson ${ }^{11}$ took $b^{2} a$ and $a$ as the numbers. It remains to make $b^{2}+1=\square=(b-c)^{2}$, say, which gives $b$. R. Mallock

[^362]took two perpendicular segments $A C$ and $C D$; let $C B$ be the altitude of triangle $A C D$. Then $A B$ and $D B$ measure the required numbers.
T. Thompson ${ }^{12}$ divided a given square $a^{2}$ into two parts
$$
\frac{r^{2}-2 r s^{2}}{4 r s+1}, \quad \frac{s^{2}+2 r^{2} s}{4 r s+1}
$$
such that each plus the square of the other is a square. Take $s=r+1$. Then the sum of fractions is $a^{2}$ if $2 r+1=a^{-1}$, whence $r=(1-a) /(2 a)$.
J. Whitley ${ }^{13}$ took $x^{2}+y=(x+v)^{2}, y^{2}+x=(y+z)^{2}$, which give $x, y$ in terms of $v, z$ [Euler ${ }^{99}$ of Ch. XVI]. Take $v=1-z$. Then $x+y=a^{2}$ gives $z=(a-1) /(2 a)$.
J. Cunliffe ${ }^{14}$ found two numbers whose sum increased or decreased by their difference or difference of their squares give squares. He took $x$ and $1-x$ as the numbers. Since either difference is $1-2 x, 2-2 x$ and $2 x$ are to be squares. Take $2 x=4 n^{2}, n=s-1 / 2$. Then
$$
2-2 x=1+4 s-4 s^{2}=\square=(2 r s-1)^{2}
$$
gives $s$.
W. Wright and Winward ${ }^{15}$ took $x$ and $y$ as the numbers required in the last problem. Then $2 x, 2 y, x+y \pm\left(x^{2}-y^{2}\right)$ are to be squares. Set $x+y=p$, $x-y=q$. Then $p \pm q$ and $p \pm p q$ are to be squares. Take $p+p q=n^{2}$. Then $p-p q=\square$ if $1-q^{2}=\square=(1-r q)^{2}$, whence $q=2 r /\left(r^{2}+1\right)$. Set
$$
n=m(r+1) /\left(r^{2}+1\right)
$$

Then $p \pm q=\square$ if $\left(r^{2}+1\right)\left(m^{2} \pm 2 r\right)=\square$. Now $r^{2}+1=\square$ if $r=\left(v^{2}-1\right) /(2 v)$. Take $v=2$, whence $r=3 / 4$. Take $m=P / 2$. Then $m^{2} \pm 2 r=\square$ if $P^{2} \pm 6=\square$. Set $P^{2}+6=(3 R-P)^{2}$, which gives $P$. Set $R=t+2$. Then $P^{2}-6=\square$ if $4+\cdots+9 t^{4}=\square=\left(2+36 t+3 t^{2}\right)^{2}$, whence $t=47 / 6$. B. Gompertz took $x+y=p k^{2}, 1+x-y=1 / p$ and by a long discussion obtained the preceding numerical answer.
"Jesuiticus" ${ }^{16}$ imposed the further condition that $x+y=\square$. Thus $x+y=r^{2}, 2 x=p^{2}, 2 y=q^{2}, 1+x-y=m^{2}, 1-x+y=n^{2}$, whence $p^{2}+q^{2}=2 r^{2}$, $m^{2}+n^{2}=2$. Take $p=m, q=n$, whence $r=1$. Then $m^{2}+n^{2}=2$ if

$$
m, n=\left(u^{2}-v^{2} \pm 2 u v\right) /\left(u^{2}+v^{2}\right) .
$$

Several ${ }^{17}$ solved easily the problem to find two positive rational numbers such that each and the sum $s$ of their squares exceed their product by squares, and the problem when $s$ is replaced by $\sqrt{s}$.

Four quadratic functions of two unknowns made squares.
L. Euler ${ }^{18}$ made $A B \pm A, A B \pm B$ all squares. Set $A=x / z, B=y / z$; then $x y \pm x z, x y \pm y z$ are to be squares. Since $a^{2}+b^{2} \pm 2 a b=\square$, set

$$
x y=a^{2}+b^{2}=c^{2}+d^{2}, \quad x z=2 c d, \quad y z=2 a b .
$$

[^363]Then

$$
z^{2}=\frac{4 a b c d}{a^{2}+b^{2}}, \quad \frac{x}{z}=\frac{2 c d}{z^{2}}=\frac{a^{2}+b^{2}}{2 a b}, \quad \frac{y}{z}=\frac{c^{2}+d^{2}}{2 c d},
$$

The problem to choose $a, \cdots, d$ so that $a^{2}+b^{2}=c^{2}+d^{2}$ and so that the expression for $z^{2}$ shall be a square was treated by Euler in §§ 3-17. In $\S 18$, he began by setting (in accord with the above)

$$
A=\frac{a^{2}+b^{2}}{2 a b}, \quad B=\frac{c^{2}+d^{2}}{2 c d} .
$$

Then $A \pm 1=(a \pm b)^{2} /(2 a b), B \pm 1=(c \pm d)^{2} /(2 c d)$. Hence the conditions are

$$
\frac{c^{2}+d^{2}}{4 a b c d}=\square, \quad \frac{a^{2}+b^{2}}{4 a b c d}=\square .
$$

Make the numerators the squares of $r^{2}+s^{2}$ and $p^{2}+q^{2}$ by setting

$$
a=p^{2}-q^{2}, \quad b=2 p q ; \quad c=r^{2}-s^{2}, \quad d=2 r s .
$$

To make the common denominator a square, we have the condition

$$
p q\left(p^{2}-q^{2}\right) \div r s\left(r^{2}-s^{2}\right)=\square
$$

which is satisfied if we have two rational right triangles the ratio of whose areas is a square [cf. Euler ${ }^{81}$ of Ch. XVI]. The above ratio is $\alpha / \beta$ for $p=3 \alpha, q=2 \beta-\alpha, r=3 \beta, s=2 \alpha-\beta$ and for seven similar sets. The case $\alpha=9, \beta=4$ gives $p=27, q=-1, r=12, s=14$. By a table ( $p .60$ ) of values of $x y\left(x^{2}-y^{2}\right)$, we get right triangles of equal areas $2 \cdot 3 \cdot 5 \cdot 7$ for $x=5, y=2$; $x=6, y=1 ; x=8, y=7$; also two of equal area for

$$
r=p=m^{2}+m n+n^{2}, \quad q=m^{2}-n^{2}, \quad s=n^{2}+2 m n .
$$

Euler ${ }^{19}$ made the four expressions $A B \pm A \pm B$ all squares. Set $A=x / z$, $B=y / z$. Then $x y \pm z(x+y)$ and $x y \pm z(x-y)$ shall be squares. This 'will be the case if

$$
x y=a^{2}+b=c^{2}+d^{2}, \quad z(x+y)=2 a b, \quad z(x-y)=2 c d,
$$

whence

$$
x=\frac{a b+c d}{z}, \quad y=\frac{a b-c d}{z}, \quad z^{2}=\frac{a^{2} b^{2}-c^{2} d^{2}}{a^{2}+b^{2}} .
$$

Since $x y$ shall be a sum of two squares in two ways, set

$$
a=p r+q s, \quad b=p s-q r, \quad c=p r-q s, \quad d=p s+q r .
$$

Then

$$
x=\frac{2 r s\left(p^{2}-q^{2}\right)}{z}, \quad y=\frac{2 p q\left(r^{2}-s^{2}\right)}{z}, \quad z^{2}=\frac{4 p q r s\left(p^{2}-q^{2}\right)\left(r^{2}-s^{2}\right)}{\left(p^{2}+q^{2}\right)\left(r^{2}+s^{2}\right)} .
$$

${ }^{19}$ Novi Comm. Acad. Petrop., 15, 1770, 29; Mém., 11, 1830 (1780), 31; Comm. Arith., I, 414; II, 438. The simpler solution here reproduced is given in the second of these two papers, and is practically the same as that in Euler's posthumous paper, Comm. Arith., II, 586-7; Opera postuma, 1, 1862, 137-9. In two letters to Lagrange (Oeuvres, XIV, 214, 219), Jan. and March, 1770, Euler (Opera postuma, 1, 1862, 573-4) gave discussions occurring in the first and third of these papers. On the related problem to find $p, q, r, s$ such that $\lambda p q r s\left(p^{4}-s^{4}\right)\left(q^{4}-r^{4}\right)=\square$, see Euler, Opera postuma, I, 487-490 (about 1766). The second letter is quoted in l'intermédiaire des math., 21, 1914, 129-131, and in Sphinx-Oedipe, 7, 1912, 57-8. First paper in Opera Omnia, (1), III, 148.

The final expression is a square if and only if

$$
p q\left(p^{4}-q^{4}\right) \cdot r s\left(r^{4}-s^{4}\right)=\square .
$$

By special assumptions, Euler was led to the values
$p=(\alpha+\beta)(\alpha+2 \beta), \quad q=\beta(3 \beta-\alpha), \quad r=4 \beta(\alpha+2 \beta), \quad s=\alpha^{2}+4 \alpha \beta-\beta^{2}$.
Then

$$
\begin{array}{ccr}
p^{2}+q^{2}=\left(\alpha^{2}+\beta^{2}\right) v, & r^{2}+s^{2}=(p+q) v, \quad v \cong \alpha^{2}+6 \alpha \beta+13 \beta^{2}, \\
r+s=(\alpha+\beta)(\alpha+7 \beta), & r-s=(3 \beta+\alpha)(3 \beta-\alpha), \quad p-q=s .
\end{array}
$$

The condition is thus $(\alpha+3 \beta)(\alpha+7 \beta)\left(\alpha^{2}+\beta^{2}\right)=\square$, which is treated by the usual methods. From $\alpha=2, \beta=1$ and $\alpha=-17, \vdash=7$, we get the solutions

$$
A, B=\frac{13 \cdot 29^{2}}{8 \cdot 9^{2}}, \quad \frac{5 \cdot 29^{2}}{32 \cdot 11^{2}} ; \quad \frac{13^{2} \cdot 53^{2}}{3 \cdot 4 \cdot 7 \cdot 59^{2}}, \quad \frac{37 \cdot 13^{2} \cdot 53^{2}}{3 \cdot 7 \cdot 4^{2} \cdot 5^{2} \cdot 19^{2}} .
$$

Euler ${ }^{20}$ made $x+y \pm x^{2}, x+y \pm y^{2}$ all squares. Replace $x, y$ by $x / z, y / z$. Then $(x+y) z \pm x^{2},(x+y) z \pm y^{2}$ are to be squares. This will be the case if

$$
x^{2}=2 A B, \quad y^{2}=2 C D, \quad(x+y) z=A^{2}+B^{2}=C^{2}+D^{2} .
$$

The final equality holds if

$$
A=a c+b d, \quad B=a d-b c, \quad C=a d+b c, \quad D=a c-b d .
$$

The first two conditions hold if $x=A f, y=C g, 2 B=A f^{2}, 2 D=C g^{2}$. By the latter,

$$
\frac{a}{b}=\frac{2 c+d f^{2}}{2 d-c f^{2}}, \quad \frac{a}{b}=\frac{2 d+c g^{2}}{2 c-d g^{2}},
$$

which are equal if

$$
\frac{d}{c}=\frac{2\left(f^{2}-g^{2}\right) \pm \sqrt{R}}{4+f^{2} g^{2}}, \quad R \equiv\left(4+f^{4}\right)\left(4+g^{4}\right) .
$$

Hence the problem will be solved if we make $R=\square$. Set $g=1$. Since $R=\square$ for $f=1$ (which makes $x=y$ ), we take $f=1+t$. Then $R$ is the square of $5+2 t+13 t^{2} / 5$ if $t=60 / 11$. Dropping the common factor 13 in $x, y$, we get

$$
x=4 \cdot 11 \cdot 71, \quad y=4 \cdot 37 \cdot 61, \quad z=\frac{5 \cdot 37^{2} \cdot 61^{2}}{2 \cdot 49 \cdot 31} .
$$

[^364]
## CHAPTER XIX.

## SYSTEMS OF THREE OR MORE EQUATIONS OF DEGREE TWO IN THREE OR MORE UNKNOWNS.

$$
x^{2}+y^{2}, x^{2}+z^{2}, y^{2}+z^{2} \text { ALL SQUARES. }
$$

Paul Halcke ${ }^{1}$ gave the solution $x=44, ?^{\prime}=240, z=117$.
N. Saunderson ${ }^{2}$ satisfied $x^{2}+z^{2}=\square$ by expressing $z^{2}$ as a product of two factors $a w$ and $z^{2} /(a w)$ and taking half their difference as $x$. Similarly for $y^{2}+z^{2}=\square$. Take $a^{2}+b^{2}=c^{2}$. Then

$$
\begin{gathered}
x= \pm \frac{1}{2}\left(a w-\frac{z^{2}}{a w}\right), \quad y= \pm \frac{1}{2}\left(b w-\frac{z^{2}}{b w}\right), \\
x^{2}+y^{2}=\frac{1}{4} c^{2} w^{2}-z^{2}+\frac{c^{2} z^{4}}{4 a^{2} b^{2} w^{2}} .
\end{gathered}
$$

Equate the sum of the last two terms to zero. Hence $w=c z /(2 a b)$. To obtain integers, let $z=4 a b c$. Then $x=a\left(4 b^{2}-c^{2}\right), y=b\left(4 a^{2}-c^{2}\right)$. For $a=3$, $b=4$, we get $x=117, y=44, z=240$.
L. Euler ${ }^{3}$ made the last two sums squares by taking

$$
\frac{x}{z}=\frac{p^{2}-1}{2 p}, \quad \frac{y}{z}=\frac{q^{?}-1}{2 q} .
$$

Then the first sum will be a square if

$$
q^{2}\left(p^{2}-1\right)^{2}+p^{2}\left(q^{2}-1\right)^{2}=\square .
$$

First, let $q-1=p+1$. Then must $2 p^{4}+8 p^{3}+6 p^{2}-4 p+4=\square$. Since 4 is a square, the condition is satisfied in the usual manner if $p=-24$. Next, $q-1=2(p+1)$ leads to the solution $p=48 / 31$, and $q-1=4(p-1) / 3$ to $p=2 / 13$. For

$$
q+1=(p+1)(t+1) /(p+t)
$$

both $(p+1)^{2}$ and $(p-1)^{2}$ may be cancelled and the condition becomes

$$
\left.t^{2} p^{4}+2 t\left(t^{2}+1\right) p^{3}+2 t^{2} p^{2}+\left(t^{2}+1\right)^{2}\right) p^{2}+\left(t^{2}-1\right)^{2} p^{2}+2 t\left(t^{2}+1\right) p+t^{2}=\square
$$

say the square of $t p^{2}+\left(t^{2}+1\right) p-t$. Hence $p=-4 t /\left(t^{2}+1\right)$, where $t$ is arbitrary. If $x=a, y=b, z=c$ is one solution of our problem, $x=a b, y=b c$, $z=a c$ is another.

Euler ${ }^{4}$ made $S-A^{2}, S-B^{2}, \cdots$ squares, where $S=A^{2}+B^{2}+\cdots$. Thus $S$ is to be expressed as a 2 in several ways, the most general way being

$$
S=B^{2}+\left[\frac{\left(f^{2}-1\right) x+2 f y}{f^{2}+1}\right]^{2}, \quad B=\frac{2 f x-\left(f^{2}-1\right) y}{f^{2}+1}
$$

if $S=x^{2}+y^{2}$ is one way. For three numbers $A=x, B, C$, take as $C$ the

[^365]function derived from $B$ by replacing $f$ by $(f+1) /(f-1)$, viz.,
$$
C=\frac{\left(f^{2}-1\right) x-2 f y}{f^{2}+1} .
$$

Then $x^{2}+B^{2}+C^{2}=S=x^{2}+y^{2}$ gives $x / y=8 f\left(f^{2}-1\right) /\left(f^{2}+1\right)^{2}$. Take $y$ equal to the denominator and multiply all the numbers by $f^{2}+1$. Hence

$$
A=8 f\left(f^{4}-1\right), \quad B=\left(1-f^{2}\right)\left(f^{4}-14 f^{2}+1\right), \quad C=2 f\left(3 f^{4}-10 f^{2}+3\right) .
$$

For $f=2$, we get $240,117,44$. E. B. Escott ${ }^{5}$ also gave the last solution.
Euler ${ }^{6}$ set $x^{2}=4 m n p q, y=m p-n q, z=n p-m q$. Then

$$
x^{2}+y^{2}=(m p+n q)^{2}, \quad x^{2}+z^{2}=(n p+m q)^{2} .
$$

For $y=2\left(m^{2}-n^{2}\right) r s, z=\left(m^{2}-n^{2}\right)\left(r^{2}-s^{2}\right)$, we get

$$
y^{2}+z^{2}=\left(m^{2}-n^{2}\right)^{2}\left(r^{2}+s^{2}\right)^{2}, \quad p=2 m r s-n\left(r^{2}-s^{2}\right), \quad q=2 n r s-m\left(r^{2}-s^{2}\right) .
$$

The resulting expression for $x^{2} / 4$ is a quartic function of $r$ which is the square of $m n r^{2}-\left(m^{2}+n^{2}\right) r s+m n s^{2}$ if $r=4 m n, s=m^{2}+n^{2}$. Then

$$
\begin{aligned}
& x=2 m n\left(3 m^{2}-n^{2}\right)\left(3 n^{2}-m^{2}\right), \quad y=8 m n\left(m^{4}-n^{4}\right), \\
& z=\left(m^{2}-n^{2}\right)\left(m^{2}-4 m n+n^{2}\right)\left(m^{2}+4 m n+n^{2}\right),
\end{aligned}
$$

which, apart from signs, equal the products of $n^{6}$ by Euler's $s^{4}$ values when $f=m / n$. The simplest solution arises from $m=2, n=1: x=44, y=240$, $z=117$, whence $x^{2}+y^{2}$, etc., are the squares of $244,125,267$.

From the sum of the roots of three squares, the sum of any two of which is a square, subtract the area of a right triangle; the remainder is a square which if decreased by the sides of the triangle yields remainders which are squares in arithmetical progression. L. Blakeley ${ }^{7}$ took $44 x$, $117 x, 240 x$ as the roots of the required squares, the sum of $44^{2}, 117^{2}, 240^{2}$ by twos being known to be squares; also let $3 y, 4 y, 5 y$ be the sides of the right triangle of area $6 y^{2}$. Then $401 x-6 y^{2}=\square=a^{2}$. Also, $a^{2}-3 y=b^{2}$, $a^{2}-4 y=c^{2}, a^{2}-5 y=d^{2}$. Take $y=r^{2}-2 d r$. Then

$$
c^{2}=(d-r)^{2}, \quad b^{2}=d^{2}-4 d r+2 r^{2}, \quad a^{2}=d^{2}-10 d r+5 r^{2} .
$$

The product of the last two is a square if $d=r / 6$. Then $d^{2}=r^{2} / 36$, $c^{2}=25 r^{2} / 36, b^{2}=49 r^{2} / 36$ are in A. P.
P. Barlow ${ }^{8}$ noted that the first part of this question is satisfied if the roots of the squares are $575 z / 48,485 z / 44$ and $z$ (from J. Bonnycastle's Algebra, p. 148). Next, we need a square which if diminished by each side of a right triangle the remainders are three squares in A. P., whence the sides of the triangle are in A. P., and hence proportional to 3, 4, 5. Let the squares be $\left(a^{2}+2 a b-b^{2}\right)^{2},\left(a^{2}+b^{2}\right)^{2},\left(b^{2}+2 a b-a^{2}\right)^{2}$, with the common difference $\delta=4 a b\left(a^{2}-b^{2}\right)$. Thus let $3 \delta, 4 \delta, 5 \delta$ be the sides. Then

$$
\left(b^{2}+2 a b-a^{2}\right)^{2}+5 \delta=\square=\left(b^{2}-4 a b-a^{2}\right)^{2}
$$

if $8 a^{3} b-8 b^{3} a=12 a^{2} b^{2}$, i. e., $(2 a-2 b)(a+b)=3 a b$, which holds if $a=2 b$.

[^366]J. Cunliffe ${ }^{9}$ set $x^{2}+y^{2}=(x+y-a)^{2}, x^{2}+z^{2}=(x+z-b)^{2}$. From the resulting two values of $x$ we get
$$
z=\frac{\left(a^{2}-d^{2}\right) y-a d(a-d)}{2 d y+a^{2}-2 d a}, \quad d=a-b .
$$

Then $y^{2}+z^{2}=\square$ if $4 d^{2} y^{4}+4 d\left(a^{2}-2 a d\right) y^{3}+\cdots+a^{2} d^{2}(a-d)^{2}=\square$. Let it be the square of $2 d y^{2}+\left(a^{2}-2 a d\right) y-a d(a-d)$. Then

$$
y=\frac{2 a d\left(2 a d-d^{2}\right)}{(a+d)^{2}(a-d)+4 a d^{2}}=\frac{2 a(a-b)\left(a^{2}-b^{2}\right)}{4 a^{3}+b^{3}-4 a^{2} b} .
$$

"Calculator" ${ }^{10}$ first solved $x^{2}+y^{2}=a^{2}, x^{2}+z^{2}=b^{2}$. Take $b=r v-a$, $z=y-s v$; then $a^{2}-y^{2}=b^{2}-z^{2}$ gives $v=(2 r a-2 s y) /\left(r^{2}-s^{2}\right)$, whence $b, z$ are known. To satisfy $x^{2}+y^{2}=a^{2}$ take

$$
a=\left(r^{2}-s^{2}\right)\left(m^{2}+n^{2}\right), \quad y=\left(r^{2}-s^{2}\right)(2 m n), \quad x=\left(r^{2}-s^{2}\right)\left(m^{2}-n^{2}\right) .
$$

Then $z=\left(r^{2}+s^{2}\right) \cdot 2 m n-2 r s\left(m^{2}+n^{2}\right)$. Then $y^{2}+z^{2}$ becomes a quartic in $m$ which is equated to the square of $m^{2}-m n\left(r^{2}+s^{2}\right) /(r s)-n^{2}$, whence $m: n=4 r s: r^{2}+s^{2}$. Taking $n=r^{2}+s^{2}$, we have

$$
x=\left(s^{2}-r^{2}\right)\left(r^{4}-14 r^{2} s^{2}+s^{4}\right), \quad y=8 r s\left(r^{4}-s^{4}\right), \quad z=2 r s\left(3 r^{2}-s^{2}\right)\left(r^{2}-3 s^{2}\right),
$$

which equal the products of $s^{6}$ by Euler's $s^{4}$ values for $f=r / s$. Cf. Euler. ${ }^{6}$
S. Ward ${ }^{11}$ took $x^{2}+y^{2}=a^{2}, x^{2}+z^{2}=(m+n)^{2}, y^{2}+z^{2}=(m-n)^{2}$. Then

$$
4 x^{2}=2 a^{2}+8 m n, \quad 4 y^{2}=2 a^{2}-8 m n, \quad 4 z^{2}=4 m^{2}+4 n^{2}-2 a^{2} .
$$

Let $2 a^{2}=m^{2}+16 n^{2}$. Then the first two expressions are squares and the third becomes $3 m^{2}-12 n^{2}=\square$. Take $m=n p, 3 p^{2}-12=f^{2}(p-2)^{2}$. Thus

$$
p=\frac{2\left(f^{2}+3\right)}{f^{2}-3}, \quad\left(f^{2}-3\right)^{2} a^{2} / n^{2}=10 f^{4}-36 f^{2}+90
$$

Set $f=1+q$. The quartic is the square of $8-2 q+\frac{5}{4} q^{2}$ if $q=-16 / 3$. Then $x=240, y=44, z=117$, which appear to be the least numbers.
W. Lenhart ${ }^{12}$ took $x=\left(p^{2}-1\right) /(2 p), y=2 q /\left(q^{2}-1\right), z=1$. Then

$$
x^{2}+y^{2}=\square
$$

if

$$
\left(p^{2}-1\right)^{2}\left(q^{2}-1\right)^{2}+16 p^{2} q^{2}=\square=\left\{\left(p^{2}-1\right)\left(q^{2}-1\right)+8\right\}^{2},
$$

provided $p^{2}+q^{2}=5=1+4$. As usual,

$$
\left(s^{2}+1\right) p=s^{2}+4 s-1, \quad\left(s^{2}+1\right) q=2\left(s^{2}-s-1\right),
$$

$s \neq 1$ or 3 . For $s=2, p=11 / 5, q=2 / 5$.
C. Gill ${ }^{13}$ obtained Euler's ${ }^{6}$ result by setting

$$
b=a \cos A+z \sin A, \quad y=z \cos A-a \sin A
$$

and $c, x$ to be the analogous functions of $B$. Then $a^{2}+z^{2}=b^{2}+y^{2}=c^{2}+x^{2}$.
${ }^{9}$ New Series Math. Repository (ed., Leybourn), London, 1, 1806, II, 39. Also in Math. Repository, 3, 1804, 5.
${ }^{10}$ The Gentleman's Math. Companion, London, 4, No. 19, 1816, 626-7. Same with altered lettering, S. Bills, The Mathematician, London, 3, 1850, 200-1.
${ }^{11}$ J. R. Young's Algebra, Amer. ed., 1832, 338-9.
${ }^{12}$ Math. Miscellany, 2, 1839, 132. Reproduced in Math. Magazine, 2, 1898, 215-6; SphinxOedipe, 8, 1913, 84.
${ }^{13}$ Application of Angular Analysis . . ., N. Y., 1848; Reproduced in Math. Quest. Educ. Times, 17, 1872, 82-3.

Take $A+B=90^{\circ}$. Then $x^{2}+y^{2}=a^{2}$ if $z=2 a \sin 2 A$. Take $\cot \frac{1}{2} A=r / s$, $a=\left(r^{2}+s^{2}\right)^{3}$.
C. L. A. Kunze ${ }^{14}$ set $x=2 m n, y=m^{2}-n^{2}, z=m^{2} a / b-n^{2} b / a$. Then

$$
x^{2}+y^{2}=\left(m^{2}+n^{2}\right)^{2}, \quad x^{2}+z^{2}=\left(\frac{a}{b} m^{2}+\frac{b}{a} n^{2}\right)^{2} .
$$

Take $a, b$ to be legs of a rational right triangle with hypotenuse $h$, and set $n=m h /(2 b)$. Then $y^{2}+z^{2}=h^{2} n^{4} / a^{2}$. Multiplying the resulting $x, y, z$ by $4 a b^{2} / m^{2}$, we get

$$
x=4 a b h, \quad y=a\left(4 b^{2}-h^{2}\right), \quad z=b\left(4 a^{2}-h^{2}\right) .
$$

The last solution was obtained also by taking

$$
x=2 m n, \quad y=m n^{2}-m, \quad z=n m^{2}-n .
$$

Then the first two conditions are satisfied, while

$$
y^{2}+z^{2}=m^{2} n^{2}\left(m^{2}+n^{2}-4\right)+m^{2}+n^{2}=\square
$$

if $m^{2}+n^{2}=4$. Take $m=2 a / h, n=2 b / h, a^{2}+b^{2}=h^{2}$, and multiply $x, y, z$ by $h^{3} / 2$. We get the former solution.

Judge Scottt ${ }^{15}$ took $x^{2}+y^{2}=(y-m)^{2}, x^{2}+z^{2}=(z-n)^{2}$, which determine $y$, z. Take $m / s=\left(p^{2}-q^{2}\right) /\left(p^{2}+q^{2}\right), n / s=2 p q /\left(p^{2}+q^{2}\right)$, whence $m^{2}+n^{2}=s^{2}$. Then $y^{2}+z^{2}=\square$ if $s^{2} x^{4}-4 m^{2} n^{2} x^{2}+m^{2} n^{2} s^{2}=\square=s^{2} x^{4}$, say, whence $x=s / 2$. Take $s=16 p q\left(p^{4}-q^{4}\right)$. We get Euler's ${ }^{6}$ answer. The latter was obtained also by A. Martin (ibid.), who satisfied $u^{2}-y^{2}=w^{2}-z^{2}$ by taking $u=a\left(r^{2}-s^{2}\right), \quad y=b\left(r^{2}-s^{2}\right), w=a\left(r^{2}+s^{2}\right)-2 b r s, z=b\left(r^{2}+s^{2}\right)-2 a r s$. Then $u^{2}-y^{2}=\square=x^{2}$ if $a=p^{2}+q^{2}, \quad b=2 p q$. There remains the condition $y^{2}+z^{2}=\square$. Divide by $4 r^{2} s^{2}$ and take $m=\left(r^{2}+s^{2}\right) /(r s)$. Then a quartic in $p$ is to be a square, say $\left(p^{2}-m p q-q^{2}\right)^{2}$, whence $p / q=4 / m$.
C. Chabanel ${ }^{18}$ used the devices of Diophantus for a similar problem. Set

$$
\begin{gathered}
\gamma=\alpha^{2}-\beta^{2}, \quad \delta=2 \alpha \beta, \quad \gamma_{1}=\gamma \delta, \quad \delta_{1}=\gamma^{2}, \quad z^{2}=8 \alpha \beta \gamma^{2}, \\
x=\gamma / t-\gamma_{1} t, \quad y=\delta / t-\delta_{1} t .
\end{gathered}
$$

Then $x^{2}+z^{2}=\left(\gamma / t+\gamma_{1} t\right)^{2}, y^{2}+z^{2}=\left(\delta / t+\delta_{1} t\right)^{2}$. Since $4 \gamma \gamma_{1}=4 \delta \delta_{1}=z^{2}$,

$$
x^{2}+y^{2}=\frac{\gamma^{2}+\delta^{2}}{t^{2}}+\left(\gamma_{1}^{2}+\delta_{1}^{2}\right) t^{2}-z^{2}
$$

which is a square for $t=z /\left(\alpha^{4}-\beta^{4}\right)$ since $\gamma^{2}+\delta^{2}=\left(\alpha^{2}+\beta^{2}\right)^{2}$ and

$$
\gamma_{1}^{2}+\delta_{1}^{2}=\left(\alpha^{4}-\beta^{4}\right)^{2}
$$

Multiplying the initial $x, y, z$ by $2\left(\alpha^{2}+\beta^{2}\right) \sqrt{2 \alpha \beta}$, we get
for

$$
X^{2}+Y^{2}=p^{2}, \quad Y^{2}+Z^{2}=q^{2}, \quad Z^{2}+X^{2}=r^{2}
$$

$$
\begin{array}{ll}
X, q=\left(\alpha^{2}-\beta^{2}\right)\left[\left(\alpha^{2}+\beta^{2}\right)^{2} \mp 16 \alpha^{2} \beta^{2}\right], & Z=8 \alpha \beta\left(\alpha^{4}-\beta^{4}\right), \\
Y, r=2 \alpha \beta\left[\left(\alpha^{2}+\beta^{2}\right)^{2} \mp 4\left(\alpha^{2}-\beta^{2}\right)^{2}\right], & p=\left(\alpha^{2}+\beta^{2}\right)^{3},
\end{array}
$$

where the upper signs give $X, Y$. For $\alpha=2, \beta=1$, we get Halcke's ${ }^{1}$ solution.

[^367]J. Neuberg ${ }^{17}$ satisfied Euler's ${ }^{3}$ condition $p^{2}+q^{2}-4+1 / p^{2}+1 / q^{2}=w^{2}$ by the special values $w=2 /(p q), p^{2}+q^{2}=4$. The latter holds if
$$
p=\frac{4 r s}{r^{2}+s^{2}}, \quad q=\frac{2\left(r^{2}-s^{2}\right)}{r^{2}+s^{2}} .
$$

Hence $x^{2}+y^{2}=\zeta^{2}, y^{2}+z^{2}=\xi^{2}, z^{2}+x^{2}=\eta^{2}$ for

$$
\begin{gathered}
x=8 r s\left(r^{1}-s^{4}\right) ; \quad \xi=\left(r^{2}+s^{2}\right)^{3} ; \quad y, \zeta=\left(r^{2}-s^{2}\right)\left\{\left(r^{2}+s^{2}\right)^{2} \mp 16 r^{2} s^{2} ;\right. \\
z, \eta=2 r s\left\{\left(r^{2}+s^{2}\right)^{2} \mp 4\left(r^{2}-s^{2}\right)^{2}\right\} .
\end{gathered}
$$

C. Leudesdorf ${ }^{18}$ solved the equivalent system $2\left(u^{2}+v^{2}-w^{2}\right)=x^{2}$, $2\left(u^{2}+w^{2}-v^{2}\right)=y^{2}, 2\left(v^{2}+w^{2}-u^{2}\right)=z^{2}$ by use of trigonometric functions (cf. Gill ${ }^{13}$ ). G. Heppel repeated Neuberg's ${ }^{17}$ solution.
J. Matteson ${ }^{19}$ obtained Euler's ${ }^{4}$ result by the method of Euler. ${ }^{3}$
A. Martin ${ }^{20}$ varied Scott's ${ }^{15}$ method by making the first two terms of the quartic in $x$ cancel (giving $x=2 \mathrm{mn} / \mathrm{s}$ ), instead of the last two.
K. Schwering ${ }^{21}$ proceeded as had Neuberg ${ }^{17}$ with $\lambda, \mu$ in place of $p, q$. To connect the result with elliptic functions, set $R(p)=p^{4}+1+p^{2} \rho$, $\rho=q^{2}+1 / q^{2}-4$,

$$
u=\int_{0}^{p} \frac{d p}{\sqrt{R(p)}}, \quad p=\psi(u) .
$$

Then $p$ is a well-known elliptic function. By the addition theorem,

$$
\psi(u+v)=\frac{\psi(u) \psi^{\prime}(v)+\psi(v) \psi^{\prime}(u)}{1-\psi^{2}(u) \psi^{2}(v)} .
$$

Hence if $\psi(u)$ and $\psi^{\prime}(u)$ are rational, also $\psi(2 u), \psi(3 u), \cdots, \psi^{\prime}(2 u), \cdots$ are rational. Thus one solution $p, q$ yields an infinitude of solutions. The relation of the same problem to Abel's theorem is considered on p. 11.

Several writers ${ }^{22}$ gave solutions.
*F. Ferrari ${ }^{23}$ gave an infinitude of solutions.
R. F. Davis ${ }^{24}$ gave Neuberg's ${ }^{17}$ solution.
A. Martin ${ }^{24 a}$ gave another derivation of Euler' $s^{6}$ result.
H. Olson ${ }^{246}$ proved that, if $x^{2}+y^{2}=u^{2}, x^{2}+z^{2}=v^{2}, y^{2}+z^{2}=w^{2}$, the product $x y z u v w$ is divisible by $3^{4} \cdot 4^{4} \cdot 5^{2}$.
M. Rignaux ${ }^{24 c}$ stated that all solutions of $x^{2}+y^{2}=\square$, etc., are given by

$$
x=2 m n p q, \quad y=m n\left(p^{2}-q^{2}\right), \quad z=p q\left(m^{2}-n^{2}\right), \quad y^{2}+z^{2}=\square,
$$

and noted four solutions, involving parameters, of the final condition.

[^368]The preceding problem is evidently equivalent to that of finding a rectangular parallelopiped whose edges and diagonals of faces are all rational. If we add the condition that also a diagonal of the solid shall be rational, we have a problem which H. Brocard ${ }^{25}$ attempted to prove impossible by means of the terminal digits. P. Tannery ${ }^{26}$ noted that the proof is insufficient since it supposes that the numbers in question are relatively prime in pairs.
V. M. Spunar ${ }^{27}$ noted that the last problem is impossible.
A. Mukhopâdhyây ${ }^{28}$ proved it impossible [if the edges be relatively prime integers $]$. The solutions of $x^{2}+y^{2}=\square$ are known to be $x=2 k$, $y=k^{2}-1$. Similarly, $y=2 l, z=l^{2}-1 ; z=2 m, x=m^{2}-1$. Then

$$
x^{2}+y^{2}+z^{2}=x^{2}+\left(l^{2}+1\right)^{2}=\square
$$

requires $x=2 n, l^{2}+1=n^{2}-1$, whereas $n^{2}-l^{2}=2$ has no integral solutions.
M. Rignaux ${ }^{29}$ remarked that the problem is difficult and not yet solved. He satisfied three of the conditions, but not the fourth.
A. Transon ${ }^{30}$ stated falsely that a tetrahedron with six integral edges cannot have among its solid angles a tri-rectangular trieder, and stated that one can find, in an infinitude of ways a tretahedron $O A B C$ with integral values of the three edges meeting at 0 , and of the areas of the four faces, while the three face angles at $O$ are right angles. C. Chabane ${ }^{31}$ and C. Moreau ${ }^{31}$ gave the solution

$$
\begin{gathered}
O A=4 x y z, \quad O B=2 y\left(x^{2}+y^{2}-z^{2}\right), \quad O C=2 x\left(x^{2}+y^{2}-z^{2}\right), \\
\text { area } A B C=2 x y\left(x^{2}+y^{2}-z^{2}\right)\left(x^{2}+y^{2}+z^{2}\right) .
\end{gathered}
$$

Four squares whose sums by threes are squares.
L. Euler ${ }^{32}$ applied his ${ }^{4}$ method to $A=x, B, C$ and the following $D$, but was led to a condition difficult to treat and abandoned that method. Next, take $A=y, B$ and $C$ as in Euler, ${ }^{4}$ and $D=\left\{2 p x-\left(p^{2}-1\right) y\right\} /\left(p^{2}+1\right)$. Then

$$
B^{2}+C^{2}=x^{2}+y^{2}-2 g x y, \quad g=\frac{4 f\left(f^{2}-1\right)}{\left(f^{2}+1\right)^{2}} .
$$

Since $S=x^{2}+y^{2}$, the condition $S=y^{2}+B^{2}+C^{2}+D^{2}$ gives $y^{2}+D^{2}-2 g x y=0$. Inserting the value of $D$, we get

$$
4 p^{2} x^{2}=2 g\left(p^{2}+1\right)^{2} x y-\left(p^{2}-1\right)^{2} y^{2}-\left(p^{2}+1\right)^{2} y^{2}+4 p\left(p^{2}-1\right) x y
$$

$4 p^{2} x / y=g\left(p^{2}+1\right)^{2}+2 p\left(p^{2}-1\right) \pm\left(p^{2}+1\right) R, \quad R^{2}=g^{2}\left(p^{2}+1\right)^{2}+4 g p\left(p^{2}-1\right)-4 p^{2}$.
Take $R=g p^{2}+2 p+g$. Then $p=-g, 4 g x / y=2\left(g^{4}+1\right)$ or 4 . Using the

[^369]latter value 4 and dropping the common factor $x$, we get
$A=g, \quad B=\frac{2 f-g\left(f^{2}-1\right)}{f^{2}+1}, \quad C=\frac{f^{2}-1-2 f g}{f^{2}+1}, \quad D=-g, \quad g=\frac{4 f\left(f^{2}-1\right)}{\left(f^{2}+1\right)^{2}}$.
Using the former value and taking $y=2 g, g=m / n$, and multiplying $A, \cdots$, $D$ by $\left(f^{2}+1\right) n^{4}$, we get
\[

$$
\begin{array}{ll}
A=2 m n^{3}\left(f^{2}+1\right), & B=2 f\left(m^{4}+n^{4}\right)-2 m n^{3}\left(f^{2}-1\right), \\
C=\left(f^{2}-1\right)\left(m^{4}+n^{4}\right)-4 f m n^{3}, & D=2 m^{3} n\left(f^{2}+1\right) .
\end{array}
$$
\]

In his second method ( $\$ \$ 56-60$ ), Euler denoted the squares by $v^{2}, x^{2}$, $y^{2}, z^{2}$. Let $a, \alpha$ be two numbers for which $a^{2}+\alpha^{2}=A^{2}$. Let

$$
\begin{array}{ll}
v^{2}+y^{2}+z^{2}=\left(\frac{A v+\alpha x}{a}\right)^{2}, & x^{2}+y^{2}+z^{2}=\left(\frac{A x+\alpha v}{a}\right)^{2}, \\
y^{2}+v^{2}+x^{2}=\left(\frac{A y-a z}{\alpha}\right)^{2}, & z^{2}+v^{2}+x^{2}=\left(\frac{A z-a y}{\alpha}\right)^{2} .
\end{array}
$$

The first two lead to a single condition and the last two to a single one:

$$
a^{2}\left(y^{2}+z^{2}\right)=\alpha^{2}\left(v^{2}+x^{2}\right)+2 \alpha A v x, \quad \alpha^{2}\left(v^{2}+x^{2}\right)=a^{2}\left(y^{2}+z^{2}\right)-2 a A y z .
$$

By adding these two equations, we get $z=\alpha v x /(a y)$. The first of the two becomes

$$
\begin{gathered}
\alpha^{2} x^{2}\left(v^{2}-y^{2}\right)=2 \alpha A v x y^{2}+\alpha^{2} v^{2} y^{2}-a^{2} y^{4} . \\
\frac{\alpha x}{y}=\frac{A v y \pm \sqrt{R}}{v^{2}-y^{2}}, \quad R=\alpha^{2} v^{4}+a^{2} y^{4} .
\end{gathered}
$$

To make $\sqrt{R}$ rational, set $v=y(1+s), \sqrt{R}=y^{2}\left(A+2 \alpha^{2} s / A+\alpha s^{2}\right)$. Of the resulting two solutions, one is complicated, while the other (given by $x / y=1$ ) is

$$
v=a\left(A^{2}-2 \alpha^{2}\right), \quad x=y=2 \alpha a A, \quad z=\alpha\left(A^{2}-2 \alpha^{2}\right) .
$$

To obtain a simpler solution in which the numbers are distinct, take two numbers $b, \beta$ such that $b^{2}+\beta^{2}=B^{2}$, and set $\alpha v^{2}=\beta M, a y^{2}=b M$. Then $\sqrt{R}=B M$. But $a \beta /(\alpha b)$ must be the square of $v / y$; take it to be $m^{2} / n^{2}$. Thus

$$
\frac{v}{y}=\frac{m}{n}, \quad \frac{x}{y}=\frac{A b m \pm a B n}{a \beta n-\alpha b n}, \quad \frac{z}{y}=\frac{\alpha m}{a n} \cdot \frac{x}{y} .
$$

Taking $a=21, \alpha=20, b=35, \beta=12$, we get $A=29, B=37, m=3, n=5$. For the lower sign, $x / y=3 / 8$. Hence $v=168, x=105, y=280, z=60$. Finally, he noted the solution

$$
\begin{gathered}
v=4 f g(f+g)(3 f-g) k, \quad y=4 f g(f-g)(3 f+g) k, \quad \quad x=l k, \quad z=2 f g l, \\
k=3 f^{2}+g^{2}, \quad l=\left(f^{2}-g^{2}\right)\left(9 f^{2}-g^{2}\right) .
\end{gathered}
$$

M. S. O'Riordan ${ }^{33}$ developed the idea underlying Euler's first solution. Let $S=A^{2}+B^{2}+C^{2}+D^{2}, S-A^{2}=\alpha^{2}, \cdots, S-D^{2}=\delta^{2}$. To obtain a number
${ }^{33}$ The Gentleman's Math. Companion, London, 2, No. 12, 1809, 185-7; Math. Repository (ed., Leybourn), New Series, 6, II, 1835, 1-4. Reproduced in Math. Magazine, 2, 1898, 218-9.
$S$ which is a sum of two squares in four ways, employ

$$
\begin{aligned}
& T=\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)=E_{ \pm}^{2}+F_{ \pm}^{2}, \quad E_{ \pm}=a c \pm b d, \quad F_{ \pm}=a d \mp b c, \\
& S=T\left(e^{2}+f^{2}\right)=\left(e E_{ \pm}+k f F_{ \pm}\right)^{2}+\left(f F_{ \pm}-k e F_{ \pm}\right)^{2}, \quad k^{2}=1 .
\end{aligned}
$$

Hence $S=A^{2}+\alpha^{2}=B^{2}+\beta^{2}=C^{2}+\gamma^{2}=D^{2}+\delta^{2}$ if

$$
\begin{array}{rlrlrl}
A & =e E_{+}-f F_{+}, & B & =e F_{-}-f E_{-}, & & C=e E_{-}-f F_{-}, \\
& & D=e E_{+}+f F_{+}, \\
\alpha & =e F_{+}+f E_{+}, & \beta & =e E_{-}+f F_{-}, & & \gamma=e F_{-}+f E_{-},
\end{array}
$$

It remains to satisfy the condition $S=\Sigma A^{2}$ or, if we prefer, $A^{2}+D^{2}=\gamma^{2}-B^{2}$, viz.,

$$
(A+D)^{2}+(A-D)^{2}=2(\gamma+B)(\gamma-B), \quad\left(e E_{+}\right)^{2}+\left(f F_{+}\right)^{2}=2 e f E_{-} F_{-}
$$

Divide by $f^{2}$ and set $=f w$. Thus

$$
w^{2}(a c+b d)^{2}+(a d-b c)^{2}=2 w(a c-b d)(a d+b c)
$$

The roots $w$ are rational if the discriminant

$$
(a c-b d)^{2}(a d+b c)^{2}-(a c+b d)^{2}(a d-b c)^{2}=4 a b c d\left(a^{2}-b^{2}\right)\left(c^{2}-d^{2}\right)
$$

is a square. Take $a=m b, c=n d, m n=r(n-1)$. Then shall

$$
r(n+1)(r n+n-r)(r n-n-r)=\square
$$

Take $n=2 r$. Then shall $2 r^{2}-3 r=\square$, as is the case for $r=3 s^{2} /\left(2 s^{2}-1\right)$. For $s=1$, we get Euler's solution 168, 105, 280, 60. Removing the restriction $n=2 r$, let $(n r+n-r) k=(n r-n-r) l$. Then shall $n(n+1)(n-1) e=\square$, $e=(l+k) /(l-k)$. Take $n=e+x$. There results the answer $a=l+k$, $b=l-k, c=\left(l^{2}+k^{2}\right)^{2}, d=4 l k\left(l^{2}-k^{2}\right)$.
B. Gompertz ${ }^{34}$ employed $x^{2}, y^{2}, z^{2}, w^{2}$,

$$
x=\left(y^{2}+z^{2}-p^{2}\right) /(2 p), \quad w=\left(y^{2}+z^{2}-q^{2}\right) /(2 q) .
$$

Then $x^{2}+y^{2}+z^{2}$ and $w^{2}+y^{2}+z^{2}$ are squares. Also, $x^{2}+w^{2}+z^{2}$ and $x^{2}+w^{2}+y^{2}$ are squares if

$$
f_{j} \equiv\left(y^{2}+z^{2}\right)^{2}\left(p^{2}+q^{2}\right)+\left(p^{2}+q^{2}-4 j^{2}\right) p^{2} q^{2}=\square
$$

for $j=y$ and $j=z$. Take $p=\left(q^{2}-r^{2}\right) /(2 r), y=\left(q^{2}+r^{2}\right) /(4 r)$. Then

$$
p^{2}+q^{2}=4 y^{2}
$$

and $f_{y}=\square$. Set $z=t y, p q / y^{2}=b$. Then $f_{z}=\square$ if $\left(1+t^{2}\right)^{2}+b^{2}\left(1-t^{2}\right)=\square$. Set $t=1+v$. The condition becomes $v^{4}+\cdots=\square=\left(2+A v \pm v^{2}\right)^{2}$ and holds if $A=2-b^{2} / 2, v= \pm b^{2} / 4-1$. For $q=2, r=1$, we get Scott's $s^{38}$ solution.
C. Gill ${ }^{35}$ treated the problem to find $n$ squares the sum of any $n-1$ of which is a square. $\mathrm{He}^{36}$ gave elsewhere his solution for $n=5$ and remarked that the smallest numbers given by his formulas are so very large as to discourage any attempt to compute them. For $n=3$, see Gill. ${ }^{13}$ The method was adapted to the case $n=4$ by S. Bills. ${ }^{37}$ If $z^{2}, y^{2}, x^{2}, w^{2}$ are the required squares, their sum shall equal

$$
a^{2}+z^{2}=b^{2}+y^{2}=c^{2}+x^{2}=d^{2}+w^{2} .
$$

[^370]
## Take

$$
b=a \cos A+z \sin A, \quad y=a \sin A-z \cos A
$$

and $c, x ; d, w$ corresponding functions of angles $B, C$. It remains only to satisfy $y^{2}+x^{2}+w^{2}=a^{2}$, viz.,

$$
a^{2}\left(\Sigma \sin ^{2} A-1\right)-a z \Sigma \sin 2 A+z^{2} \Sigma \cos ^{2} A=0 .
$$

The discriminant must be a square, whence

$$
k^{2}=2 \Sigma \cos 2 A+2 \Sigma \cos (A-B) .
$$

Take $C=A+B-90^{\circ}$. Then $k^{2}=\sin 2 A \cdot \sin 2 B$. Take $\sin 2 A=\tan B / 2$. Then $k=\sin 4 A /(1+\sin 2 A)$. The case $\cot A / 2=2$ leads to the solution [due to Euler, ${ }^{32}$ § 58]:

$$
z=186120, \quad y=23838, \quad x=102120, \quad w=32571 .
$$

Bills gave also 280, 105, 60, 168 and 1120, 3465, 1980, 672.
Judge Scott ${ }^{38}$ found 639604, 3456000, 3750000, 832797 [due to Euler, ${ }^{32}$ §55].
S. Tebay ${ }^{39}$ gave the solution $x^{2}, \cdots, u^{2}$, where

$$
\begin{array}{ll}
x=\left(s^{2}-1\right)\left(s^{2}-9\right)\left(s^{2}+3\right), & y=4 s(s-1)(s+3)\left(s^{2}+3\right), \\
z=4 s(s+1)(s-3)\left(s^{2}+3\right), & u=2 s\left(s^{2}-1\right)\left(s^{2}-9\right) .
\end{array}
$$

A. Martin ${ }^{39 a}$ gave a complete solution by the method of Tebay. ${ }^{39}$

Three squares whose differences are squares.
Under Euler ${ }^{28}$ of Ch. XV are cited various papers on the related problem to make $x \pm y, x \pm z, y \pm z$ all squares.
L. Euler ${ }^{40}$ made the differences of $x^{2}, y^{2}, z^{2}$ squares by taking

$$
\frac{x}{z}=\frac{p^{2}+1}{p^{2}-1}, \quad \frac{y}{z}=\frac{q^{2}+1}{q^{2}-1},
$$

whence $x^{2}-z^{2}$ and $y^{2}-z^{2}$ are squares. Also $x^{2}-y^{2}=\square$ if

$$
P=\left(p^{2} q^{2}-1\right)\left(q^{2}-p^{2}\right)=\square
$$

Each factor will be a square if

$$
p q=\frac{a^{2}+b^{2}}{2 a b}, \quad \frac{q}{p}=\frac{c^{2}+d^{2}}{2 c d} .
$$

The product of the latter must be a square $q^{2}$. Take $a, b=f \pm g ; c, d=h \pm k$. Then must $\left(f^{4}-g^{4}\right)\left(h^{4}-k^{4}\right)=\square\left[\mathrm{cf}\right.$. Euler ${ }^{28}$ of Ch. XV. $]$
J. Cunliffe ${ }^{40 a}$ treated the problem.
"Calculator" ${ }^{41}$ took
$x=\left(r^{2}+s^{2}\right)\left(m^{2}+n^{2}\right), \quad y=\left(r^{2}+s^{2}\right)\left(m^{2}-n^{2}\right), \quad z=4 r s m n-\left(r^{2}-s^{2}\right)\left(m^{2}-n^{2}\right)$.
Then $x^{2}-y^{2}$ and $x^{2}-z^{2}$ are the squares of $2 m n\left(r^{2}+s^{2}\right)$ and

$$
2 r s\left(m^{2}-n^{2}\right)+2 m n\left(r^{2}-s^{2}\right)
$$

[^371]For $q=\left(r^{2}-s^{2}\right) /(r s)$,

$$
\frac{y^{2}-z^{2}}{4 r^{2} s^{2}}=m^{4}+2 q m^{3} n-6 m^{2} n^{2}-2 q m n^{3}+n^{4}=\left(m^{2}-q m n+n^{2}\right)^{2}
$$

if $m / n=\left(q^{2}+8\right) /(4 q)$. Or we may use

$$
\frac{z^{2}-y^{2}}{(z+y)^{2}}=\frac{z-y}{z+y}=\frac{A}{B}, \quad A=r^{2} n^{2}-r^{2} m^{2}+2 r s m n, \quad B=s^{2} m^{2}-s^{2} n^{2}+2 r s m n .
$$

Take $B=(t n-s m)^{2}$ to get $m$. Then $A=r^{2} n^{2}$ if $r=4 t s^{2} /\left(t^{2}-3 s^{2}\right)$. $\mathrm{He}^{42}$ later used the same $x$, but took $z=2 m n\left(r^{2}+s^{2}\right), a=\left(r^{2}+s^{2}\right)\left(m^{2}-n^{2}\right)$, whence $x^{2}-z^{2}=a^{2}$. Set $b=a-r v, y=z+s v$; then $a^{2}+z^{2}=b^{2}+y^{2}$ gives $v$ in terms of $a, r, s, z$. Finally, $y^{2}-z^{2}=\square$ if a quartic in $m$ is the square of (say) $m^{2}-m n\left(r^{2}-s^{2}\right) /(r s)+n^{2}$, whence

$$
m: n=r^{4}+6 r^{2} s^{2}+s^{4}: 4 r s\left(r^{2}-s^{2}\right)
$$

J. Cunliffe $e^{43}$ obtained Calculator's ${ }^{41}$ first result by the same method.
S. Ward ${ }^{44}$ discussed Euler's ${ }^{40}$ final condition. Set $f=f^{\prime} g, h=h^{\prime} k$,

$$
\left(f^{\prime 4}-1\right)\left(h^{\prime 4}-1\right)=\left(f^{\prime 4}-1\right)^{2}\left(h^{\prime 2}-1\right)^{2}
$$

which reduces to $f^{\prime 4} / h^{\prime 2}=f^{\prime 4}-2$. The latter is a square if $f^{\prime 2}=\left(r^{2}+2 s^{2}\right) /(2 r s)$, and $r^{2}+2 s^{2}=\square$ if $r=t^{2}-2, s=2 t$. The value for $f^{\prime 2}$ is a square if $t\left(t^{2}-2\right)=\square$. Taking $t=2$, we get $x / z=-41 / 9, y / z=185 / 153$. Or we may treat $P=\square$ by setting $q=m p$ and treating $\left(m^{2} p^{4}-1\right)\left(m^{2}-1\right)=\square$ by the usual method for quartics, one solution $p=1$ being known.
W. Lenhart ${ }^{45}$ took the roots of the three squares to be

$$
\frac{x^{2}+y^{2}}{x^{2}-y^{2}}, \quad \frac{v^{2}+w^{2}}{v^{2}-w^{2}}, \quad 1
$$

The square of either the first or the second exceeds unity by a square. Hence it remains only to make the difference of their squares a square, viz., $(v x+w y)(v x-w y)(v y+w x)(v y-w x)=\square$. Take $v=t y+x, w=t x-y$, whence $v y+w x=t(v x-w y)$. Then shall $t(v x+w y)(v y-w x)=\square$, which holds if

$$
x^{2}-y^{2}+2 t x y=\square, \quad y^{2}-x^{2}+2 x y / t=\square
$$

The second condition is satisfied if $x=2 y / t$. Then the first becomes $4+3 t^{2}=\square=(2-p t)^{2}$, say, whence we get $t$ and $x=p^{2}-3, y=2 p$, $v=\left(p^{2}+1\right)^{2}+8, w=2\left(p^{2}-3\right) p$. Or we may take $x^{2}-y^{2}+2 t x y=(x-p y)^{2}$, whence $x=p^{2}+1, y=2(p+t)$. Then $t^{2}\left(y^{2}-x^{2}+2 x y / t\right)=(t y-r)^{2}$ if

$$
-t^{2} x^{2}+4 t^{2} x=-4 r t^{2}, \quad 4 p t x=r^{2}-4 p t r
$$

Then

$$
r=\frac{x^{2}-4 x}{4}, \quad t=\frac{r^{2}}{4 p(r+x)}=\frac{r^{2}}{p x^{2}}=\frac{\left(p^{2}-3\right)^{2}}{16 p} .
$$

Dividing the values of $x$ and $y$ by $d=\left(p^{2}+1\right) /(8 p)$ and those of $v$ and $w$
${ }^{*}$ The Gentleman's Math. Companion, London, 4, No. 19, 1816, 628-31.
«Ibid., 5, No. 26, 1823, 262-4.
" J. R. Young's Algebra, Amer. ed., 1832, 339-341.
${ }^{45}$ Math. Miscellany, 2, 1839, 129-132; French transl., Sphinx-Oedipe, 8, 1913, 83-4.
by $d / 2$, we have
$x=8 p, \quad y=p^{2}+9, \quad w=8 p\left(p^{2}-9\right), \quad v=p^{4}+2 p^{2}+81=\Pi\left(p^{2} \pm 4 p+9\right)$.
Three squares, sum of any two less third a square.
L. Euler ${ }^{46}$ gave four methods to solve

$$
\begin{equation*}
y^{2}+z^{2}-x^{2}=p^{2}, \quad x^{2}+z^{2}-y^{2}=q^{2}, \quad x^{2}+y^{2}-z^{2}=r^{2} . \tag{1}
\end{equation*}
$$

(i) Let $s=x^{2}+y^{2}+z^{2}$. Since $s=p^{2}+2 x^{2}$, etc., $s$ must be expressible in three ways in the form $a^{2}+2 b^{2}$, whence $s$ must have at least three prime factors of that form. Take $m=a c \pm 2 b d, n=b c \mp a d, u=m f \pm 2 n g, v=n f \mp n g g$. Then

$$
m^{2}+2 n^{2}=\left(a^{2}+2 b^{2}\right)\left(c^{2}+2 d^{2}\right), \quad\left(m^{2}+2 n^{2}\right)\left(f^{2}+2 g^{2}\right)=u^{2}+2 v^{2} .
$$

Take $u^{2}+2 v^{2}=s$. By using the four combinations of signs, we get four sets of values of $u, v$. As we need only three sets, omit that given by both lower signs. Set

$$
\begin{array}{lll}
p, q=f(a c+2 b d) \pm 2 g(b c-a d), & & r=f(a c-2 b d)+2 g(b c+a d),  \tag{2}\\
x, y=f(b c-a d) \mp g(a c+2 b d), & z=f(b c+a d)-g(a c-2 b d),
\end{array}
$$

where the upper signs give $p$ and $x$. Compute $x^{2}+y^{2}+z^{2}$ and compare with the earlier expression $u^{2}+2 v^{2}$ for $s$; we get

$$
\begin{gather*}
F f^{2}+G g^{2}+2 C f g=0, \quad F=\left(b^{2}-a^{2}\right) c^{2}+\left(a^{2}-4 b^{2}\right) d^{2}-2 a b c d, \\
G=\left(a^{2}-4 b^{2}\right) c^{2}+4\left(b^{2}-a^{2}\right) d^{2}+4 a b c d, \quad C=-(b c+a d)(a c-2 b d) . \tag{3}
\end{gather*}
$$

Taking $F=0$, we get $c: d=2 b-a: b-a$ or $-a-2 b: b+a$, and also $f: g=-G: 2 C$. The same solution results also from $G=0$.
(ii) $\mathrm{By}(3), f: g=-(C \pm V): F$, where

$$
V^{2}=C^{2}-F G=\left(a^{2}-2 b^{2}\right)^{2} Q
$$

$$
Q=c^{4}+8 m c^{3} d-4 c^{2} d^{2}-16 m c d^{3}+4 d^{4}, \quad m=\frac{a b}{a^{2}-2 b^{2}} .
$$

Let $Q$ be the square of $c^{2}-4 m c d+2 d^{2}$. Then $c: d=2 m^{2}+1: 2 m$.
(iii) Use $p, q, x, y$ given by (2), but take

$$
r=f(\alpha c-2 \beta d)+2 g(\beta c+\alpha d), \quad z=f(\beta c+\alpha d)-g(\alpha c-2 \beta d)
$$

where $\alpha, \beta$ are such that $\alpha^{2}+2 \beta^{2}=a^{2}+2 b^{2}$. Hence we now get new values for $F, G, C$ in (3). For $F=0$, we get

$$
c: d=-\alpha-2 b: \beta+a \quad \text { or } \quad-\alpha+2 b: \beta-a .
$$

He deduced the following simple solution of the problem: Start with any two integers $m$ and $n, m$ odd, and set

$$
s=m^{2}+2 n^{2}, \quad t=m^{2}-2 n^{2}, \quad u=2 m n,
$$

or take $s, t, u$ such that $s^{2}=t^{2}+2 u^{2}$; we have the solution

$$
\begin{array}{lll}
x=s(s+u) \rho-2 t^{2} \sigma, & y=s(s+u) \rho+2 t^{2} \sigma, & z=s t \rho+2 t \sigma^{2}, \\
p=s t \rho+4 t(s+u) \sigma, & q=s t \rho+4 t(s-u) \sigma, & r=s \sigma \rho-4 t^{2} \sigma,
\end{array}
$$

where $\rho=3 s+4 u, \sigma=s+2 u$.
${ }^{4}$ Posth. paper, Comm. Arith., II, 603-16; Opera postuma, 1, 1862, 105-118. French transl. in Sphinx-Oedipe, 1906-7, 163-83.
(iv) The first two equations (1) are satisfied if $z=m n(A-B), y+x=2 m^{2} A$, $y-x=2 n^{2} B, p=m n(A+B), q=m n\left(a^{2}-2 a b-b^{2}\right)$, where $A=a(a+b)$, and $B=b(a-b)$. The third equation (1) becomes

$$
2 m^{4} A^{2}+2 n^{4} B^{2}-m^{2} n^{2}(A-B)^{2}=r^{2}
$$

Set $m=f+g, n=f-g, r=(A+B) f^{2}+4(A-B) f g-(A+B) g^{2}$. Then

$$
f: g=B^{2}-A^{2}: 2 A B
$$

A. M. Legendre ${ }^{17}$ noted that the last two conditions (1) are evidently satisfied if

$$
x=r^{2}+s^{2}, \quad y=r^{2}+r s-s^{2}, \quad z=r^{2}-r s-s^{2} .
$$

Then the first condition becomes $r^{4}-4 r^{2} s^{2}+s^{4}=\square$. Set $r=s(2+\phi)$ and make the quartic function of $\phi$ the square of $1+8 \phi+\alpha \phi^{2}$. The case $\alpha=1$ gives $\phi=-23 / 4, r=15, s=4$, whence $x=241, y=269, z=149$, which is apparently the least solution.
J. Cunliffe ${ }^{48}$ noted that (1) give $x^{2}=\frac{1}{2}\left(q^{2}+r^{2}\right)$, etc., whence

$$
r^{2}=2 x^{2}-q^{2}=2 y^{2}-p^{2}
$$

Hence, if we set $x=y+\rho v, q=p+\sigma v$, we get $v=(2 \sigma p-4 \rho y) /\left(2 \rho^{2}-\sigma^{2}\right)$. To satisfy $2 y^{2}-p^{2}=r^{2}$, set
$y=D\left(m^{2}+n^{2}\right), \quad p=D\left(n^{2}-m^{2}+2 m n\right), \quad r=D\left(m^{2}-n^{2}+2 m n\right), \quad D=2 \rho^{2}-\sigma^{2}$. The resulting value of $\frac{1}{2}\left(p^{2}+q^{2}\right)$ will equal the square of

$$
z=m^{2} A-\frac{2 m n}{A}\left(4 \rho^{4}+4 \rho^{3} \sigma+2 \rho \sigma^{3}+\sigma^{4}\right)-n^{2}\left(2 \rho^{2}-2 \rho \sigma+\sigma^{2}\right),
$$

where $A=2 \rho^{2}+2 \rho \sigma+\sigma^{2}$, if

$$
m: n=4 \rho^{2} \sigma^{2}+4 \rho^{3} \sigma+2 \rho \sigma^{3}: 4 \rho^{4}+4 \rho^{3} \sigma+2 \rho \sigma^{3}+2 \rho^{2} \sigma^{2}+\sigma^{4} .
$$

Taking $\rho=\sigma=1$, he obtained, as his least answer, $x=149, y=269, z=241$.
D. S. Hart ${ }^{49}$ noted that (1) are equivalent to $2 r^{2}+2 q^{2} \approx \square, 2 r^{2}+2 p^{2}=\square$, $2 q^{2}+2 p^{2}=\square$. The first is satisfied if $r=\rho^{2}-2 \sigma^{2}, q=\rho^{2}+4 \rho \sigma+2 \sigma^{2}$. Set $p=l+r, a=\rho^{2}+2 \rho \sigma+2 \sigma^{2}$. Then the last two conditions of the problem become $2 l^{2}+4 r l+4 r^{2}=\square, \quad 2 l^{2}+4 r l+4 a^{2}=\square$. Equating the latter to $(2 a-l t)^{2}$, we get $l$ in terms of $t, r, a$. Then the former becomes a quartic in $t$. S. Bills satisfied the first two of Hart's conditions by taking

$$
q=\frac{P^{2}-Q^{2}+2 P Q}{P^{2}-Q^{2}-2 P Q} \cdot r, \quad p=\frac{R^{2}-S^{2}+2 R S}{R^{2}-S^{2}-2 R S} \cdot r
$$

The third condition leads to a quartic.
G. B. M. Zerr ${ }^{50}$ took $x^{2} z^{2}, y^{2} z^{2}$ and $z^{2}$ as the squares and set

$$
\begin{equation*}
x^{2}+y^{2}-1=(t+u)^{2}, \quad x^{2}-y^{2}+1=(t-u)^{2} . \tag{A}
\end{equation*}
$$

Since $x^{2}=t^{2}+u^{2}$, take $t=n\left(p^{2}-q^{2}\right), u=2 n p q$, whence $x=n\left(p^{2}+q^{2}\right)$. Take
${ }^{47}$ Theorie des nombres, 1798, 461-2; ed. 2, 1808, 434; ed. 3, 1830, II, 127; German transl. by Maser, 2, 1893, 124.
${ }^{48}$ The Gentleman's Diary, London, No. 62, 1802, 41-2, Quest. 823. Math. Repository (ed., Leybourn), 3, 1804, 97.
${ }^{49}$ Math. Quest. Educ. Times, 20, 1874, 84-6.
${ }^{50}$ Amer. Math. Monthly, 10, 1903, 207-8. Cf. papers 114-5 of Ch. XVI.
$y=2 m n-1$. Then the first condition (A) is satisfied if

$$
n=m / z, \quad z=m^{2}-p q\left(p^{2}-q^{2}\right) .
$$

There remains the condition

$$
\left(y^{2}-x^{2}+1\right) z^{2}=2 m^{4}+2 p^{2} q^{2}\left(p^{2}-q^{2}\right)^{2}-m^{2}\left(p^{2}+q^{2}\right)^{2}=\square,
$$

which is satisfied if $m=p^{2}-q^{2}, p^{4}+q^{4}-4 p^{2} q^{2}=\left(p^{2}-2 r q^{2}\right)^{2}$, whence

$$
p^{2}=\frac{1}{4} q^{2}\left(4 r^{2}-1\right) /(r-1) .
$$

For $r=13, p=15 q / 4$ and the numbers are proportional to Legendre's.
FURTHER \&EtS of three or more linear functions of three or more squares made squares.
Leonardo Pisano, ${ }^{\text {,5 }}$ to make $x^{2}+y^{2}, x^{2}+y^{2}+z^{2}, x^{2}+y^{2}+z^{2}+w^{2}, \ldots$ all squares, took the first square $x^{2}$ to be 9 . Then the second, $y^{2}$, is the sum 16 of all odd numbers $1,3,5,7$ preceding 9 , whence $9+16=\square=25$. As the third square take the sum 144 of all odd numbers $<25$ whence $144+25=\square=169$. As the fourth square take $1+3+\cdots+167=7056$ whence $7056+169=\square=7225$. As the fifth square take

$$
1+3+\cdots+7223=13046444 .
$$

Leonardo noted (p. 279) that, since 7225 is the square of 85 , not a prime, we can get several values for the fifth square. Besides that given above we may take the sum of all odd numbers $\leqq 7225 / 5-5-1$ and get the square $720^{2}$, or the sum of all odd $\leqq 7225 / 25-25-1$ and get $132^{2}$. A. Genocchi ${ }^{52}$ noted that a fourth solution was omitted, viz., the sum $204{ }^{2}$ of all odd $\leqq 7225 / 17-17-1$.
F. Feliciano ${ }^{53}$ gave only $9,16,144$.
N. Tartaglia ${ }^{54}$ obtained $25,144,7056$ by Leonardo's method.
J. de Billy ${ }^{55}$ found the squares $9,1 / 100,(23 / 15)^{2}$ such that if 15 is added to the sum of any two of them there results a square. [Due to Diophantus, V, 30; cf. Fermat ${ }^{9}$ of Ch. XV.]
L. Euler, ${ }^{46}$ p. 604, stated that it is not possible to find four squares such that if each be subtracted from the sum of the remaining three the difference is always a square.
H. Faure ${ }^{56}$ proved the last theorem by use of the lemma that $2 x^{2}+2 y^{2}+2 x y=z^{2}$ is impossible in integers.

Euler ${ }^{57}$ noted five sets of solutions, like $p=89, q=191, r=329$, of

$$
p^{2}+q^{2}=2 z^{2}, \quad p^{2}+r^{2}=2 y^{2}, \quad q^{2}+r^{2}=2 x^{2} .
$$

[^372]To make $x^{2}+y^{2}+2 z^{2}, x^{2}+z^{2}+2 y^{2}, y^{2}+z^{2}+2 x^{2}$ all squares, A. M. Legendre ${ }^{58}$ set $y=x+2 p, \quad z=x+2 q$. Then $x^{2}+y^{2}+2 z^{2}=4(x+f)^{2}$ for $(2 f-p-2 q) x=p^{2}+2 q^{2}-f^{2}$. Equating this to the value found similarly from $x^{2}+z^{2}+2 y^{2}=\square$, he was led to the values

$$
x=7 p^{2}-30 p q+7 q^{2}, \quad y=23 p^{2}-14 p q+7 q^{2}, \quad z=7 p^{2}-14 p q+23 q^{2}
$$

Substitute these into $y^{2}+z^{2}+2 x^{2}$ and set $p / q=1+\theta$. Then shall

$$
1+2 \theta+2 \theta^{2}+\theta^{3}+\frac{169}{256} \theta^{4}=\square
$$

The particular solution $\theta=208$ gives $x=18719, y=62609, z=18929$.
T. Pepin ${ }^{59}$ noted that also $\theta=-1$ and -2 (whence $x=y=7, z=23$; $x=y=z=1$ ) and applied his first formulas (Ch. XXII ${ }^{157}$ ) with $x_{1}=0$, $x_{2}=-1, x_{3}=-2$ and found $\theta=-8 / 15$, whence $x: y: z=77: 77: 253$.
C. Gill and W. Wright ${ }^{60}$ made $x^{2}+y^{2}+z^{2}+v^{2}, x^{2}+y^{2}-z^{2}+v^{2}, x^{2}-y^{2}$ $+z^{2}+v^{2}, y^{2}+z^{2}-x^{2}+v^{2}$ squares. To satisfy the second and third conditions, take $2 v x=y^{2}-z^{2}$, say $2 v=y+z, x=y-z$. The fourth condition holds if $y^{2}+10 y z+z^{2}=\square=(y-p)^{2}$, which gives $y$. Clearing of denominators, we now have

$$
y=2 p^{2}-2 z^{2}, \quad v=9 z^{2}+2 p z+p^{2}, \quad x=2 p^{2}-4 p z-22 z^{2} .
$$

Then the first condition leads to a quartic in $p$; equating it to $\left(3 p^{2}-2 p z+d\right)^{2}$, we get $d=-23 z^{2} / 3$.

To find four squares the double of whose sum is a square, and double the difference between the sum of any three and the fourth is a square, they took $(x+y)^{2},(x-y)^{2}, v^{2}, z^{2}$. Then two conditions are satisfied if $v+z=4 x, v-z=y$, and the solution follows readily.

The solutions of the system $2 x^{2}+2 y^{2}-3 z^{2}=\square$, etc., and the system $x^{2}+2\left(y^{2}-z^{2}\right)=\square$, etc., offer no special interest.

To find three numbers such that the square of each plus the product of the same number and the sum or difference of the remaining two gives a square, several ${ }^{61}$ used the numbers $a^{2}, b^{2}, c^{2}$. Then the conditions reduce to $a^{2}+b^{2}+c^{2}=\square, a^{2}+c^{2}-b^{2}=\square, a^{2}+b^{2}-c^{2}=\square$. To satisfy the first two, take $b^{2}=2 a c$. Equate the third to $(c n-a)^{2}$. Take $n=-3 / 4$.
A. Gérardin ${ }^{62}$ treated the system $N=P h^{2}-k^{2}(P=n+1, n+2, \cdots$, $n+\alpha$ ).
E. Fauquembergue ${ }^{63}$ made the four functions $x^{2} \pm h y^{2}, u^{2} \pm h y^{2}$ squares.
H. Holden ${ }^{63 a}$ showed that

$$
A \equiv \alpha x^{2}+\beta y^{2}+\gamma z^{2}, \quad B \equiv \alpha y^{2}+\beta z^{2}-\gamma x^{2}, \quad C \equiv \alpha z^{2}+\beta x^{2}-\gamma y^{2}
$$

[^373]can usually be made squares by values of $x, y, z$ which are rational functions of a parameter $k$ whenever the auxiliary equation $\beta \gamma p^{2}+\gamma \alpha q^{2}=\alpha \beta r^{2}$ can be similarly solved. For, if rational functions $p_{1}, q_{1}, r_{1}$ of $k$ satisfy the latter, a linear relation $p_{1} x+q_{1} y+r_{1} z=0$ implies $A=\square$. Similarly, if rational functions $p_{2}, q_{2}, r_{2}$ of $m$ satisfy the auxiliary equation, then $r_{2} x+p_{2} y+q_{2} z=0$ implies $B=\square$. Solving the two linear equations, we obtain $x, y, z$ as quadratic functions of $m$ and $k$. For these values, $C$ becomes a quartic function of $m$ whose first and last coefficients are squares of functions of $k$, so that $C$ can be made a square. For $\alpha=\beta=2, \gamma=1$, we have the problem of a rational triangle with rational medians. Euler's ${ }^{46}$ equations (1) are treated by this method and by a related method. In the second paper he used the method to make $p x^{2}+q^{2} y^{2}-p z^{2}, p y^{2}+q^{2} z^{2}-p w^{2}, p z^{2}+q^{2} w^{2}-p x^{2}$, $p w^{2}+q^{2} x^{2}-p y^{2}$ all squares.

On $2 x^{2}+2 y^{2}-z^{2}=\square$, etc., see triangles with rational medians, Ch. V.
Quadratic forms in $x$ and $y, x$ and $z, y$ and $z$, made squares.
J. Cunliffe ${ }^{64}$ found rational numbers $x, y, z$ such that

$$
\begin{equation*}
x^{2}-x y+y^{2}, \quad x^{2}-x z+z^{2}, \quad y^{2}-y z+z^{2} \tag{4}
\end{equation*}
$$

are squares, by equating the first and second to the squares of $4 a-x$, $4 b-x$, whence

$$
x=\frac{16 a^{2}-y^{2}}{8 a-y}=\frac{16 b^{2}-z^{2}}{8 b-z} .
$$

Equate the denominators. Thus $y=5 a-3 b, z=5 b-3 a$. Then

$$
y^{2}-y z+z^{2}=(7 a-n b)^{2}
$$

if $a: b=n^{2}-49: 14 n-94$. J. Whitley equated the first two functions (4) to the squares of $x-n y$ and $x-m z$; hence take

$$
x=\left(n^{2}-1\right)\left(m^{2}-1\right), \quad y=\left(m^{2}-1\right)(2 n-1), \quad z=\left(n^{2}-1\right)(2 m-1) .
$$

Set $p=2 n-1, q=n^{2}-1, v=n^{2}-n+1$. Then $v^{2}=p^{2}-p q+q^{2}$. Equating

$$
y^{2}-y z+z^{2}=p^{2} m^{4}-2 p q m^{3}+\left(4 q^{2}+p q-2 p^{2}\right) m^{2}+\left(2 p q-4 q^{2}\right) m+v^{2}
$$

to the square of $p m^{2}-q m+v$, we get $m$ rationally.
To find rational numbers such that ${ }^{65}$

$$
\begin{equation*}
x^{2}+x y+y^{2}, \quad x^{2}+x z+z^{2}, \quad y^{2}+y z+z^{2} \tag{5}
\end{equation*}
$$

are squares, equate the first and second to the squares of $x+y-m$ and $x+z-n$. We get $x$ and $z$ in terms of $y$. The third condition leads to a quartic in $y$, which is made a square as usual.

Lowry ${ }^{65 a}$ made $\alpha \equiv x^{2}+a x y+b y^{2}, \quad \beta \equiv x^{2}+a_{1} x z+b_{1} z^{2}, \quad \gamma=y^{2}+a_{2} y z+b_{2} z^{2}$ squares. Set $r=n\left(a_{1} n+2 m\right), s=m^{2}-b_{1} n^{2}, \rho=u(a u+2 v), \sigma=v^{2}-b u^{2}$. Take $y / x=\rho / \sigma, z / x=r / s$. Then $\alpha \sigma^{2} / x^{2}=\left(v^{2}+a u v+b u^{2}\right)^{2}$. Similarly, $\beta=\square$. Since

[^374]$z / y=r \sigma /(s \rho), \gamma=\square$ if
\[

$$
\begin{equation*}
s^{2} \rho^{2}+a_{2} r s \rho \sigma+b_{2} r^{2} \sigma^{2}=\square, \tag{6}
\end{equation*}
$$

\]

or $b_{2} r^{2} v^{4}+\cdots+k u^{4}=\square, k \equiv b_{2} r^{2}-a a_{2} b r s+a^{2} s^{2}$. This quartic is made a square in a special way for special values of $m$ and $n$ for which $k=\square$. For the case $b_{1} / b=\square=d^{2}$, make $\sigma=s$ by taking $u=d n, v=m$. Then (1) becomes $\rho^{2}+a_{2} r \rho+b_{2} r^{2}=\square=(\rho-r e / t)^{2}$, if $2 e t+a_{2} t^{2}=r / n, e^{2}-b_{2} t^{2}=\rho / n$, which are linear in $m$ and $n$.

An anonymous writer ${ }^{65 b}$ gave an elegant solution for the case $b=b_{1}=b_{2}=1$. Take $x=n R, \quad y=m^{2}-n^{2}, \quad z=n S$, where $R=a n \pm 2 m$, $S=a_{2} n+2 m$. Then

$$
\alpha=\left(m^{2} \pm a m n+n^{2}\right)^{2}, \quad \gamma=\left(m^{2}+a_{2} m n+n^{2}\right)^{2}, \quad \beta=n^{2}\left(R^{2}+a_{1} R S+S^{2}\right)
$$

Also, $\beta=n^{2}\left(p^{2}+a_{1} p q+q^{2}\right)^{2}$ if $R=p^{2}-q^{2}, S=a_{1} q^{2}+2 p q$. Comparing the two expressions for $R$ and the two for $S$, we get $m$ and $n$ as fractions whose common denominator is $2\left(a_{2} \mp a\right)$, which may be omitted since $x, y, z$ are homogeneous in $m$ and $n$. For $a=a_{2}$, use the lower sign.
J. Whitley and W. Rutherford ${ }^{66}$ equated $p^{2} x^{2}+x y+y^{2}$ and $p^{2} z^{2}+x z+x^{2}$ to the squares of $p x+y-a$ and $p z+x-b$, finding $x$ and $y$ in terms of $z$. Then $p^{2} y^{2}+y z+z^{2}=\square$ if a quartic in $z$ is a square.
W. Lenhart ${ }^{67}$ took $x=a b c, y=b d f, z=c f n$ in (5). By Lagrange's Addition, $\S 90$, to Euler's Algebra (Lagrange ${ }^{63}$ of Ch. XX), the resulting functions are squares if

$$
\begin{aligned}
& p^{2}-q^{2}=a c, \quad p_{1}^{2}-q_{1}^{2}=a b, \quad p_{2}^{2}-q_{2}^{2}=b d, \\
& 2 p q+q^{2}=d f, \quad 2 p_{1} q_{1}+q_{1}^{2}=f n, \quad 2 p_{2} q_{2}+q_{2}^{2}=c n .
\end{aligned}
$$

To solve the equations in the first column, set $p+q=a, p-q=c, 2 p+q=d / r$, $q=r f$. From the two values for $2 p$ and the two for $q$, we get $c=a-2 r f$, $d=r(2 a-r f)$. Similarly, by the equations in the second column, $b=a-2 s f$, $n=s(2 a-s f)$. By the two in the third column, $2 p_{2}=d+b=t c-n / t$, $2 q_{2}=d-b=2 n / t$. Eliminating $t$, we get $(3 d+b)(d-b)=4 n c$. Inserting the earlier values of $c, d, b, n$, we get

$$
\left\{(6 r+1) a-\left(2 s+3 r^{2}\right) f\right\}\left\{(2 r-1) a+\left(2 s-r^{2}\right) f\right\}=8 s(a-2 r f)\left(a-\frac{1}{2} s f\right)
$$

The final factor will occur also on the left if $2 s+3 r^{2}=\frac{1}{2} s(6 r+1)$. Then

$$
a=12 r^{3}(5-r)+5 r^{2}, \quad f=12 r^{2}+(3-2 r)-2 r-1
$$

Next, for (4), equate the last two functions to $A^{2}$ and $B^{2}$. Their differences are equal if $A+B=2(x+y-z), A-B=\frac{1}{2}(x-y)$. Insert the resulting value of $B$ into $y^{2}-y z+z^{2}=B^{2}$. Thus $z=\left(3 x^{2}+10 x y+3 y^{2}\right) /\{8(x+y)\}$. Finally, $x^{2}-x y+y^{2}=\square$ if $x=p^{2}-q^{2}, y=2 p q-q^{2}$.
T. Strong (p. 301) equated $(x+y)^{2}-A x y,(x+z)^{2}-B x z,(y+z)^{2}-D y z$ to the squares of $x+y-a, x+z-b, y+z-c$. By the first two we get $y$ and $z$ in terms of $x$. Then the third condition states that two quadratic functions of $x$ are equal. We may equate the constant terms or the coefficients of $x^{2}$ and get $x$ rationally.

[^375]N. Vernon (p. 302) equated the first and second functions (5) to the squares of $\left(r^{2}-x y\right) /(2 r)$, and $\left(s^{2}-x z\right) /(2 s)$. Then $x+y=\left(r^{2}+x y\right) /(2 r)$, etc., which give $x, y$ in terms of $z$. Then the third function becomes a quartic in $z$ which is made a square as usual.
D. S. Hart ${ }^{68}$ noted that $x^{2}+x y+y^{2}=\square$ if $x=m^{2}-n^{2}, y=2 m n+n^{2}$. Then $x^{2}+x z+z^{2}=\square$ if $z=x\left(2 p q+q^{2}\right) /\left(p^{2}-q^{2}\right)$. Take $m=2, n=1, p=r+\frac{1}{2} q$. Then $y^{2}+y z+z^{2}=\square$ if $r=7 q / 4, p=9 q / 4$. Hence an answer is $195,325,264$.
A. Martin and A. B. Evans ${ }^{69}$ took $x^{2}+a x y+y^{2}=(m x-y)^{2}$ to get $x / y$. Then $x^{2}+a x z+z^{2}$ and $y^{2}+a y z+z^{2}$ are made squares by known methods.

Several writers ${ }^{70}$ made the functions (5) squares. R. F. Davis ${ }^{71}$ noted the solutions 7, 8, -15 and $435,4669,1656$.
N. G. S. Aiyar ${ }^{72}$ solved $x^{2}+x y+y^{2}=c^{2}$, etc., by geometry, algebra and trigonometry, without attention to rational values.
A. Gérardin ${ }^{73}$ assumed that a solution of $\alpha^{2}+\alpha \beta+\beta^{2}=A^{2}$ is known and sought a solution of

$$
x^{2}+\alpha x+\alpha^{2}=B^{2}, \quad x+\beta x+\beta^{2}=C^{2},
$$

by setting $B=x+u$ or $B=\alpha-x p / q$, or $x=t-\alpha-\beta$, obtaining a quartic function of $t$ which is made a square in three ways. There is found a solution in positive integers by functions of the sixth degree.
E. Turrière ${ }^{74}$ considered the syst $\in \mathrm{m}$

$$
A x^{2}+B x y+C y^{2}=\square, \quad D y^{2}+E y z+F z^{2}=\square, \quad G z^{2}+H z x+I x^{2}=\square
$$

under the assumption that each has a set of rational solutions, say $x_{0}, y_{0}$ for the first. Solving the first with $y-y_{0}=Z\left(x-x_{0}\right)$, where $Z$ is a parameter, we get $x$ and $y$ rationally in terms of $Z$. Similarly, $z / y$ is rational in $X=\left(z-z_{1}\right) /\left(y-y_{1}\right)$, and $x / z$ in $Y=\left(x-x_{2}\right) /\left(y-y_{2}\right)$. The condition that the product of the values of $y / x, z / y, x / z$ be unity is of the sixth degree in $X, Y, Z$. The problem is thus reduced to finding the rational points on a certain sextic surface.
M. Rignaux, ${ }^{74 a}$ to treat the last system, would use a solution $x=x_{0}, y=y_{0}$ of the first equation, where $x_{0}, y_{0}$ are quadratic functions of two parameters $m, n$; likewise a solution $x=x_{1}, z=z_{1}$ of the third equation in terms of parameters $p, q$. Hence take $x=x_{0} x_{1}, y=y_{0} x_{1}, z=z_{0} x_{1}$. The given second equation becomes a quartic in $m, n$ and is solvable in known special cases.

$$
x y+a, x z+a, y z+a \text { ALL SQUARES. }
$$

Diophantus, III, 12, 13 and IV, 20, asked for three numbers such that the product of any two increased by a given number $a$ shall be a square. For $a=12$, he found $2,2,1 / 8$; for $a=-10$, complicated fractions; for $a=1, x, x+2,4 x+4$. In $\mathrm{V}, 27$, the numbers themselves are to be squares.
${ }^{68}$ Math. Quest. Educ. Times, 20, 1874, 59-60.
${ }^{69}$ Ibid., 21, 1874, 45-6.
${ }^{70}$ The Math. Visitor, 1, 1880, 105-6, 129-30; Amer. Math. Monthly, 1, 1894, 208 for (4).
${ }^{71}$ Math. Quest. Educ. Times, 11, 1907, 25.
${ }^{72}$ Jour. of Indian Math. Club, 2, 1910, 24-25.
${ }^{73}$ Nouv. Ann. Math., (4), 16, 1916, 62-74.
${ }^{74}$ Ibid., (4), 18, 1918, 43-49. For such a system, see Ch. V, p. 223.
${ }^{74 a}$ L'intermédiaire des math., 25, 1918, 132-3.
F. Vieta ${ }^{75}$ generalized the method of Diophantus III, 12 [13]. Let $A$ be the second number. Then the first is $\left(B^{2}-a\right) / A$, and the third is ( $\left.D^{2}-a\right) / A$. Hence must

$$
\frac{B^{2}-a}{A} \cdot \frac{D^{2}-a}{A}+a=\square .
$$

We can make $B^{2}-a=F^{2}, D^{2}-a=G^{2}$ in an infinitude of ways. Then $F^{2} G^{2}+a A^{2}$ is to be a square, say $(F G-H A)^{2}$. Hence $A=2 H F G /\left(H^{2}-a\right)$.
C. G. Bachet ${ }^{76}$, who doubted that Diophantus had a general solution, used the canon: Subtract the given number from each of two squares and divide the remainders by the difference of the roots of these squares; then the quotients and the difference of the roots are three numbers giving a solution. For $a=6$, take $N+3$ and $2 N+3$ as the roots of the squares; then $N, N+6+3 / N$ and $4 N+12+3 / N$ give a solution.

De Sluse ${ }^{77}$ took an arbitrary square $b^{2}$ and set $d=b^{2}-a, x y=x^{2}+2 x b+d$, whence $x y+a=(x+b)^{2}$. Similarly, we can set $z=x c^{2} / e^{2}+2 b c / e+d / x$, whence $x z+a=(x c / e+b)^{2}$. Let $y z+a$ be the square of $(c x+c b) / e+b+d / x$. Thus

$$
\frac{2 b^{2} c}{e}+\frac{d c^{2}}{e^{2}}=\frac{b^{2} c^{2}}{e^{2}}+\frac{2 d c}{e} .
$$

When $b^{2}$ is replaced by $d+a$, this reduces to $2=c / e$, so that the required numbers are $x, x+2 b+d / x, 4 x+4 b+d / x$. For $a$ negative, $a=-A$, call the numbers $x, y=x+A / x, z=x b^{2} / c^{2}+A / x$. Then $x y-A=x^{2}, x z-A=x^{2} b^{2} / c^{2}$, $y z-A=(x b / c+A / x)^{2}$ if $b / c=2$.
N. Saunderson ${ }^{78}$ (blind from infancy) gave the solution

$$
x=\frac{r^{2}-a}{r-s}, \quad y=\frac{s^{2}-a}{r-s}, \quad z=r-s \quad \text { or } \quad 2 x+2 y-(r-s),
$$

where $r$ and $s$ exceed $\sqrt{a}$ and $r>s$. For $a=1$, a solution is

$$
x, \quad y=\alpha^{2} x+2 \alpha, \quad z=\beta^{2} x+2 \beta, \quad \alpha-\beta= \pm 1
$$

V. Ricatti ${ }^{79}$ treated the problem.
L. Euler ${ }^{79 a}$ set $x y+a=p^{2}, z=x+y \pm 2 p$, whence $x z+a=(x \pm p)^{2}$, $y z+a=(y \pm p)^{2}$. For $a=12, p=4$, then $x=y=2, z=12$. For $a=12, p=5$, then $x=1, y=13, z=4$ or 24 . In art. 231, he noted that for $a=1$ the general solution is

$$
x=\left(p^{2}-1\right) / z, \quad y=\left(q^{2}-1\right) / z, \quad z=\left\{\left(p^{2}-1\right)\left(q^{2}-1\right)-r^{2}\right\} /(2 r) .
$$

Euler ${ }^{80}$ treated $A B-1=p^{2}, A C-1=q^{2}, B C-1=r^{2}$. Thus

$$
\begin{aligned}
& A^{2} B^{2} C^{2}=l\left(r^{2}+1\right), \quad l=\left(p^{2}+1\right)\left(q^{2}+1\right)=m^{2}+n^{2}, \quad m=p q \pm 1, \quad n=p \mp q, \\
& A^{2} B^{2} C^{2}=(m r+n)^{2}+(n r-m)^{2} .
\end{aligned}
$$

${ }^{75}$ Zetetica, 1591, V, 7[8], Francisci Vietae Opera mathematica, ed. Francisci a Schooten, Lugd. Bat., 1646, 78.
${ }^{76}$ Diophanti Alex., 1621, 149, 215.
${ }^{77}$ Renati Francisci Slusii, Mesolabum, accessit pars altera de analysi et miscellanea, Leodii Eburonum, 1668, 177-8.
${ }^{78}$ The Elements of Algebra, 2, 1740, 390-5.
${ }^{79}$ Institutiones analyticae a Vincentio Riccato, Bononiae, I, 1765, 64.
79a Algebra, 2, 1770, art. 232 (end of art. 233); 2, 1774, p. 305 (pp. 310-1); Opera Omnia, (1), I, 465 (468).
${ }^{80}$ Posth. paper, Comm. Arith., II, 577-9; Opera postuma, 1, 1862, 129-131.

Set $-A B C=m r+n+t(n r-m)$. Then, for $d=n\left(t^{2}-1\right)+2 m t$,

$$
\begin{gathered}
d r=m\left(t^{2}-1\right)-2 n t, \quad d^{2}\left(r^{2}+1\right)=\left(m^{2}+n^{2}\right)\left(t^{2}+1\right)^{2}, \quad d A B C=\left(m^{2}+n^{2}\right)\left(t^{2}+1\right) \\
A=d /\left(t^{2}+1\right), \quad d B=\left(p^{2}+1\right)\left(t^{2}+1\right), \quad d C=\left(q^{2}+1\right)\left(t^{2}+1\right) .
\end{gathered}
$$

To obtain integral solutions, set $B=\left(p^{2}+1\right) / A, C=\left(q^{2}+1\right) / A$. Then

$$
B C-1=\left(m^{2}+n^{2}-A^{2}\right) / A^{2}
$$

is a square if $A=n=p-q$. Then $B=A+C+2 q$. It remains to make $q^{2}+1$ divisible by $A$, which requires that $A=2$. If $A=5, q=5 u \pm 2$, then $C=5 u^{2} \pm 4 u+1, B=5 u^{2}+14 u+10$ or $5 u^{2}+6 u+2$. Among other ways of obtaining integral solutions, take $A B=1+p^{2},(A C-1)(B C-1)=(m C+1)^{2}$, whence $C=(A+B+2 m) / Q$, where $Q=A B-m^{2}$. Then

$$
A C-1=(A+m)^{2} / Q, \quad B C-1=(B+m)^{2} / Q
$$

Hence we set $Q=n^{2}$, whence $m^{2}+n^{2}=p^{2}+1$. Take $m=a p+\alpha, n=\alpha p-a$, where $a^{2}+\alpha^{2}=1$; for example, $a=\left(f^{2}-g^{2}\right) /\left(f^{2}+g^{2}\right), \alpha=2 f g /\left(f^{2}+g^{2}\right)$. Then

$$
C=\{A+B \pm 2(a p+\alpha)\} /(\alpha p-a)^{2} .
$$

For $f=1, g=0, C=A+B \pm 2 p . \quad$ For $f=2 p, g=1, C=(A+B) f_{1}^{2} \pm 2 p f_{1}\left(f_{1}+2\right)$ where $f_{1}=4 p^{2}+1$. Next, we take $f=f_{1}, g=2 p$. In this way Euler obtained $C=(A+B) M^{2} \pm 2 p M N$, where $(M, N)=(1,1),\left(4 p^{2}+1,4 p^{2}+3\right), \cdots$ are given by a recurring series with the scale of relation $4 p^{2}+2,-1$; he gave the general terms.
J. Leslie ${ }^{31}$ made $x y+1, x z+1, y z+1$ squares by factoring (cf. Buchner ${ }^{83}$ ).
P. Cossali ${ }^{82}$ gave the result due to Saunderson. ${ }^{78}$

Fr. Buchner ${ }^{83}$ treated $x y+1=p^{2}, x z+1=q^{2}, y z+1=r^{2}$. Then

$$
x=\frac{p+1}{m}=\frac{q+1}{n}, \quad y=m(p-1)=l(r-1), \quad z=n(q-1)=\frac{r+1}{l} .
$$

Thus $p, q, r$ and hence also $x, y, z$ are functions of $m, n, l$.
A. B. Evans, ${ }^{84}$ to make $x y-1$, etc., squares, took $x=a^{2}+b^{2}, y=c^{2}+d^{2}$, $z=e^{2}+f^{2}, E=b c-a d, F=b e-a f, G=d e-c f$. Then $x y-E^{2}, x z-F^{2}, y z-G^{2}$ are squares. Take $e=a+c, f=b+d$. Then $F=E, G=-E$. It remains only to make $E= \pm 1$.
E. Bahier ${ }^{85}$ noted the answer $a-1, a, 4 a-1$ and gave de Sluse's ${ }^{77}$ values with $x=1$ and Saunderson's ${ }^{78}$ with the second $z$.

Problems related to the last one.
Diophantus, III, 17, 18 [19], treated the problem (which evidently reduces to the last one): to find three numbers such that the product of any two increased [diminished] by the sum of those two gives a square. ${ }^{86}$

[^376]Take $y$ and $4 y+3$ as two of the numbers, which each increased by unity have a ratio which is a square $1 / 4$. From

$$
y(4 y+3)+y+4 y+3=\square=(2 y-3)^{2}
$$

we get $y=3 / 10$. For the numbers $3 / 10,42 / 10, x$, the conditions are

$$
\frac{13}{10} x+\frac{3}{10}=\square, \quad \frac{26}{5} x+\frac{21}{5}=\square .
$$

By the usual method (Ch. XV), $x=7 / 10$. Cf. Nesselmann, ${ }^{95 a}$ pp. 142-4.
N. Saunderson ${ }^{87}$ found three numbers $a, b, c$ such that the product of any two increased by $t$ times their sum is a square. Since $(a+t)(b+t)=n^{2}+t^{2}$, express $n^{2}+t^{2}$ as a product of two factors, say $n+r, n-s$, each $>t$. Then $c=a+b+t \pm 2 n$ and

$$
a=\frac{r^{2}+t^{2}}{r-s}-t, \quad b=\frac{s^{2}+t^{2}}{r-s}-t, \quad c=r-s-t \text { or } 2 a+2 b+2 t-(r-s-t) .
$$

When $t=1$, take $r-s=1$, whence $a=r^{2}, b=s^{2}, c=0$ or $2 a+2 b+2$.
The same numbers are such that the product of any two increased by $t$ times the third is a square (Diophantus, III, 14).
P. Cossali ${ }^{82}$ noted that if the product of any two of $x^{2}, z^{2}$, $2\left\{x^{2}+z^{2}+(z-x)^{2}\right\}$ be increased by $(z-x)^{2}$ times the sum of the two or by $(z-x)^{2}$ times the third, we get a square. On adding $2(z-x)^{2}$ to each of these three numbers, we get three numbers such that the product of any two diminished by $(z-x)^{2}$ times either their sum or the third gives a square.

Diophantus ${ }^{88}$, V, 3 [4], required three numbers such that any one of them or the product of any two of them increased [diminished] by a given number $a$ is a square. He quoted from his Porisms that if $x+a=m^{2}$, $y+a=n^{2}, x y+a=\square$, then $m$ and $n$ are consecutive numbers. ${ }^{89}$ Thus if $a=5$ we take $x=(z+3)^{2}-5, y=(z+4)^{2}-5$ as two of the required numbers, and $2(x+y)-1=4 z^{2}+28 z+29$ as the third. We are to make

$$
4 z^{2}+28 z+34=\square,
$$

say $(2 z-6)^{2}$. Hence $z=1 / 26$.
For V, 4, Diophantus took $a=6, x=z^{2}+6$ and $y=(z+1)^{2}+6$ as two of the numbers, and $2(x+y)-1$ as the third. The latter less 6 is

$$
4 z^{2}+4 z+19=(2 z-6)^{2}
$$

if $z=17 / 28$.
Diophantus' method shows that $x y+a, x z+a, y z+a, x+a, y+a$ are all squares if $x=m^{2}-a, y=(m+1)^{2}-a, z=(2 m+1)^{2}-4 a$. To make also $z+a=\square$, say $(2 m-r)^{2}$, we have $m=\left(r^{2}+3 a-1\right) /\{4(1+r)\}$.

Fermat (Oeuvres, III, 250) gave a solution for the case $a=1$. In

$$
y=\frac{169}{5184} x+\frac{13}{36}, \quad z=\frac{7225}{5184} x+\frac{85}{36},
$$

the constant terms increased by unity give squares; further, $x y+1, x z+1$, $y z+1$ are squares. The " triple equation" $x+1=\square, y+1=\square, z+1=\square$ is readily solved since the constant terms are squares (Ch. XV).

[^377]Product of any two of four or five numbers increased by unity a SQUARE.
Diophantus, IV, 21, required four numbers such that the product of any two increased by unity is a square. He took $x, x+2,4 x+4$ as the first three (by IV, 20), and ( $3 x+1)^{2}-1$ as the product of the first and fourth. Thus the fourth is $9 x+6$. The product of the second and fourth, increased by unity, is $9 x^{2}+24 x+13$; let it equal $(3 x-4)^{2}$, whence $x=1 / 16$. The remaining conditions are now satisfied.

Rafael Bombell ${ }^{90}$ treated the problem for four numbers.
Fermat ${ }^{91}$ took 1, 3, 8 as the first three numbers. The conditions on the fourth number $x$ are $x+1=\square, 3 x+1=\square, 8 x+1=\square$. His method (Fermat ${ }^{10,11}$ of Ch. XV) of solving a "triple equation" gives $x=120$.
L. Euler ${ }^{92}$ gave the solution $a, b, c=a+b+2 l, d=4 l(l+a)(l+b)$, where $a b+1=l^{2}$, and noted the cases $3,8,1,120$ and $3,8,21,2080$. He extended the question to five numbers, by seeking $z$ such that $1+a z, \cdots, 1+d z$ are all squares. Denote the product of these four sums by $P=1+p z+q z^{2}+r z^{3}+s z^{4}$, where therefore $p=a+b+c+d, \cdots, s=a b c d$. Let $P$ be the square of $1+\frac{1}{2} p z+g z^{2}$, where $g=q / 2-p^{2} / 8$. Then

$$
r+s z=p g+g^{2} z, \quad z=(r-p g) /\left(g^{2}-s\right) .
$$

For brevity set $a+b+l=f, d / 4=k$. Then

$$
\begin{gathered}
k=f l^{2}+l a b, \quad c=f+l, \quad p=2 f+4 k, \\
q=(a+b+c) d+(a+b) c+a b=8 f k+f^{2}-1, \quad s=4 a b k(f+l) .
\end{gathered}
$$

Now $k=f(a b+1)+l a b, 4 k^{2}=4 k f+4 k a b(f+l)$. Hence

$$
1+q+s=(2 k+f)^{2}=\frac{1}{4} p^{2}, \quad g=-\frac{1}{2}(1+s) .
$$

The denominator $g^{2}-s$ of $z$ is fortunately the square of $(s-1) / 2$. Thus

$$
z=\frac{4 r+2 p(1+s)}{(s-1)^{2}}
$$

and $P$ is a square. Euler stated that each factor $1+a z$, etc., is then a square. Taking $a=1, b=3$, we have $l=2, c=8, d=120, p=132, q=1475$, $r=4224, s=2880, z=777480 / 2879^{2}$, and the ten expressions $a b+1, \cdots$, $d z+1$ are the squares of

$$
2,3,11,5,19,31, \frac{3011}{2879}, \frac{3259}{2879}, \frac{3809}{2879}, \frac{10079}{2879} .
$$

To obtain smaller (but fractional) numbers, set $a=1 / 2, b=5 / 2$. Then

$$
c=6, \quad d=48, \quad z=44880 / 128881 .
$$

A. M. Legendre ${ }^{93}$ verified Euler's preceding assertion that $1+a z$, etc., are squares by noting that $a, b, c, d$ are the roots of

$$
\xi^{4}-p \xi^{3}+q \xi^{2}-r \xi+s=0
$$

[^378]and showing that when $r \xi$ is replaced by its value from the preceding equation, $(s-1)^{2}(\xi z+1)$ becomes $\left(2 \xi^{2}-p \xi-s-1\right)^{2}$.
C. O. Boije af Gennäs ${ }^{9}$ gave the solution
$r, \quad s(r s+2), \quad(s+1)(r s+r+2), \quad 4(r s+1)(r s+r+1)\left(r s^{2}+r s+2 s+1\right)$.
For $r=1, s=2$, we get $1,8,15,528$.
J. Knirr ${ }^{95}$ took as the four numbers
$$
n, \quad a^{2} n+2 a, \quad b^{2} n+2 b, \quad p^{2} n+2 p .
$$

The product of the second and third, increased by unity, is

$$
\{a b n+(a+b)\}^{2}+\left\{1+4 a b-(a+b)^{2}\right\}
$$

and is a square if the final part is zero, whence $b=a \pm 1$. The product of the second and fourth, increased by unity, is then the square of $1+p q$ if

$$
p\left(q^{2}-a^{2} n^{2}-2 a n\right)=2 a^{2} n+4 a-2 q .
$$

The coefficient of $p$ is unity if $q=a n+1$. G. H. F. Nesselmann ${ }^{95 a}$ took $b=a+1, p=a+2$.
C. C. Cross ${ }^{96}$ gave the set due to Boije ${ }^{94}$ with $r$, $s$ replaced by $m, n-1$. He and others failed to find five such numbers. $\mathrm{He}^{97}$ later took the fifth number to equal the first one $m$, the only new condition being $m^{2}+1=\square$, for example, $m=\left(k^{2}-1\right) /(2 k)$.
M. A. Gruber ${ }^{98}$ noted a special case of Euler's $s^{92}$ five numbers.
A. Gérardin ${ }^{99}$ obtained special solutions by recurring series.

Fermat ${ }^{100}$ treated the problem to find four numbers such that the product of any two increased by the sum of those two gives a square. He made use of three squares such that the product of any two increased by the sum of the same two gives a square. Stating that there is an infinitude of such sets of three squares, he cited $4,3504384 / d, 2019241 / d$, where $d=203401$. However, he actually used the squares $25 / 9,64 / 9,196 / 9$, of Diophantus V, 5, which have the additional property that the product of any two increased by the third gives a square. Taking these three squares as three of our numbers and $x$ as the fourth, we are to satisfy

$$
\frac{34}{9} x+\frac{25}{9}=\square, \quad \frac{73}{9} x+\frac{64}{9}=\square, \quad \frac{205}{9} x+\frac{196}{9}=\square .
$$

This "triple equation" with squares as constant terms is readily solved. T. L. Heath ${ }^{101}$ found $x$ to be the ratio of two numbers each of 21 digits.
L. Euler ${ }^{102}$ gave a more general treatment of the latter problem. Let $A, B, C, D$ denote the numbers increased by unity. Then $A B-1, \cdots$, $C D-1$ are to be squares. Take $A B=p^{2}+1$,

$$
C=\frac{A+B+2(a p+\alpha)}{(\alpha p-a)^{2}}, \quad D=\frac{A+B+2(b p+\beta)}{(\beta p-b)^{2}}, \quad a^{2}+\alpha^{2}=b^{2}+\beta^{2}=1 .
$$

[^379]Then five of the conditions are satisfied. There remains $C D-1=\square$. Replacing $A+B$ by its value $\left(A^{2}+p^{2}+1\right) / A$, we see that the condition becomes $A^{4}+2 A^{3} k+\cdots+\left(p^{2}+1\right)^{2}=\square$, where $k=(a+b) p+\alpha+\beta$. The quartic is the square of $A^{2}+A k-p^{2}-1$ if

$$
A\left\{k^{2}-4\left(p^{2}+1\right)-4(a p+\alpha)(b p+\beta)+(\alpha p-a)^{2}(\beta p-b)^{2}\right\}=4 k\left(p^{2}+1\right)
$$

This solution is of course not general. For instance, if $\alpha=\beta=0, a=1$, $b=-1$, then the preceding $A$ is zero, whereas we may obtain solutions as follows. We have, in this case, $C=A+B+2 p, D=A+B-2 p$. Then

$$
C D-1=(A+B)^{2}-4 p^{2}-1=\square=q^{2}, \quad(A-B)^{2}=q^{2}-3=\square=(q-r)^{2} .
$$

Thus $q=\left(r^{2}+3\right) /(2 r)$. Also $A+B=2 p+s$ if $p=\left(q^{2}+1-s^{2}\right) /(4 s)$. Set $r=2$, $s=15 / 4$. Then $q=7 / 4, p=-2 / 3, A=C=13 / 12, B=4 / 3, D=15 / 4$. For $r=2, s=7 / 2$, we get

$$
A=\frac{289}{224}, \quad B=\frac{233}{224}, \quad C=\frac{65}{56}, \quad D=\frac{7}{2} .
$$

For $b=-a, \beta=-\alpha$, Euler found $C, D=\{\alpha(A+B) \pm(4 a+2)\} /(4 \alpha)$ and noted that all the resulting solutions are fractional. He cited the solution $A=D=1, B=2, C=5$, and asked if there are other integral solutions.

Product of any two of four numbers increased by $n$ a square.
C. G. Bachet ${ }^{103}$ proposed the problem and took $n=3$. From $(N+2)^{2}$ and $(N+6)^{2}$ subtract 3 and divide the remainders by the difference 4 of the roots of the squares; we get

$$
a=\frac{1}{4} N^{2}+N+\frac{1}{4}, \quad b=\frac{1}{4} N^{2}+3 N+\frac{33}{4} .
$$

As the third number, he took

$$
c=2(a+b)-4=N^{2}+8 N+13
$$

Hence by a general canon, $a b+3, a c+3, b c+3$ are squares. Take the fourth number to be $d=4$. Then $a d+3$ and $b d+3$ are squares. Finally,

$$
c d+3=(2 N-10)^{2} \text { if } N=5 / 8
$$

He gave also a second method of solution.
Fermat ${ }^{104}$ remarked that it is casy to deduce a solution from Diophantus ${ }^{88} \mathrm{~V}, 3$. As three of the numbers take solutions $x_{1}, x_{2}, x_{3}$ of the latter problem. As the fourth number, take $x+1$. We then have a "triple equation" $x_{i} x+x_{i}+n=\square$, whose constant terms $x_{i}+n$ are squares, and hence easily solved (Ch. XV).
P. Iacobo de Billy ${ }^{105}$ took $n=4, R$ as the first number, and $R+2$, $2 R+2,3 R+2$ as the roots of the squares obtained when $R$ is one factor. Thus the remaining three numbers are $R+4,4 R+8,9 R+12$. Then $(R+4)(9 R+12)+4$ is the square of $3 R-8$ if $R=1 / 8$. The other two conditions are seen to be satisfied.
N. Saunderson ${ }^{87}$ (p. 398) took any number $a>\sqrt{n}$, subtracted $4 a^{2}-3 n$ from any larger square $b^{2}$, and called $d$ the quotient obtained on dividing

[^380]the remainder by $4 a+2 b$. Then an answer is given by
$$
d, \quad e=\left(a^{2}-n\right) / d, \quad f=d+e+2 a, \quad g=3 e+f+2 a .
$$

Thus for $n=3$, take $a=2, b=3$. Then $d=1 / 7, e=7, f=78 / 7, g=253 / 7$.
L. Euler ${ }^{106}$ called the numbers $A, B, C, D$. Set $A B=p^{2}-n$. Equate the product of $A C+n$ and $B C+n$ to $(C x+n)^{2}$; then

$$
C=\frac{n(A+B-2 x)}{x^{2}-A B}, \quad A C+n=\frac{n(A-x)^{2}}{x^{2}-A B}
$$

Hence $\left(x^{2}-A B\right) / n$ is to be a square $y^{2}$, whence

$$
C=(A+B-2 x) / y^{2}, \quad x^{2}-n y^{2}=p^{2}-n .
$$

Similarly,

$$
D=(A+B-2 v) / z^{2}, \quad v^{2}-n z^{2}=p^{2}-n .
$$

In $C D+n=\square$, replace $A+B$ by $\left(A^{2}+p^{2}-n\right) / A$. Hence $A^{4}-2 A^{3}(x+v)+2 A^{2}\left(p^{2}-n\right)+A^{2} n y^{2} z^{2}+4 A^{2} x v-2 A\left(p^{2}-n\right)(x+v)+\left(p^{2}-n\right)^{2}$ is to be a square. It can be made the square of $A^{2}-A(x+v)-\left(p^{2}-n\right)$ by choice of a rational $A$. To simplify the formulae, Euler took $v=-x$, $z=y$. Then the condition becomes

$$
\left(A^{2}-p^{2}+n\right)^{2}+n A^{2} y^{2}\left(y^{2}-4\right)=\square
$$

and is satisfied if $y=2$. It remains only to satisfy $p^{2}=x^{2}-3 n$. Set $p=x-t$. Then $x=\left(t^{2}+3 n\right) /(2 t), p=\left(3 n-t^{2}\right) /(2 t)$. To secure homogeneity, set $x, p=\left(3 n u^{2} \pm t^{2}\right) /(2 t u)$. Then

$$
A B=\left(n u^{2}-t^{2}\right)\left(9 n u^{2}-t^{2}\right) /\left(4 t^{2} u^{2}\right),
$$

$$
A=\frac{f\left(n u^{2}-t^{2}\right)}{2 g t u}, \quad B=\frac{g\left(9 n u^{2}-t^{2}\right)}{2 f t u}, \quad C, D=\frac{n(f \pm 3 g)^{2} u^{2}-(f \mp g)^{2} t^{2}}{8 f g t u} .
$$

To find four numbers such that the product of any two increased by the sum of the four is a square, we have only to take $m A, \cdots, m D$, where $m=(A+B+C+D) / n$, while $A, \cdots, D, n$ are the numbers given by the preceding solution. Euler gave two solutions in integers: 15, 175, 310, 475 and $36,96,264,504$. Since $n$ may be negative, we obtain four numbers the product of any two of which decreased by the sum of the four is a square. A solution in integers is $8,24,44,80$.
E. Bahier, ${ }^{85}$ pp. 199-208, employed the numbers of Saunderson, ${ }^{78}$ taking his two values of $z$ as two of the four numbers. There remains only the condition $(r+s)^{2}-3 a=\square$, which is satisfied by expressing $3 a$ as a difference of two squares.

Other products of numbers in pairs increased by linear functions made squares.
J. Collins ${ }^{107}$ made the six functions $x y \pm v, x z \pm v, y z \pm v$ squares, where $v=x+y+z$. Take $x y \pm v=(t \pm s)^{2}, x z \pm v=(r \pm q)^{2}, y z \pm v=(p \pm n)^{2}$, and (1) $\frac{1}{2} v=t s=r q=p n$. Then $x y=t^{2}+s^{2}, x z=r^{2}+q^{2}, y z=p^{2}+n^{2}$. Take $t=\left(a^{2}-b^{2}\right) g$,
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$s=2 a b g, r=\left(a^{2}-c^{2}\right) g, q=2 a c g, p=\left(d^{2}-a^{2}\right) g, n=2 a d g$. Then

$$
x=\frac{g\left(a^{2}+b^{2}\right)\left(a^{2}+c^{2}\right)}{a^{2}+d^{2}}, \quad y=\frac{g\left(a^{2}+d^{2}\right)\left(a^{2}+b^{2}\right)}{a^{2}+c^{2}}, \quad z=\frac{g\left(a^{2}+c^{2}\right)\left(a^{2}+d^{2}\right)}{a^{2}+b^{2}} .
$$

To satisfy (1), take $a=f^{2}+f h+h^{2}, b=f^{2}-h^{2}, c=2 f h+h^{2}, d=f^{2}+2 f h$. For four numbers, see Euler. ${ }^{106}$
J. Cunliffe ${ }^{108}$ made $x y+z$, etc., squares by taking $y-x=2 n, z=n^{2}$. Then $x y+z=(x+n)^{2}$, while $x z+y$ and $y z+x$ are lincar functions of $x$ and may be equated to squares. S. Jones took $y=x-1, z=x-4$. "J. B." took $y=t^{2} x-v^{2}, z=v^{2} x$, whence $x y+z=t^{2} x^{2}$. Then $x z+y=(v x-r)^{2}$ gives $x$. From $y z+x=\square$, we get a quartic in $r$ which is solved as usual.
W. Wright ${ }^{100}$ took $x y-a=p^{2}, y z-b=q^{2}$ and made $p^{2}+a$ and $q^{2}+b$ squares. Then $x z-c=\square$ if $\square / y^{2}-c=\square$, which is easily satisfied.

Cunliffee ${ }^{110}$ took $x y+z=A^{2}, x z+y=B^{2}$. Thus $(y+z)(x+1)=A^{2}+B^{2}$. Hence set $y+z=a^{2}+b^{2}, x+1=c^{2}+d^{2}, \quad A=a c+b d, \quad B=a d-b c$. Also, $(y-z)(x-1)=A^{2}-B^{2}$. Hence take $y-z=A-B, x-1=A+B$. By the two values of $x$, we get $b$ in terms of $a, c, d$. To get integral values of $b$, equate the denominator $c-d$ to unity.
D. S. Hart ${ }^{111}$ made $x y+z$, etc., and $x y+x+y$, etc., all squares by taking $x=n^{2}, y=(n+1)^{2}, z=4\left(n^{2}+n+1\right)$.
E. N. Barisien ${ }^{112}$ treated the system

$$
x z-y=t^{2}, \quad(z+a) x-y=u^{2}, \quad(z+b) x-y=v^{2} .
$$

Subtract the first from the other two. Thus

$$
a x=u^{2}-t^{2}, \quad b x=v^{2}-t^{2}, \quad a v^{2}-b u^{2}=(a-b) t^{2} .
$$

Set $v=t+h, u=t+l$. Discarding the denominator $2 h a-2 l b$, we have $t=b l^{2}-a h^{2}, \quad u=b l^{2}+a h^{2}-2 a l h, \quad v=a h^{2}+b l^{2}-2 b l h, \quad x=4 l h(h-l)(b l-a h)$. Then $y, z$ can be found from $A z-y=B$. Set $B=A p+r, z=q+p$; then $y=A q-r . \quad\left[\right.$ Take $\left.g=-a h / l, \hat{f}=-l^{2} / a\right]$. Then

$$
\begin{gathered}
x=4 f^{2} g(a+g)(b+g), \quad u=f\left(g^{2}+2 a g+a b\right), \quad v=f\left(g^{2}+2 b g+a b\right), \\
t=f\left(g^{2}-a b\right), \quad z=g, \quad y=f^{2}\left\{3 g^{4}+4 g^{3}(a+b)+6 a b g^{2}-a^{2} b^{2}\right\} .
\end{gathered}
$$

$\mathrm{He}^{113}$ elsewhere merely stated the latter solution.
"V.G. Tariste" 114 treated the case $a=1, b=2$ of the last problem. Then $v^{2}+t^{2}=2 u^{2}$, whose general solution is $u=\lambda\left(A^{2}+B^{2}\right) ; v, t=\lambda\left(A^{2}-B^{2} \pm 2 A B\right)$.

Several writers ${ }^{115}$ made $x y+z, y z+x, x z+y$ all squares (Diophantus III, 14).
E. Bahier, ${ }^{85}$ pp. 208-212, made $x y-v, x z-v, y z-v$ squares the sum of two of which equals the third.

[^382]Further equations whose quadratic terms are sums of products.
Bháscara ${ }^{116}$ (born 1114) treated the problem to make $w+2, x+2, y+2$, $z+2$ the squares of numbers in A. P., and $w x+18, x y+18, y z+18$ all squares, such that the sum of the roots of the seven squares when increased by 11 gives $13^{2}$. Since $18 / 2$ is the square of 3 , the roots of the first four squares are $y, y+3, y+6, y+9$. Then the roots of $w x+18$, etc., are found to be $y^{2}+3 y-2, y^{2}+9 y+16, y^{2}+15 y+52$. The sum of the roots plus 11 gives $3 y^{2}+31 y+95=13^{2}, y=2$.

Diophantus, IV, 16, solved $z(x+y)=a, y(x+z)=b, x(y+z)=c$, when $a=35, b=32, c=27$, by assuming that $x=15 / z, y=20 / z$, whence $z=5$.

Rallier des Ourmes ${ }^{117}$ obtained $2 x z=a+c-b$, etc., by elimination from Diophantus' equations. From $y z=m, x z=n, \dot{x} y=p$ follows $y=\sqrt{p m / n}$, etc. For $a=24, b=45, c=49$, we get $m=10, n=14, p=35$, whence $x=7, y=5$, $z=2$. He gave also a solution by listing the pairs of complementary factors of the smallest two, 24 and 45 , of the three given numbers:

$$
24=1 \cdot 24=2 \cdot 12=3 \cdot 8=4 \cdot 6, \quad 45 \cdot=1 \cdot 45=3 \cdot 15=5 \cdot 9 .
$$

From each list select a pair of factors with a common sum, as $2 \cdot 12,5 \cdot 9$, and select by trial one of a pair as one unknown and the cofactor as the sum of the other two unknowns.

To find $n$ numbers, given the product of each by the sum of all the others, list the pairs of cofactors of each of the smallest $n-1$ of the $n$ given numbers and select those pairs, one from each list, which have the same sum (the sum of the unknowns). The smallest cofactor of each pair is one of the smallest $n-1$ of the unknowns and their sum subtracted from the total sum gives the largest unknown. For $n=5$, use $180=4 \cdot 45,294=7 \cdot 42$, $418=11 \cdot 38,444=12 \cdot 37$; the unknowns are $4,7,11,12$,

$$
15=49-(4+7+11+12) .
$$

S. Jones ${ }^{18}$ took $x(y+z)=a^{2} x^{2}, y(x+z)=b^{2}, z=a x+b$, which give $x, y, z$. Then $z(x+y)=\square$ if $a^{2}+2 a-1=\square=(a-n)^{2}$ and $a^{2}-2 a+3=\square$. The latter becomes a quartic in $n$ which is a square if $n=-2 / 3$.
L. Euler ${ }^{119}$ developed a method to make various functions simultaneously equal to squares. The method will be explained for his problem (§§ 31-34): Given an integer $n$, find integers $x, y, z$ such that $x y+n, x z+n, y z+n$, $x y+x z+y z+n$ are all squares. For any set of solutions of

$$
f \equiv x^{2}+y^{2}+z^{2}-2 x y-2 x z-2 y z-4 n=0
$$

and for any function $P, P^{2}-f$ is a square. Taking $P=x+y-z$, we find that $4(x y+n)$ is a square. Taking $P=x-y+z$, we find that $4(x z+n)$ is a square. Similarly, $y z+n$ is a square. Taking $P=x+y+z$, we find that $4(x y+x z+y z+n)$ is a square. Now $f=0$ if $z=x+y+2 v$, where $v^{2}=x y+n$. To satisfy the latter take any integer for $v$ and take $x$ and $y$ to be any pair of

[^383]integers whose product is $n-v^{2}$. Then
$x y+n=v^{2}, \quad x z+n=(x+v)^{2}, \quad y z+n=(y+v)^{2}, \quad x y+x z+y z+n=(x+y+v)^{2}$, the right members being the reduced values of $P^{2} / 4$, for the respective $P$ 's.

To solve an interesting related problem ( $\S(35-39$ ), take

$$
f=x^{2}+y^{2}+z^{2}-2 x y-2 y z-2 x z-2 a(x+y+z)-b=0
$$

and $P=x+y \pm z \pm a$ for the four combinations of signs. Then

$$
\begin{gathered}
4(x y+x z+y z)+4 a(x+y+z)+a^{2}+b, \quad 4(x y+x z+y z)+a^{2}+b, \\
F=4 x y+4 a(x+y)+a^{2}+b, \quad 4 x y+4 a z+a^{2}+b,
\end{gathered}
$$

and the expression obtained from the last two by permuting the variables, are all squares. Now $f=0$ if $z=x+y+a \pm v$, provided $x$ and $y$ make $F=v^{2}$. The latter is the case if $x+a$ and $y+a$ are two numbers whose product is $\left(v^{2}-b+3 a^{2}\right) / 4$. In particular, if $a=1, b=-1$, we see how to find three numbers $x, y, z$ such that

$$
\begin{array}{lccc}
x y+z, & x z+y, & y z+x, \quad x y+x+y, \quad x z+x+z, & y z+y+z, \\
\sigma=x y+x z+y z, \quad \sigma+x+y+z
\end{array}
$$

are all squares. The simplest solution is $x=1, y=4, z=12$. Solutions in which also the numbers themselves are squares are

$$
\frac{9}{64}, \frac{25}{6} \frac{4}{4}, \frac{49}{16} ; \frac{25}{9}, \frac{64}{9}, \frac{196}{9} .
$$

Euler ${ }^{120}$ asked for numbers $p, q, r, \cdots$ such that the product of cach by the sum of the remaining numbers is a square. Hence if $S$ be their sum, $p(S-p), q(S-q), \cdots$ are to be squares. Take $p(S-p)=f^{2} p^{2}$, ctc. Hence the desired numbers are

$$
\frac{S}{1+f^{2}} \quad \quad \frac{S}{1+g^{2}}, \quad \cdots, \quad\left(\frac{1}{1+f^{2}}+\frac{1}{1+g^{2}}+\cdots=1\right) .
$$

Take $f=a / \alpha$, etc. For three numbers, let them be

$$
\frac{a^{2}}{a^{2}+\alpha^{2}}, \quad \frac{(a b-\alpha \beta)^{2}}{d}, \quad \frac{(a \beta-\alpha b)^{2}}{d} \quad\left[d=\left(a^{2}+\alpha^{2}\right)\left(b^{2}+\beta^{2}\right)\right] .
$$

The sum of the last two is $1-4 a \alpha b \beta / d$. The sum of all three is therefore unity if $a^{2}\left(b^{2}+\beta^{2}\right)=4 a \alpha b \beta$, whence $a: \alpha=4 b \beta: b^{2}+\beta^{2}$. Taking $a=4 b \beta$ and multiplying the initial numbers by $d$, we get the solution

$$
16 b^{2} \beta^{2}\left(b^{2}+\beta^{2}\right), \quad \beta^{2}\left(3 b^{2}-\beta^{2}\right)^{2}, \quad b^{2}\left(3 \beta^{2}-b^{2}\right)^{2} .
$$

For four numbers, Euler gave the solutions (1, 2, 2, 5), (1, 10, 34, 125), $(5,9,26,90),(5,32,61,512)$ and solutions involving two parameters. For five numbers, he gave $2,40,45,58,145$.

Euler ${ }^{121}$ gave a special method of treating the last problem. Select any number, like $S=130$, which is in several ways a sum of two parts whose product is a square, viz.,

$$
\begin{array}{rrrrrrrr}
p=2, & 5, & 13, & 26, & 32, & 40, & 49, & 65, \\
S-p=128, & 125, & 117, & 104, & 98, & 90, & 81, & 65 .
\end{array}
$$

${ }^{120}$ Novi Comm. Acad. Petrop., 17, 1772, 24; Comm. Arith., I, 459-66; Op. Om., (1), III, 188. ${ }^{121}$ Opera postuma, 1, 1862, 260 (about 1769).

Selected values of $p$ give an answer if their sum is 130 , as for $2,5,26,32$, 65 , and $2,13,26,40,49$.

Euler ${ }^{122}$ found $a, b, c, d$ so that $a b-c d, a c-b d, b c-a d$ are squares. Call the first two expressions $x^{2}, y^{2}$, and solve for $b, c$. Take $2 x=a+d+v$, $2 y=a+d-v$. Then

$$
b, c=\frac{(a+d)^{2} \pm 2(a-d) v+v^{2}}{4(a-d)}, \quad b c-a d=\left[\frac{a^{2}-6 a d+d^{2}-v^{2}}{4(a-d)}\right]^{2} .
$$

For $v=d=8, a=24$, we get $b=21, c=13$.
S. Tebay ${ }^{123}$ found four positive integers $a_{1}, \cdots, a_{4}$ such that $a_{1} a_{2}+a_{3} a_{4}$, $a_{1} a_{3}+a_{2} a_{4}, a_{1} a_{4}+a_{2} a_{3}, \Sigma a_{i} a_{j}$ are squares.
A. Gérardin ${ }^{123 a}$ made $x y+z t$ and $x z-y t$ squares by several methods.

SQuares increased by linear functions made squares.
Let $\sigma=x_{1}+x_{2}+x_{3}$. Diophantus, II, 35, and Bombelli ${ }^{124}$ made $x_{i}^{2}+\sigma$ a square for $i=1,2,3$. Diophantus, II, 36, made each $x_{i}^{2}-\sigma$ a square. Diophantus, V, 9 , made each $x_{i}^{2} \pm \sigma$ a square. Diophantus, III, 1, made each $\sigma-x_{i}^{2}$ a square by taking $x_{1}=x, x_{2}=2 x, \sigma=5 x^{2}, 5=(2 / 5)^{2}+(11 / 5)^{2}$, $x_{3}=2 x / 5$, whence $x=17 / 25$. J. Whitley ${ }^{125}$ took $x_{1}=x, x_{2}=n x, x_{3}=m x$, $\sigma-x_{1}^{2}=a^{2} x^{2}$, which gives $x$. Then $1+a^{2}-n^{2}$ and $1+a^{2}-m^{2}$ are to be squares, which is the case if $\frac{1}{2} n^{2}=a=m$.

Diophantus, IV, 17, made $x_{1}+x_{2}+x_{3}, x_{1}^{2}+x_{2}, x_{2}^{2}+x_{3}, x_{3}^{2}+x_{1}$ all squares by taking $x_{2}=4 x, x_{1}=x-1,16 x^{2}+x_{3}=(4 x+1)^{2}$, whence $x_{3}=8 x+1$. Then

$$
\begin{gathered}
x_{1}^{2}+x_{2}=(x+1)^{2}, \quad x_{1}+x_{2}+x_{3}=13 x=\square=169 y^{2}, \\
x_{3}^{2}+x_{1}=13^{2} \cdot 8^{2} y^{4}+13 \cdot 17 y^{2}=\square=(13 \cdot 8 y+1)^{2},
\end{gathered}
$$

whence $y=55 / 52, x=13 y^{2}$.
Fermat ${ }^{126}$ suggested that a more elegant solution is obtained by setting $x_{1}=x, x_{2}=2 x+1, x_{3}=4 x+3$, whence

$$
x_{1}+x_{2}+x_{3}=7 x+4=\square, \quad x_{3}^{2}+x_{1}=16 x^{2}+25 x+9=\square,
$$

a "double equation" with squares as constant terms. He stated that a similar device will solve the analogous problem in four or a greater number of unknowns.
J. Anderson ${ }^{197}$ took $x_{1}^{2}+x_{2}=\left(p-x_{1}\right)^{2}, x_{2}^{2}+x_{3}=\left(q-x_{2}\right)^{2}, x_{3}^{2}+x_{1}=\left(r-x_{3}\right)^{2}$, which give $x_{1}, x_{2}, x_{3}$. In $\Sigma x_{1}$, equate the coefficient of $r^{2}$ to zero, whence $q=1 / 4$. Other writers gave essentially Diophantus' solution.
S. Ward ${ }^{198}$ took $x_{2}=1-2 x_{1},\left(1-2 x_{1}\right)^{2}+x_{3}=A^{2}, 1-x_{1}+x_{3}=B^{2}$. Then $A^{2}-B^{2}=4 x_{1}^{2}-3 x_{1}$. Take $A+B=2 x_{1}, A-B=2 x_{1}-3 / 2$, whence $B=3 / 4$, $x_{1}=x_{3}+7 / 16$. Then $16\left(x_{3}^{2}+x_{1}\right)=\left(4 x_{3}-p / q\right)^{2}$ determines $x_{3}$.

[^384]Diophantus, II, 34, made $x^{2}-y, y^{2}-z, z^{2}-x$ squares. In IV, 18 , these and $x+y+z$ are made squares.
T. Strong ${ }^{129}$ made $x^{2}-y, x^{2}-z, y^{2}-x, y^{2}-z$ all squares. Take

$$
x^{2}-y=(x-a y)^{2}, \quad x^{2}-z=(x-b z)^{2}, \quad y^{2}-x=(y-c x)^{2} .
$$

Hence $x, y, z$ are rational functions of $a, b, c$. Equate the resulting expression for $y^{2}-z$ to $(e-1 / b)^{2}$. We get $b$ rationally in terms of $e, a, c$. For $a=1, c=e=2$, we get $x=5 / 4, y=3 / 2, z=14 / 9$.

Ricatti ${ }^{130}$ found three numbers such that if the square of each be added to the remaining two the sums are squares. He used the numbers $x, 2 x, 1$.
R. Adrain ${ }^{131}$ took

$$
x^{2}+y+z=(m-x)^{2}, \quad y^{2}+x+z=(n-y)^{2}, \quad z^{2}+x+y=(r-z)^{2},
$$

and solved the resulting system of three linear equations for $x, y, z$.
To make $s+x^{2}, s+y^{2}, s+z^{2}$ squares, where $s=x+y+z$, "A.B.L." ${ }^{132}$ equated them to $(x+v)^{2},(y+t)^{2},(z+k)^{2}$ and solved algebraically the resulting linear equations. "Epsilon" took $y+z=1 / 4$. Then

$$
x+\frac{1}{4}+\left(\frac{1}{4}-y\right)^{2}=\left(\frac{1}{4}-y+p\right)^{2}
$$

gives $x$, and $x+\frac{1}{4}+y^{2}=\square$ if $\frac{1}{2} p=q^{2}+2 p q-2 q y$, which gives $y$. W. Wright took $(v-1) r,(x-1) r$ and $(y-1) r$ as the numbers, and $r^{2}$ as their sum, whence $r=v+x+y-3$. The conditions become $v^{2}-2 v+2=\square=(p-v)^{2}$, etc., which determine $v, x, y$.
H. J. Anderson ${ }^{133}$ found $n$ numbers whose sum $s$ exceeds the square of each by a square. Express $s=x^{2}+y^{2}$ as a sum of two squares $x^{\prime 2}+y^{\prime 2}$, $x^{\prime 2}+y^{\prime \prime 2}, \cdots$, in $n$ ways (Euler, Algebra, II, § 219) by taking $x^{\prime}=a^{\prime} y-b^{\prime} x$, $y^{\prime}=a^{\prime} x+b^{\prime} y, x^{\prime \prime}=a^{\prime \prime} y-b^{\prime \prime} x, y^{\prime \prime}=a^{\prime \prime} x+b^{\prime \prime} y, \cdots$, where

$$
a^{\prime}=\frac{2 m n}{m^{2}+n^{2}}, \quad b^{\prime}=\frac{m^{2}-n^{2}}{m^{2}+n^{2}}, \quad a^{\prime \prime}=\frac{2 p q}{p^{\prime \prime}+q^{2}}, \quad b^{\prime \prime}=\frac{p^{2}-q^{2}}{p^{2}+q^{2}}, \cdots
$$

Take $x, x^{\prime}, x^{\prime \prime}, \cdots$ as the required numbers. Their sum $s$ is of the form $A x+B y$. Thus $s=x^{2}+y^{2}$ if $4 B y-4 y^{2}+A^{2}=\square$. For $n=4$, C. Farquhar used the numbers $w, w x, w y, w z$. Set $\sigma=1+x+y+z$. Then $v \sigma \sigma-w^{2}=\square$ $=x^{2} w^{2}$ gives $\sigma$. Then take

$$
2 x=y^{2}, \quad x^{2}+1-z^{2}=\{1+p(x-z)\}^{2},
$$

which determines $z$.
J. R. Young ${ }^{134}$ found three squares $x_{i}^{2}$ and a number $a$ such that $x_{i}^{2} \pm a$ are all squares. Take $x_{i}^{2}=m_{i}^{2}+n_{i}^{2}, a=2 m_{i} n_{i}, m_{i}=r_{i}^{2}-s_{i}^{2}, n_{i}=2 r_{i} s_{i}$, whence $x_{i}=r_{i}^{2}+s_{i}^{2}$. It remains to make the values $4 r_{i} s_{i}\left(r_{i}^{2}-s_{i}^{2}\right)$ of $a$ equal. Take $r_{1}=r_{2}=r_{3}=r$. Thus $s_{i}\left(r^{2}-s_{i}^{2}\right)$ are to be equal. The values for $i=1$ and 2 are equal if $r^{2}=s_{1}^{2}+s_{1} s_{2}+s_{2}^{2}$. Thus $4 r^{2}-3 s_{2}^{2}$ is to be a square. Hence take

[^385]$r=f^{2}+3 g^{2}, s_{2}=4 f g$. For $f=2, g=1, s_{1}=-5$ or $-3, r=7, s_{2}=8$. We may take as $s_{3}$ the second value -3 , whence $a=3360, x_{1}=74, x_{2}=113, x_{3}=58$.
A. B. Evans ${ }^{135}$ found $n$ numbers $a_{i}$ such that $a_{i}^{2}+a_{i+1}=\square(i=1, \cdots$, $n-1), a_{n}^{2}+a_{1}=\square$. All but the last condition are satisfied if $a_{r}=m^{2}+2 m a_{r-1}$ ( $r=2, \cdots, n$ ), whence
$$
a_{n}=A+2^{n-1} m^{n-1} a_{1}, \quad A=m^{2}+2 m^{3}+2^{2} m^{4}+\cdots+2^{n-2} m^{n}
$$

Then $a_{n}^{2}+a_{1}=\left(2^{n-1} m^{n-1} a_{1}+p\right)^{2}$ gives $a_{1}$. D. S. Hart took $m=1$.
Square of each of three numbers plus product of remaining two A square.
L. Euler ${ }^{136}$ found solutions of $x^{2}+y z=p^{2}, y^{2}+x z=q^{2}, z^{2}+x y=\square$. Then $p^{2}-q^{2}=(x-y)(x+y-z)$. Set $p-q=x-y, p+q=x+y-z$, whence

$$
p=x-\frac{1}{2} z .
$$

Then $x^{2}+y z=p^{2}$ gives $z=4(x+y)$. The third condition becomes

$$
16(x+y)^{2}+x y=\square,
$$

say $^{136 a}(4 x+4 y+s)^{2}$. Then $(x-8 s)(y-8 s)=65 s^{2}$. Hence set $x-8 s=5 t s / u$, $y-8 s=13 u s / t$, and to avoid fractions take $s=t u$. Thus $x=8 t u+5 t^{2}$, $y=8 t u+13 u^{2}$. He stated that the same solution is found if we start by taking $x=\left(y z-s^{2}\right) /(2 s)$, the resulting numbers being $s(8 t+s), t(t-8 s)$, $4\left(s^{2}+t^{2}\right)$.

To give another method, set $x=a^{2}+2 b, y=b^{2}+2 a, z=a b(a b-4)$. The first two conditions are satisfied and the third becomes

$$
a^{4} b^{4}-\left(8 a^{3}-2\right) b^{3}+17 a^{2} b^{2}+4 a b+2 a^{3}=\square
$$

which is not discussed. But he noted the solutions $x, y, z=33,185,608$ and 297, 377, 320. Nesselmann, ${ }^{95 a}$ p. 141, treated this quartic with $a=-1 / p$.
J. Lynn ${ }^{137}$ took $1, x-1,4 x$ as the numbers. Then two of the conditions are satisfied and the third is $(4 x)^{2}+x-1=\square=(4 x \pm a)^{2}$, say, which determines $x$.
S. Ward ${ }^{138}$ took $x=m z, y=n z, m+n=1 / 4$. Then the first two expressions are squares. The third is a square if $1+\frac{1}{4} n-n^{2}=\square$, say $(1-c n)^{2}$, which gives $n$.
J. H. Drummond ${ }^{139}$ took $w^{2}, m w^{2}, n w^{2}$ as the numbers. Then $1+m n$, $m^{2}+n, m+n^{2}$ are to be squares. Taking $n=\frac{1}{4}-m$, it remains to make $1+m n=\square$, say $(1-p m)^{2}$, which gives $m$.
W. Wright ${ }^{140}$ made $\alpha=x^{2}+4 y z, \beta=y^{2}+4 z x, \gamma=z^{2}+4 x y$ and $x+y+z$ squares. Take $x=y+z$. Then $\beta$ and $\gamma$ are squares. Take

$$
\Sigma x=2 y+2 z=4 u^{2}
$$

[^386]Then $\frac{1}{4} \alpha=u^{4}+2 u^{2} z-z^{2}=\left(m z-u^{2}\right)^{2}$ if $z=2 u^{2}(m+1) /\left(m^{2}+1\right)$. S. Jones took $\beta=(2 z-y)^{2}$ and found $2\left(n^{2}-a n\right) k, 2(a+n) k, 2 k^{2}$, where $k=a^{2}+n^{2}$.
W. Wallace ${ }^{140 \alpha}$ made $\alpha \equiv x y+z^{2}, \beta \equiv x z+y^{2}, \gamma=y z+x^{2}$, and $\alpha^{1 / 2}+\beta^{1 / 2}+\gamma^{1 / 2}$ squares by taking $\alpha=(2 y+z)^{2}, \beta=(2 z+y)^{2}$, whence $x=4(y+z)$. Then $\gamma=r^{2}$ if $y z=\Pi\{r \pm 4(y+z)\}$. Equate the factors to $y m / n$ and $z n / m$. We get $y, z$ and hence $x$ as rational functions of $m, n, r$. Omitting the common denominator, we have $x=4\left(m^{2}+n^{2}\right) r, \quad y=\left(8 m n+n^{2}\right) r, \quad z=\left(m^{2}-8 m n\right) r$. Then $\alpha, \beta, \gamma$ equal the squares of $\left(m^{2}+8 m n+2 n^{2}\right) r,\left(2 m^{2}-8 m n+n^{2}\right) r$, $\left(4 m^{2}+m n-4 n^{2}\right) r$. The sum $\left(7 m^{2}+m n-n^{2}\right) r$ of these is a square if $r$ equals the first factor or the quotient of it by any square.

## Miscellaneous Systems of Equations of Degree Two.

Diophantus, III, 2, made $s^{2}+x_{i}(i=1,2,3)$ rational squares, where $s=x_{1}+x_{2}+x_{3}$. In Diophantus, III, 3, $s^{2}-x_{i}(i=1,2,3)$ are made squares. T. Brancker ${ }^{141}$ treated the latter problem. A. Gérardin ${ }^{142}$ gave several integral solutions of the last two problems.

Diophantus, III, 4, made $x_{i}-s^{2}(i=1,2,3)$ rational squares.
To find $x_{1}, x_{2}, \cdots$ such that

$$
s^{2}+x_{i}=p_{i}^{2}, \quad s^{2}-x_{i}=q_{i}^{2},
$$

where $s=\Sigma x_{i}$, "Comes" ${ }^{143}$ noted that since $p_{i}^{2}, s^{2}, q_{i}^{2}$ are squares in arithmetical progression we may use the known values

$$
p_{i}=\$\left(m_{i}^{2}-n_{i}^{2}+2 m_{i} n_{i}\right) /\left(m_{i}^{2}+n_{i}^{2}\right), \quad q_{i}=s\left(n_{i}^{2}-m_{i}^{2}+2 m_{i} n_{i}\right) /\left(m_{i}^{2}+n_{i}^{2}\right) .
$$

Then $s=\Sigma x_{i}$ gives $s$. For Diophantus' solution, see the first page of Ch. VI.
A. Gérardin and R. Goormaghtigh ${ }^{144}$ made $s^{2}-x_{i}^{2}(i=1,2,3)$ squares; also $s^{2}-\left(s-x_{i}\right)$; also $s^{2}-\left(s-x_{i}\right)(i=1,2,3,4)$, where $s=x_{1}+\cdots+x_{4}$. The latter ${ }^{145}$ made $s^{2}+x_{i}(i=1, \cdots, n)$ squares, also $s^{2}-\left(s-x_{i}\right)$, where $s=x_{1}+\cdots+x_{n}$.

Leonardo Pisano ${ }^{146}$ treated cases of $x_{1}^{2}+x_{1}+\cdots+x_{n}=y_{1}^{2}, y_{1}^{2}+x_{2}^{2}=y_{2}^{2}$, $y_{2}^{2}+x_{3}^{2}=y_{3}^{2}, \cdots, y_{n-1}^{2}+x_{n}^{2}=y_{n}^{2}$.
J. Cunliffe ${ }^{147}$ made $\sigma+x_{i}(i=1,2,3)$ squares, where $\sigma=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$.
S. Ryley ${ }^{148}$ made $\alpha=x^{2}+y z+y^{2}, \beta=x^{2}+y z+z^{2}, \gamma=y^{2}+y z+z^{2}$ squares. Take $\alpha=a^{2}, \beta=b^{2}$. Then $y^{2}-z^{2}=a^{2}-b^{2}$. Hence take $(a+b) r=(y+z) s$, $(a-b) s=(y-z) r$, which give $a, b$ in terms of $y, z$. Now $\gamma=\square$ if

$$
y=2 r s\left(m^{2}+2 m n\right), \quad z=2 r s\left(n^{2}-m^{2}\right)
$$

Then $a^{2}-y z-y^{2}$ becomes a function of $r, s, m, n$ of degree 4 in $n$, which will

[^387]equal the square of
$$
x=n^{2}\left(r^{2}-s^{2}\right)+n m\left(2 r^{4}-4 s^{2} r^{2}-2 s^{4}\right) /\left(r^{2}-s^{2}\right)-2 s^{2} m^{2}
$$
if $m: n=s^{2}+r^{2}: 2 s^{2}-2 r^{2}$.
To make $\alpha=x^{2}+y^{2}+s, \quad \beta=x^{2}+z^{2}+s, \quad \gamma=y^{2}+z^{2}+s$ squares, where $s=x y+x z+y z$, S. Ryley ${ }^{149}$ took $y=1, z=3$. Then
$$
\alpha=\square, \quad \beta=x^{2}+4 x+12=(x+n)^{2}
$$
if $x=\left(12-n^{2}\right) /(2 n-4)$, and $\gamma(2 n-4)^{2}=(4-14 n)^{2}$ if $n=-16$, whence
$$
x: y: z=61: 9: 27 .
$$
J. Cunliffe took $x=3 z, y=n-z$. Then $\gamma=(n+z)^{2}$. Make $\beta=a^{2}$, by choice of $n$. Then $16 z^{2} \alpha=a^{4}-10 a^{2} z^{2}+153 z^{4}=\square$ if $a=19 z / 3$. Or take $\alpha=(r n-3 z)^{2}$, $z=r^{2}-1$, whence $n=2(3 r+1)$. Then $\beta=\square$ if $r=5 / 3$, whence
$$
x: y: z=4: 32: 12 .
$$
"Limenus" took $\alpha=a^{2}, \beta=b^{2}, \gamma=c^{2}$. Then $x^{2}+c^{2}=y^{2}+b^{2}=z^{2}+a^{2}$. Hence take a number $\left(m^{2}+m_{1}^{2}\right)\left(n^{2}+n_{1}^{2}\right)\left(q^{2}+q_{1}^{2}\right)$ which is a sum of two squares in three ways, whence
$$
x=m n_{1} q+m n q_{1}-m_{1} n q+m_{1} n q_{1}
$$
while $y$ (or $z$ ) is the similar expression with only the second (or first) term negative. Set $v=m / m_{1}, r=n / n_{1}, s=q / q_{1}$. Then $(x+y+z)^{2}+x^{2}=a^{2}+b^{2}$ becomes $f v^{2}-4(r+s) v=f+4 r s+4$, where $f=\left(r^{2}-1\right)\left(s^{2}-1\right)$. Thus the square of $f v-2 r s-2 s$ is known; equate the root to $f+2 r s+2+C$ and take $C=-2$ to cancel the terms in $s^{4}, s^{3}$. Hence $2 r s=-1, v=\left(2 r^{2}-3 r-1\right) /\left(2 r^{2}+r-1\right)$. Take $q=-n_{1}, q_{1}=2 n, m=2 n^{2}-3 n n_{1}-n_{1}^{2}$. Then
\[

$$
\begin{gathered}
x=4 n^{4}+n_{1}^{4}-n^{2} n_{1}^{2}, \quad y=4 n^{4}-4 n^{3} n_{1}+n^{2} n_{1}^{2}-4 n n_{1}^{3}-n_{1}^{4}, \\
\quad z=-4 n^{4}+8 n^{3} n_{1}+n^{2} n_{1}^{2}+2 n n_{1}^{3}+n_{1}^{4} .
\end{gathered}
$$
\]

The least positive numbers found are $19,13,2$.
To make $\xi^{2}+\eta^{2}+\zeta^{2}+2 \xi \eta-2 \xi \zeta+2 \eta \zeta$, etc., squares, W. Wright ${ }^{150}$ put $\xi=x+y, \eta=x+z, \quad \zeta=y+z$ and noted that the problem is reduced to the preceding one, for which he took $y=p x, z=3 x$, and found $p$ so that $p^{2}+4 p+12=(p-r)^{2}$; finally, $4 p+13=\square$ if $r=16$. Others equated the first function $(\xi+\eta+\zeta)^{2}-4 \xi \zeta$ to $(\xi+\eta)^{2}$, whence $\zeta=2 \xi-2 \eta$, or to $(2 \xi-\zeta / 2)^{2}$, whence $\xi=\eta+\zeta / 2$. Then the difference of the other two initial functions factors.
J. Cunliffe ${ }^{151}$ made $x^{2}+y^{2}+a(x+y), x^{2}+z^{2}+b(x+z), y^{2}+z^{2}+c(y+z)$ squares by taking $x=r v, y=s v, z=t v$, where $r^{2}+s^{2}=e^{2}, r^{2}+t^{2}=f^{2}, s^{2}+t^{2}=g^{2}$. Take $m=a(r+s) / e^{2}, n=b(r+t) / f^{2}, p=c(s+t) / g^{2}$. Then the quotients of the initial functions by $e^{2}, f^{2}, g^{2}$ are $v^{2}+m v, v^{2}+n v, v^{2}+p v$, which are made squares (Cunliffe ${ }^{1}$ of Ch. XVIII).
D. S. Hart ${ }^{152}$ equated the same initial functions to the squares of $x+y$, $x+z, y+z$. Then $a(x+y)=2 x y$, etc., determine $x, y, z$ rationally in terms of $a, b, c$.

[^388]W. Wright ${ }^{153}$ noted that $s x-y z=m^{2}, s y-x z=n^{2}, s z-x y=r^{2}, s=x+y+z$, lead to the problem $(x+y)^{2}=m^{2}+n^{2},(x+z)^{2}=m^{2}+r^{2},(y+z)^{2}=n^{2}+r^{2}$ at the beginning of this Chapter.
S. Jones ${ }^{154}$ made $\alpha=s x+y z, \beta=s z+y x, \gamma=s y+z x$ squares, where $s=x+y+z$, by taking $y=a-x, \alpha=b^{2}, \gamma=c^{2}$, whence $x=\left(a^{2}+b^{2}-c^{2}\right) /(2 a)$, etc., and $\beta=\square$.
J. R. Young ${ }^{155}$ found four numbers whose sum is a square and such that if unity be added to the product of the sum by any one of them there results a square. Let the numbers be $x \pm 1, x \pm y$. It suffices to make $4 x, 4 x^{2} \pm 4 x y+1$ squares. Take $x=4$ and set $65-16 y=m^{2}, 65+16 y=n^{2}$. Then $m^{2}+n^{2}=130$, which holds if $m=3, n=11$.
W. Wright and others found ${ }^{156}$ four numbers $v, x, y, z$ whose sum is a square $n^{2}$ and such that $m m^{2}+1=\square$, etc. Equate $m n^{2}+1, x n^{2}+1, y n^{2}+1$, $z n^{2}+1$ to the squares of $1+s, 1+r, 1+q, 1+p$. By addition, $s^{2}+2 s+1=n^{4}$ if $r^{2}+q^{2}+p^{2}+2 r+2 q+2 p=1$. The latter is solved for $r$ after taking $q=m-1, p=l m-1$. Several solvers used the numbers $x \pm 1, x \pm y$.

To make $x^{2}+y^{2}+S, x^{2}+z^{2}+S, y^{2}+z^{2}+S$ squares, where

$$
S=2 x y+2 x z+2 y z,
$$

W. Wright ${ }^{157}$ noted that the functions factor, being $a(b+c), b(a+c), c(a+b)$, where $a=x+y, b=x+z, c=y+z$. Take $b=n a, c=m a, n(m+1)=n^{2} \xi^{2}$, $m(n+1)=(n \xi-p)^{2}$. We get $m$ and $n$. Then $m+n=N / D$, where $N$ and $D$ are quadratic in $\xi$. Take $N=(p \xi+q)^{2}$ to get $\xi$. Then $D=\square$ becomes a quartic in $q$. C. Holt noted that one condition is satisfied if the numbers are $5 n-m, m-4 n, 4 n$. Baines wrote $s=x+y+z$; thus $s^{2}-z^{2}, s^{2}-y^{2}$, $s^{2}-x^{2}$ are to be squares, say of $(s+z) / m,(s+y) / n,(s+x) / r$. We get $x, y, z$. To satisfy $\Sigma x=s$, take $r=3, n=-37 / 36, m=25 / 21$.

To find three numbers double the sum of any two less the third being a square, double the sum of any two of their squares less the square of the third being a square, while the last three squares have the same property, W. Wright ${ }^{158}$ used the numbers $x, y, x+y$. Then all but the first three conditions are satisfied. Take $x+y=a^{2}, 4 x+y=(2 a-p)^{2}$. For the resulting $x, a, 4 y+x=\square$ if $p^{4}+54 p^{2} y+9 y^{2}=\square=(3 y-v)^{2}$, which gives $y$.

To make ${ }^{159} 2(v+x+y+z)=\square=4 a^{2}, \quad \alpha=2(x+y+z)^{2}-2 v^{2}=\square$, etc., note that $\alpha=4 a^{2}(x+y+z-v)$. Hence take $x+y+z-v=4 b^{2}$, etc. The condition $a^{2}=b^{2}+c^{2}+d^{2}+e^{2}$ is satisfied by taking $a=e+r$ and finding $e$.

Several ${ }^{160}$ discussed the problem to make $a+b, b+c, b-c, a+2 b+c+d$ and $a^{2}+b c+b d+c d$ squares, $(a+b)(b-c)=b+c$, and $b^{2}-c^{2}=1$.

[^389]J. Matteson ${ }^{161}$ found four squares such that fifteen linear or quadratic functions of the squares or their roots shall be squares.
A. Martin and H. W. Draughon ${ }^{162}$ found three integers such that the square of the sum of any two less the square of the third is a square.
A. Gérardin ${ }^{163}$ treated $x^{2}-(y-z)^{2}=a, y^{2}-(x-z)^{2}=b, z^{2}-(x-y)^{2}=c$. Set $y=z+u, x=z+u+w, z=w+h$. Then $c=h r, a=r s, b=h s$, where $r=h+2 w, s=r+2 u$.

## Rational Orthogonal Substitutions.

L. Euler ${ }^{164}$ stated that he had a general solution of the problem to find 16 integers arranged in a square such that the sum of the squares of the numbers in each row or column or either diagonal are all equal, while the sum of the products of corresponding numbers in any two rows or columns is zero. The example given is the following:

| 68 | -29 | 41 | -37 |
| ---: | ---: | ---: | ---: |
| -17 | 31 | 79 | 32 |
| 59 | 28 | -23 | 61 |
| -11 | -77 | 8 | 49. |

Euler ${ }^{185}$ treated orthogonal substitutions on $n=3,4,5$ variables, i. e., linear substitutions leaving unaltered the sum of the squares of the variables. He expressed the coefficients in terms of trigonometric functions. For $n=3$, he noted the rational solution

$$
\begin{array}{rrr}
p^{2}+q^{2}-r^{2}-s^{2} & 2 q r+2 p s & 2 q s-2 p r \\
2 q r-2 p s & p^{2}-q^{2}+r^{2}-s^{2} & 2 p q+2 r s \\
2 q s+2 p r & 2 r s-2 p q & p^{2}-q^{2}-r^{2}+s^{2},
\end{array}
$$

each entry being divided by $p^{2}+q^{2}+r^{2}+s^{2}$. For $n=4$ he gave two similar rational solutions of which the second is

$$
\begin{array}{rrrc}
a p+b q+c r+d s & a r-b s-c p+d q & -a s-b r+c q+d p & a q-b p+c s-d r \\
-a q+b p+c s-d r & a s+b r+c q+d p & a r-b s+c p-d q & a p+b q-c r-d s \\
a r+b s-c p-d q & -a p+b q-c r+d s & a q+b p+c s+d r & a s-b r-c q+d p \\
-a s+b r-c q+d p & -a q-b p+c s+d r & -a p+b q+c r-d s & a r+b s+c p+d q
\end{array}
$$

in which the surn of the products of corresponding numbers in any two rows or columns is zero, while the sum of the squares of the numbers in any row or column is $\sigma=\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(p^{2}+q^{2}+r^{2}+s^{2}\right)$. For his ${ }^{164}$ former problem, we require also that the sum of the squares of the numbers in

[^390]either diagonal shall be $\sigma$, viz.,
$$
(a c+b d)(p r+q s)=0, \quad(a b+c d)(p q+r s)+(a d+b c)(p s+q r)=0
$$

He gave two special cases, one of which is his ${ }^{161}$ above solution.
G. R. Perkins ${ }^{166}$ employed as the numbers of the first row of his square

$$
\begin{array}{rrrr}
p p^{\prime}+q q^{\prime}+r r^{\prime}+s s^{\prime}, & p r^{\prime}+q s^{\prime}-r p^{\prime}-s q^{\prime}, & p s^{\prime}-q r^{\prime}+r q^{\prime}-s p^{\prime}, & p q^{\prime}-q p^{\prime}-r s^{\prime}+s r^{\prime}, \\
-p q^{\prime}+q p^{\prime}-r s^{\prime}+s r^{\prime}, & -p s^{\prime}+q r^{\prime}+r q^{\prime}-s p^{\prime}, & p r^{\prime}+q s^{\prime}+r p^{\prime}+s q^{\prime}, & p p^{\prime}+q q^{\prime}-r r^{\prime}-s s^{\prime}, \\
-p r^{\prime}+q s^{\prime}+r p^{\prime}-s q^{\prime}, & p p^{\prime} q q^{\prime}+r r^{\prime}-s s^{\prime}, & -p q^{\prime} q p^{\prime}+r s^{\prime}+s r^{\prime}, & p s^{\prime}+q r^{\prime}+r q^{\prime}+s p^{\prime}, \\
p s^{\prime}+q r^{\prime}-r q^{\prime}-s p^{\prime} & -p q^{\prime}-q p^{\prime}-r s^{\prime}-s r^{\prime}, & -p p^{\prime}+q q^{\prime}+r r^{\prime}-s s^{\prime}, & p r^{\prime}-q s^{\prime}+r p^{\prime}-s q^{\prime}
\end{array}
$$

those whose sum of squares equals $\left(p^{2}+q^{2}+r^{2}+s^{2}\right)\left(p^{\prime 2}+\cdots\right)$. By writing in reverse order the functions of the first row and changing the signs of $r, s$ in the first two terms and the signs of $p, q$ in the last two terms, we get the entries in the second row. We derive the third row from the first, and fourth from the second, by moving each term one place to the right or left without crossing the middle vertical column, and changing the signs of $q, s$ or those of $p, r$ according as the term is moved to the right or left. Two of the various possible such squares are given. Of the conditions required by Euler, ${ }^{164}$ all are now satisfied except those relating to the two diagonals. Take $s=0$. The latter conditions become

$$
p^{\prime} r^{\prime}=q^{\prime} s^{\prime}, \quad p\left(p^{\prime} q^{\prime}-r^{\prime} s^{\prime}\right)=r\left(p^{\prime} s^{\prime}-q^{\prime} r^{\prime}\right)
$$

By further specializations, he obtained the solution

| $42+2 q$ | $-11+4 q$ | $24-q$ | $2-8 q$ |
| ---: | ---: | ---: | ---: |
| $-18+8 q$ | $-16+q$ | $24+4 q$ | $38+2 q$ |
| $11+4 q$ | $42-2 q$ | $-2-8 q$ | $24+q$ |
| $16+q$ | $-18-8 q$ | $-38+2 q$ | $21-4 q$. |

C. Avery ${ }^{167}$ proceeded as had Perkins, without describing the process to choose the signs, and obtained the solution

| $48+4 q$ | $-44+3 q$ | $51-2 q$ | $-7-6 q$ |
| ---: | ---: | ---: | ---: |
| $-47+6 q$ | $21+2 q$ | $64+3 q$ | $12+4 q$ |
| $44+3 q$ | $48-4 q$ | $7-6 q$ | $51+2 q$ |
| $-21+2 q$ | $-47+6 q$ | $-12+4 q$ | $64-3 q$. |

The case $q=5$ yields Euler's ${ }^{164}$ answer.
V. A. Lebesgue ${ }^{188}$ gave orthogonal substitutions in 3 variables in trigonometric form. He ${ }^{169}$ quoted Euler's ${ }^{164,5}$ solution of the problem of 16 integers.
L. Bastien ${ }^{170}$ took four integers $\alpha, \beta, \gamma, \delta$ such that $\alpha \beta /(\gamma \delta)$ is the square of $r / s$, where $r, s$ are relatively prime integers. Write

$$
x=r\left(\delta^{2}-\gamma^{2}\right), \quad y=s(\alpha \gamma-\beta \delta), \quad t=r(\alpha \gamma-\beta \delta), \quad u=s\left(\beta^{2}-\alpha^{2}\right) .
$$

[^391]Then a solution of Euler's ${ }^{164}$ problem is

| $\alpha x+\beta y$ | $-\beta x+\alpha y-2 \delta t$ | $2 \alpha y+\gamma u+\delta t$ | $\gamma t-\delta u$ |
| ---: | ---: | ---: | ---: |
| $-2 \beta y-\gamma t-\delta u$ | $\gamma u-\delta t$ | $\beta x+\alpha y$ | $-\alpha x+\beta y-2 \gamma t$ |
| $\beta x+\alpha y+2 \delta t$ | $\alpha x-\beta y$ | $\gamma t+\delta u$ | $2 \alpha y+\gamma u-\delta t$ |
| $-\gamma u-\delta t$ | $-2 \beta y+\gamma t-\delta u$ | $\alpha x+\beta y+2 \gamma t$ | $\beta x-\alpha y$, |

the sum of the squares of the numbers in any row, column or diagonal being $\left(\alpha^{2}+\beta^{2}\right)\left(x^{2}+y^{2}\right)+\left(\gamma^{2}+\delta^{2}\right)\left(t^{2}+u^{2}\right)$.

Fuss ${ }^{95}$ of Ch . V made $p^{2}+s^{2}, q^{2}+s^{2}, r^{2}+s^{2}$ squares with $p q+p r+q r=s^{2}$.
Papers not available for report.
S. Günther, Ziele u. Resultate d. neueren Math. Fist. Forschung, Erlangen, 1876, 50-53.
J. Favaro, Notize storico-critiche sulla costruzione delle equazioni, Modène, 1878.
G. de Longchamps, Jour. de math. elém., 1882, 192; 28, 1894, 5.

Ferrent, ibid., (2), 3, 1884, 121, 155, 169, 193, 217, 241; 1885, 3, 170-1.
J. Novák, Ueber unbest. Gl. 2 Grades mit 2 Unbek., Progr. Budweis, 1890.

## CHAPTER XX.

## QUADRATIC FORM MADE AN NTH POWER.

## Binary Quadratic Form Made a Cube.

Diophantus, VI, 19, to find a right triangle the sum of whose area $x$ and hypotenuse $h$ is a square and perimeter is a cube, took 2 and $x$ as the legs and $h+x=25$, noting that the square 25 when increased by 2 becomes the cube of 3. Then $h^{2}=x^{2}+2^{2}$ gives $x=621 / 50$.

Jordanus ${ }^{35}$ of Ch. XII noted that $x(x+1)$ is never a cube.
C. G. Bachet ${ }^{1}$ noted that from $5^{2}+2=3^{3}$ we can find other [rational] numbers $x$ making $x^{2}+2$ a cube. Let $x=5-N$. To make $27-10 N+N^{2}$ the cube of $3-z$, equate the second term $-27 z$ of its cube to $-10 N$, whence $z=10 N / 27$. We now get $N$. In VI, 20, we have $17=2^{3}+3^{2}$ and seek a cube which increased by 17 gives a square; take $N-2$ and $3+t$ as the sides of the cube and square, and equate the second terms $12 N$ and $6 t$ of the expansions, whence $N=10, t=20$.

Fermat ${ }^{2}$ stated that he could give a rigorous proof that 25 is the only integral square which is less than a cube by 2.

Fermat ${ }^{3}$ stated elsewhere this result on 25 and the fact that 4 and 121 are the only integral squares which when increased by 4 give a cube.
L. Euler ${ }^{4}$ proved that $x^{3}+1=\square$ has no [positive] rational solution except $x=2$. To show that, for $a$ and $b$ relatively prime, $a^{3} b+b^{4}=\square$ only when $a=2, b=1$, set $a+b=c$. The condition becomes $b c g=\square$, $g \equiv c^{2}-3 b c+3 b^{2}$. First, let $c$ be not divisible by 3 . Then $b, c, g$ are relatively prime and hence each is a square. Set $g=(b m / n-c)^{2}$ and solve for $b / c$. If $m$ is not divisible by $3, c= \pm\left(m^{2}-3 n^{2}\right), b= \pm\left(2 m n-3 n^{2}\right)$. For the lower sign, $c$ is not a square. Hence $c=m^{2}-3 n^{2}=\square=(m-n p / q)^{2}$, $m / n=\left(p^{2}+3 q^{2}\right) /(2 p q)$. Then $\quad b / n^{2}=G /(p q), \quad G=p^{2}-3 p q+3 q^{2}$. Thus $p q G=\square$, so that the method of descent applies. Next, for $m=3 k$, $b: c=n^{2}-2 k n: n^{2}-3 k^{2}$. As before,

$$
c=n^{2}-3 k^{2}=(n-k p / q)^{2}, \quad b / n^{2}=\left(p^{2}+3 q^{2}-4 p q\right) /\left(3 q^{2}+p^{2}\right) .
$$

Hence $\left(3 q^{2}+p^{2}\right)(p-q)(p-3 q)=\square$. Let $p-q=t, p-3 q=u$. Then

$$
t u\left(3 t^{2}-3 t u+u^{2}\right)=\square
$$

and the method of descent applies. Finally, let $c=3 d$. Then

$$
b d\left(b^{2}-3 b d+3 d^{2}\right)=\square
$$

is of the initial type with the former $b, c$ replaced by $d, b$. Since $b$ is prime to 3 , the descent applies. It is stated that a like proof shows that $x^{3}-1 \neq \square$.

[^392]Euler ${ }^{5}$ applied to $x^{3}+1=\square$ his ${ }^{144}$ method of Ch. XXII to make a cubic or a quartic a square, finding no solutions except $0,-1,2$, and stated that there are no others. Cf. Euler ${ }^{157}$ of Ch. XXI.

Euler, ${ }^{6}$ to make $a x^{2}+c y^{2}$ a cube, assumed that

$$
x \sqrt{a}+y \sqrt{-c}=(p \sqrt{a}+q \sqrt{-c})^{3}
$$

whence $x=a p^{3}-3 c p q^{2}, y=3 a p^{2} q-c q^{3}$. For Fermat's case $x^{2}+2$, we have (Art. 193) $a=1, c=2, y= \pm 1$, whence $q\left(3 p^{2}-2 q^{2}\right)= \pm 1$, and $q$ divides unity. Taking $q=1$, we have $3 p^{2}-2= \pm 1$, whence $p^{2}=1, x^{2}=25$. A like proof is given (Art. 192) of Fermat's result that 4 and 121 are the only integral squares which when increased by 4 give a cube. But (Arts. 195-6) for $2 x^{2}-5$ the method leads to no solution, whereas the solution $x=4$ exists and the above assumption is shown to fail.
A. M. Legendre ${ }^{7}$ treated Fermat's problems as had Euler. ${ }^{6}$
V. A. Lebesgue ${ }^{8}$ proved that $x^{2}-7=y^{3}$ is impossible. For, if $y$ is even, $x$ is odd and $x^{2}=8 n+1 \neq(2 v)^{3}+7$; while, if $y$ is odd, $x^{2}+1=(y+2) Q$ is impossible since the prime divisors of $Q=(y-1)^{2}+3$ are of the form $4 n+3$.
L. Öttinger ${ }^{9}$ noted that $x^{2}-y^{2}=\mp z^{3}$ has the general solution

$$
\left\{4 m^{3} \pm 3 m r(2 m \pm r)\right\}^{2}-\left\{(m \pm r)\left(4 m^{2} \pm 2 m r+r^{2}\right)\right\}^{2}=\mp\left(2 m r \pm r^{2}\right)^{3}
$$

T. Pepin ${ }^{10}$ criticized Euler's ${ }^{6}$ proofs, noting that there may exist sets of formulas for $x$ and $y$ other than the set deduced by Euler's assumption. He proved Fermat's ${ }^{2,3}$ assertions. He studied the solution of $x^{2}+c n^{2 a}=z^{3}$ for $c=1,2,3,4,7, n$ being 1 or an odd prime, and $z$ being odd if $c=7$, and proved that the following are not cubes: $x^{2}+1(x>0) ; x^{2}+3 ; 4 x^{2}+7$; $x^{2}+9 ; x^{2}+n^{2}$ if $n=108 l+k(k=23,35,59,71,95)$, or $n=83,263,407$, or if $n$ is a prime $12 l+7$ with $7<n<1350 ; x^{2}+2 n^{2}$ if $n$ is a prime $24 l+5$ or $24 l+7 ; x^{2}+3 n^{2}$ if $n$ is a prime $6 l+5$ or its square; $x^{2}+5$. Also, $x^{2}+9^{2}=z^{3}$ only for $x= \pm 46, x^{2}+7^{2}=z^{3}$ only for $x= \pm 524 ; x^{2}+11^{2}=z^{3}$ only for $x^{2}=4$.
H. Brocard ${ }^{11}$ and others gave various solutions of $x^{3}+17=y^{2}$.
G. C. Gerono ${ }^{12}$ proved that $x^{3}=y^{2}+17$ is impossible in integers by use of $(x+2)\left\{(x-1)^{2}+3\right\}=y^{2}+5^{2}$ and the divisors of a sum of two squares.
E. de Jonquières ${ }^{13}$ proved that $x^{3}+a=y^{2}$ is impossible in integers if $a=c^{3}-4,|c| \equiv 1,3,7(\bmod 8)$, or $a=c^{3}-4^{t},|c| \equiv 3,5,7(\bmod 8), t>1$, or $a=c^{3}-1, c=2(2 d+1)$, and hence if $a=-3,-5,7,-9,11,-17,23,-43$, 61 ; also for $a=4,6,14,16$ if $x \neq 0$.
F. Proth ${ }^{14}$ stated and E. Lucas ${ }^{14}$ proved that $x^{2}+3=y^{3}$ is impossible since $y=r^{2}+3 s^{2}$, while $x^{2}-3=y^{3}$ holds only for $x=2, y=1$.
${ }^{5}$ Algebra, 2, 1770, Ch. 8, Art. 121; French transl., 2, 1774, pp. 135-152; Opera Omnia, (1), I, 392. Mém. Acad. Sc. St. Pétersbourg, 11, 1830 (1780), 69; Comm. Arith. Coll., II, 478.
${ }^{6}$ Algebra. II, Ch. 12, Arts. 187-196. Opera Omnia, (1), I, 429-434.
${ }^{7}$ Théorie des nombres, ed. 3, II, 1830, Art. 336, p. 12.
${ }^{8}$ Nouv. Ann. Math., (2), 8, 1869, 452-6, 559.
${ }^{9}$ Archiv Math. Phys., 49, 1869, 211.
${ }^{10}$ Jour. de Math., (3), 1, 1875, 318-9, 345-358. Details in Pepin. ${ }^{72}$
${ }^{11}$ Nouv. Corresp. Math., 3, 1877, 25, 49; 4, 1878, 50. Cf. Escott, ${ }^{37}$ Brocard. ${ }^{54}$
${ }^{12}$ Nouv. Ann. Math., (2), 16, 1877, 325-6.
${ }^{13}$ Ibid., (2), 17, 1878, 374-380, 514-5.
${ }^{4}$ Nouv. Corresp. Math., 4, 1878, 121, 224.
T. Pepin ${ }^{15}$ applied de Jonquières ${ }^{\prime 13}$ method to obtain the generalization that $x^{3}+a=y^{2}$ is impossible if $a$ is of the form $c^{3}-4^{a} b^{2}$, where $b$ and $c$ are odd, while $b$ has no divisor $4 l+3$, and $c \equiv 1,3,7(\bmod 8)$ if $\alpha=1, c \equiv 3,5,7(\bmod$ 8) if $\alpha>1$. Also if $a=8(2 d+1)^{3}-b^{2}$, and $b$ is prime to 3 and does not have two factors (equal or distinct) of the form $4 l+3$; for example, $a=-17$ or 47. Also, if $a=8 c^{3}-2 b^{2}$, where $c=4 k+1$ and $b$ is an odd number not having two equal or distinct prime factors of the forms $8 l+5$ or $8 l+7$; for example, $a=6,-10,118,-58$. Also, if $a=8 c^{3}+2 b^{2}, c=4 k+3$, and $b$ is odd and without two prime factors $8 l+3$ or $8 l+5$. Also in several analogous cases.
E. Catalan ${ }^{16}$ noted that some, but not all, solutions of $x^{2}+3 y^{2}=z^{3}$ are

$$
x=\frac{1}{2}(\alpha+\beta)(\alpha-2 \beta)(\beta-2 \alpha), \quad y=\frac{3}{2} \alpha \beta(\alpha-\beta), \quad z=\alpha^{2}-\alpha \beta+\beta^{2} .
$$

S. Réalis ${ }^{17}$ gave identities showing solutions of $x^{3}+k=y^{2}$ if $\left.k=b^{2}(8 b)-3 a^{2}\right)$, $b^{2}\left(b-3 a^{2}\right), b\left(3 a^{2}+b\right)^{2}, 4 a^{2}\left(a^{2}+1\right)$. Given one solution $\alpha^{3}+k=\beta^{2}$, another follows from the identity, obtained by Euler's ${ }^{5}$ process,

$$
\left(\frac{9 \alpha^{4}-8 \alpha \beta^{2}}{4 \beta^{2}}\right)^{3}+\beta^{2}-\alpha^{3}=\left(\frac{27 \alpha^{6}-36 \alpha^{3} \beta^{2}+8 \beta^{4}}{8 \beta^{3}}\right)^{2}
$$

Réalis ${ }^{18}$ stated that, if $z^{2}-3 \alpha z-\alpha^{3}+\beta^{2}=0$ has integral roots,

$$
x^{3}+\left\{(\alpha+1)^{3}-(\beta+1)^{2}\right\} z=y^{2}
$$

has integral solutions $x=\alpha-z, y=\beta-z$; for example, if $\alpha=a^{2}, \beta$. $1 u^{3}$; $\alpha=2, \beta= \pm 1 ; \alpha=32, \beta= \pm 64$. If

$$
8 \beta-3 \alpha^{2}-6 \alpha+1=\square
$$

$x^{3}-\alpha^{3}+\beta^{2}=y^{2}$ has integral solutions other than $x=\alpha, y=\beta$. ('f. ('h. XXI.'s
T. Pepin ${ }^{19}$ proved there is one and only one square which beromes an odd [Pepin ${ }^{33}$ ] cube on adding 2, 13, 47, 49, 74, 121, 146, 191, 193, 301, 5(16, 589, 767, 769, 866 or 868 . No square $>0$ added to $1,3,5,27,50,171$,, 475 becomes an odd cube. The only solutions of $x^{2}+11=y^{3}$ are $x \quad 4,58$; the only solution of $x^{2}+19=y^{3}$ is $y=7$. If $a$ is one of the primes 11, 17, $29,37,47,83,96,107,181,197,233,359,421,569,757,827$, there is at single square which becomes an odd cube on adding $11 a^{2}$. If $a<10(0)$ and $a$ is of one of the linear forms $38 l+3,13,15,21,27,29,31,33,37$ and $a \mid 29$, $89,173,281,331,569,953$, no square increased by $19 a^{2}$ is an odd cube. Also. similar theorems.

Pepin ${ }^{20}$ gave sixteen special theorems on $x^{2}+g=z^{3}$, proved only under the assumption that $x$ is even and $z$ odd.

Pepin ${ }^{21}$ proved that $x^{2}+n \neq z^{3}$ if $n=5,6,10,12,14, \cdots,!א ; 4 x^{2}|n| z^{1}$ if $n=7,15,39,47,55,63,71,79 ; x^{2}+44=z^{3}$ only for $x^{3}$ 81; and gavir several theorems on $x^{2}+11 y^{2}=z^{3}$ [all provided $z$ is odd, Pepin ${ }^{1,1}$ ].

[^393]E. Fauquembergue ${ }^{22}$ gave an insufficient proof that $x^{3}+2 \neq y^{2}$ if $x \neq-1$.
C. Störmer ${ }^{23}$ solved $x^{2}-y^{2}=z^{3}$ by means of the identity
$$
\left\{x\left(x^{2}+3 y^{2}\right)\right\}^{2}-\left\{y\left(y^{2}+3 x^{2}\right)\right\}^{2}=\left(x^{2}-y^{2}\right)^{3}
$$
A. Goulard ${ }^{24}$ proved that $x^{2}-1=z^{3}$ only for $x^{2}=9$, since $x^{2}-1=8 w^{3}$ has no solution except when $w=0$ or 1 [Legendre, ${ }^{81}$ of Ch. I]. T. Pepin (pp. 283-5) reduced the question to $u^{3}+x^{3}=2 y^{3}$ which holds only for $u=x$ [Legendre, Théorie des nombres, ed. 2, 1808, 347].
E. de Jonquières ${ }^{25}$ treated $x^{2}-a^{2}=y^{3}$. For $a=3$, E. B. Escott ${ }^{26}$ noted the solutions $y=-2,0,3,6,40$ and stated that there are no others $<1155$.

Concerning Fermat's assertion that 25 is the only square which increased by 2 gives a cube, H. Delannoy ${ }^{27}$ remarked that Euler's ${ }^{6}$ proof is incomplete since if applied to $x^{2}+47=z^{3}$ it yields $x=500$ but not the solution $x=13$. P. Tannery ${ }^{28}$ replied that the proof as given by Legendre ${ }^{7}$ depends on the fact that every divisor of $x^{2}+2$ is of the form $p^{2}+2 q^{2}$, while not every divisor of $x^{2}+47$ is of the form $p^{2}+47 q^{2}$. I. Ivanoff (p. 47) explained the difference by the fact that in the domain $R(\sqrt{-2})$ of the complex integers depending on $\sqrt{-2}$ the introduction of ideals is superfluous, but not for $R(\sqrt{-47})$. E. Landau ${ }^{29}$ supplemented Ivanoff's remark by noting that a second circumstance is necessary to justify Euler's conclusion that $(x+\sqrt{-2})(x-\sqrt{-2})=t^{3}$ implies that $x \pm \sqrt{-2}$ are cubes in $R(\sqrt{-2})$, viz., that, in $R(\sqrt{-2}), \pm 1$ are the only units (complex integers dividing unity). From the superfluity of the introduction of ideals, we can conclude only that, if a product of two relatively prime complex integers is a cube, each of the two factors is a product of a cube by a unit. For $R(\sqrt{2})$, the introduction of ideals is unnecessary, but $(x+\sqrt{2})(x-\sqrt{2})=t^{3}$ does not imply that $x \pm \sqrt{2}$ are cubes of integers $\alpha+\beta \sqrt{2}$. Cf. Euler ${ }^{183}$ of Ch. XXI.
A. Boutin ${ }^{30}$ stated that $x^{3}-7 y^{2}=1$ for $x=1,2,4,22$, but for no other values $<196$. Other writers ${ }^{31}$ stated that any new solution has at least 1400 digits in $y$.
E. Fauquembergue ${ }^{32}$ noted that $p x^{2}+m x y+q y^{2}=z^{3}$ for

$$
\begin{gathered}
x=p\left(f^{3}-3 p q f g^{2}-m p q g^{3}\right), \quad y=p^{2} g\left\{3 f^{2}+3 m f g+\left(m^{2}-p q\right) g^{2}\right\}, \\
z=p\left(f^{2}+m f g+p q g^{2}\right)
\end{gathered}
$$

T. Pepin ${ }^{33}$ remarked that all the theorems in his ${ }^{19-21}$ papers on insolvable equations $x^{2}+c y^{2}=z^{3}$ were subject to the restriction that $z$ is odd. The enunciation of this restriction is necessary if $c=8 l$ or $8 l+7$ since in these

[^394]two cases $z$ can be even without $x$ and $y$ being even. That the solution of the equation is effected by different formulas according as $z$ is even or odd is shown by the case $c=47$. Then all relatively prime solutions in which $z$ is odd are
$$
z=f^{2}+47 g^{2}, \quad x=f\left(f^{2}-141 g^{2}\right), \quad y=g\left(3 f^{2}-47 g^{2}\right)
$$
where $f$ and $g$ are relatively prime and one even. All solutions of $x+47 y^{2}=(2 u)^{3}$, where $u$ is odd, are
\[

$$
\begin{gathered}
x=13 f^{3}+60 f^{2} g-168 f g^{2}-144 g^{3}, \\
y=f^{3}-12 f^{2} g-24 f g^{2}+16 g^{3}, \quad u=3 f^{2}+2 f g+16 g^{2},
\end{gathered}
$$
\]

with similar expressions when $z=4 u, 8 u, 16 u$, etc. The cases $c=35$, $c=499$ are treated (p. 142, p. 155)

Pepin ${ }^{34}$ noted that $2 x^{3}=3 y^{2}-1$ has the solution $x=61, y=380$, but left undecided the question of an infinitude of solutions. One of two methods is based on the theorem that all relatively prime solutions of $2 x^{3}=3 y^{2}-z^{2}$ are given by
$x=f^{2}-3 g^{2}, \quad y=f A+3 g B$ or $3 f A-15 g B, \quad z=f A+9 g B$ or $-5 f A+27 g B$, where $A=f^{2}+9 g^{2}, B=f^{2}+g^{2}$. It remains to find $f, g$ such that $z= \pm 1$.
G. de Longchamps ${ }^{35}$ stated that $p x^{2}+q y^{2}=z^{3}$ always has integral solutions. [In fact, a solution is $x=\alpha t, y=\beta t, z=t \equiv p \alpha^{2}+q \beta^{2}$.]
H. Brocard ${ }^{36}$ listed the known values of $a$ for which $x^{3}-y^{2}=a$ is impossible and the values for which there is a single solution.
E. B. Escott, ${ }^{37}$ A. Cunningham and R. F. Davis ${ }^{38}$ treated $x^{2}-17=y^{3}$.
A. S. Werebrusow ${ }^{39}$ expressed Euler's ${ }^{6}$ solution of $x^{2}+c y^{2}=z^{3}$ in terms of $\alpha=-2 p, \beta=-p^{2}+3 c q^{2}$.

Severa ${ }^{40}$ solved $x^{2}+3 y^{2}=4 z^{3}$ completely by use of identities.
U. Bini ${ }^{41}$ gave a solution of $x^{2}+3 y^{2}=z^{3}$ involving two parameters.

An anonymous writer ${ }^{42}$ noted that $17 y^{2}-1=2 x^{3}$ has no solution with $1<y \leqq 55$.
A. Cunningham ${ }^{43}$ gave a tentative method to solve $x^{3}=y^{2}+a$. Choose a modulus $m$, preferably $10^{3}$ or $10^{4}$, and find the values $<m$ of $x$ for which $x^{3}-a$ is a quadratic residue of $m$. By use of various $m$ 's we finally get the possible linear forms of $x$. Application is made to $a=-17, a=-127$.

Several ${ }^{44}$ solved $x^{2}+x \pm 1=y^{3}$.
Welsch ${ }^{45}$ applied the theory of binary quadratic forms to justify Legendre's determination by use of $\sqrt{-3}$ of all solutions of $x^{2}+3 y^{2}=z^{3}$.
${ }^{34}$ Nouv. Ann. Math., (4), 3, 1903, 422-8.
${ }^{25}$ L'intermédiaire des math., 9, 1902, 115.
${ }^{26}$ Ibid., 10, 1903, 284.
${ }^{37}$ Ibid., 12, 1905, 43-45. Amer. Math. Monthly, 26, 1910, 239-41. Cf. Brocard. ${ }^{11, ~ a s ~}$
${ }^{38}$ Math. Quest. Educ. Times, (2), 8, 1905, 53-4. Cf. Cunningham. ${ }^{13}$
${ }^{39}$ L'intermédiaire des math., 10, 1903, 152. Cf. E. B. Escott, 11, 1004, 101-2.
${ }^{6} 10$ Ibid., 14, 1907, 168; 18, 1911, 279.
"Ibid., 14, 1907, 192.
${ }^{2}$ Sphinx-Oedipe, 1906-7, 79.
${ }^{3}$ Math. Quest. Educ. Times, (2), 14, 1908, 106-8.
"L'intermédiaire des math., 15, 1908, 244; 10, 1009, 201; 17, 1010, 126; 23, 1016, 4.
${ }^{45}$ Ibid., 17, 1910, 179-180.
E. B. Escott ${ }^{46}$ noted that, if $y^{3}=2 x^{2}-1$ is solvable, $y=24 n^{2}-1$ or $2 n^{2}-1$.
L. Aubry ${ }^{47}$ proved that $x^{2}+1+2^{2 k}=y^{3}$ is impossible. If $x$ is odd, $x^{2}+2^{2 k}$ is a sum of two relatively prime squares, so that the factors of $y^{3}-1$ are $\equiv 1(\bmod 4)$. Thus $y-1 \equiv 1$, which gives $y^{2}+y+1 \equiv 3(\bmod 4)$. If $x=2^{n} z$, where $z$ is odd,

$$
2^{2 n}\left\{\left(2^{k-n}\right)^{2}+z^{2}\right\}=(y-1)\left(y^{2}+y+1\right) .
$$

Since $y^{2}+y+1$ is odd, its prime factors are of the form $4 t+1$. Thus $y-1$ is divisible by $2^{2 n}$ and hence by 4 . Again, $y^{2}+y+1 \equiv 3(\bmod 4)$.
L. Aubry and E. Fauquembergue ${ }^{48}$ proved that $2 x^{2}-1=y^{3}$ has no solutions other than $x=0, y=-1 ; x= \pm 1, y=1 ; x= \pm 78, y=23$.
A. Gérardin ${ }^{49}$, to make $G \equiv x^{2}+x y+y^{2}$ a cube, assumed that

$$
\begin{gathered}
(1+m x)^{2}+(1+m x)(m y)+(m y)^{2}=(1+m f)^{3} \\
f^{3} m^{2}+\left(3 f^{2}-G\right) m=-3 f+2 x+y
\end{gathered}
$$

and took $-3 f+2 x+y=0$. Then $f$ and $m$ are expressed in terms of $x, y$. To make the result symmetrical, set $y=q / 3, x=p+q / 3$. Hence,

$$
X^{2}+X Y+Y^{2}=Z^{3}
$$

for

$$
X=q^{3}+3 p q^{2}-p^{3}, \quad Y=-3 p q(p+q), \quad Z=p^{2}+p q+q^{2}
$$

a result obtained otherwise by A. Desboves. ${ }^{50}$
Gérardin ${ }^{51}$ treated $a X^{2}+b X Y+c Y^{2}=h Z^{3}$, given one solution $\alpha, \beta, \gamma$. After substituting $X=\alpha+m x, Y=\beta+m y, Z=\gamma+m f$, equate the coefficients of the first powers of $m$ (by choice of $f$ ); thus $m$ is determined rationally.
L. Aubry ${ }^{52}$ proved that 25 is the only square which increased by 2 gives a cube [Fermat ${ }^{2}$ ]. $\mathrm{He}^{53}$ proved that $x^{2}+a=y^{3}$ is impossible for $a=4 A^{2}+B^{3}$ if $B \equiv 1(\bmod 4)$ and $A$ is not divisible by the square of a prime $4 n-1$ dividing $B$, or by 3 if $B$ is not divisible by 3 , or by $3^{3}$ if $B$ is divisible by 3 . Hence it is impossible for $a=17$.
E. Landau ${ }^{54}$ proved that $x^{3}+2=y^{2}$ has only a finite number of solutions by means of Thue's result that $\alpha^{3}+3 \alpha^{2} \beta+6 \alpha \beta^{2}+2 \beta^{3}=1$ has only a finite number of solutions (Thue ${ }^{9}$ of Ch. XXIII), and Landau's ${ }^{29}$ discussion above.
H. Brocard ${ }^{55}$ gave eight sets of solutions of $x^{2}-y^{3}=17$.
L. J. Mordell ${ }^{56}$ investigated $y^{2}-k=x^{3}$ by elementary methods, by the theory of ideals, and by the arithmetical theory of binary cubic forms. In particular, he listed the values of $k$ between -100 and 100 for which he believed there is an infinitude of solutions.

[^395]A. Gérardin ${ }^{57}$ summarized the known results on $x^{3}-k=z^{2}$; he noted the solutions $2^{3}-4=2^{2}, 5^{3}-4=11^{2}$, contrary to de Jonquières ${ }^{\prime 13}$ assertion that only one solution exists. Given one solution $x_{0}, z_{0}$, Gérardin deduced (ibid., 163-5) the second solution [Réalis ${ }^{17}$ ]
$$
x=\left\{3 x_{0}^{2} /\left(2 z_{0}\right)\right\}^{2}-2 x_{0} .
$$

Set $x_{0}=2 p$, where $p$ is a prime. Then $z_{0}=p^{j}, 2 p^{j}, 3 p^{j}, 6 p^{j}(j=0,1,2)$. There result twelve integral values of $k$ for which the given equation is solvable. For $k=(2 p-1)^{2}\left(9 p^{2}-2 p+1\right)$, the solutions include $x=2 p$, $2 p-1,2-4 p, 4 p^{2}-2 p,\left(12 p^{2}-6 p+1\right)^{2}-4 p+1$.
L. Bastien ${ }^{58}$ listed the values 3, 5, 6, $9,10,12,14,16,17, \cdots, 99$ of $n \leqq 100$ for which $q^{3}-k^{2}=n$ is impossible, the values $n=1,2,8,13,29, \cdots$, 81 for which there is a single solution, and the values for which there are more than one solution.

Crussol ${ }^{59}$ noted cases when $x^{3}+k=y^{2}$ has 7, 9,34 and 41 solutions. A. Gérardin (ibid., p. 16) noted cases when it has 21 solutions.
A. Gérardin ${ }^{60}$ proved that all solutions of $x^{2}+3 y^{2}=z^{3}$ are given by

$$
\left(\alpha^{3}-9 \alpha \beta^{2}\right)^{2}+3\left(3 \alpha^{2} \beta-3 \beta^{3}\right)^{2}=\left(\alpha^{2}+3 \beta^{2}\right)^{3}
$$

T. Hayashi ${ }^{61}$ proved that $y^{2}+1 \neq z^{3}$ for $y \neq 0 ; y^{2}-1 \neq z^{3}$ for $y^{2} \neq 0,1,9$.
A. Cunningham ${ }^{62}$ proved that, if $p$ is prime, $x^{3}-p^{2}=2 \cdot 10^{6}$ has the single solution $x=129, p=383$.
L. J. Mordell ${ }^{62 a}$ noted that no equation $x^{2}+a=y^{3}$ has an infinitude of integral solutions.

For $2 x^{2}+2 x+13=y^{3}$, see paper 161 of Ch. I. On $27 b^{2}+1=4 c^{3}$, see Kronecker ${ }^{23}$ of Ch. XXI.

## Binary Quadratic Form Made an $n$th Power.

J. L. Lagrange ${ }^{63}$ noted that the $m$ th power of $f=x^{2}+a x y+b y^{2}$ can be expressed in the same form $F=X^{2}+a X Y+b Y^{2}$ by employing the factors $x+\alpha y, x+\beta y$ of $f$ and taking $X+\alpha Y$ to be the expansion of $(x+\alpha y)^{m}$. The resulting values of $X, Y$ make $F$ an $m$ th power.
L. Euler ${ }^{64}$ stated that he used this method for $f=x^{2}+n y^{2}$ in the first edition of his algebra. ${ }^{6}$

Euler ${ }^{65}$ noted that, if $N=a^{2}+n b^{2}, N^{\lambda}$ is of the form $x^{2}+n y^{2}$, and asked for the least $x \neq 0$ or least $y \neq 0$ for which $N^{\lambda}=x^{2}+n y^{2}$. Let

$$
(a+b \sqrt{-n})^{\lambda}=A+B \sqrt{-n}, \quad a=\sqrt{N} \cos \phi, \quad b \sqrt{n}=\sqrt{N} \sin \phi
$$

[^396]Then
$a+b \sqrt{-n}=\sqrt{N}(\cos \phi+i \sin \phi), \quad A=N^{\lambda / 2} \cos \lambda \phi, \quad B=\left\{N^{\alpha / 2} \sin \lambda \phi\right\} / \sqrt{n}$. Hence $B$ is a minimum $\neq 0$ for a rational value of $\lambda$ approximately equal to $\pi k / \phi$, where $k$ is an integer.

Euler ${ }^{68}$ made $x^{2}+7$ a biquadrate. For $x=\left(7 p^{2}-q^{2}\right) /(2 p q)$, it is the square of $\left(q^{2}+7 p^{2}\right) /(2 p q)$. To make the latter a square, take $q=p z$, whence we are to make $2 z\left(7+z^{2}\right)=\square$. Since an evident solution is $z=1$, set $z=1+y$. We get $16+20 y+6 y^{2}+2 y^{3}$, which is the square of $4+5 y / 2$ for $y=1 / 8$.
A. M. Legendre ${ }^{67}$ treated $L y^{2}+M y z+N z^{2}=b P$, where $P$ is a product of powers of several variables, in particular, $x^{k}$.
G. L. Dirichlet ${ }^{68}$ recalled that if $l$ is an odd prime not dividing $a$ and if $\delta^{2}-a \epsilon^{2}=l$ it is known that $d^{2}-a e^{2}=l^{n}$ holds for the numbers $d$, $e$ given by $d+e \sqrt{a}=(\delta+\epsilon \sqrt{a})^{n}$. It is proved that $d, e$ are relatively prime. If also $d_{1}^{2}-a e_{1}^{2}=k l^{n}$, where $d_{1}, e_{1}$ are relatively prime, and $k$ is odd and prime to al, we can find solutions of $t^{2}-a u^{2}=k$ such that

$$
(d \pm e \sqrt{a})(t \pm u \sqrt{a})=d_{1}+e_{1} \sqrt{a}
$$

for a suitable choice of signs. Application is made to show that, if $P, Q$ are relatively prime, the most general manner of making $P^{2}-5 Q^{2}$ a fifth power, odd and not divisible by 5 , is to set

$$
P+Q \sqrt{5}=(M \pm N \sqrt{5})^{5}(t \pm u \sqrt{5}), \quad t^{2}-5 u^{2}=1
$$

where $M, N$ are relatively prime, one even and $M$ not divisible by 5 . If $P, Q$ are relatively prime, both odd, and $Q$ is divisible by 5 , the most general way to make $P^{2}-5 Q^{2}=4 z^{5}$ is to set

$$
P+Q \sqrt{5}=(\phi+\psi \sqrt{5})^{5} / 16,
$$

where $\phi, \psi$ are relatively prime, both odd, and $\phi$ is prime to 5 .
Cauchy's papers on the representation of $p^{k}$ or $4 p^{k}$, where $p$ is a prime, by $x^{2}+n y^{2}$ will be considered under binary quadratic forms. Luce ${ }^{127}$ of Ch. XII discussed $x^{2}-n y^{2}=z^{i}$.
F. Landry ${ }^{69}$ obtained a new kind of continued fraction from

$$
A=a^{2}+r, \quad \sqrt{A}=a+\frac{r}{\sqrt{A}+a}=a+\frac{r}{2 a}+\frac{r}{2 a}+\cdots .
$$

If $m / n$ is a convergent of order $u, m^{2}-A n^{2}=(-1)^{u} r^{u}$. Hence to solve $x^{2}-A y^{2}=z^{m}$, take as $z$ any integer for which $A=a^{2}-z$.
V. A. Lebesgue ${ }^{70}$ recalled the fact that, if $a$ is an odd prime and $A$ is an odd integer dividing $t^{2}+a$, but not divisible by $a, A^{\mu}=x^{2}+a y^{2}$ holds for an infinitude of values $\mu$, when $x, y$ are relatively prime. The least $\mu$ is

[^397]said to be even if $A$ is a quadratic non-residue of $a$ or if $A=4 n+3, a=4 k+1$. When $\mu=2 \nu, y$ is odd. Then $A^{\nu}-x=p^{2}, A^{\nu}+x=a q^{2}$, where $p^{2}$ and $a q^{2}$ are relatively prime. Hence $2 A^{\nu}=p^{2}+a q^{2}$ and $\nu$ is a minimum.
L. Öttinger ${ }^{71}$ tabulated solutions of $x^{2}-y^{2}=z^{n}, n=2,3,4$, and gave the identity
$$
\left\{\left(4 m^{2} \pm 2 m r+r^{2}\right)^{2}-8 m^{4}\right\}^{2}-\left\{4 m(m \pm r)\left(2 m^{2} \pm 2 m r+r^{2}\right)\right\}^{2}=\left(2 m r \pm r^{2}\right)^{4}
$$
T. Pepin ${ }^{72}$ proved that, if $c$ is positive and such that there is a single class of positive odd quadratic forms of determinant $-c$ (as for $c=1,2,3$, 4,7 ), the most general manner of solving $x^{2}+c y^{2}=z^{m}$, where $x, y$ are to be relatively prime integers and $z$ odd, is to set
$$
(p+q \sqrt{-c})^{m}=P+Q \sqrt{-c}, \quad x= \pm P, \quad y= \pm Q, \quad z=p^{2}+c q^{2}
$$
where $p, q$ are any relatively prime integers for which $z$ is odd. Hence we can justify the method of Euler for $c=1$ or 2 . Next (pp. 333-8), let $n$ be a positive integer such that all the quadratic forms of determinant $-n$ are distributed into various genera each composed of a single class; then all relatively prime solutions of $x^{2}+n y^{2}=z^{2 m+1}$, with $z$ odd, are obtained from
\[

$$
\begin{equation*}
\pm x \pm y \sqrt{-n}=(p+q \sqrt{-n})^{2 m+1} \tag{1}
\end{equation*}
$$

\]

where $p, q$ are relatively prime. But for $x^{2}+n y^{2}=z^{2 m}, z$ odd, we use (1) with the exponent $m$, and employ the complete solution

$$
z=\frac{a f^{2}+b g^{2}}{k}, \quad p=\frac{a f^{2}-b g^{2}}{k}, \quad q=\frac{2 f g}{k} \quad(k=1,2)
$$

of $p^{2}+n q^{2}=z^{2}$, where for $a, b$ are to be taken all the decompositions of $n$ into two relatively prime factors, except that when $k=2, n=8 t$, the two factors shall have 2 as their g.c.d. For $a x^{2}+c y^{2}=z^{m}, a>1, c>1$ (pp. 339-343), when ac is one of the numbers for which the number of classes of quadratic forms of determinant -ac equals the number of genera, there is no solution in integers $\neq 0$ if $m$ is even; while if $m$ is odd we get all relatively prime solutions with $z$ odd from

$$
\pm \sqrt{a} x \pm \sqrt{-c} y=(\sqrt{a} p+\sqrt{-c} q)^{m}, \quad z=a p^{2}+c q^{2}
$$

where $p, q$ are relatively prime. Thus $2 x^{2}+3$ and $2+3 y^{2}$ can not equal cubes.

Pepin ${ }^{15}$ proved that $x^{5}+a$ is not a square if $a=32(2 d+1)^{5}-5 b^{2}$, where $b$ is prime to 10 and has no prime factor $20 l+11$. If $d=0, b=1,3$, then $a=27,-13$.
M. d'Ocagne ${ }^{73}$ solved $x^{2}-k y^{2}=z^{n}$ in positive integers by use of

$$
\phi(\alpha, \beta, n)=\sum_{i=0}^{[n-1) / 2]}\binom{n-i-1}{i} \alpha^{n-2 i-1} \beta^{i} .
$$

${ }^{71}$ Archiv Math. Phys., 49, 1869, 211-222.
${ }^{27}$ Jour. de Math., (3), 1, 1875, 325. Results for $m=3$ cited under Pepin. ${ }^{10}$
${ }^{7}$ Comptes Rendus Paris, 99, 1884, 1112.

A solution involving an arbitrary positive integer $a$ is
$x=a \phi\left(2 a, k-a^{2}, n\right)+\left(k-a^{2}\right) \phi\left(2 a, k-a^{2}, n-1\right), \quad y=\phi\left(2 a, k-a^{2}, n\right)$, $z= \pm\left(k-a^{2}\right)$ for $n$ even; $z=-\left(k-a^{2}\right), a>\sqrt{k}$, for $n$ odd.
M. Weill ${ }^{74}$ repeated Euler's ${ }^{6}$ method for $a x^{2}+c y^{2}=z^{n}$.
T. Pepin ${ }^{75}$ proved that, if the number of classes of quadratic forms of determinant $-c$ is relatively prime to $n$, all relatively prime integral solutions of $x^{2}+c y^{2}=z^{n}$ are given by

$$
\pm x \pm y \sqrt{-c}=(p+q \sqrt{-c})^{n}, \quad z=p^{2}+c q^{2} .
$$

For $n=3$, the solvability depends upon whether or not the triplication of a quadratic form gives the principal class.
H. S. Vandiver ${ }^{76}$ found an infinitude of, but not all, salutions of $x^{2}+b x y+c y^{2}=z^{n}$.
G. Candido ${ }^{77}$ employed Lucas' functions $U_{n}, V_{n}$ :

$$
V_{n}=\left(p+\sqrt{p^{2}-q}\right)^{n}+\left(p-\sqrt{p^{2}-q}\right)^{n}, \quad\left(\frac{1}{2} V_{n}\right)^{2}-\left(p^{2}-q\right) U_{n}^{2}=q^{n} .
$$

Change $q$ to $p^{2}-q$. Thus $x^{2}-q y^{2}=z^{n}$ has the solution $x=\frac{1}{2} V_{n}, y=U_{n}$, $z=p^{2}-q$.
A. Cunningham ${ }^{78}$ noted that $y^{2}+y+1=x^{n}$ is impossible if $n>3$, $x^{n}<2 \cdot 10^{8}$. R. W. D. Christie stated that $x$ must be of the form $a^{2}+a+1$ and inferred that $n \neq 4,5, n \neq 3$ unless $a=2$.

Cunningham ${ }^{79}$ noted that the only solution of $\frac{1}{2}\left(q^{2}+1\right)=p^{4}$ with $q<1600000$ is $q=239, p=13$. Christie obtained this solution by making special assumptions. Cf. Störmer ${ }^{137-9}$ of Ch. VI; Euler ${ }^{7}$ of Ch. XIV; Euler ${ }^{53}$ and Pepin ${ }^{58}$ of Ch. XXII.
U. Bini ${ }^{80}$ stated that the method of Desboves ${ }^{142}$ of Ch. XXIII [cf. Lagrange ${ }^{63}$ ] does not lead to the determination of the form of the solutions of $x^{2}+a x y+b y^{2}=z^{n}$ for every integer $n$.
A. S. Werebrusow ${ }^{81}$ gave polynomials $X, Y$ of degree $n$ in $x, y$ making

$$
A X^{2}+2 B X Y+C Y^{2}=\left(a x^{2}+2 b x y+c y^{2}\right)^{n} .
$$

E. B. Escott ${ }^{82}$ noted that solutions of $X^{2}-D Y^{2}=4 Z^{n}$ are given by

$$
\left(\alpha^{n}+\beta^{n}\right)^{2}-D\left\{\frac{\alpha^{n}-\beta^{n}}{\sqrt{D}}\right\}^{2}=4\left(x^{2}-D y^{2}\right)^{n}, \quad \alpha, \beta=x \pm y \sqrt{D} .
$$

But not all solutions are so obtained. ${ }^{83}$
O. Degel ${ }^{84}$ treated the homogeneous equation obtained from the last one by replacing $X, Y, Z$ by $x_{i} / x_{4}(i=1,2,3)$. The section $C$ by $x_{2}=0$

[^398]lies on the cone $x_{1}^{2} x_{4}^{n-2}-4 x_{3}^{n}=0$, which every plane $x_{3}=\mu x_{4}$ cuts in two lines having $x_{1}= \pm 2 \sqrt{\mu^{n}} x_{4}$. We get rational coördinates of the general point $P$ on $C$ by taking $\mu$ to be a square if $n$ is odd. For example, let $n=2 m$. The general point on the line joining $P=\left(2 \mu^{m}, 0, \mu, 1\right)$ and $(p, 1,0,0)$ is $\left(2 \mu^{m}+\delta p, \delta, \mu, 1\right)=(x)$, which is on the surface if $\delta=4 p \mu^{m} /\left(D-p^{2}\right)$ and gives rational solutions $x_{i}$. The same problem was treated by others. ${ }^{85}$
F. Ferrari ${ }^{86}$ made $f \equiv x^{2}+a x y+b y^{2}$ an $n$th power. Let $f=(x+\alpha y)(x+\beta y)$. A sufficient condition is $x+\alpha y=(r+\alpha s)^{n}$. The latter becomes linear in $\alpha$ by use of $\alpha^{2}-a \alpha+b=0$. Hence we get $x, y$ as polynomials in $r, s, a, b$.
G. Candido ${ }^{87}$ used Lucas' $u_{k}, v_{k}$ satisfying
$$
\left(\frac{1}{2} v_{k}\right)^{2}-\left(\frac{p^{2}}{4}-q\right) u_{k}^{2}=q^{k}
$$
to show that for $p=2 \lambda+a \mu, q=\lambda^{2}+a \mu \lambda+b \mu^{2}$, an infinitude of solutions of $x^{2}+a x y+b y^{2}=z^{k}$ is given by $2 x=v_{k}-a \mu u_{k}, y=\mu u_{k}, z=q$. The explicit formulas are given in the cases $k=2,3,4$ and for $a=0$ or $b=0$.
F. Ferrari ${ }^{88}$ used, as had Lagrange, the expansion of ( $a_{1}+i a_{2} \sqrt{\alpha}^{n}$ to find $A$ 's such that $A_{k 1}^{2}+\alpha A_{k 2}^{2}=\left(a_{1}^{2}+\alpha a_{2}^{2}\right)^{k}$.
E. Swift ${ }^{89}$ proved that the number $n(n-3) / 2$ of diagonals of an $n$-gon is not a biquadrate.

By Thue ${ }^{211}$ of Ch. XXVI, $x^{2}-h^{2}=k y^{n}(n>2)$ has only a finite number of solutions. On $1+y^{2} \neq x^{n}$, see Lebesgue ${ }^{68}$ of Ch. VI. On $1+2 y^{2}=3^{k}$, see Fauquembergue ${ }^{158}$ of Ch. XXIII. On $1 \pm 4 x^{n}=\square$, see papers 7, 8, 169 of Ch. XXVI.

$$
a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2} \text { MADE A CUBE OR HIGHER POWER. }
$$

S. Realis ${ }^{90}$ noted that $u_{1}^{2} u_{2}=\alpha\left(u_{1} x_{2}-v x_{1}\right)^{2}+\beta\left(u_{1} y_{2}-v y_{1}\right)^{2}+\gamma\left(u_{1} z_{2}-v z_{1}\right)^{2}$ if

$$
u_{i}=\alpha x_{i}^{2}+\beta y_{i}^{2}+\gamma z_{i}^{2}, \quad v=2\left(\alpha x_{1} x_{2}+\beta y_{1} y_{2}+\gamma z_{1} z_{2}\right)
$$

J. Neuberg ${ }^{91}$ took $x_{2}=x_{1}, y_{2}=y_{1}, z_{2}=-z_{1}$ in the preceding result to get

$$
\begin{gathered}
\alpha x^{2}+\beta y^{2}+\gamma z^{2}=\left(\alpha x_{1}^{2}+\beta y_{1}^{2}+\gamma z_{1}^{2}\right)^{3}, \quad \frac{x}{x_{1}}=\frac{y}{y_{1}}=\alpha x_{1}^{2}+\beta y_{1}^{2}-3 \gamma z_{1}^{2}, \\
\frac{z}{z_{1}}=3 \alpha x_{1}^{2}+3 \beta y_{1}^{2}-\gamma z_{1}^{2} .
\end{gathered}
$$

E. N. Barisien ${ }^{92}$ noted that any sixth power is the sum of two squares diminished by a third:

$$
n^{6} \equiv\left\{(n+2)\left(n^{2}-2 n-2\right)\right\}^{2}+\{4 n(n+1)\}^{2}-\{2(n+1)(n+2)\}^{2} .
$$

[^399]An identity ( p .253 ) shows that 4 times the cube of any even integer is a (3) less a 4 .
G. de Longchamps ${ }^{93}$ noted that $\alpha x^{2}+\beta y^{2}+\gamma z^{2}+\delta t^{2}=u^{3}$ for

$$
\begin{gathered}
\frac{x}{f}=\frac{y}{g}=\alpha f^{2}+\beta g^{2}-3 \gamma i^{2}-3 \delta k^{2}, \quad \frac{z}{i}=\frac{t}{k}=3 \alpha f^{2}+3 \beta g^{2}-\gamma i^{2}-\delta k^{2}, \\
u=\alpha f^{2}+\beta g^{2}+\gamma i^{2}-\delta k^{2} .
\end{gathered}
$$

The case $\delta=t=0$ gives Neuberg's result.
An anonymous writer ${ }^{94}$ noted the solution $x=3, y=12, z=11, u=2$ of $x^{2}+y^{2}-z^{2}=u^{5}$.
J. Rose ${ }^{95}$ noted the solution $x=4 v^{2}, y=4 v^{3}, z=4 v^{2}(v-1), u=2 v$, and a solution with $y=z+1$. Mehmed-Nadir gave the solution

$$
x=b\left(a^{2}+b^{2}\right)\left(a^{2}-b^{2}\right) ; \quad z, y=\frac{1}{2}\left\{\left(a^{2} \pm 1\right)\left(a^{2}+b^{2}\right)^{2} \pm 4 b^{4}\right\} ; \quad u=a^{2}+b^{2}
$$

and noted that the same $x$, $u$, with $Y=a\left(a^{2}+b^{2}\right)^{2}, Z=2 a b^{2}\left(a^{2}+b^{2}\right)$, satisfy $x^{2}+Y^{2}+Z^{2}=u^{5}$.
"V. G. Tariste" ${ }^{\prime 96}$ stated that all sets of solutions of $x^{2}+y^{2}-z^{2}=u^{5}$ are given by seven sets of formulas like $u=4 a, x=2 b, u^{5}-x^{2}=4 \alpha \beta ; y, z=\alpha \pm \beta$.
F. L. Griffin and G. B. M. Zerr ${ }^{96 a}$ discussed $x_{1}^{2}+\cdots+x_{n}^{2}=y^{4}$.
W. H. L. Jansse ${ }_{\mu}$ van Raay ${ }^{97}$ solved $x^{3}=x^{2}+y^{2}+z^{2}$.
G. Candido ${ }^{98}$ found a solution of $\Sigma x_{i}^{2}=y^{p}$ by expanding $\Pi\left(\alpha_{j}^{2}+\beta_{j}^{2}\right)$.
R. D. Carmichael ${ }^{99}$ gave a four-parameter solution of $x^{2}+a y^{2}+b z^{2}=w^{4}$.

[^400]
## CHAPTER XXI.

## EQUATIONS OF DEGREE THREE.

## Impossibility of $x^{3}+y^{3}=z^{3}$.

According to Ben Alhocain a defective proof was proposed before 972 by the Arab Alkhodjandi. ${ }^{1}$

The Arab Beha-Eddin ${ }^{2}$ (1547-1622) listed among the problems remaining unsolved from former times that to divide a cube into two cubes.

Fermat ${ }^{3}$ stated that it is impossible to decompose a cube into two cubes.
Fermat proposed the problem to find two cubes whose sum is a cube to Sainte-Croix Sept., 1636 (Oeuvres de Fermat, II, 65; III, 287), to Frenicle May(?), 1640 (Oeuvres, II, 195), to the mathematicians of England and Holland Aug. 15, 1657 (Oeuvres, II, 346; III, 313). Oddly enough, Frans van Schooten ${ }^{4}$ proposed Feb. 17, 1657, the same problem to Fermat. Fermat ${ }^{5}$ insisted that the problem is impossible.

Frenicle ${ }^{6}$ proposed the equivalent problem to find $r$ central hexagons, with consecutive sides, whose sum is a cube. By a central hexagon of $n$ sides he meant the number

$$
H_{n}=1+6+2 \cdot 6+3 \cdot 6+\cdots+(n-1) 6=n^{3}-(n-1)^{3} .
$$

The sum of $H_{n}, H_{n-1}, \cdots, H_{n-r+1}$ is thus a cube $z^{3}$ if and only if

$$
n^{3}=(n-r)^{3}+z^{3} .
$$

J. Kersey ${ }^{6 a}$ stated that J. Wallis proved that no rational cube equals a sum of two rational cubes, but gave no reference.
L. Euler ${ }^{7}$ stated Aug. 4, 1753 that he had proved the problem impossible.

Euler ${ }^{8}$ gave the following proof, incomplete at one point. We may assume that $x$ and $y$ are relatively prime and both odd. Set $x+y=2 p$, $x-y=2 q$. Then we are to prove that $2 p\left(p^{2}+3 q^{2}\right)$ is not a cube. Suppose that it is a cube. First, let $p$ be not divisible by 3. Then $p / 4$ and $p^{2}+3 q^{2}$

[^401]are relatively prime integers, so that each is a cube. Since $p^{2}+3 q^{2}$ is a cube, he stated without rigorous proof (cf. Ch. 12, Arts. 188-191) that it is the cube of a number $t^{2}+3 u^{2}$ of like form and that $p+q \sqrt{-3}$ is the cube of $t+u \sqrt{-3}$. [Cf. papers 6, 10, 27-29, 72 of Ch. XX; also 30,36 and 183 below.]

Hence $p=t\left(t^{2}-9 u^{2}\right), q=3 u\left(t^{2}-u^{2}\right)$. But also $p / 4$ shall be a cube. The same is true of the product $2 p$ of $2 t, t+3 u, t-3 u$, which are relatively prime since $p$ and hence $t$ is not divisible by 3. Thus the last two are cubes, $f^{3}$ and $g^{3}$; whence $2 t=f^{3}+g^{3}$. Thus we have two cubes $f^{3}, g^{3}$, much smaller than $x^{3}, y^{3}$, whose sum is a cube $2 t$. A similar method of descent is used in the remaining case $p=3 r$, when the product of the relatively prime numbers $9 r / 4$ and $3 r^{2}+q^{2}$ is a cube. As before, $r=3 u\left(t^{2}-u^{2}\right)$. Since

$$
\frac{8}{27} \cdot \frac{9 r}{4}=\frac{2 r}{3}=2 u(t+u)(t-u)
$$

is a cube and is the product of three relatively prime factors, each factor is a cube: $t+u=f^{3}, t-u=g^{3}$, so that $f^{3}-g^{3}$ is a cube $2 u$.
J. A. Euler ${ }^{9}$ noted that, if $p^{3}+q^{3}+r^{3}=0$ is possible, $x=p^{2} q, y=q^{2} r$, $z=r^{2} p$ satisfy $x / y+y / z+z / x=0$ or $x^{2} z+y^{2} x+z^{2} y=0$. In attempting to prove the latter impossible, he stated that $y x$ is divisible by $z$, but admitted in a note that one can only conclude that the denominator of the irreducible fraction equal to $y / z$ is a divisor of $x y$. For $v=x y / z$, we get $x / y+v / x+y / v=0$, $v<x$. Continuing, we get solutions in smaller integers.
L. Euler ${ }^{10}$ noted that $p^{3}+q^{3}=r^{3}$ implies $A B(A+B)=1$ for $A=p^{2} /(q r)$, $B=q^{2} /(p r)$. Set $A=\alpha B$. Then $B^{3} \alpha(\alpha+1)=1$, whereas $\alpha(\alpha+1)$ is not a cube.

N. Fuss $I^{11}$ noted that $a^{3}=b^{3}+c^{3}$ implies that $a^{6}-4 b^{3} c^{3}=\left(b^{3}-c^{3}\right)^{2} . \quad$ Conversely, $\alpha^{6}-4 d^{3}=\square$ implies $\alpha^{3}=p^{2}+p q^{3}$ (since the square root of $A^{2}-d B^{2}$ is of the form $\left.p^{2}-d q^{2}\right)$, whence $p=r^{3}, p+q^{3}=$ cube.
J. Glenie ${ }^{12}$ constructed on a given right line $B C$ as base a triangle $A B C$ such that $A B^{3}+A C^{3}$ $=B C^{3}$. Through the mid point $G$ of $B C$ draw a perpencicular $G H$ to it and take

$$
G H=B C \frac{3 \sqrt{5}}{2 \sqrt{31}}, \quad G F=B C \frac{\sqrt{5 \cdot 31}}{24}
$$

Draw the circle $H B C$; let it cut the parallel $F A$ to $B C$ at $A$. Without proof he stated that $A B C$ is the required triangle.

To make $A B^{3}+A C^{3}=2 B C^{3}$ or $3 B C^{3}$ (Probs. 2, 3), take

$$
G H=B C \sqrt{\frac{15}{11}}, \quad G F=B C \cdot \frac{4}{9} \sqrt{\frac{11}{15}}, \quad \text { or } \quad G H=\frac{3}{2} B C, \quad G F=\frac{1}{2} B C .
$$

He treated the corresponding three problems on the difference of cubes.

[^402]A. G. Kästner ${ }^{13}$ checked the construction by use of trigonometric functions and logarithmic tables.
I. K. Hagner ${ }^{14}$ set $a=B C, b=G H, c=G F$. Then
$$
G R=\frac{a^{2}}{4 b}, \quad F A^{2}=F R \cdot H F=(b-c) \frac{\left(a^{2}+4 b c\right)}{4 b}
$$

Having $G A^{2}$, we see that $B A$ and $A C$ are

$$
\begin{gathered}
\frac{1}{2} \sqrt{4 b c+a^{2}} \pm \frac{1}{2} a \sqrt{\frac{b-c}{b}} \\
B A^{3}+A C^{3}=\left\{\frac{\left(4 b^{2}-3 a^{2}\right) c+4 a^{2} b}{4 b}\right\} \sqrt{4 b c+a^{2}} .
\end{gathered}
$$

Equating this to $a^{3}$, and writing $4 b c+a^{2}=(a+2 f)^{2}$, which gives $c=(a+f) f / b$, we get

$$
b^{2}=\frac{3 a^{2}(a+f)(a+2 f)}{4\left\{2 a^{2}+(a+f)(a+2 f)\right\}} .
$$

By the expression for $B A$, we must have $b>c$, whence $f<a(0.29 \cdots)$. The value $f=a / 4$ gives Glenie's solution. Taking $f=(k-3 / 2) a$, we see that the expression for $b^{2}$ is the square of $\left\{3-6 k+5 k^{2} / 2\right\} a /\left(4 k^{2}-6 k+6\right)$ if $k=24 / 23$, whence $b= \pm 5 a / 38$. If in Euler's ${ }^{8}$ equation $2 p\left(p^{2}+3 q^{2}\right)=z^{3}$, we set $2 p=r z$, we obtain $q$, whence

$$
x, y=\frac{r z}{2} \pm \frac{z \sqrt{4-r^{3}}}{2 \sqrt{3 r}}
$$

and see why the cubic equation is solved by use of a curve of order 2. For $r=3 / 2$, we get Glenie's case.
C. F. Hauber ${ }^{15}$ proved Glenie's construction and solved

$$
x^{3}+y^{3}=\frac{p}{q} a^{3}, \quad x+y=\frac{m}{n} a
$$

for $x, y$ and discussed their geometric constructibility, but made no discussion as to rationality.
J. W. Becker ${ }^{16}$ gave a construction simpler than Glenie's, as he avoided irrationals. Take a circle of radius $I R=152$, lay off $R G=124, R F=279$, draw perpendiculars $F A$ and $B C$ to $I R$ to cut the circle at the vertices $A, B, C$ of the required triangle (see above figure). For Prob. 2, take $I R=639, R G=198, R F=550$. For Prob. 3, take $I R=5, R G=1, R F=4$. In general, let the sum of the cubes of the sides equal $e$ times the cube of the base $a$. Denote the sum of the sides by $a s$, the difference by $a d$. Thus

$$
a^{3}\left(\frac{1}{2} s+\frac{1}{2} d\right)^{3}+a^{3}\left(\frac{1}{2} s-\frac{1}{2} d\right)^{3}=a^{3} e, \quad d=\sqrt{\frac{4 e-s^{3}}{3 s}}
$$

He asked if $s$ can be chosen to make $d$ rational, stating it to be impossible

[^403]if $e=1$. For $e=2$, take $s=2$, whence $d=0$ and the triangle is equilateral. No general discussion was given.
C. F. Kausler ${ }^{17}$ gave a complex and inconclusive argument to show that $x^{3} \pm y^{3}$ is not a cube. His first theorem is that $x-y$ and $x^{2}+x y+y^{2}$ are not both cubes; the proof rests on Euler's ${ }^{8}$ lemma about $p^{2}+3 q^{2}$ a cube.
C. F. Gauss ${ }^{18}$ proved by descent that $x^{3}+y^{3}+z^{3}=0$ is impossible in integers, using an imaginary cube root of unity.
P. Barlow ${ }^{19}$ gave an erroneous proof [Barlow ${ }^{15}$ of Ch. XXVI].
A. M. Legendre ${ }^{20}$ proved that the even one of $x, y, z$ is divisible by 3 and then by descent that $x^{3}+y^{3}=\left(2^{m} 3^{n} u\right)^{3}$ is impossible, where $u$ is not divisible by 2 or 3 .

Schopis ${ }^{21}$ undertook a proof of the impossibility of

$$
(x+y)^{3}-x^{3}=\text { cube }
$$

in integers. If the equation holds, then $y^{3} Q=$ cube, $Q=z^{3}$, where

$$
Q=\frac{3 x^{2}}{y^{2}}+\frac{3 x}{y}+1 .
$$

Solving for $y$, we get

$$
y=\frac{3 x \pm x \sqrt{12 z^{3}-3}}{2\left(z^{3}-1\right)}
$$

Thus $12 z^{3}-3=w^{2}$. The quotient of $w^{2}+3$ by 12 must be an integer, whence $w=6 n+3$, and

$$
z^{3}=3 n^{2}+3 n+1
$$

He stated that the second member is a cube only when $n=0$ or -1 , whence $z=1$, and the denominator of $y$ would be zero.
L. Calzolari ${ }^{22}$ attempted to prove the equation impossible.
L. Kronecker ${ }^{23}$ noted that the theorem that $r^{3}+s^{3}=1$ has no rational solutions with $r s \neq 0$ is equivalent to the fact that $4 a^{3}+27 b^{2}=-1$ has no rational solutions other than $a=-1, b= \pm 1 / 3$. The latter are the only values of the coefficients of a cubic $x^{3}+a x+b=0$ with rational coefficients and discriminant unity.
G. Lame ${ }^{24}$ noted that, if $x$ and $y$ are relatively prime, $x^{3}+y^{3}$ is the product of two relatively prime factors $\delta, q$, where $\delta$ is $D=x+y$ or $3 D$ according as $D$ is not or is divisible by 3 , and $q$ is of the form $A^{2}+3 B^{2}$. Then if a sum of two cubes is a cube, we transpose the single even cube and get $x^{3}+y^{3}=(2 z)^{3}$,

[^404]whence $\delta$ and $q$ must be cubes. It is stated that (cf. Euler ${ }^{8}$ )
$$
q=\left(a^{2}+3 b^{2}\right)^{3}=A^{2}+3 B^{2}, \quad A=a\left(a^{2}-9 b^{2}\right), \quad B=3 b\left(b^{2}-a^{2}\right) .
$$

In

$$
A^{2}+3 B^{2}=\frac{(A+B)^{3}+(A-B)^{3}}{(A+B)+(A-B)}=\frac{(3 B+A)^{3}+(3 B-A)^{3}}{18 B}
$$

$\delta=2 A$ or $18 B$, according as $x+y$ is not or is divisible by 3 . But $a$ and $3 b$ are relatively prime and not both odd. Hence $\delta$ is a cube only if $a=4 k^{3}$, $a-3 b=i^{3}, a+3 b=j^{3}$; or $b=4 k^{3}, b-a=i^{3}, b+a=j^{3}$, in the respective cases. In either case, $j^{3}+i^{3}=(2 k)^{3}$ and $i, j, k$ are smaller than $x, y, z$. He noted numerical results like

$$
\left(7^{3}+2^{3}\right)\left(8^{3}-7^{3}\right)=39^{3}, \quad\left(43^{3}-36^{3}\right)\left(54^{3}-5^{3}\right)=\left(12^{3}+1\right)^{3}=\left(10^{3}+9^{3}\right)^{3} .
$$

P. G. Tait ${ }^{25}$ noted that $x^{3}+y^{3}=z^{3}$ implies

$$
\left(x^{3}+z^{3}\right)^{3} y^{3}+\left(x^{3}-y^{3}\right)^{3} z^{3}=\left(z^{3}+y^{3}\right)^{3} x^{3}
$$

and said that this leads easily to a proof of the impossibility of integral solutions of the former equation. Every cube is a difference of two squares of which one is divisible by 9 since

$$
x^{3}=\left[\frac{x(x+1)}{2}\right]^{2}-\left[\frac{x(x-1)}{2}\right]^{2} .
$$

T. Pepin ${ }^{26}$ proved the impossibility of $x^{3}+y^{3}=z^{3}$.
S. Günther ${ }^{27}$ showed how the square root occurring in the solution $x, y$ of $x^{3}+y^{3}=a^{3}, x+y=z$, can be replaced by a cube root which is " absolutely irreducible."
J. J. Sylvester ${ }^{28}$ gave a proof of the impossibility.
R. Perrin ${ }^{29}$ showed how one (hypothetical) set of integral solutions of $a^{3}+b^{3}+c^{3}=0$ leads to a new set of integral solutions.

Schuhmacher ${ }^{30}$ stated that Euler ${ }^{8}$ erred in affirming that $p+q \sqrt{-3}$ must be the cube of $t+u \sqrt{-3}$, since it might be $\alpha^{\lambda}(t+\alpha u)^{3}$, where $\alpha^{3}=1$. He argued that the first of Euler's two cases may be dispensed with.
J. Sommer ${ }^{31}$ proved Kummer's ${ }^{63}$ result (Ch. XXVI) that $x^{3}+y^{3}=z^{3}$ is not solvable in integral numbers of the domain defined by a cube root of unity.
H. Krey ${ }^{32}$ made the impossibility proof by use of the theory of quadratic forms. Set $f(x, y)=x^{2}-x y+y^{2}$. Then $2 f$ is an improperly primitive form of determinant -3 and of class number 1. We can represent properly by $f$ any positive odd number, not divisible by 3 , all of whose prime factors $p$ have -3 as a quadratic residue. If $(u, v)$ is a representation of $m$, and ( $u^{\prime}, v^{\prime}$ ) of $m^{\prime}$, then

$$
\left(u u^{\prime}+v v^{\prime}-u v^{\prime}, \quad u u^{\prime}+v v^{\prime}-v u^{\prime}\right)
$$

[^405]is a representation of $m m^{\prime}$. Taking $u^{\prime}=v, v^{\prime}=u$, we get $m^{2}=f\left(2 u v-u^{2}\right.$, $\left.2 u v-v^{2}\right)$. First, if $x+y$ is not divisible by 3 , it is relatively prime to $f=(x+y)^{2}-3 x y$, so that it and $f$ are cubes. By the above,
$$
m^{3}=f\left(u^{3}-u^{2} v+u v^{2}, \quad v^{3}-u v^{2}+u^{2} v\right) .
$$

When this is taken as $f$, the sum $u^{3}+v^{3}$ of the arguments is a cube (corresponding to $x+y$ ). Thus the method of descent applies. The case in which $x+y$ is a multiple of 3 leads by a like argument to a descent.
P. Bachmann ${ }^{33}$ amplified the proofs by Euler ${ }^{8}$ and Legendre. ${ }^{20}$
R. Fueter ${ }^{34}$ proved that if $\xi^{3}+\eta^{3}+\zeta^{3}=0$ is solvable by numbers $\neq 0$ of an imaginary quadratic domain $k(\sqrt{m})$, where $m<0, m \equiv 2(\bmod 3)$, then the class number of $k$ is divisible by 3 . It is solvable in the real domain $k(\sqrt{-3 m})$ if and only if solvable in $k(\sqrt{m})$. In particular, Kummer's result that it is not solvable in $k(\sqrt{-3})$ is a consequence of the fact that it is not solvable in rational numbers. To give a direct proof, let $\alpha^{3}+\beta^{3}=z^{3}$, $\alpha, \beta=\frac{1}{2}(x \pm y \sqrt{-3})$, where $x, y, z$ are integers distinct from 0 , and set $\alpha^{3}$, $\beta^{3}=\frac{1}{2}(X \pm Y \sqrt{-3}), z^{3}=X$. Then

$$
\left(\frac{X+Y}{2}\right)^{3}+\left(\frac{X-Y}{2}\right)^{3}=\left(z \cdot \frac{x^{2}+3 y^{2}}{4}\right)^{3}
$$

If $m$ and $n$ are integers prime to 3 , the domain defined by a cube root of $m^{3}+27 n^{3}$ has its class number a multiple of 3 , and $\Sigma \xi^{3}=0$ is solvable.
W. Burnside ${ }^{35}$ discussed the solution of $x^{3}+y^{3}+z^{3}=0$ in quadratic domains.
R. D. Carmichae ${ }^{36}$ gave a series of lemmas leading to a proof of the fact, stated by Euler, ${ }^{8}$ that $p^{2}+3 q^{2}=s^{3}(p, q$ relatively prime, $s$ odd) implies that $s$ is of the form $t^{2}+3 u^{2}$, etc.

Further proofs by Holden ${ }^{80}$; also Korneck, ${ }^{149}$ Stockhaus $^{231}$, and Rychlik ${ }^{232}$ of Ch . XXVI.

## Two Equal Sums of Two Cubes.

Diophantus, V, 19 , mentioned without details the theorem in the Porisms that the difference of two cubes is always a sum of two cukes (cf. p. 607).
P. Bungus ${ }^{37}$ remarked that while a square is often the sum of two squares, a cube is first composed of three cubes, citing $6^{3}=3^{3}+4^{3}+5^{3}$.
F. Vieta ${ }^{38}$ required two cubes whose sum equals the difference $B^{3}-D^{3}$ of two given cubes $(B>D)$. Call $B-A$ the side of the first required cube and $B^{2} A / D^{2}-D$ the side of the second. Thus $\left(B^{3}+D^{3}\right) A=3 D^{3} B$ and hence

$$
\begin{equation*}
x^{3}+y^{3}=B^{3}-D^{3}, \quad x=\frac{B\left(B^{3}-2 D^{3}\right)}{B^{3}+D^{3}}, \quad y=\frac{D\left(2 B^{3}-D^{3}\right)}{B^{3}+D^{3}} . \tag{1}
\end{equation*}
$$

[^406]Using the same sides for (2); sides $A-D, D^{2} A / B^{2}-B$ for (3), he got

$$
\begin{array}{lll}
x^{3}-y^{3}=B^{3}+D^{3}, & x=\frac{B\left(B^{3}+2 D^{3}\right)}{B^{3}-D^{3}}, & y=\frac{D\left(2 B^{3}+D^{3}\right)}{B^{3}-D^{3}} ; \\
x^{3}-y^{3}=B^{3}-D^{3}, & x=\frac{D\left(2 B^{3}-D^{3}\right)}{B^{3}+D^{3}}, & y=\frac{B\left(2 D^{3}-B^{3}\right)}{B^{3}+D^{3}} . \tag{3}
\end{array}
$$

C. G. Bachet, ${ }^{39}$ in his commentary on Diophantus IV, 2 (to solve $x-y=g, x^{3}-y^{3}=h$ ), gave Vieta's results (1)-(3). He was able to express the difference of two given cubes as a sum of two positive cubes only when the greater of the given cubes exceeds the double of the smaller.
A. Girard ${ }^{39 a}$ noted that, if $D^{3}>\frac{1}{2} B^{3}$ in (1), we first apply (3) repeatedly until we obtain two cubes the smaller of which is less than one-half the larger, and then use (1).

Fermat ${ }^{40}$ noted that in the case $B^{3}<2 D^{3}$, expressly excluded by Bachet, we can make $B^{3}-D^{3}$ a sum of two positive cubes. Let, for example, $B=5, D=4$. By Vieta's formula (3), we get

$$
5^{3}-4^{3}=\left(\frac{248}{63}\right)^{3}-\left(\frac{5}{63}\right)^{3}
$$

Of the new cubes, the first exceeds the double of the second. Hence their difference is a sum of two cubes by (1). Thus $5^{3}-4^{3}$ is the sum of two positive cubes, "which would doubtless astonish Bachet." Further, if we employ the three formulas in succession, and repeat the operations indefinitely, we obtain an infinitude of pairs of cubes satisfying the same conditions; for, from the two cubes whose sum equals the difference of the given cubes, we can find by (2) two new cubes whose difference equals the sum of our two cubes and hence equals the difference of the two original cubes; from this new difference of two cubes we pass to a sum of two cubes, and so on indefinitely. The condition $B^{3}<2 D^{3}$ imposed by Bachet on (3) is not necessary; being given the cubes 8 and 1, we can find two new cubes with the same difference. Bachet would doubtless say that this is impossible. Nevertheless I have found that ${ }^{41}$

$$
\left(\frac{1265}{183}\right)^{3}-\left(\frac{1256}{183}\right)^{3}=8-1
$$

Further, after what precedes, I solve happily the problem (not known by Bachet): To separate the sum of two cubes into two new cubes, and indeed in an infinitude of ways. Thus to find two cubes whose sum is $8+1$, I first seek by (2) two cubes $8000 / 343$ and $4913 / 343$ whose difference is $8+1$. As the double of the smaller exceeds the larger, we apply (3) and afterwards (1) and obtain the solution. If we wish a second solution, we apply (2), etc."

Fermat ${ }^{42}$ proposed as a new problem to Brouncker, Wallis and Frenicle: Given a number composed of two cubes, to divide it into two other cubes.

[^407]He would be content if Brouncker would divide $8+1$ into two other rational cubes.

Without indicating his method, Frenicle ${ }^{43}$ gave the solutions

$$
\begin{aligned}
9^{3}+10^{3}= & 1^{3}+12^{3}, \quad 9^{3}+15^{3}=2^{3}+16^{3}, \quad 15^{3}+33^{3}=2^{3}+34^{3}, \\
& 16^{3}+33^{3}=9^{3}+34^{3}, \quad 19^{3}+24^{3}=10^{3}+27^{3} .
\end{aligned}
$$

J. Wallis ${ }^{44}$ gave 22 additional solutions

$$
27^{3}+30^{3}=3^{3}+36^{3}, \quad\left(4 \frac{1}{2}\right)^{3}+\left(7 \frac{1}{2}\right)^{3}=1^{3}+8^{3}, \cdots
$$

" If these do not suffice, I will furnish as many as he wishes; and so easily that in an hour I would promise a hundred . . .." Letter XXVI contains Frenicle's reply; he points out that all of Wallis' solutions were obtained from the known solutions by simple multiplication or division. "You should therefore not be astonished that he agrees so readily to furnish a hundred such combinations in an hour; what is easier than to multiply or divide small numbers? Indeed, it would be still easier to indicate the divisions, not making the reductions, unless he wished to disguise more his artificial solutions." Frenicle added that it would have been easy to give essentially new solutions and then cited 13 such (Oeuvres de Fermat, III, 535). Wallis (p. 538, letter XXVIII) claimed that Frenicle had been guilty of the same fault.

Wallis (p. 599, letter XLIV, June 30, 1658) was not more fortunate ${ }^{45}$ in regard to Fermat's problem to express 9 as the sum of two positive cubes; he expressed 9 as the difference of the cubes of $20 / 7$ and $17 / 7$, and said that the method to employ to express 9 as the sum of two cubes would be to find in a table of cubes two whose sum is 9 times a cube! Vieta and Bachet had found no difficulty in expressing $B^{3}+D^{3}$ as a difference of two cubes, but had not attacked the more difficult problem $x^{3}+y^{2}=B^{3}+D^{3}$.
J. Prestet ${ }^{46}$ treated the problem to find two cubes whose sum equals the difference of two given cubes (even when the smaller exceeds one-half the greater), using first (3) and then (1). To find two cubes whose difference is the sum $B^{3}+D^{3}$ of two given cubes, solve (2), then $z^{3}+v^{3}=x^{3}-y^{3}$, and then $t^{3}-f^{3}=z^{3}+v^{3}$. To find two cubes whose difference is $B^{3}-D^{3}$, solve (1) and then $z^{3}-v^{3}=x^{3}+y^{3}$.
L. Euler ${ }^{47}$ noted that there exist integral solutions of

$$
\begin{equation*}
A^{3}+B^{3}+C^{3}=D^{3} . \tag{4}
\end{equation*}
$$

Euler ${ }^{48}$ derived Vieta's formula (2) and noted that it does not give all the solutions. For $B=4, D=3$, we have $37 y=465,37 x=472$, whereas

[^408]there exists the simpler solution $x=6, y=5$. To treat (4), he set
\[

$$
\begin{equation*}
A=p+q, \quad B=p-q, \quad C=r-s, \quad D=r+s . \tag{5}
\end{equation*}
$$

\]

Thus

$$
\begin{equation*}
p\left(p^{2}+3 q^{2}\right)=s\left(s^{2}+3 r^{2}\right) \tag{6}
\end{equation*}
$$

Taking

$$
p=a x+3 b y, \quad q=b x-a y, \quad s=3 c y-d x, \quad r=d y+c x,
$$

we have
$p^{2}+3 q^{2}=\beta\left(x^{2}+3 y^{2}\right), \quad s^{2}+3 r^{2}=\gamma\left(x^{2}+3 y^{2}\right), \quad \beta=a^{2}+3 b^{2}, \quad \gamma=d^{2}+3 c^{2}$.
Hence our equation becomes $\beta(a x+3 b y)=\gamma(3 c y-d x)$, whence

$$
x=-3 n b \beta+3 n c \gamma, \quad y=n a \beta+n d \gamma
$$

Writing $\lambda, \mu=3 a c \pm 3 b c \mp a d+3 b d$, we get

$$
A=n \lambda \gamma-n \beta^{2}, \quad B=n \mu \gamma+n \beta^{2}, \quad C=n \gamma^{2}-n \lambda \beta, \quad D=n \gamma^{2}+n \mu \beta .
$$

The abbreviatons $\beta, \gamma, \lambda, \mu$ were not used by Euler; but their introduction ${ }^{49}$ enables us to point out the identity which underlies his solution. In

$$
\begin{aligned}
A^{3}+B^{3}+C^{3}-D^{3} & =n^{3}\left(\gamma^{3}-\beta^{3}\right)\left\{\lambda^{3}+\mu^{3}-3 \beta \gamma(\lambda+\mu)\right\} \\
& =n^{3}\left(\gamma^{3}-\beta^{3}\right)(\lambda+\mu)\left(\lambda^{2}-\lambda \mu+\mu^{2}-3 \beta \gamma\right),
\end{aligned}
$$

it is the final factor which vanishes, and this in view of the identity

$$
\beta \gamma \equiv(3 b c-a d)^{2}+3(a c+b d)^{2}=\left(\frac{\lambda-\mu}{2}\right)^{2}+3\left(\frac{\lambda+\mu}{6}\right)^{2},
$$

which in turn follows from

$$
(a+b \sqrt{-3})(d+c \sqrt{-3})=a d-3 b c+(a c+b d) \sqrt{-3} .
$$

Euler noted (p. 206) that we may solve similarly $l_{\pi}=\lambda \rho$, where $\pi=m p^{2}+n q^{2}, \rho=m r^{2}+n s^{2}$, while $l, \lambda$ are any linear functions of $p, q, r, s$, by setting

$$
p=n f x+g y, \quad q=m f y-g x, \quad r=n h x+k y, \quad s=m h y-k x .
$$

Then

$$
\pi=\left(g^{2}+m n f^{2}\right)\left(n x^{2}+m y^{2}\right), \quad \rho=\left(k^{2}+m n h^{2}\right)\left(n x^{2}+m y^{2}\right) .
$$

Hence $x / y$ is ratonal.
Euler ${ }^{50}$ treated (4) by setting, without loss of generality,

$$
\begin{aligned}
A & =(m-n) p+q^{2}, & B=(m+n) p-q^{2}, \\
C=p^{2}-(m+n) q, & & D=p^{2}+(m-n) q .
\end{aligned}
$$

Then $(A+B)\left(A^{2}-A B+B^{2}\right)=(D-C)\left(D^{2}+D C+C^{2}\right)$ becomes, after division by $2 m\left(p^{3}-q^{3}\right), m^{2}+3 n^{2}=3 p q$. Thus $m=3 k$, where $p q=n^{2}+3 k^{2}$. But he had proved in the same paper that every divisor of $n^{2}+3 k^{2}$, in which $n$ and $k$ are relatively prime, is of like form. Thus

$$
p=a^{2}+3 b^{2}, \quad q=c^{2}+3 d^{2}, \quad m=3(b c \pm a d)
$$

while $n$ is $a c \mp 3 b d$ or its negative.

[^409]Euler ${ }^{51}$ deduced Vieta's formula (2) and noted that in (6) the second factors have a common divisor of like form $t^{2}+3 u^{2}$. From

$$
\begin{equation*}
p^{2}+3 q^{2}=\left(f^{2}+3 g^{2}\right)\left(t^{2}+3 u^{2}\right), \quad s^{2}+3 r^{2}=\left(h^{2}+3 k^{2}\right)\left(t^{2}+3 u^{2}\right), \tag{7}
\end{equation*}
$$

he concluded that

$$
\begin{equation*}
p=f t+3 g u, \quad q=g t-f u, \quad s=h t+3 k u, \quad r=k t-h u . \tag{8}
\end{equation*}
$$

Inserting the values of $p, s$ and (7) into (6) and deleting the common factor $t^{2}+3 u^{2}$, we obtain $t / u$ rationally. To avoid fractions, take $u$ equal to the denominator. Thus

$$
\begin{equation*}
u=f\left(f^{2}+3 g^{2}\right)-h\left(h^{2}+3 k^{2}\right), \quad t=3 k\left(h^{2}+3 k^{2}\right)-3 g\left(f^{2}+3 g^{2}\right) . \tag{9}
\end{equation*}
$$

For $f, g, h, k$ arbitrary, formulæ (5), (8), (9) give the general solution of (4). Special cases are
$7^{3}+14^{3}+17^{3}=20^{3}, \quad 11^{3}+15^{3}+27^{3}=29^{3}, \quad 1^{3}+6^{3}+8^{3}=9^{3}, \quad 3^{3}+4^{3}+5^{3}=6^{3}$.
W. Emerson ${ }^{52}$ repeated Vieta's discussion and tweated the problem to find three cubes whose sum is both a cube and a square. Cf. Hill ${ }^{84}$ of Ch . XXIII.
J. P. Grüson ${ }^{53}$ gave (1).
S. Jones ${ }^{54}$ deduced (1) and (2).
J. R. Young ${ }^{55}$ passed from (4) to (6) as had Euler. Set $p=m^{2}, s=n^{2}$. Then (6) becomes

$$
3 n^{6}+9 r^{2} n^{2}-3 m^{6}=9 m^{2} q^{2}=(c-3 r n)^{2}, \text { if } r=\frac{c^{2}-3 n^{6}+3 m^{6}}{6 c n}
$$

Take $m=1, n=2, c=3 d$ and drop the common denominator $4 d$. Hence

$$
\left(d^{2}+16 d-21\right)^{3}+\left(15 d-d^{2}+21\right)^{3}+\left(2 d^{2}-4 d+42\right)^{3}=\left(2 d^{2}+4 d+42\right)^{3} .
$$

He also so.ved (4) by taking ${ }^{56} A=m-1, B=n^{2}-p, C=n^{\circ}+p, D=m+1$, whence $9 m^{2}=〔 n^{2} p^{2}+3\left(n^{6}-1\right)=(q-3 n p)^{2}$, say. Hence

$$
n p, m=\left\{q^{2} \mp 3\left(n^{6}-1\right)\right\} /(6 q) .
$$

Multiplying the resulting values of $A, \cdots, D$ by $6 n q$, we get

$$
A, D=n\left\{q^{2} \mp 6 q+3\left(n^{6}-1\right)\right\} ; \quad B, C=\mp q^{2}+6 n^{3} q \pm 3\left(n^{6}-1\right)
$$

F. T. Poselger ${ }^{57}$ treated the transformation of a sum or difference of two cubes into a difference or sum of two positive cubes.
J. P. M. Binet ${ }^{58}$ expressed Euler's ${ }^{48}$ solution of

$$
\begin{equation*}
x^{3}+y^{3}=z^{3}+u^{3} \tag{10}
\end{equation*}
$$

${ }^{51}$ Algebra, 2, 1770, arts. 245, 248; French transl., 2, 1774, pp. 351, 360. Opera Omnia, (1), I, 490-7.
52 A Treatise of Algebra, London, 1764, 1808, 382-4.
${ }^{53}$ Enthüllte Zaubereyen und Geheimnisse der Arith., Berlin, 1796, 125-8, and Zusatz at end of Theil I.
${ }^{4}$ The Gentleman's Diary, or Math. Repository, London, No. 90, 1830, 38-9.
${ }^{5 s}$ Algebra, 1816, S. Ward's edition, 1832, 351-2. Reproduced, Math. Mag., 2, 1895, 154-5.
${ }^{\text {se }}$ Reproduced, Math. Mag., 2, 1898, 254.
${ }^{57}$ Akad. Wiss. Berlin Math. Abhandl., 1832, 27-31.
${ }^{58}$ Comptes Rendus Paris, 12, 1841, 248-50. Reprinted, Sphinx-Oedipe, 4, 1909, 29-30.
in the explicit form

$$
\begin{array}{cccc}
x=\rho^{2}-\sigma \rho^{\prime}, & y=\sigma^{\prime} \rho^{\prime}-\rho^{2}, & z=\rho \sigma^{\prime}-\rho^{\prime 2}, & u=\rho^{\prime 2}-\rho \sigma, \\
\rho=f^{2}+3 g^{2}, & \rho^{\prime}=f^{\prime 2}+3 g^{\prime 2}, & \sigma, \sigma^{\prime}=f f^{\prime}+3 g g^{\prime} \pm\left(3 f g^{\prime}-3 f^{\prime} g\right) .
\end{array}
$$

He stated that we may set $f^{\prime}=1, g^{\prime}=0$ without loss of generality and hence express the general solution of (10) in the form

$$
\begin{equation*}
x=k^{2}-l, \quad y=-k^{2}+m, \quad z=k m-1, \quad u=-k l+1, \tag{11}
\end{equation*}
$$

where $k=a^{2}+3 b^{2}, l=a-3 b, m=a+3 b$. We may take $\alpha=m / 3, \beta=-l / 3$ as new parameters in place of $a, b$, and get

$$
x=3 \beta+9 t^{2}, \quad y=3 \alpha-9 t^{2}, \quad z=9 \alpha t-1, \quad u=9 \beta t+1,
$$

where $t=k / 3=\alpha^{2}+\beta^{2}-\alpha \beta$. The case $\alpha=\beta=1$ gives $3^{3}+4^{3}+5^{3}=6^{3}$.

* V. Bouniakowsky ${ }^{59}$ treated (4).
C. Richaud ${ }^{60}$ noted that in $(x+1)^{3}-x^{3}=y^{3}+z^{3}, y+z$ is of the form $t^{2}+3 u^{2}$, whence $2 x=-1,2 y=s+v, 2 z=s-v$, where

$$
t^{2}-s v^{2}=\frac{s^{3}-1}{3}
$$

From one solution of the last equation we get the second solution

$$
t^{\prime}=\frac{s+1) t+2 s v}{s-1}, \quad v^{\prime}=\frac{2 t+(s+1) v}{s-1}
$$

Hence from one solution $a, b=d-1, c, d$ of (4), by replacing $x, y, z$ by $d-1, c, a$, and hence $t, s, v$ by $2 d-1, c+a, c-a$, respectively, we get another solution:

$$
\begin{array}{ll}
A=\frac{a(a+c)-c-2 d+1}{a+c-1}, & B=\frac{(a+c)(c+d-a-1)+d}{a+c-1}=D-1, \\
C=\frac{c(a+c)-a+2 d-1}{a+c-1}, & D=\frac{(a+c)(c+d-a)+d-1}{a+c-1},
\end{array}
$$

since $A=\frac{1}{2}\left(s-v^{\prime}\right), C=\frac{1}{2}\left(s+v^{\prime}\right), D=\frac{1}{2}\left(t^{\prime}+1\right)$. Thus the solution $3,5,4 ; 6$ leads to $1,8,6 ; 9$ and $-8,50,29 ; 53$.
H. Grassmann ${ }^{61}$ reduced (10) to

$$
\frac{1}{3}\left(a^{3}-b^{3}\right)=b d^{2}-a c^{2}
$$

by setting $x=a+c, y=a-c, z=b-d, u=b+d$, and stated that $a / b$ must be à square, whence $a=m \alpha^{2}, b=m \beta^{2}$,

$$
\frac{1}{3} m^{2}\left(\alpha^{6}-\beta^{6}\right)=(\beta d+\alpha c)(\beta d-\alpha c)
$$

Giving artibrary integral values to $\alpha, \beta, m$, and expressing the left member as a product $p q$, we get $d, c$ from $\beta d \pm \alpha c=p, q$.
C. Hermite ${ }^{62}$ derived Binet's solution (11) of (10) from a general property of cubic surfaces. Let $\omega$ be an imaginary cube root of unity. The lines
${ }^{59}$ Memoirs Imper. Acad. Sc., St. Petersburg, 6, 1865, 142 (In Russian).
${ }^{60}$ Atti Accad. Pont. Nuovi Lincei, 19, 1865-6, 183-6.
${ }^{61}$ Archiv Math. Phys., 49, 1869, 49; Werke, 2, pt. I, 1904, 242-3. Error indicated by *A. Hurwitz, Jahresber. d. Deutschen Math.-Vereinigung, 27, 1918, 55-56.
${ }^{62}$ Nouv. Ann. Math., (2), 11, 1872, 5-8; Oeuvres, III, 115-7.
$x=\omega, y=\omega^{2} z$ and $x=\omega^{2}, y=\omega z$ lie on the surface (10) with $u=1$. Each of these generators meets the line

$$
x=a z+b, \quad y=p z+q
$$

if

$$
\frac{\omega-b}{a}=\frac{q}{\omega^{2}-p}, \quad \frac{\omega^{2}-b}{a}=\frac{q}{\omega-p},
$$

whence $p=b, q=\left(1+b+b^{2}\right) / a$, and the $z$-coördinates of the points of intersection are respectively

$$
z_{1}=\frac{\omega-b}{a}, \quad z_{2}=\frac{\omega^{2}-b}{a}
$$

The third root of $(a z+b)^{3}+(p z+q)^{3}=z^{3}+1$ is

$$
z=\frac{\left(1+b+b^{2}\right)^{2}-a^{3}(1-b)}{a\left(1-a^{3}-b^{3}\right)}
$$

Then also $x$ and $y$ are rational in $a, b$. To obtain simpler formulas, replace $a$ by $1 / a, b$ by $b / a$. Then

$$
\begin{equation*}
s x=r(a+2 b)-1, \quad s y=r^{2}-a-2 b, \quad s z=r^{2}-a+b, \tag{12}
\end{equation*}
$$

where $r=a^{2}+a b+b^{2}, s=a^{3}-b^{3}-1$. Passing to the homogeneous equation (10) and changing $b$ to $2 b, a$ to $a-b$, we get (11) with $x, y, z, u$ replaced by $z,-y, x,-u$.

Several ${ }^{63}$ expressed $8+27$ and $1+8$ as sums of two new rational cubes.
G. Korneck ${ }^{64}$ stated that all integral solutions are obtained by taking positive and negative integers $m, t, f$ in

$$
\begin{array}{ll}
x=6 m^{3} t f+t(t \pm m) r+3 t(t \mp m) f^{2}, & y=6 m^{3} t f-t(t \pm m) r-3 t(t \mp m) f^{2}, \\
z=-6 t^{3} m f+m(m \pm t) r+3 m(m \mp t) f^{2}, & u=6 t^{3} m f+m(m \pm t) r+3 m(m \mp t) f^{2},
\end{array}
$$

where $r=m^{4}+m^{2} t^{2}+t^{4}$.
E. Catalan ${ }^{65}$ noted that (4) is satisfied identically by

$$
\begin{array}{ll}
A=(2 x-1)\left(2 x^{3}-6 x^{2}-1\right), & B=(x+1)\left(5 x^{3}-9 x^{2}+3 x-1\right), \\
C=3 x(x+1)\left(x^{2}-x+1\right), & D=3 x(2 x-1)\left(x^{2}-x+1\right) .
\end{array}
$$

S. Réalis ${ }^{66}$ proposed a problem which was solved by P. Sondat; ${ }^{67}$ if $\alpha, \beta$, $\gamma, \delta$ is one set of solutions of $x^{3}+y^{3}+u^{3}+v^{3}=0$, another set is

$$
\begin{gathered}
u=\alpha A-B, \quad v=\beta A-B, \quad x=\gamma A+B, \quad y=\delta A+B, \\
A=\alpha+\beta+\gamma+\delta, \quad B=\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2} .
\end{gathered}
$$

The new set yields similarly the given set, apart from a common factor.
G. Brunel ${ }^{68}$ treated, for $n$ an odd prime, the equation

$$
x_{1}^{n}+x_{2}^{n}=\left|\begin{array}{ccccc}
y_{1} & y_{2} & \cdots & y_{n-1} & 0  \tag{13}\\
0 & y_{1} & \cdots & y_{n-2} & y_{n-1} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
y_{2} & y_{3} & \cdots & 0 & \cdot \\
\cdot
\end{array}\right| \equiv f\left(y_{1}, \cdots, y_{n-1}\right)
$$

[^410]the determinant being $y_{1}^{3}+y_{2}^{3}$ if $n=3$, and $y_{1}^{2}$ if $n=2$. Proceeding as had Hermite ${ }^{62}$ and considering the intersections of (13) with the general line in space of $n$ dimensions
$$
y_{i}=a_{i} x_{1}+b_{i} x_{2} \quad(i=1, \cdots, n-1),
$$
it is shown that the coördinates of any point on (13) are expressed rationally as functions of $n-1$ parameters $a_{1}, \cdots, a_{n-1}$ :
$$
x_{1}=1-B, \quad x_{2}=A-1, \quad y_{i}=a_{i}(1-B)+\left(a_{n-1}-a_{i-1}\right)(1-A)
$$
$$
(i=1, \cdots, n-1)
$$
where $a_{0}=0, b_{1}=-a_{n-1}, b_{i}=a_{i-1}-a_{n-1}(i=2, \cdots, n-1)$,
$$
A=f\left(a_{1}, \cdots, a_{n-1}\right), \quad B=f\left(b_{1}, \cdots, b_{n-1}\right) .
$$
V. Schlegel ${ }^{69}$ treated $a_{1}^{3}+a_{2}^{3}+a_{3}^{3}=a_{4}^{3}$ by setting
\[

$$
\begin{gathered}
a_{1}+a_{2}=m^{2}\left(a_{4}-a_{3}\right), \quad m^{2} a_{1} a_{2}+a_{4} a_{3}=p^{2}-q^{2}, \\
a_{4}+a_{3}+m\left(a_{1}-a_{2}\right)=n(p-q), \quad a_{4}+a_{3}-m\left(a_{1}-a_{2}\right)=\frac{p+q}{n} .
\end{gathered}
$$
\]

These become, for $a_{1}+a_{2}=x, a_{1}-a_{2}=y, a_{4}+a_{3}=u, a_{4}-a_{3}=v$,

$$
\begin{gathered}
x=m^{2} v, \quad m^{2}\left(x^{2}-y^{2}\right)+u^{2}-v^{2}=4\left(p^{2}-q^{2}\right) \\
u+m y=n(p-q), \quad u-m y=\frac{p+q}{n}
\end{gathered}
$$

The last two give $u, y$; the second of the four becomes

$$
\frac{3(p+q)}{m x-v}=\frac{m x+v}{p-q} .
$$

Equate each member to $r$. We thus get $x$ and $v$ in terms of $p, q, r, m$. By $x=m^{2} v$,

$$
r^{2}=\frac{3(p+q)\left(m^{3}+1\right)}{(p-q)\left(m^{3}-1\right)}
$$

For any $m$, we can choose $p \pm q$ to make $r$ rational; then the $a_{i}$ are rational.
A. Martin ${ }^{70}$ gave Vieta's.derivation of (1) with $B=r, D=-s$, and with $B=p, D=q$.
C. Moreau ${ }^{71}$ gave the ten numbers $<100,000$ which are sums of two positive cubes in two ways.
A. S. Werebrusow ${ }^{72}$ gave the formula

$$
\left(M \psi \mp \omega \phi^{2}\right)^{3}+\left(-N \psi \pm \omega \phi^{2}\right)^{3}=\left(M \phi \mp \omega \psi^{2}\right)^{3}+\left(-N \phi \pm \omega \psi^{2}\right)^{3},
$$

where $M^{2}+M N+N^{2}=3 \omega^{2} \phi \psi, \omega^{3}=1$ [Teilhet ${ }^{78}$ ].
K. Schwering ${ }^{73}$ stated that the general solution of (10) is

$$
\begin{equation*}
x=m \alpha-n^{2}, \quad y=-m \beta+n^{2}, \quad z=n \alpha-m^{2}, \quad u=-n \beta+m^{2}, \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{2}+\alpha \beta+\beta^{2}=3 m n . \tag{15}
\end{equation*}
$$

${ }^{69}$ El Progreso Mat., 4, 1894, 169-171.
${ }^{70}$ Math. Magazine, 2, 1895, 153-4; Amer. Math. Monthly, 9, 1902, 79.
${ }^{71}$ L'intermédiaire des math., 5, 1898, 66 [253; 4, 1897, 286].
${ }^{72}$ Ibid., 9, 1902, 164-5; 11, 1904, 96, 289. Math. Soc. Moscow, 25, 1905, 417-437.
${ }^{73}$ Archiv Math. Phys., (3), 2, 1902, 280-4.

To get Binet's ${ }^{58}$ solution, set $m=1, n=a^{2}+3 b^{2}, \alpha, \beta=a \mp 3 b$. By (14),

$$
x^{3}+y^{3}-z^{3}-u^{3}=\left(m^{3}-n^{3}\right)(\alpha-\beta)\left(\alpha^{2}+\alpha \beta+\beta^{2}-3 m n\right)
$$

H. Kühne ${ }^{74}$ expressed the preceding solution in terms of three independent parameters by replacing $\alpha$ by $3 p r, \beta$ by $3 q r, m$ by $p^{2}+p q+q^{2}$, $n$ by $3 r^{2}$, whence (15) is satisfied identically. Thus
$x=3 s p r-9 r^{4}, \quad y=-3 s q r+9 r^{4}, \quad z=9 p r^{3}-s^{2}, \quad u=-9 q r^{3}+s^{2}$,
where $s \equiv p^{2}+p q+q^{2}$, satisfy (10) identically. Not only do any $p, q, r$ lead to a solution $\alpha, \beta, m, n$ of (15), but conversely, by multiplying them by a common factor, we can make $n / 3$ a square, necessarily $r^{2}$, and then $p=\alpha /(3 r), q=\beta /(3 r)$.
D. Mirimanoff ${ }^{75}$ wrote (10), with $u=1$, in the form

$$
(x-1)(x-\omega)\left(x-\omega^{2}\right)+y^{3}=z^{3} .
$$

Set $y=u(x-\omega)+v\left(x-\omega^{2}\right), \quad z=u \omega^{2}(x-\omega)+v \omega\left(x-\omega^{2}\right), \quad$ and divide by $(x-\omega)\left(x-\omega^{2}\right)$. We get

$$
D x=1+3\left(\omega^{2}-1\right) u v^{2}+3(\omega-1) u^{2} v, \quad D=1+3(1-\omega) u v^{2}+3\left(1-\omega^{2}\right) u^{2} v .
$$

Hence we get all solutions (except $x=\omega, \omega^{2}$ ) by giving all values to $u, v$. Real solutions result if and only if $u+v, \omega^{2} u+\omega v, \omega u+\omega^{2} v$ are real, i. e., if $u$ and $v$ are conjugate. Writing $b, a,-a-b$ for these three sums, we obtain Hermite's solution (12).
A. Holm ${ }^{76}$ derived (2) by the tangent method. Set $x=X+B, y=Y-D$ and take $Y=X B^{2} / D^{2}$. Then $X=0$ or $3 B D^{3} /\left(B^{3}-D^{3}\right)$. The latter gives (2).
H. Kühne ${ }^{77}$ discussed diophantine equations such that the $n$ variables are expressible rationally in $n-1$ parameters. His ${ }^{74}$ solution of (10) is an example of the method.
P. F. Teilhet ${ }^{78}$ remarked that the solution by Werebrusow ${ }^{72}$ is not the general one and stated that all solutions of (10) with $4(x-u)=3(z-y)$ are obtained by equating the two expressions

$$
\left(\frac{21 m^{2}+n^{2} \pm 2 m n}{2}\right)^{3}+\left(\frac{21 m^{2}-n^{2} \mp 16 m n}{4}\right)^{3}
$$

or by equating the two

$$
\left(\frac{3 m^{2}+7 n^{2} \pm 2 m n}{2}\right)^{3}+\left(\frac{3 m^{2}-7 n^{2} \mp 16 m n}{4}\right)^{3}
$$

where $m, n$ are both even or both odd.
A. Gérardin ${ }^{79}$ derived (2) from

$$
\frac{x-B}{y+D}=\frac{y^{2}-D y+D^{2}}{x^{2}+B x+B^{2}}=m
$$

by setting $x=B+m h, y=h-D$, and equating to zero the constant term of the quadratic for $h$. Thus $m=D^{2} / B^{2}, h=3 B^{3} D /\left(B^{3}-D^{3}\right)$. Similarly for (1).

[^411]H. Holden ${ }^{80}$ obtained all integral solutions $a, b, c, d$ of
$$
a\left(a^{2}+p b^{2}\right)=c\left(c^{2}+p d^{2}\right),
$$
for such values of $p$ that any factor of $a$ or $c$, not of the form $l^{2}+p m^{2}$, is a factor of both. This is true if there is a single properly primitive class of quadratic forms of determinant $-p$ and if, when there are improperly primitive classes, the highest power of 2 which divides $l^{2}+p m^{2}$ has an even exponent. The conditions hold for $p=1, \pm 2,3,-5,-13,-29,-53$, -61 . For $p=3$, we have the equivalent equation
$$
(a+b)^{3}+(a-b)^{3}=(c+d)^{3}+(c-d)^{3}
$$
and hence the complete solution of (10). He proved that there is no integral solution of the initial equation with $a=b$ and hence none of $x^{3}=y^{3}+z^{3}$.
J. Jandasek ${ }^{81}$ gave the identity
$$
\left(3 u^{3}+3 u^{2} v+2 u v^{2}+v^{3}\right)^{3} \equiv\left(3 u^{2} v+2 u v^{2}+v^{3}\right)^{3}+\left(u v^{2}\right)^{3}+\left(3 u^{3}+3 u^{2} v+2 u v^{2}\right)^{3} .
$$
K. Petr ${ }^{82}$ noted that Euler's ${ }^{48}$ solution of $x^{3}+y^{3}+z^{3}=u^{3}$ may be written in the form

```
\(x: y: u:-z\)
    \(=A^{2} E+2 B C-B D:-A^{2} E+B C+B D: B^{2} E+2 A C-A D:-B^{2} E+A C+A D\),
```

where $C, D$ are arbitrary and $A B E^{2}=C^{2}-C D+D^{2}$. It is thus not essen-
tially different from Binet's solution.

Binet's ${ }^{58}$ solution is claimed ${ }^{83}$ to be not general.
R. Norrie ${ }^{84}$ treated (4) by taking $A=r x_{1}+\lambda, B=r x_{2}+\mu, C=r x_{3}-\mu$, $D=r x_{0}+\lambda$. Thus $\alpha r^{3}+3 \beta r^{2}+3 \gamma r=0$, where $\alpha=x_{0}^{3}-x_{1}^{3}-x_{2}^{3}-x_{3}^{3}$,

$$
\beta=\lambda x_{0}^{2}-\lambda x_{1}^{2}-\mu x_{2}^{2}+\mu x_{3}^{2}, \quad \gamma=\lambda^{2} x_{0}-\lambda^{2} x_{1}-\mu^{2} x_{2}-\mu^{2} x_{3} .
$$

We may make $\gamma=0$ by choice of $x_{0}$. Then $\alpha r^{3}+3 \beta r^{2}=0$ for $r=-3 \beta / \alpha$. The resulting values of $A, B, C, D$ in terms of $x_{1}, x_{2}, x_{3}, \lambda, \mu$ are of high degree and much more complicated than the complete solution by Euler ${ }^{48}$ and Binet. ${ }^{58}$
M. Fujiwara ${ }^{85}$ showed that the formulas by Schwering ${ }^{73}$ and Kühne ${ }^{74}$ can be deduced by simple substitutions from formula (11) of Euler and Binet.
A. Gérardin ${ }^{86}$ gave the identities

$$
\left(g^{4} \pm 9 f^{3} g\right)^{3}+\left(3 f^{2}\right)^{6} \equiv\left(9 f^{4} \pm 3 f g^{3}\right)^{3}+\left(g^{2}\right)^{6}
$$

$\left(7 \alpha^{2}-16 \alpha \beta-3 \beta^{2}\right)^{3}+\left(14 \alpha^{2}+4 \alpha \beta+6 \beta^{2}\right)^{3}$

$$
=\left(14 \alpha^{2}-4 \alpha \beta+6 \beta^{2}\right)^{3}+\left(7 \alpha^{2}+16 \alpha \beta-3 \beta^{2}\right)^{3},
$$

and one similar to the latter.

[^412]G. Osborn ${ }^{87}$ gave Young's ${ }^{55}$ identity and
$$
\left(x^{2}-7 x y+63 y^{2}\right)^{3}+\left(8 x^{2}-20 x y-42 y^{2}\right)^{3}+\left(6 x^{2}+20 x y-56 y^{2}\right)^{3}
$$
$$
=\left(9 x^{2}-7 x y+7 y^{2}\right)^{3} .
$$
J. W. Nicholson, ${ }^{88}$ using one solution of $m^{3}=n^{3}+p^{3}+r^{3}$, found that
$$
(m y-b x)^{3}=(n y-b x)^{3}+(p y-a x)^{3}+(r y+a x)^{3}
$$
holds if $x: y=m^{2} b-n^{2} b-p^{2} a+r^{2} a: m b^{2}-n b^{2}-p a^{2}-r a^{2}$.
J. E. A. Steggall ${ }^{89}$, to solve $x^{3}-u^{3}=y^{3}-v^{3}$, took $x-u=p, x+u=q$, $y-v=s, y+v=r$. Then (6) implies $p^{2}+3 q^{2}=\mu s, s^{2}+3 r^{2}=\mu p$, whence
\[

$$
\begin{aligned}
& (3 q r)^{2}=\left(\mu s-p^{2}\right)\left(\mu p-s^{2}\right)=(p s-\mu k)^{2}, \\
& \mu=\frac{p^{3}+s^{3}-2 k p s}{p s-k^{2}}, \quad 3 q^{2}=\frac{\left(s^{2}-k p\right)^{2}}{p s-k^{2}}
\end{aligned}
$$
\]

Since $p s-k^{2}=3 t^{2}$, we get $p+q=\left\{s^{2}+p(3 t-k)\right\} /(3 t)$, etc. Hence

$$
\begin{array}{ll}
x=\frac{L^{2}+p^{3}(3 t-k)}{6 t p^{2}}, & y=\frac{p^{4}+p L(3 t-k)}{6 t p^{2}} \\
u=\frac{L^{2}-p^{3}(3 t+k)}{6 t p^{2}}, & v=\frac{p^{4}-p L(3 t+k)}{6 t p^{2}}
\end{array}
$$

where $L=k^{2}+3 t^{2}$, is the most general rational solution.
R. D. Carmichae ${ }^{90}$ obtained a rational solution, involving four parameters, of

$$
x^{3}+y^{3}+z^{3}-3 x y z=u^{3}+v^{3}+w^{3}-3 u v w,
$$

by employing the factor $x+y+z$ of the left member. Taking $z=w=0$, he deduced formulæ (11) of Euler and Binet, which he proved to give the general solution.
T. Hayashi ${ }^{91}$ noted that C. Shiraishi published in his book of 1826 the solutions ${ }^{91 a}$ (attributed to Gokai Ampon) of $x^{3}+y^{3}+z^{3}=u^{3}$ :
$u=y+1, \quad z=3 a^{2}, x=6 a^{2} \pm 3 a+1, \quad y=9 a^{3}+6 a^{2}+3 a$ or $9 a^{3}-6 a^{2}+3 a-1$. Replacing $a$ by $\alpha / \beta$ and passing to the homogeneous form, we get

$$
\begin{array}{cccc}
\begin{aligned}
x=6 \alpha^{2} \beta+3 \alpha \beta^{2}+\beta^{3}, & y=9 \alpha^{3}+6 \alpha^{2} \beta+3 \alpha \beta^{2}, \\
\text { and in like manner } & z=3 \alpha^{2} \beta,
\end{aligned} & u=y+\beta^{3} ; \\
x=6 \alpha^{2} \beta-3 \alpha \beta^{2}+\beta^{3}, & u=9 \alpha^{3}-6 \alpha^{2} \beta+3 \alpha \beta^{2}, & z=3 \alpha \beta^{2}, & y=u-\beta^{3} .
\end{array}
$$

Further, S. Baba, Mathematics, vol. 2, 1830, gave the solution

$$
x=\left(a^{6}-4\right) a, \quad y=6 a^{3}+a^{6}-4, \quad z=a^{6}-6 a^{3}-4, \quad u=\left(a^{6}+8\right) a
$$

of (10); S. Kaneko, Mathematics, vol. 2, 1845, gave the first solution of Frenicle. ${ }^{43}$ Kawakita, in Algebraic Solutions, vol. 2, compiled from a

[^413]manuscript by Baba, solved (10) by setting
$x=a+b, \quad y=a-b, \quad z=b c, \quad u=d-b c, \quad 2 a^{3}+6 a b^{2}-d^{3}+3 b c d^{2}-3 b^{2} c^{2} d=0$.
Take $a=c^{2} d / 2$. Then $12 b c=d\left(4-c^{6}\right)$. Take $c^{3}=\alpha, \alpha^{2}-4=\beta$, and multiply the resulting values of $x, y, z, u$ by $12 c / d$; we get
$x=6 \alpha-\beta, \quad y=6 \alpha+\beta, \quad z=-\beta c, \quad u=12 c+\beta c \quad\left(\alpha=c^{3}, \beta=\alpha^{2}-4\right)$.
M. Weill ${ }^{92}$ noted that if $x_{i}, y_{i}, z_{i}, u_{i}$ give two solutions of (10), we can evidently find $\delta$ rationally so that $x_{1}+\delta x_{2}, \cdots, u_{1}+\delta u_{2}$ is a solution. Given only one solution, we obtain a new solution $x_{1}+\rho t, y_{1}+\lambda t, z_{1}+\mu t$, $u_{1}+\nu t$, if $A t^{2}+3 B t+3 C=0$, where
$A=\rho^{3}+\lambda^{3}-\mu^{3}-\nu^{3}, \quad B=\rho^{2} x_{1}+\lambda^{2} y_{1}-\mu^{2} z_{1}-\nu^{2} u_{1}, \quad C=\rho x_{1}^{2}+\lambda y_{1}^{2}-\mu z_{1}^{2}-\nu u_{1}^{2}$.
We may choose $\lambda, \cdots, \rho$ to make $C=0$ or $A=0$ and get $t$ rationally.
For three consecutive cubes whose sum is a cube, see papers 245-267.
For minor results on our subject, see Schier ${ }^{67}$ of Ch. XXIII.

## Three equal sums of two cubes.

Fermat's ${ }^{40}$ method of solution was given above.
W. Lenhart ${ }^{93}$ found four integers the sum of any two of which is a cube. Three of the conditions are satisfied if $x, m^{3}-x, n^{3}-x, r^{3}-x$ be taken as the numbers. The remaining conditions require that $m^{3}+n^{3}-2 x, m^{3}+r^{3}$ $-2 x, n^{3}+r^{3}-2 x$ be cubes, say $s^{3}, a^{3}, b^{3}$. Eliminating $x$, we have

$$
\begin{equation*}
r^{3}+s^{3}=a^{3}+n^{3}=b^{3}+m^{3} . \tag{1}
\end{equation*}
$$

By his ${ }^{186}$ table of numbers expressible as a sum of two cubes,

$$
46969=\left(\frac{95}{7}\right)^{3}+\left(\frac{248}{7}\right)^{3}=\left(\frac{149}{12}\right)^{3}+\left(\frac{427}{12}\right)^{3}=\left(\frac{341899}{30291}\right)^{3}+\left(\frac{10816440}{30291}\right)^{3} .
$$

Rejecting the common denominator, we get integers (one of 24 digits and three of 22 digits) solving the initial problem.
A. B. Evans ${ }^{94}$ obtained the last result otherwise. By Euler, ${ }^{51}$ for $f=7, g=k=14, h=16$,

$$
1043^{3}+2989^{3}=1140^{3}+2976^{3}=7^{3} \cdot 3^{3} \cdot 2^{6} \cdot 13 \cdot 3613
$$

Now $13 \cdot 3613=41^{3}-28^{3}$ can be expressed as a sum of two cubes by the usual method. The final answer involves numbers of 22 and 24 digits.
J. Matteson ${ }^{95}$ obtained Lenhart's result by the method of Evans.
H. Brocard ${ }^{96}$ noted that the sum of any two of the numbers $20012 \frac{1}{2}$, $-15916 \frac{1}{2}, 19291 \frac{1}{2},-20020 \frac{1}{2}$ is a cube. E. B. Escott ${ }^{97}$ noted that 6044, $7780,-1948,-6052$ have this property.
E. Fauquembergue ${ }^{98}$ gave an erroneous solution of (1) with 5 parameters.

[^414]A. S. Werebrusow ${ }^{99}$ gave the solution ${ }^{72}$
\[

$$
\begin{aligned}
{[(M+N) \psi} & \left. \pm \omega \phi^{2}\right]^{3}+\left[-(M+N) \phi \mp \omega \psi^{2}\right]^{3} \\
& =\left(-M \psi \pm \omega \phi^{2}\right)^{3}+\left(M \phi \mp \omega \psi^{2}\right)^{3}=\left(-N \psi \pm \omega \phi^{2}\right)^{3}+\left(N \phi \mp \omega \psi^{2}\right)^{3},
\end{aligned}
$$
\]

in which $M^{2}+M N+N^{2}=3 \omega^{2} \phi \psi, \omega^{3}=1$. He ${ }^{100}$ noted that

$$
\begin{equation*}
x^{3}+y^{3}=x_{1}^{3}+y_{1}^{3}=x_{2}^{3}+y_{2}^{3} \tag{2}
\end{equation*}
$$

holds for

$$
x_{2}=\frac{x_{1}^{2} y-x^{2} y_{1}}{x y-x_{1} y_{1}}, \quad y_{2}=\frac{x y_{1}^{2}-x_{1} y^{2}}{x y-x_{1} y_{1}},
$$

and the values derived from the latter by interchanging $x_{1}, y_{1}$. $\mathrm{He}{ }^{101}$ used this result to get the general solution of (2).

Fauquembergue ${ }^{102}$ remarked that the last formula follows from the identity

$$
\left(y_{1}^{3}-y^{3}\right)\left(x_{1}^{2} y-x^{2} y_{1}\right)^{3}+\left(x^{3}-x_{1}^{3}\right)\left(y_{1}^{2} x-y^{2} x_{1}\right)^{3}=\left(x^{3} y_{1}^{3}-y^{3} x_{1}^{3}\right)\left(x y-x_{1} y_{1}\right)^{3},
$$

due to A. Desboves ${ }^{103}$, by taking $x^{3}+y^{3}=x_{1}^{3}+y_{1}^{3}$ and dividing the result by the product of $\left(x y-x_{1} y_{1}\right)^{3}$ by $x^{3}-x_{1}^{3}=y_{1}^{3}-y^{3}$.
A. Gérardin ${ }^{104}$ stated that the least solution of (2) in integers $>1$ is probably $x=560, y=70, x_{1}=552, y_{1}=198, x_{2}=525, y_{2}=315$.

Fauquembergue ${ }^{105}$ noted that if Cauchy's ${ }^{287}$ formulas are applied to $x^{3}+y^{3}=19 z^{3}$, which has the solution $x=3, y=-2, z=1$, we get

$$
\left.19=\left(\frac{8}{3}\right)^{3}+\left(\frac{1}{3}\right)^{3}=\left(\frac{5}{2}\right)^{3}+\left(\frac{3}{2}\right)^{3}=\left(\frac{92}{35}\right)^{3}+\left(\frac{33}{3}\right)^{3}=\left(\frac{27323}{103}\right)^{36}\right)^{3}+\left(\frac{9813}{10386}\right)^{3}=\cdots,
$$

so that $19 \cdot 363510^{3}$ is a sum of two positive integral cubes in various ways.
Solution of $2\left(x^{3}+z^{3}\right)=y^{3}+t^{3}$.
R. Amsler ${ }^{106}$ noted the solution $x=u_{n+1}, z=v_{n}, y=u_{n}+u_{n+1}, t=v_{n}+v_{n+1}$, where $u_{n}$ and $v_{n}$ are the $n$th coefficients of the developments of

$$
\left(1-3 x-3 x^{2}-x^{3}\right)^{-1}, \quad\left(1+3 x+3 x^{2}-x^{3}\right)^{-1}
$$

A. Gérardin ${ }^{107}$ noted the identities

$$
\begin{aligned}
& \left(a^{3}+3 b^{3}\right)^{3}+\left(a^{3}-3 b^{3}\right)^{3}=2\left\{\left(a^{3}\right)^{3}+\left(3 a b^{2}\right)^{3}\right\} \\
& \left(\alpha^{2}+4 \alpha \beta-\beta^{2}\right)^{3}+\left(\beta^{2}+4 \alpha \beta-\alpha^{2}\right)^{3}=2\left\{(\alpha+\beta)^{6}-(\alpha-\beta)^{6}\right\}
\end{aligned}
$$

Gérardin ${ }^{108}$ gave several solutions, as
$x=2 a\left(a^{3}-c^{3}\right), y=c\left(c^{3}-4 a^{3}\right), z=b\left(2 a^{3}+c^{3}\right), t=d\left(2 a^{3}+c^{3}\right), 2\left(a^{3}+b^{3}\right)=c^{3}+d^{3}$.

[^415]Relations between five or more cubes.
To divide a given cube $k^{3}$ into $n(n>2)$ positive cubes, J. Whitley ${ }^{109}$ took $a, k-v, v k^{2} / a^{2}-a, d v, e v, \cdots$ as the roots of the required cubes. Then

$$
v=\frac{3 k a^{3}\left(k^{3}-a^{3}\right)}{k^{6}+a^{6}\left(d^{3}+e^{3}+\cdots-1\right)} .
$$

S. Ryley took $a, v-a, k-a^{2} v / k^{2}, d v, e v, \cdots$ as the roots; then

$$
3 k^{3} a\left(k^{3}-a^{3}\right)=v\left\{k^{6}\left(1+d^{3}+e^{3}+\cdots\right)-a^{6}\right\} .
$$

F. Elefanti ${ }^{110}$ noted that

$$
9^{3}=1+6^{3}+8^{3}, \quad 13^{3}=1+5^{3}+7^{3}+12^{3}, \quad 16^{3}=4^{3}+6^{3}+7^{3}+9^{3}+14^{3}
$$

and that $28^{3}$ is a sum of 9 cubes, also of 11 cubes; etc. For the second relation see Bouniakowsky ${ }^{54}$ of Ch. VIII.
Y. Hirano ${ }^{111}$ noted that

$$
\begin{aligned}
\left(a^{3}+36 c^{3}\right)^{3}+\left(36 c^{3} \pm b^{3}\right)^{3}+\left(a^{3} \pm b^{3}\right)^{3}+ & ( \pm 6 a b c)^{3} \\
& =\left(36 c^{3}\right)^{3}+\left(a^{3}\right)^{3}+\left(b^{3}\right)^{3}+\left(a^{3} \pm b^{3}+36 c^{3}\right)^{3}
\end{aligned}
$$

A. Martin ${ }^{112}$ noted that the sum of the cubes of $r m, q-r m, s m, p_{1} q$, $\cdots, p_{n-3} q$ will equal the cube of $s m+q r^{2} / s^{2}$ by choice of $m / q$. Also,

$$
1^{3}+2^{3}+4^{3}+12^{3}+24^{3}=25^{3}, \quad 1^{3}+2^{3}+52^{3}+216^{3}=217^{3} .
$$

S. Réalis ${ }^{113}$ noted that $z_{1}^{3}+\cdots+z_{4}^{3}=z^{3}$ if

$$
z_{1}, z_{3}= \pm 3 \alpha \beta(\alpha-\beta)+\gamma^{3} ; \quad z_{2}, z_{4}= \pm 3 \alpha \beta(\alpha-3 \beta) \pm 6 \beta^{3}-\gamma^{3} .
$$

This is not the general solution since $\Sigma z_{i}=0$.
E. Catalan ${ }^{114}$ noted that $x^{3}=6(x-1)^{2}+(x-2)^{3}+2$ gives

$$
x^{3}\left(x^{3}-2\right)^{3}+(2-x)^{3}\left(x^{3}+1\right)^{3}+\left(2 x^{3}-1\right)^{3}-\left(x^{3}+1\right)^{3}=6(x-1)^{2}\left(x^{3}+1\right)^{3} .
$$

Taking $x=7 / 4$ or $x=1+6(a / b)^{3}$, we get a solution of $X^{3}+Y^{3}+Z^{3}=S^{3}+T^{3}$ in positive integers. If we multiply each term by $27\left(x^{6}-x^{3}+1\right)^{3} x^{9}$, combine the third and fourth terms and replace $x^{3}$ by $x$, we get

$$
\begin{aligned}
(2 x-1)^{3}\left(2 x^{3}-6 x^{2}-1\right)^{3}+\left(5 x^{3}-9 x^{2}+3 x-1\right)^{3}(x+1)^{3} & +27 x^{3}\left(x^{2}-x+1\right)^{3}(x+1)^{3} \\
& \equiv 27 x^{3}(2 x-1)^{3}\left(x^{2}-x+1\right)^{3}
\end{aligned}
$$

D. S. Hart ${ }^{115}$ found cubes whose sum is a cube by taking $1^{3}+\cdots+n^{3}=S$ and seeking by trial to make $S-(s+m)^{3}+s^{3}$ a sum of cubes.
S. Tebay ${ }^{116}$ noted that, if $x=a a_{1}, y=a a_{2}, z=a a_{3}, 2 u^{3}=n$,

$$
\begin{equation*}
x^{3}+y^{3}+z^{3}=2 u^{3} \tag{1}
\end{equation*}
$$

becomes $a^{-3}=n^{-1} \Sigma a_{1}^{3}$. First, solve $a_{1}^{3}+a_{2}^{3}=n r^{3}+s^{3}$ by setting

$$
2 u^{3} r^{3}+s^{3}=(u r+t)^{3}+(u r-t)^{3}=2 u^{3} r^{3}+6 u r t^{2},
$$

[^416]whence $s^{3}=6 u r t^{2}$. Take $t=3 n^{3}, r=4 u^{2} m^{3}$, whence $s=6 u m n^{2}$. Hence solutions are $a_{1}, a_{2}=4 u^{3} m^{3} \pm 3 n^{3}$. Next, for $a_{3}=p-s$, our initial equation becomes
$$
a^{-3}=r^{3}+\frac{p^{3}}{n}-\frac{3 p^{2} s}{n}+\frac{3 p s^{2}}{n}=\left(r+\frac{p s^{2}}{n r^{2}}\right)^{3}, \quad \text { if } \quad p=\frac{3 n r^{3} s}{n r^{3}-s^{3}} .
$$

Special sets of five cubes whose sum is a cube have been noted. ${ }^{117}$
A. Martin ${ }^{118}$ noted that the sum of the cubes of $p+q, p-q, r-p, s$ is the cube of $r+p$ if $p=\frac{1}{6} s^{3} /\left(r^{2}-q^{2}\right)$; that of $a+b-c, a+c-b, b+c-a, y$ is the cube of $a+b+c$ if $y^{3}=24 a b c$, whence take $a=3 p^{3}, b=3 q^{3}, c=r^{3}$ or take $y=2 a, c=a^{2} /(3 b)$; the sum of the cubes of $p a+n t, q a-n t, r a-n t, n t$ is of the form $s a^{3}+R$ and is a cube if $s \equiv p^{3}+q^{3}+r^{3}$ is a cube and if $R=0$, which determines $t$. Next, he gave Whitley's ${ }^{109}$ result.

Finally, given that $p_{1}^{3}+\cdots+p_{n}^{3}$ is a cube, to find $n+1$ cubes whose sum is a cube. If $n$ is odd, take $x, p_{1}-x, p_{2}-x, p_{3}+x, p_{4}-x, p_{5}+x, \cdots, p_{n}+x$ as the roots of the desired cubes, where

$$
x=\left(p_{1}^{2}+p_{2}^{2}-p_{3}^{2}+p_{3}^{2}-\cdots-p_{n}^{2}\right) /\left(p_{1}+\cdots+p_{n}\right) .
$$

If $n$ is even, take $x, p_{1}+x, p_{2}-x, p_{3}+x, p_{4}-x, \cdots, p_{n-1}+x, p_{n}-x$ as the roots, and $(t+x)^{3}$ as the sum of their cubes, where

$$
x=\left(t^{2}-p_{1}^{2}+p_{2}^{2}-p_{3}^{2}+p_{4}^{2}-\cdots+p_{n}^{2}\right) /\left(p_{1}+\cdots+p_{n}-t\right) .
$$

Martin ${ }^{119}$ found cubes whose sum is a cube $b^{3}$ by sèlecting $b^{3}$ between $n^{3}$ and $S=1^{3}+\cdots+n^{3}$ and seeking by trial to express $S-b^{3}$ as a sum of distinct cubes $\leqq n^{3}$. Also by seeking to express $p^{3}-q^{3}$ as a sum of distinct cubes $\neq q^{3}$. He tabulated the values of $S$ for $n \leqq 342$.
R. W. D. Christie ${ }^{120}$ gave 14 cases like $4^{3}=1+1+2^{3}+3^{3}+3^{3}$ of a cube equal to a sum of five cubes.

Ed. Collignon ${ }^{121}$ noted that there is no positive integral solution of

$$
x^{p}+(x-1)^{p}+\cdots+(x-k)^{p}=(x+1)^{p}+\cdots+(x+k)^{p} \quad(p=3 \text { or } 4) .
$$

A. Gérardin ${ }^{122}$ gave numerical examples of equal sums of three cubes.
A. S. Werebrusow ${ }^{123}$ noted that (1) holds if

$$
x=u+v, \quad y=u-v, \quad u=a^{2} m^{3}, \quad v=b n^{3}, \quad z=-6 m n^{2}, \quad a b=6 .
$$

From two sets of solutions a third set is derived.
A. Gérardin ${ }^{124}$ gave, besides two more complicated identities of like type, $(6 \alpha \beta)^{3}+\left(9 \alpha^{2}+\beta^{2}-\alpha \beta\right)^{3}+\left(9 \alpha^{2}-\beta^{2}+\alpha \beta\right)^{3}=\left(9 \alpha^{2}-\beta^{2}-\alpha \beta\right)^{3}+\left(9 \alpha^{2}+\beta^{2}+\alpha \beta\right)^{3}$.

Gérardin ${ }^{125}$ discussed $a^{3}+b^{3}+h c^{3}=(a+b)^{3}+h d^{3}$. For $a=p m, c=d+m$,

[^417]it kecomes
$$
h m^{2}+3\left(d h-b p^{2}\right) m+3\left(h d^{2}-p b^{2}\right)=0 .
$$

To make the constant term zero, set $h=b^{2}, p=d^{2}$; then, for $b=x^{3}$,

$$
\left(3 d^{6}-3 d^{3} x^{3}\right)^{3}+\left(x^{6}\right)^{3}+\left(3 d^{4} x^{2}-2 d x^{5}\right)^{3}=\left(3 d^{6}-3 d^{3} x^{3}+x^{6}\right)^{3}+\left(d x^{5}\right)^{3} .
$$

By annulling the coefficient of $m$, he obtained

$$
(3 p)^{3}+\left(p^{2}+3\right)^{3}+p\left(p^{2}+3\right)(p+3)^{3}=\left(p^{2}+3 p+3\right)^{3}+p\left(p^{2}+3\right) p^{3} .
$$

Again,
$\left(x^{2}-6 y^{2}\right)^{3}+\left(6 x^{2}-17 x y\right)^{3}+\left(8 x^{2}-36 x y+54 y^{2}\right)^{3}$

$$
=\left(3 x^{2}-36 x y+48 y^{2}\right)^{3}+\left(36 y^{2}-17 x y\right)^{3} .
$$

E. Barbette ${ }^{126}$ employed the first method of Martin ${ }^{19}$ to show that

$$
\begin{aligned}
3^{3}+4^{3}+5^{3}=6^{3}, \quad 1+6^{3}+8^{3} & =9^{3}=1+3^{3}+4^{3}+5^{3}+8^{3}, \\
3^{3}+4^{3}+5^{3}+8^{3}+10^{3} & =12^{3}=6^{3}+8^{3}+10^{3}, \\
1+5^{3}+6^{3}+7^{3}+8^{3}+10^{3} & =13^{3}=5^{3}+7^{3}+9^{3}+10^{3}, \\
2^{3}+3^{3}+5^{3}+7^{3}+8^{3}+9^{3}+10^{3} & =14^{3}
\end{aligned}
$$

are the only sets of distinct cubes $\leqq 10^{3}$ whose sum is a cube.
R. Norrie ${ }^{84}$ would find $n$ cubes whose sum is a cube by taking $\left(r x_{1}+\lambda\right)^{3}+\left(r x_{2}-\lambda\right)^{3}+\left(r x_{3}+\mu\right)^{3}+\left(r x_{4}-\mu\right)^{3}+\cdots$

$$
+\left(r x_{n-1}+\rho\right)^{3}+\left(r x_{n}-\rho\right)^{3}=\left(r x_{0}\right)^{3},
$$

$$
\left(r x_{1}+\lambda\right)^{3}+\left(r x_{2}+\mu\right)^{3}+\left(r x_{3}-\mu\right)^{3}+\cdots+\left(r x_{n-1}+\rho\right)^{3}+\left(r x_{n}-\rho\right)^{3}=\left(r x_{0}+\lambda\right)^{3},
$$

according as $n$ is even or odd.
A. Gérardin ${ }^{127}$ noted that the sum of the cubes of $x-1, x, x+1,2 f-1,2 f$, $2 f+1$ is of the form $3 t\left(t^{2}-2 q\right)$ if $t=x+2 f, q=3 f x-1$.
R. D. Carmichael ${ }^{128}$ noted that (1) has the special solution

$$
x=\rho^{3} \pm 6 \sigma^{3}, \quad y=\rho^{3} \mp 6 \sigma^{3}, \quad z=-6 \rho \sigma^{2}, \quad u=\rho^{3},
$$

and obtained a set of solutions of $x^{3}+y^{3}+z^{3}+u^{3}=3 t^{3}$ involving five parameters. A special solution of $x^{3}+2 y^{3}+3 z^{3}=t^{3}$ is $x, t=2 n^{3} \mp m^{3}, y=m^{3}$, $z=2 m n^{2}$.

The double of a cube may be a sum of four cubes. ${ }^{129}$
A. Gérardin ${ }^{130}$ derived a solution of $x^{3}+y^{3}+z^{3}=h v^{3}$ from a given solution, and deduced a solution of

$$
A+B+C=X+Y+Z, \quad A^{3}+B^{3}+C^{3}=X^{3}+Y^{3}+Z^{3}
$$

M. Weill ${ }^{131}$ derived a third solution $x=x_{1}+\lambda\left(x_{2}-x_{1}\right), \cdots$ from two given solutions of $x^{3}=y^{3}+z^{3}+t^{3}+u^{3}$; likewise for $a x^{3}+b y^{3}+c z^{3}+d t^{3}=0$.
E. Faucuembergue ${ }^{132}$ treated $x^{3}+y^{3}+z^{3}=4 u^{3}$ by setting $x=2 a, y=4 b+1$, $z=4 c-1,2 b-2 c+1=f, b+c=g$. Then $2 a^{3}+3 f^{2} g+4 g^{3}=u^{3}$, which is satis-
${ }^{126}$ Les sommes de p-ièmes puissances distinctes égales à une p-ième puissance, Liège, 1910, 105-132.
${ }^{127}$ L'intermédiaire des math., 19, 1912, 136.
${ }^{128}$ Amer. Math. Monthly, 20, 1913, 304-6.
${ }_{129}$ L'intermédiaire des math., 21, 1914, 144, 188-190; 22, 1915, 60.
${ }^{130}$ Ibid., 22, 1915, 130-2 (error for $h=2$ ); 23, 1916, 107-110.
${ }_{181}$ Nouv. Ann. Math., (4), 17, 1917, 46, 51-53.
132 L'intermédiaire des math., 24, 1917, 40.
fied if $a=6, f=1, g=9, u=15$, giving $12^{3}+17^{3}+19^{3}=4 \cdot 15^{3}$. This contradicts the statement by E. Turrière ${ }^{133}$ that $x^{3}+y^{3}+z^{3}=n t^{3}$ is impossible if $n \equiv 4$ or $5(\bmod 9)$.
A. S. Werebrusow ${ }^{134}$ gave two equal sums of four cubes.

Sum of three cubes made a square.
V. Bouniakowsky ${ }^{135}$ used $\int x(x+b) d x$ to get the identity

$$
(x+b)^{2}(2 x-b)+b^{3} \equiv x^{2}(2 x+3 b)
$$

Set $2 x-b=(x+b) \lambda^{3}, 2 x+3 b=\mu^{2}$. Then

$$
X^{3}+Y^{3}=Z^{2}, \quad X=\frac{3 \lambda}{8-\lambda^{3}}, \quad Y=\frac{2-\lambda^{3}}{8-\lambda^{3}}, \quad Z=\frac{\lambda^{3}+1}{8-\lambda^{2}}
$$

Multiply by $\left(8-\lambda^{3}\right)^{3}$. Thus

$$
(3 \lambda)^{3}+\left(2-\lambda^{3}\right)^{3}+\left(\lambda^{3}+1\right)^{3}=\left[3\left(\lambda^{3}+1\right)\right]^{2}
$$

E. Catalan, ${ }^{136}$ by use of the toroid, obtained the identity

$$
\left(a^{4}+2 a b^{3}\right)^{3}+\left(b^{4}+2 a^{3} b\right)^{3}+\left(3 a^{2} b^{2}\right)^{3}=\left(a^{6}+7 a^{3} b^{3}+b^{6}\right)^{2}
$$

which gives an infinitude of, but not all, solutions of $x^{3}+y^{3}+z^{3}=u^{2}$.
E. Lucas ${ }^{137}$ deduced from formulas of Cauchy ${ }^{287}$ the generalization

$$
A\left(A a^{4}+2 B a b^{3}\right)^{3}+B\left(B b^{4}+2 A a^{3} b\right)^{3}+A^{2} B^{2}\left(3 a^{2} b^{2}\right)^{3}=\left(A^{2} a^{6}+7 A B a^{3} b^{3}+B^{2} b^{6}\right)^{2}
$$

of Catalan's ${ }^{136}$ identity.
A. Desboves ${ }^{138}$ gave a new proof of the last identity.
A. S. Werebrusow ${ }^{139}$ derived from one solution $a, b, c, d$ the second solution

$$
\begin{gathered}
(a+\alpha x)^{3}+(b-\alpha x)^{3}+(c+x)^{3}=(d+\delta x)^{2}, \\
2 d \delta=3\left(a^{2}-b^{2}\right) \alpha+3 c^{2}, \quad x=\delta^{2}-3(a+b) \alpha^{2}-3 c .
\end{gathered}
$$

We may start from the solution $\left(n^{2}\right)^{3}=\left(n^{3}\right)^{2}$.
A. Gérardin ${ }^{140}$ gave the identities

$$
\begin{gathered}
\left(9 x^{4}+8 u^{3} x\right)^{3}+\left(4 u^{4}\right)^{3}+\left(4 u^{3} x\right)^{3}=\left(8 u^{6}+36 u^{3} x^{3}+27 x^{6}\right)^{2} \\
\left\{a^{4}-8 a b^{3}\left(c^{3}+d^{3}\right)\right\}^{3}+(c t)^{3}+(d t)^{3}=\left\{a^{6}+20 a^{3} b^{3}\left(c^{3}+d^{3}\right)-8 b^{6}\left(c^{3}+d^{3}\right)^{2}\right\}^{2}
\end{gathered}
$$

where $t=4 a^{3} b+4 b^{4}\left(c^{3}+d^{3}\right)$.
Gérardin ${ }^{141}$ tabulated solutions of $x^{3}+y^{3}+z^{3}=u^{2}$.

## Binary Cubic Form made a Cube.

Fermat ${ }^{142}$ solved $A x^{3}+B x^{2}+C x+D=z^{3}$ if $D=d^{3}$ by setting

$$
z=d+C x /\left(3 d^{2}\right),
$$

or if $A=a^{3}$ by setting $z=a x+B /\left(3 a^{2}\right)$, while if both $D=d^{3}$ and $A=a^{3}$ there

```
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\({ }^{135}\) Bull. Ac. Sc. St. Pétersbourg, Phys. Math., 11, 1853, 72.
\({ }^{136}\) Bull. Acad. Roy. de Belgique, (2), 22, 1866, 29; Mélanges Math., 1868, 58; Nouv.
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\({ }^{137}\) Bull. Bibl. Storia Sc. Mat. Fis., 10, 1877, 176.
\({ }^{138}\) Nouv. Ann. Math., (2), 18, 1879, 409.
\({ }^{139}\) L'intermédiaire des math., \(15,1908,136-7\).
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\({ }^{141}\) L'intermédiaire des math., 23, 1916, 9-10.
142 J. de Billy's Inventum novum, III, §8 27-30, Oeuvres de Fermat, III, 386-8.
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are three ways of solving. Thus, for $x^{3}+2 x^{2}+4 x+1=z^{3}, z=x+1$ gives $x=1, z=x+2 / 3$ gives $x=-19 / 72, z=1+\frac{1}{3} x$ gives $x=-90 / 37$, and each of these primitive solutions furnishes new solutions as above. Cases when the preceding methods fail are noted in § 30 ; there is no rational solution $x \neq 0$ of $1+3 x+3 x^{2}+4 x^{3}=z^{3}$ or of $x^{3}-3 x^{2} \pm 3 x \pm 1=z^{3}$; for

$$
x^{3}+2 x^{2}+3 x+1=z^{3},
$$

$z=1+x$ gives $x=0$, while $z=x+2 / 3$ gives the only primitive solution [von Schaewen ${ }^{150}$ noted the additional primitive solutions $\left.x=-1, x=-1 / 2\right]$.
L. Euler, ${ }^{143}$ after reproducing ( $\delta \S$ 147-151) essentially Fermat's methods, treated the new case in which a particular solution $x=h, z=k$, is known. Taking $x=h+y$, we get a cubic whose constant term is a cube. Since $4+x^{2}=z^{3}$ for $x=2$ or $x=11$, we may apply the last method, or set $x=(2+2 y) /(1-y)$ and get $\left(8+8 y^{2}\right)(1-y)=w^{3}$ or set $x=(2+11 y) /(1 \pm y)$.
L. Euler ${ }^{144}$ proved that $p y^{3} \pm p^{2} x^{3}=z^{3}$ is impossible if $p$ is a prime. For, $z=p A$, whence $p^{2} A^{3} \mp p x^{3}=y^{3}$. Then $y=p B$, whence $p^{2} B^{3}=p A^{3} \mp x^{3}$. Then $x=p C$, etc., and $x, y, z$ are divisible by an indefinitely large power of $p$.
W. L. Krafft ${ }^{145}$ would make $x^{3}+n y^{3}$ the cube of $p^{3}+n q^{3}+n^{2} r^{3}-3 n p q r$ by setting

$$
x+y \sqrt[3]{n}=\left(p+q \sqrt[3]{n}+r \sqrt[3]{n^{2}}\right)^{3},
$$

which determines $x, y$, subject to the condition $p^{2} r+p q^{2}+n q r^{2}=0$, whence

$$
p=\frac{1}{2 r}\left\{-q^{2}+\sqrt{q^{4}-4 n q r^{3}}\right\} .
$$

To make the radical rational, set $q=s^{2}, s^{6}-4 n r^{3}=t^{2}$, whence take $s^{3}+t=2 f^{3}$, $s^{3}-t=2 n g^{3}$. Then $s^{3}=f^{3}+n g^{3}$, which is like the initial equation, but in smaller numbers.
P. Paoli ${ }^{146}$ treated $a+b^{3} x^{3}=y^{3}$ by setting $y=b x+m$, solving the quadratie in $x$ and making the radical rational. Thus $12 a m-3 m^{4}$ is to be a square, which he accomplished by trying values of $m<\sqrt[3]{4 a}$. A like method was stated to apply to $a+b x+c^{3} x^{3}=y^{3}$.
D. M. Sensenig ${ }^{147}$ treated without novelty $a x^{3}+b x^{2}+c x+d=y^{3}$, when $a$ or $d$ is a cube.
A. Desboves ${ }^{148}$ stated that if $T=c Z^{3}$ and $F=c Z^{2}$, where $T$ and $F$ are binary forms of the third and fourth degrees in $X$ and $Y$, are such that $T=0$ and $F=0$ are solvable in integers, one can determine a solution ( $X, Y, Z$ ) of one of the equations knowing a solution $(x, y, z)$ of an equation of the same degree by formulas giving $X, Y, Z$ as cubic functions of $x, y, z$, in case of $T=c Z^{3}$, and, in case of $F=c Z^{2}$, by functions of degree four in $x, y$ and of degree eight in $z$.

[^418]E. Landau, A. Boutin, P. Tannery, and A. S. Werebrusow ${ }^{149}$ considered $x^{3}+3 x^{2} y+6 x y^{2}+2 y^{3}=1$ or $z^{3}$.
P. von Schaewen ${ }^{150}$ treated $A x^{3}+B x^{2} y+C x y^{2}+D y^{3}=z^{3}$. If $A=a^{3}, B=0$, we have
$$
(z-a x)\left(z^{2}+a x z+a^{2} x^{2}\right)=y^{2}(C x+D y)
$$
which is satisfied if $m(z-a x)=n y, n\left(z^{2}+\cdots\right)=m(C x+D y) y$. Eliminating $z$, we get
$$
\frac{x}{y}=\frac{1}{6 a^{2} m n}\left\{C m^{2}-3 a n^{2} \pm E^{4}\right\}, \quad E=C^{2} m^{4}+12 a^{2} D m^{3} n-6 a C m^{2} n^{2}-3 a^{2} n^{4}
$$

We can always make $E$ a square. Next, if $A=a^{3}, B \neq 0$, we replace $a x+B y /\left(3 a^{2}\right)$ by $x_{1}$ and $y$ by $3 a^{2} y_{1}$ and are led to the first case. Finally, if neither $A$ nor $D$ is a cube, but $x=p, y=q, z=r$ is a known solution, set $q x=p y+s$ to obtain a cubic in which the coefficient of $y^{3}$ is $r^{3}$. For Fermat's example, $x^{3}+2 x^{2} y+3 x y^{2}+y^{3}=z^{3}$, set $X=x+y, x=Y$. Then

$$
X^{3}-X Y^{2}+Y^{3}=z^{3}, \quad E=m^{4}+12 m^{3} n+6 m^{2} n^{2}-3 n^{4}
$$

Many solutions are found: $(x, y, z)=(1,-1,1),(3,-7,-1),(1,-2,1)$, $(6,-13,5)$, etc., whereas Fermat's method gave the primitive solution $x=19, y=-45$.
J. von Sz. Nagy ${ }^{151}$ noted that a principle of Poincaré's ${ }^{15}$ of Ch. XXIII enables us to transform the cubic curve $f \equiv a^{3} x^{3}+p x y^{2}+q y^{3}-z^{3}=0$ without double points, treated by von Schaewen, by the birational transformation

$$
x=p m^{2}-3 a n^{2} \pm r m, \quad y=6 a^{2} m n, \quad z=a\left(p m^{2}+3 a n^{2} \pm r m\right)
$$

into the quartic curve $p^{2} m^{4}+12 a^{2} q m^{3} n-6 a p m^{2} n^{2}-3 a^{2} n^{4}-r^{2} m^{2}=0$, and conversely the last into $f=0$ by

$$
m=y^{2}, \quad n=y(z-a x), \quad \pm r=3 a(z-a x)^{2}+6 a^{2}(z-a x) x-p y^{2} .
$$

To pass to the non-homogeneous form, use $x / y, z / y, n / m, r / m$.
E. Haentzschel, ${ }^{152}$ starting from a given solution $x=h, y=k$, of

$$
y^{3}=a_{0} x^{3}+3 a_{1} x^{2}+3 a_{2} x+a_{3} \equiv f(x)
$$

derived a second solution by applying the substitution

$$
x=\left(h t-a_{1} h^{2}-2 a_{2} h-a_{3}\right) / \tau, \quad \tau \equiv t+a_{0} h^{2}+2 a_{1} h+a_{2},
$$

giving

$$
y^{3}=\left\{t^{3}+3 C_{2}(h) t+C_{3}(h)\right\} f(h) / \tau^{3}
$$

where $C_{2}$ and $C_{3}$ are the quadratic and cubic covariants of $f(x)$, and choosing $t$ so that $3 C_{2}(h) t+C_{3}(h)=0$. We may begin with the identity

$$
4 C_{2}^{3}(x)+C_{3}^{2}(x)=D f^{2}(x)
$$

where $D$ is the discriminant of $f$, set $v=-C_{3} / f, v^{2}=4 s^{3}+D$; then

$$
f(x)=\left(\sqrt{-C_{2}(x) / s}\right)^{3} .
$$

${ }^{149}$ L'intermédiaire des math., 8, 1901, 147, 309; 9, 1902, 111, 283; 10, 1903, 108; 13, 1906,
196-7.
${ }^{150}$ Jahresbericht d. Deutschen Math.-Vereinigung, 18, 1909, 7-14.
${ }^{2} 181$ Ibid., 401-2.
${ }^{2} 2$ Ibid., 22, 1913, 319-29.

Given a pair of values $v, s$ satisfying $v^{2}=4 s^{3}+D$, we can find new pairs by use of the addition theorem for the elliptic function $\wp(u)$. Only such a value $v$ is useful for which the cubic equation ${ }^{153} v=-C_{3} / f$ has a rational root $x$. The simplest case $D=\square$ is treated at length and illustrated for $19 y^{3}=x^{3}+z^{3}$.
L. Holzer treated ${ }^{154}(x+y)\left(x^{2}+y^{2}\right)=4 C z^{3}$. J. de Billy ${ }^{155}(p .41)$ treated $(x+y)\left(x^{2}+y^{2}\right)=z^{3}$.

Candido ${ }^{179}$ of Ch . XXIII made the product of a linear and a quadratic factor a cube.

## Binary Cubic Form made a Square.

J. de Billy ${ }^{155}$ treated many problems $f=\square$, where $f$ is a cubic or quartic in one or more variables with numerical coefficients.

Fermat ${ }^{156}$ treated $20 x^{3}+5 x^{2}+40 x+16=z^{2}$. For $z=4+5 x, x=1$. To deduce a second solution, set $x=1+y$. Then

$$
20 y^{3}+65 y^{2}+110 y+81=\left(9+\frac{55 y}{9}\right)^{2} \quad \text { for } \quad y=\frac{-112}{81}
$$

From the latter, we get a third solution.
L. Euler ${ }^{157}$ made $F \equiv f^{2}+b x+c x^{2}+d x^{3}=\square$ by setting $F=(f+p x)^{2}$, where $2 f p=b$, whence $x=\left(p^{2}-c\right) / d$, or by setting $F=\left(f+p x+q x^{2}\right)^{2}$ and choosing $p$ and $q$ to make the terms in $x$ and $x^{2}$ cancel, whence

$$
p=b /(2 f), \quad q=\left(c-p^{2}\right) /(2 f), \quad x=(d-2 p q) / q^{2} .
$$

But it often happens that neither of these two methods leads to a value $\neq \pm f$ of $x$, as for example for $f^{2}+d x^{3}$, and then we resort to trial. For $3+x^{3}=\square$, set $x=1+y$ to obtain $4+\cdots+y^{3}$. But for $1+x^{3}, x=2+y$ gives $9+12 y$ $+6 y^{2}+y^{3}$ and neither of the two methods leads to a value of $x$ other than $0,2,-1$; in fact, $1+x^{3}=\square$ only when $x=0,2,-1$.

Euler ${ }^{144}$ of Ch. XXII applied to cubics his method to make a quartic a square.
W. L. Krafft, ${ }^{158}$ given $m a^{3}+n=b^{2}$, made $m x^{3}+n=z^{2}$ by setting $x=a+y$, $z=b+3 m a^{2} y /(2 b) \equiv z_{1}$ or $z=z_{1}+p y^{2}$ and in the latter case requiring that the terms $y^{2}$ shall cancel. A. J. Lexell treated the case $n=k^{2}$ by setting $x=a y$, whence $\left(b^{2}-k^{2}\right) y^{3}=z^{2}-k^{2}$, and taking $(b \pm k) y^{2}=z \pm k,(b \mp k) y=z \mp k$.
L. Euler ${ }^{159}$ noted that $1+z-z^{3}=\square$ for $z=11 / 9$.

Krafft ${ }^{160}$ made $x^{3}+n y^{3}$ a square for relatively prime integers $x, y$, by setting

$$
x+y \alpha^{\gamma} \sqrt[3]{n}=\left(p+\alpha^{\gamma} q \sqrt[3]{n}+\alpha^{2 \gamma} r \sqrt[3]{n^{2}}\right)^{2} \quad\left(\gamma=0,1,2 ; \alpha^{3}=1\right)
$$

[^419]Thus $x=p^{2}+2 n q r, y=2 p q+n r^{2}, 0=2 p r+q^{2}$, which holds if $p=2 a^{2}, r=-b^{2}$, $q=2 a b$. The product of the three factors is the square of $p^{3}+n q^{3}+n^{2} r^{3}$ $-3 n p q r$.
J. L. Lagrange ${ }^{161}$ proved that $r^{3}-A s^{3}=q^{2}$ for

$$
\begin{equation*}
r=4 t\left(t^{3}-A u^{3}\right), \quad s=-u\left(8 t^{3}+A u^{3}\right), \quad q=8 t^{6}+20 A t^{3} u^{3}-A^{2} u^{6} . \tag{1}
\end{equation*}
$$

He took a cube root $a$ of unity and set

$$
p=t+u a \sqrt[3]{A}+x a^{2} \sqrt[3]{A^{2}}, \quad p^{2}=T+U a \sqrt[3]{A}+X a^{2} \sqrt[3]{A^{2}}
$$

Thus

$$
T=t^{2}+2 A u x, \quad U=A x^{2}+2 t u, \quad X=u^{2}+2 t x
$$

Then the factor $r-a s \sqrt[3]{A}$ of the given cubic function will be of the form $p^{2}$ if $r=T, s=-U, X=0$. Substituting the value $x=-u^{2} /(2 t)$ from $X=0$ into the first two conditions, we get

$$
r=t^{2}-\frac{A u^{3}}{t}, \quad s=-\frac{A u^{4}}{4 t^{2}}-2 t u .
$$

In the product $P=t^{3}+A u^{3}-3 A t u x+A^{2} x^{3}$ of the expressions $p$ in which $a$ takes its three values, we insert the above value of $x$ and obtain $q$. To avoid fractions multiply $r$ and $s$ by $4 t^{2}$, and $q$ by $8 t^{3}$.

Euler ${ }^{162}$ noted that this product $P$ may be made equal to any power.
Lagrange ${ }^{163}$ extended the method from $a^{3}=1$ to $\alpha^{3}-a \alpha^{2}+b \alpha-c=0$, with the roots $\alpha_{1}, \alpha_{2}, \alpha_{3}$. Then
$F(x, y, z) \equiv \prod_{i=1}^{3}\left(x+\alpha_{i} y+\alpha_{i}^{2} z\right)=x^{3}+a x^{2} y+\left(a^{2}-2 b\right) x^{2} z+b x y^{2}+(a b-3 c) x y z$

$$
+\left(b^{2}-2 a c\right) x z^{2}+c y^{3}+a c y^{2} z+b c y z^{2}+c^{2} z^{3}
$$

is such that its product by $F\left(x_{1}, y_{1}, z_{1}\right)$ is $F(X, Y, Z)$, where

$$
X+\alpha Y+\alpha^{2} Z=\left(x+\alpha y+\alpha^{2} z\right)\left(x_{1}+\alpha y_{1}+\alpha^{2} z_{1}\right)
$$

In particular, the square of $F(x, y, z)$ is $F(X, Y, Z)$, where

$$
\begin{gathered}
X=x^{2}+2 c y z+a c z^{2}, \quad Y=2 x y-2 b y z+(c-a b) z^{2}, \\
Z=2 x z+y^{2}+2 a y z+\left(a^{2}-b\right) z^{2} .
\end{gathered}
$$

We may make $Z=0$ by choice of $x$ rational in $y, z$. Hence

$$
X^{3}+a X^{2} Y+b X Y^{2}+c Y^{3}=V^{2}
$$

has solutions involving the parameters $y, z$, with $V=F(x, y, z)$. The same method leads to solutions of $F(X, Y, Z)=V^{m}$.
A. M. Legendre ${ }^{164}$ made $Z=0$ by taking $y=(u-a) z, 2 x=\left(b-u^{\prime}\right) z$. Then replacing $u$ by $u / v$, we see that $X, Y, V$ are proportional to

$$
X=u^{4}-2 b u^{2} v^{2}+8 c u v^{3}+\left(b^{2}-4 a c\right) v^{4}, \quad Y=-4 v\left(u^{3}-a u^{2} v+b u v^{2}-c v^{3}\right),
$$

$V=u^{6}-2 a u^{5} v+5 b u^{4} v^{2}-20 c u^{3} v^{3}-5\left(b^{2}-4 a c\right) u^{2} v^{4}$

$$
-\left(8 a^{2} c-2 a b^{2}-4 b c\right) u v^{5}-\left(b^{3}-4 a b c+8 c^{2}\right) v^{6} .
$$

[^420]A. Desboves ${ }^{165}$ gave for $a=b=0$ this result with $v$ replaced by $v / 2$.
$\mathrm{He}^{166}$ reduced $a x^{3}+b y^{3}=c z^{2}$ to Lagrange's ${ }^{161}$ case by multiplication by $a^{2} c^{3}$.
H. Brocard ${ }^{167}$ noted that $x^{3}+(2 a+1)(x-1)=y^{2}$ has the special solution
$$
x=(a+1)^{2}+2(a+1)-1, \quad y=(a+1)^{3}+3(a+1)^{2}-1
$$
R. F. Davis ${ }^{168}$ made $8 x^{3}-8 x+16$ the square of $p x^{2}+x-4$, obtaining a quadratic for $x$ with rational roots if $8 p^{3}-8 p+16=\square$. Hence solutions like $p=0, \pm 1,2$ lead to new solutions $x$.
G. de Rocquigny ${ }^{169}$ proposed for solution $x^{3}-x \pm 1=y^{2}$. H. Brocard ${ }^{170}$ noted that for the upper sign it has solutions $x=0,1,3,5$. E. B. Escoti ${ }^{171}$ noted that for the lower sign it is impossible as shown by use of modulus 3.
L. C. Walker ${ }^{172}$ reproduced Lagrange's ${ }^{183}$ work, applying it to $x^{3}+a y^{3}=z^{2}$.

The least positive integral solution ${ }^{173}$ of $x^{3}-66 y^{3}=\square$ has $x=25$.
L. Aubry ${ }^{174}$ found restrictions on possible solutions of $x^{3}+x^{2}+2 x+1=\square$.
A. Gérardin ${ }^{175}$ assumed that $x_{0}, y_{0}, z_{0}$ is a known solution of

$$
a x^{3}+b x^{2} y+c x y^{2}+d y^{3}=z^{2}
$$

and took $x=x_{0}+m f, y=y_{0}+m g, z=z_{0}+m h$. There results a quadratic equation $A m^{2}+B m+C=0$. He took in turn

$$
A=0, \quad B=0, \quad C=0, \quad B^{2}-4 A C=\square
$$

L. J. Mordell ${ }^{176}$ wrote the proposed cubic in the form

$$
\begin{equation*}
g^{2}=4 h^{3}-g_{2} h a^{2}-g_{3} a^{3}, \tag{2}
\end{equation*}
$$

which is the syzygy connecting the seminvariants $a$,

$$
h=b^{2}-a c, \quad g_{2}=a e-4 b d+3 c^{2}, \quad g_{3}=a c e+2 b c d-a d^{2}-b^{2} e-c^{3},
$$

and $g=a^{2} d-b^{3}+3 b h$ of the quartic

$$
f=a x^{4}+4 b x^{3} y .+6 c x^{2} y^{2}+4 d x y^{3}+e y^{4} .
$$

Given integral solutions of (2) in which $a$ is odd and prime to $h$, we can find integers $a, \cdots, e$ such that $f$ has the invariants $g_{2}$ and $g_{3}$, and $b$ is prime to $a$. Conversely, every such quartic yields a solution of (2) with $a$ odd and prime to $h$. Hence to find all solutions (with $y$ odd and prime to $x$ ) of

$$
\begin{equation*}
z^{2}=4 x^{3}-g_{2} x y^{2}-g_{3} y^{3}, \tag{3}
\end{equation*}
$$

take a representative $f$ of each class of binary quartics with the invariants $g_{2}, g_{3}$; apply to $f$ a suitable linear substitution $\binom{p r}{q}$ of determinant unity to obtain a quartic $f^{\prime}$ having $a^{\prime}$ odd and prime to $b^{\prime}$; then $x=h^{\prime}, y=a^{\prime}$,

[^421]viz., $y=f(p, q), x=H(p, q), H$ being the Hessian of $f$. Thus the complete solution of (3), in relatively prime integers $x, y$, is given by a finite number of pairs of quartic forms in two parameters $p, q$. In particular, five such pairs of quartics give all solutions of $z^{2}=x^{3}+y^{3}$ in which $y$ is odd and prime to $x$.
R. F. Davis ${ }^{177}$ noted that if $x=p$ is a solution of $a x^{3}+b x+c^{2}=\square$, two further solutions are the rational roots of $(a p x-b)^{2}=4 a c^{2}(x+p)$.
E. Fauquembergue ${ }^{178}$ proved that $x^{2}=(y+1)\left(y^{2}+4\right)$ has no integral solutions except $(x, y)=(2,0)$ and ( 10,4 ), since $p^{2} q^{2}-1=p^{4}-q^{4}$ implies $p=q=1$.
A. Gérardin ${ }^{179}$ proposed that special cubics be made squares. He and L. Aubry ${ }^{180}$ gave a partial solution for $2 x^{3}+x^{2}+1=\square$.
E. Haentzschel ${ }^{180 a}$ made use of Weierstrass' ${ }^{\wp}$-function to study
$$
\prod_{i=1}^{3}\left(h_{i}^{2} x+1\right)=\square, \quad h_{1}=h_{2}+h_{3},
$$
where $h_{2}$ and $h_{3}$ are rational or conjugate complex numbers. As an example he treated Euler's ${ }^{157}$ problem $x^{3}+1=\square$.

For $x^{3}+x^{2}+x+1=\square$ see pp. 54-58 of Vol. I of this History.
For $f=\square$, where $f$ is a certain cubic, see papers $154-6$ of $\mathrm{Ch} . \mathrm{V}, 82$ of Ch. XV, and 163 of Ch. XXII.

Numbers the sum of two Rational cubes: $x^{3}+y^{3}=A z^{3}$.
Fermat ${ }^{40}$ indicated a process to get an infinitude of solutions from one.
J. Prestet ${ }^{181}$ employed Fermat's process to get the solution

$$
X=x\left(2 y^{3}+x^{3}\right), \quad Y=-y\left(2 x^{3}+y^{3}\right), \quad Z=z\left(x^{3}-y^{3}\right) .
$$

J. L. Lagrange ${ }^{161}$ reduced the problem, by means of his theory of polynomials which repeat under multiplication, to the solution of $t u^{2}+t^{2} v=A u v^{2}$. Setting $u=f t, v=f g t$, and dividing by $f^{2} g t^{3}$, we get

$$
h \equiv \frac{1}{f}+\frac{1}{g}=A f g .
$$

Set $l=1 / f-1 / g$. Then $h\left(h^{2}-l^{2}\right)=4 A$. Set $l=k h$. Then $4 A /\left(1-k^{2}\right)$ is $h^{3}$, so that $2 A^{2}\left(1-k^{2}\right)$ is the cube of $2 A / h$. But he did not complete the discussion.
L. Euler ${ }^{182}$ proved that $y=x$ if $A=2$.
L. Euler ${ }^{183}$ proved the impossibility of $x^{3}+y^{3}=4 z^{3}$ and that the problem is equivalent to the impossibility of $1+2 x^{3}=\square$ in rational numbers, $x \neq 0$. To discuss $x^{3}+y^{3}=n z^{3}$, set $x=a+b, y=a-b, z=2 v$. Then $a\left(a^{2}+3 b^{2}\right)=4 n v^{3}$.

[^422]Take

$$
a=p\left(p^{2}-9 q^{2}\right), \quad b=3 q\left(p^{2}-q^{2}\right), \quad v=r\left(p^{2}+3 q^{2}\right) .
$$

Then $a^{2}+3 b^{2}=\left(p^{2}+3 q^{2}\right)^{3}, \quad a=4 n r^{3}$. Hence take $p=\alpha f^{3}, \quad p+3 q=2 \beta g^{3}$, $p-3 q=2 \gamma h^{3}, \alpha \beta \gamma=n, f g h=r$. Substituting the resulting values of $p, q$ into $p=\alpha f^{3}$, we get $\alpha f^{3}=\beta g^{3}+\gamma h^{3}$. If the latter be solvable, the proposed equation is solvable. He noted (pp. 244-5) that $16^{2}-3 \cdot 23^{2}=\left(1-3 \cdot 2^{2}\right)^{3}$, whereas $16+23 \sqrt{3} \neq(1+2 \sqrt{3})^{3}$. In general, $x^{2}-n y^{2}=\left(p^{2}-n q^{2}\right)^{3}$ implies

$$
x \pm y \sqrt{n}=(f \pm g \sqrt{n})(p \pm q \sqrt{n})^{3}, \quad f^{2}-n g^{2}=1
$$

but not the relation with the first factor omitted.
A. M. Legendre ${ }^{184}$ proved that, for $A=2$, every set of integral solutions has $x= \pm y$, while for $A=2^{m}, m>1, x=-y$, and observed that, for $A \equiv \pm 3$ or $\pm 4(\bmod 9), z$ must be divisible by 3 . He stated that the equation is impossible for $A=3,5,6$, whereas for $A=6$ it has the solutions ${ }^{185} x=37$, $y=17, z=21$.

On geometrical aspects of the problem, see Glenie, ${ }^{12}$ Becker. ${ }^{16}$
Wm. Lenhart ${ }^{186}$ gave a table of 11 pages expressing 2581 integers $<100000$ as a sum of the cubes of two positive rational numbers. Formulas used in the construction of the table were deduced as follows from

$$
x^{3}+y^{3}=(x+y) Q, \quad Q=x^{2}-x y+y^{2} .
$$

First, let $x+y=a^{3}, x>y$, where $a$ is even. For $j=1,2,3, \cdots$, take $x=s+j$, $y=s-j, 2 s=a^{3}$. Then

$$
\begin{equation*}
\left(\frac{s+j}{a}\right)^{3}+\left(\frac{s-j}{a}\right)^{3}=s^{2}+3 j^{2} \tag{A}
\end{equation*}
$$

the successive values of $3 j^{2}$ being computed by their differences. For $a$ odd, take $x=s+j, y=s-(j-1)$; the new right member is $s^{2}+s+3 j^{2}-3 j+1$. Similarly for $x+y=a^{\prime} a^{3}$ or $9 a^{\prime} a^{3}$. Next, let $Q=m^{3}$. Then

$$
x+y=(x / m)^{3}+(y / m)^{3},
$$

whence

$$
\left(\frac{n x+y}{m}\right)^{3}+\left(\frac{(n+1) x-n y}{m}\right)^{3}=\left(n^{2}+n+1\right)\{(2 n+1) x-(n-1) y\}
$$

with three similar formulas. Euler's ${ }^{6}$ solution (Ch. XX) of $Q=m^{3}$ is quoted. Finally, let $Q=m^{\prime} m^{3}$; then

$$
\begin{gathered}
\left(\frac{a m^{3}+a^{\prime} x}{m}\right)^{3}+\left(\frac{a m^{3}+a^{\prime} y}{m}\right)^{3}=\left\{2 a m^{3}+a^{\prime}(x+y)\right\} F \\
F=a^{2} m^{3}+a a^{\prime}(x+y)+a^{\prime 2} m^{\prime}
\end{gathered}
$$

from which is derived four similar formulas whose right members have
${ }^{184}$ Théorie des nombres, Paris, 1798, 409; Mém. Acad. R. Sc. de l'Institut de France, 6, année 1823, 1827, §51, p. 47 ( $=$ pp. 29-31 of Suppl. 2 to ed. 2, 1808, of Théorie des nombres). This Supplément is reproduced in Sphinx-Oedipe, 4, 1909, 97-128; errata, $5,1910,112$. Théorie des nombres, ed. 3, 2, 1830, 9.
${ }^{185}$ G. Lamé, Comptes Rendus Paris, 61, 1865, 924.
${ }^{188}$ Math. Miscellany, Flushing, N. Y., 1, 1836, 114-12S, Suppl. 1-16 (tables).
the factor $F$. In the continuation (pp. 330-6), it is noted that

$$
\left(\frac{s^{\prime} x+r^{\prime} m^{3}}{m}\right)^{3}+\left(\frac{s^{\prime} y-r^{\prime} m^{3}}{m}\right)^{3}=s^{\prime}(x+y)\left\{3 r^{\prime 2} m^{3}+3 s^{\prime} r^{\prime}(x-y)+s^{\prime 2} m^{\prime}\right\}
$$

if $Q=m^{\prime} m^{3}$. If also $x+y=a^{3}$, we may simplify this formula. To apply to (A), divide each member by $a^{3}$ and set $\left(s^{2}+3 j^{2}\right) / m^{3}=m^{\prime}$; hence

$$
\left(\frac{s^{\prime}(s+j)+r^{\prime} m^{3}}{a m}\right)^{3}+\left(\frac{s^{\prime}(s-j)-r^{\prime} m^{3}}{a m}\right)^{3}=s^{\prime}\left(3 r^{\prime 2} m^{3}+6 r^{\prime} s^{\prime} j+s^{\prime 2} m^{\prime}\right)
$$

G. L. Dirichlet ${ }^{187}$ proved by descent the impossibility of $x^{3} \pm y^{3}=4 z^{3}$. Hence $x^{3} \pm y^{3}=2^{n} z^{3}$ is impossible, having been proved by Euler for $n=0$, $n=1$.
J. P. Kulik ${ }^{188}$ tabulated the odd numbers to 12097 (to 18907) which are differences (sums) of two cubes, and gave the cubes.
J. J. Sylvester ${ }^{189}$ stated that there are no solutions for $A=2,3$. $\mathrm{He}^{190}$ proposed the question: If $p$ and $q$ are primes of the respective forms $18 l+5$ and $18 l+11$, it is impossible to decompose $p, q^{2}, 2 p, 4 q, 4 p^{2}, 2 q^{2}$ into a sum of two rational cubes.
C. A. Laisant ${ }^{191}$ proved that $a^{3}-b^{3}=10^{n_{1}}+\cdots+10^{n_{k}}$ is impossible if $k=3,4$ or 5 .

Moret-Blanc ${ }^{192}$ stated that $a^{3}-b^{3}=h \cdot 10^{n}$ is impossible if $h=1,2$ or 8 .
T. Pepin ${ }^{193}$ proved that, if $p$ and $q$ are primes of the respective forms $18 l+5$ and $18 l+11$, the equation is impossible when $A=p, p^{2}, q, q^{2}, 2 p, 2 q^{2}$, $4 p^{2}, 4 q, 9 p, 9 q, 9 p^{2}, 9 q^{2}, 5 p^{2}, 5 q, 25 p, 25 q^{2}$. If the sum or difference of two numbers is a cube, their product is expressible algebraically as the sum of two cubes. Hence the double of a triangular number is a sum of two rational cubes. Since a prime $6 m+1$ is of the form $A^{2}+3 B^{2}$, it is a sum of two rational cubes if one of the three numbers $2 A, 3 B \pm A$ is a cube, or if $2 B$ or $A \pm B$ is the triple of a cube.

Pepin ${ }^{194}$ proved that Euler's and Legendre's use of numbers $a+b \sqrt{-3}$ is legitimate and hence showed that the equation is impossible for $A=14$, $21,38,39,57,76,196$, and stated that it is impossible for $31,93,95,190$.
E. Lucas ${ }^{195}$ noted that a solution $x, y, z$ yields the solution

$$
\begin{gather*}
X=x^{9}-y^{9}+3 x^{3} y^{3}\left(2 x^{3}+y^{3}\right), \quad Y=y^{9}-x^{9}+3 x^{3} y^{3}\left(2 y^{3}+x^{3}\right),  \tag{1}\\
Z=3 x y z\left(x^{6}+x^{3} y^{3}+y^{6}\right) .
\end{gather*}
$$

For $A=9$, we get $919,-271,438$, and in general all solutions with $z$ even (not given by Prestet, Euler, Legendre). For $A=7$, we get ${ }^{198} 73$,

[^423]$-17,38$, and all solutions with $z$ even. This solution is simpler than Fermat's ${ }^{41}$ 1265, -1256, 183.
S. Réalis ${ }^{197}$ noted that, from the solution 1, 2, 1 of $x^{3}+y^{3}=9 z^{3}$, Prestet's formulas give the solution 17, $-20,-7$, from which the new formulas
$X=2 x^{2}-4 x y+9 y z-9 z^{2}, \quad Y=2 y^{2}-x y+9 x z-18 z^{2}, \quad Z=2 x^{2}-4 x z-y z+z^{2}$ give $3.919,-3.271,3.438$ and hence the solution by Lucas. ${ }^{195}$ For $A=7$, an analogous second set of formulas was given by Réalis.

Lucas ${ }^{198}$ noted that integral solutions exist if and only if $A$ is of the form $a b(a+b) / c^{3}$, where $a, b, c$ are integers. For, if $x, y, z$ are solutions, $a=x^{3}$, $b=y^{3}$ give $a b(a+b)=A(x y z)^{3}$. The converse is true by the identity

$$
\begin{align*}
& {\left[x^{3}-y^{3}+6 x^{2} y+3 x y^{2}\right]^{3}+\left[y^{3}-x^{3}+6 y^{2} x+3 y x^{2}\right]^{3} }  \tag{2}\\
&=x y(x+y) \cdot 3^{3}\left(x^{2}+x y+y^{2}\right)^{3} .
\end{align*}
$$

For $x=1, y=2$, we get $17^{3}+37^{3}=6 \cdot 21^{3}$, contrary to Legendre. ${ }^{184}$
Lucas ${ }^{199}$ proved Sylvester's theorem that the equation is impossible for $A=p, 2 p, 4 q, q^{2}, 4 p^{2}, 2 q^{2}$, where $p$ and $q$ are primes $18 l+5,18 l+11$, respectively. Combining this result with that of Lucas, ${ }^{198}$ we see that $x y(x+y)=A z^{3}$ is impossible in rational numbers (excluding zero and equal values) if $A=p, 2 p, 4 q, 4 p^{2}, q^{2}, 2 q^{2}, 1,2,3,4,18,36$.
A. Desboves ${ }^{200}$ derived the identity (2) by Lucas from Lagrange's ${ }^{163}$ theory of polynomials which repeat under multiplication.
J. J. Sylvester ${ }^{201}$ proved that $p q, p^{2} q^{2}, p p_{1}^{2}, q q_{1}^{2}$ are not sums of two rational cubes if $p, p_{1}$ are primes $18 l+5$ and $q, q_{1}$ primes $18 l+11$. These with $p, q, p^{2}, q^{2}$, their products by 9 , and $2 p, 4 q, 4 p^{2}, 2 q^{2}$, give all known types not resolvable into a sum or difference of two rational cubes. He announced the theorem that if $\rho, \psi, \phi$ are primes of the respective forms $18 n+1,+7,+13$, while each is not of the form $f^{2}+27 g^{2}$ and hence does not have 2 as a cubic residue, then no one of the numbers $2 \rho, 4 \rho, 2 \rho^{2}, 4 \rho^{2}$, $2 \psi, 4 \psi^{2}, 4 \phi, 2 \phi^{2}$ is a sum of two rational cubes. If $v$ is a prime $6 n+1$ not having 3 as a cubic residue, then neither $3 v$ nor $3 v^{2}$ is a sum of two cubes. By all of these results, we know whether or not any number $\leqq 100$ (except perhaps 66) is a sum of two rational cubes. Proofs of the above theorems rest on the linear form of the divisors of $x^{3}-3 x+1$. He stated the empirical theorem that every prime $18 n \pm 1$ or else its triple is expressible in the form ${ }^{202} x^{3}-3 x y^{2} \pm y^{3}$.
A. Desboves ${ }^{203}$ gave two proofs of Lucas' identity (2) and noted that the replacement of $x$ by $x^{3}$ and $y$ by $y^{3}$ yields Lucas' (1). He showed that

[^424]$x^{3}+y^{3}=A z^{3}$ has integral solutions if $A=x y(x+y), x^{3}+y^{3}, 2 x^{6}+6 y^{2}, x\left(y^{3}-x\right)$, or $x^{3}-y^{3}-3 x y(x+2 y)$, and hence if $A=6,7,9,12,15,17,19,20,22,26$, 28, 30, 37.
E. Catalan ${ }^{204}$ noted that $x y(x+y)=z^{3}$ is impossible in view of the identity (2) and the impossibility of $r^{3}+s^{3}=t^{3}$. Lucas ${ }^{198}$ paper implies this result.
E. Lucas ${ }^{205}$ proved certain and stated others of the preceding theorems by Sylvester ${ }^{201}$ and Pepin, ${ }^{193}$ and remarked that, if $x^{3}-3 x y^{2}+y^{3}=3 A z^{3}$ has solutions, then ${ }^{206}$
$$
\left[2 x^{3}-3 x^{2} y-3 x y^{2}+2 y^{3}\right]^{3}+\left[x^{3}+3 x^{2} y-6 x y^{2}+y^{3}\right]^{3}=A\left[3 z\left(x^{2}-x y+y^{2}\right)\right]^{3},
$$
the divisors of the resulting $A$ 's being of the form $18 n \pm 1$. In the third paper he cited cases ( $A$ a prime $18 n+13, A$ a square of a prime $18 n+7$, etc.) in which $x^{3}+y^{3}=A z^{3}$ can be completely solved by the method of tangents and secants, citing Sylvester's theory of residuation.
T. Pepin ${ }^{207}$ proved (p. 110) Sylvester's ${ }^{201}$ theorem on $2 \rho, 4 \rho, 2 \psi$, etc., and remarked ( $\mathbf{p} .75$ ) that the first three are covered by the method used by Pepin ${ }^{194}$ for $2 \cdot 7,2 \cdot 19,4 \cdot 19$. He proved (p. 109) the results stated by Sylvester ${ }^{201}$ on the 16 types $p q, \cdots, 2 q^{2}$, as well as the theorem (pp.113-4): If
\[

$$
\begin{array}{ll}
\rho=(9 m+4)^{2}+3(9 n \pm 4)^{2}, & \psi=(9 m+2)^{2}+3(9 m \pm 2)^{2}, \\
\phi=(9 m+1)^{2}+3(9 n \pm 1)^{2}, & \zeta=m^{2}+27(3 n \pm 1)^{2}
\end{array}
$$
\]

are primes, no one of the numbers

$$
18\left(\rho, \psi, \zeta, \phi^{2}, \psi^{2}, \zeta^{2}\right), \quad 36\left(\rho, \phi, \zeta, \rho^{2}, \psi^{2}, \zeta^{2}\right)
$$

is a sum of two rational cubes.
C. Henry ${ }^{208}$ proved that any number of the form $A=f^{12}-9 g^{12}$ and its double are expressible as sums of two cubes:

$$
2 A=\left[\frac{A f^{6}+3 g^{6} B}{f^{2} C}\right]^{3}+\left[\frac{A f^{6}-3 g^{6} B}{f^{2} C}\right]^{3},
$$

if $B=f^{12}-g^{12}, C=f^{12}+3 g^{12}$.
H. Delannoy ${ }^{209}$ proved by descent that $x^{3}+y^{3}=4 z^{3}$ is impossible.

The problem $x^{3}+y^{3}=20^{3} .105489$ has been treated. ${ }^{210}$
T. R. Bend $z^{211}$ misquoted Lucas' (2), whence his criticism is invalid.
K. Schwering ${ }^{212}$ put the equation into the form

$$
1+\left(-\frac{z}{x} \sqrt[3]{A}\right)^{3}=\left(\frac{-y}{x}\right)^{3}
$$

[^425]and found an infinity of solutions from one by treating
$$
1+x^{3}-(m x+n)^{3} \equiv\left(1-m^{3}\right)(x-\alpha)(x-\beta)(x-\gamma)
$$
by his method ${ }^{238}$ for $x^{3}+y^{3}=z^{2}$ to obtain $\left(\gamma^{3}+1\right)^{\frac{1}{2}}$ and $\gamma$ as functions of $\alpha=\beta$.
A. S. Werebrusow ${ }^{213}$ discussed the form of numbers $A$ expressible as the sum of two rational cubes. Elsewhere he ${ }^{214}$ took
$$
x+y=A_{0} z_{0}^{3}, \quad x^{2}-x y+y^{2}=A_{1} z_{1}^{3}, \quad A=A_{0} A_{1}, \quad z=z_{0} z_{1}
$$
whence $A_{1}$ is of the form $(s, t) \equiv s^{2}+s t+t^{2}$, and $z_{1}=(a, b)$. Then
\[

$$
\begin{aligned}
z_{1}^{3} & =(M, N), & M & =a^{3}+3 a^{2} b-b^{3}, & N & =-a^{3}+3 a b^{2}+b^{3}, \\
A_{1} z_{1}^{3} & =(s, t)(M, N), & x & =(s+t) M+s N, & y & =t M+(s+t) N,
\end{aligned}
$$
\]

with similar formulas derived by interchanging $s$ and $t$ or $M$ and $N$. Further treatment was given for $z_{1}=1, A_{1}=1,3$ or 7 .
A. Cunningham ${ }^{215}$ discussed $x^{3}-y^{3}=17 z^{3}$, obtaining integral solutions with $z=7$. From the solution $x=18, y=-1, z=7$ of $x^{3}+y^{3}=17 z^{3}$, Prestet's formula leads to positive integral solutions smaller than those given by Lucas' (1).
R. W. D. Christie ${ }^{216}$ noted results due to Desboves. ${ }^{203}$

Christie ${ }^{217}$ noted that, if $p=a^{3}-6 a b^{2}-3 a^{2} b-b^{3}, X^{3}-p Y^{3}=1$ has the solution

$$
x=\frac{a^{3}-3 a b^{2}-b^{3}}{3 a b(a+b)}, \quad y=\frac{a^{2}+a b+b^{2}}{3 a b(a+b)},
$$

and hence also $X=1 / x, Y=-y / x$.
A. Cunningham ${ }^{218}$ treated $x^{3}+y^{3}=C z^{3}$ for $x, y$ relatively prime by setting

$$
x+y=X, \quad x^{2}-x y+y^{2}=Y, \quad z=\zeta Z .
$$

The g. c. d. of $X, Y$ is 1 or 3. Let $C$ be prime to 3. Then $X Y=C \zeta^{3} Z^{3}$,

$$
X=C \zeta^{3}, Y=Z^{3} ; \quad \text { or } \zeta=3 \zeta^{\prime}, X=9 C \zeta^{\prime 3}, Y=3 Z^{3} .
$$

Since $Z^{3}$ is a factor of $Y$ and is prime to $3, Z=A^{2}+3 B^{2}$. Hence $Z^{3}=A_{1}^{2}+3 B_{1}^{2}$. But, for $y$ even, $Y=\left(x-\frac{1}{2} y\right)^{2}+3\left(\frac{1}{2} y\right)^{2}$. Hence, if $Y=Z^{3}, x-\frac{1}{2} y= \pm A_{1}$, $\frac{1}{2} y= \pm B_{1}$. If $Y=3 Z^{3}, x-\frac{1}{2} y= \pm 3 B_{1}, \frac{1}{2} y= \pm A_{1}$. For $y$ odd,

$$
Y=\left(\frac{x+y}{2}\right)^{2}+3\left(\frac{x-y}{2}\right)^{2}
$$

There is treated also the case $C \equiv 0(\bmod 3)$.
T. Hayashi ${ }^{219}$ concluded from the impossibility of rational solutions of $x^{3}+y^{3}=3 z^{3}$ that $4 \alpha(\alpha+\beta)(\alpha+2 \beta) / 6$ is never a cube.
R. D. Carmichael ${ }^{220}$ noted that, if $A=2^{m}$, we may take $x, y, z$ odd and proved that one of the variables must be zero, except for the trivial solution $x=y=z$ which occurs if $m=1$.

[^426]J. G. van der Corput ${ }^{291}$ applied quadratic forms to prove the impossibility of $x^{3} \pm y^{3}=p^{m} z^{3}$ if $p$ is a prime $\equiv 2$ or $5(\bmod 9)$.
B. Delaunay ${ }^{222}$ stated that, if $\rho$ is an integer not a cube, $\rho x^{3}+y^{3}=1$ has no integral solutions if the fundamental unit $u$ of the domain defined by $r=\sqrt[3]{\rho}$ is not of the form $B r+C$, but has the single solution $x=B, y=C$, if it be of that form. Here $u$ is Dirichlet's $a r^{2}+b r+c$, where $a, b, c$ are integers not of like sign, whose powers, with positive and negative exponents, give all the units $\alpha r^{2}+\beta r+\gamma$, where $\alpha, \beta, \gamma$ are integers.
M. Weill ${ }^{233}$ used the identity
$$
\Sigma\left\{u^{3}-9 u v^{2} \pm\left(3 v^{3}-3 u^{2} v\right)\right\}^{3}=2\left(u^{3}-9 u v^{2}\right)\left(u^{2}+3 v^{2}\right)^{3}
$$
to show that, if one solution of $x^{3}+y^{3}=A z^{3}$ is known, a second is
$X=\beta^{3}+6 \alpha \beta^{2}+3 \alpha^{2} \beta-\alpha^{3}, \quad Y=\alpha^{3}+6 \alpha^{2} \beta+3 \alpha \beta^{2}-\beta^{3}, \quad Z=3 x y z\left(\alpha^{2}+\alpha \beta+\beta^{2}\right)$, where $\alpha=x^{3}, \beta=y^{3}$, and to obtain solutions when $A=3 c^{2}+3 c+1$.
W. S. Baer ${ }^{244}$ proved that $n$ can be represented in the form $n=\phi(u)+\phi(v)$, where $\phi(x)=\alpha x^{3}+\gamma x$, with $u, v, \alpha, \gamma$ integers and $u>\xi, v>\xi$, if and only if $n$ is a product of two integers: $n=k l$, where $k>2 \xi, l=\alpha l^{\prime}+\gamma, l^{\prime}<k^{2}-3 k \xi+3 \xi^{2}$, $l^{\prime}$ being integral and $4 l^{\prime}-k^{2}$ the triple of a square. Then $u$ and $v$ will be relatively prime if and only if the g. c. d. of $k$ and $l^{\prime}$ is 1 or 3 , and in the latter case $l^{\prime}$ is not divisible by $3^{2}$. The theorem can be extended to cubics $\Phi=A X^{3}+B X^{2}+C X+D$, where $A, \cdots, D$ are integers and $B$ is divisible by $3 A$, since $X=x-B /(3 A)$ transforms $6(\Phi-\delta)$ into $\phi$. In particular, let $\alpha=1, \gamma=0, \xi=0$. Then $n$ is representable as a sum of two positive cubes if and only if $n$ is a product of two positive integers $k$ and $l$ such that $l<k^{2}$ and $4 l-k^{2}$ is the triple of a square; the cubes will be relatively prime if and only if the g. c. d. of $k$ and $l$ is 1 or 3 , and in the latter case $l$ is not not divisible by $3^{2}$.

If $h$ is a positive integer, and $p$ is a prime or unity, $u^{3}+v^{3}=h p^{\nu}$ has only a limited number of relatively prime positive solutions, and the remaining solutions are readily deduced. But $u^{3}+v^{3}=w^{2}$ has an infinitude of positive solutions of which $u$ and $v$ are relatively prime.
L. Varchon ${ }^{224 a}$ proved that $x^{3}-y^{3}=2^{a} 5^{b}$ is impossible in integers $\neq 0$; Moret-Blanc' ${ }^{192}$ result is a corollary.
M. Rignaux ${ }^{244 b}$ derived (1), (2) and analogous identities from a common source.

SUM or difference of two cubes a square.
L. Euler ${ }^{225}$ noted that $x^{3}+y^{3}=\square$ for $x=p z / r, y=q z / r, z=r^{3} /\left(p^{3}+q^{3}\right)$. To obtain integers, set $r=n\left(p^{3}+q^{3}\right)$; then

$$
x=n^{2} p\left(p^{3}+q^{3}\right), \quad y=n^{2} q\left(p^{3}+q^{3}\right)
$$

[^427]To obtain relatively prime integers $x, y$, when $p, q$ are integers, we must employ fractional values for $n$. To obviate this, Euler gave a second method. The factors $x+y, x^{2}-x y+y^{2}$ have the g.c.d. 1 or 3 . In the first case, he put the second factor equal to the square of $p^{2}-p q+q^{2}$ and stated that $\pm x=p^{2}-2 p q, \pm y=p^{2}-q^{2}$. The upper sign is excluded since

$$
x+y=3 p^{2}-(p+q)^{2} \neq \square .
$$

For the lower sign, $x+y=(p+q)^{2}-3 p^{2}=\square$ if

$$
\begin{gathered}
p=2 m n, \quad q=3 m^{2}-2 m n+n^{2}, \\
x=4 m n\left(3 m^{2}-3 m n+n^{2}\right), \quad y=(m-n)(3 m-n)\left(3 m^{2}+n^{2}\right) .
\end{gathered}
$$

In the second case, $x^{2}-x y+y^{2}=3\left(p^{2}-p q+q^{2}\right)^{2},(x+y) / 3=\square$. As the three subcases lead to equivalent results, consider the case

$$
x=2 p^{2}-2 p q-q^{2}, \quad y=p^{2}-4 p q+q^{2}, \quad(x+y) / 3=p^{2}-2 p q=\square .
$$

The last condition is satisfied if $p=2 m^{2}, q=m^{2}-n^{2}$, whence

$$
x=3 m^{4}+6 m^{2} n^{2}-n^{4}, \quad y=-3 m^{4}+6 m^{2} n^{2}+n^{4} .
$$

Euler226 noted the examples $1+2^{3}=3^{2}, 8^{3}-7^{3}=13^{2}, 37^{3}+11^{3}=228^{2}$, $65^{3}+56^{3}=671^{2}, 71^{3}-23^{3}=588^{2}, 74^{3}-47^{3}=549^{2}$.

Several2 ${ }^{277}$ found that the difference of $7^{3}$ and $8^{3}$ is a square by considering $x^{3},(x+1)^{3}$, and, by use of tables of cubes, found that this pair and $7^{3}, 14^{3}$ give the least solutions.
C. H. Fuchs ${ }^{288}$ discussed $x^{3}+y^{3}=a z^{2}$. Let $x, y, z$ have no common factor, $a$ no square factor. If $x$ or $y$ is even, set $x+y=p, x-y=q$. Then $p\left(p^{2}+3 q^{2}\right)=4 a z^{2}$. If $p$ is not a multiple of 3 ,

$$
p=\alpha t^{2}, \quad p^{2}+3 q^{2}=4 \beta u^{2}, \quad \alpha \beta=a .
$$

Since $\beta$ is a divisor of $p^{2}+3 q^{2}$, it is of that form. Thus $4 \beta=\mu^{2}+3 \nu^{2}$. Also $u=\xi^{2}+3 \eta^{2}$. By use of $\sqrt{-3}$, he got

$$
\begin{equation*}
p=\mu\left(\xi^{2}-3 \eta^{2}\right)-6 \nu \xi \eta, \quad q=\nu\left(\xi^{2}-3 \eta^{2}\right)+2 \mu \xi \eta . \tag{1}
\end{equation*}
$$

The case $p=3 P$ is similar. For $x y$ odd, set $2 p=x+y, 2 q=x-y$. One of the three cases has $p=2 p^{\prime}, a$ odd. Then $p=2 \alpha t^{2}, p^{2}+3 q^{2}=\beta u^{2}$. He again got (1).
R. Hoppe ${ }^{229}$ obtained the general solution of $x^{3}+y^{3}=z^{2}$ in relatively prime integers by setting $p q=z^{2}, p=x+y, q=(x+y)(x-2 y)+3 y^{2}$, where $p$ and $q$ have the greatest common factor 1 or 3 . In the first case all solutions are given by

$$
\theta^{2} x=a\left(a^{3}-8 b^{3}\right), \quad \theta^{2} y=4 b\left(a^{3}+b^{3}\right), \quad \theta^{3} z=a^{6}+20 a^{3} b^{3}-8 b^{6}
$$

where $a$ is odd, and $\theta=3$ or 1 according as 3 is or is not a divisor of $a+b$. Second, if $p, q$ have the factor 3 , the solutions are [Euler ${ }^{225}$ ]

$$
\eta^{2} x=a^{4}+6 a^{2} b^{2}-3 b^{4}, \quad \eta^{2} y=3 b^{4}+6 a^{2} b^{2}-a^{4}, \quad \eta^{3} z=6 a b\left(a^{4}+3 b^{4}\right),
$$

[^428]where $a$ is not divisible by 3 , while $\eta=2$ or 1 according as $a, b$ are both odd or not both odd.
C. Richaud ${ }^{230}$ solved $(x+1)^{3}-x^{3}=y^{2}$ for $x$ and made the radical rational. Thus $(2 y)^{2}-1=3 r^{2}$, whence $x=0, y=1 ; x=7, y=13 ; x=104, y=181$; etc. The same solutions were given by Moret-Blanc, ${ }^{231}$ who remarked that $x^{3}+(x+1)^{3}=y^{2}$ only for $x=0,1$ (cf. E. Lucas, Mathesis, 1887, 200).
W. J. Greenfield ${ }^{232}$ gave numerical solutions of $x^{3}-y^{3}=\square$.
M. Weill ${ }^{233}$ noted that $\left(-3 \alpha^{2}\right)^{3}+\left(\alpha^{3}+4\right)^{3}=\left(1+\alpha^{3}\right)\left(\alpha^{3}-8\right)^{2}$.
P. F. Teilhet ${ }^{234}$ gave the solutions $65,56,671 ; 5985,5896,647569$.
E. Fauquembergue ${ }^{235}$ reproduced Euler's ${ }^{225}$ formulas with $p=n, q=m$. Replacing $p$ by $\beta-\alpha, q$ by $-\alpha$, we obtain the formulas of Axel Thue ${ }^{236}$ for $x^{3}+y^{3}=z^{2}$, who noted that, if $z$ is not divisible by 3 , then $x^{2}-x y+y^{2}=B^{2}$. Thus, for relatively prime $p$ and $q, p x=q(B+x-y), q y=p(B-x+y)$, since the product of the second factors is $x y$. Eliminating $B$, we get
$$
x / y=\left(q^{2}-2 p q\right) /\left(p^{2}-2 p q\right) .
$$

In case the numerator and denominator have a common factor, it is 3 , and $p-2 q=3 p_{1}$; set $q_{1}=q+2 p_{1}$; we get

$$
x: y=q_{1}^{2}-2 p_{1} q_{1}: p_{1}^{2}-2 p_{1} q_{1}
$$

Hence in every case we may set

$$
x= \pm\left(q^{2}-2 p q\right), \quad y= \pm\left(p^{2}-2 p q\right), \quad B=\mp\left(p^{2}-p q+q^{2}\right) .
$$

Now $x+y$ must be a square, $A^{2}$. Hence $(q-2 p)^{2}-3 p^{2}= \pm A^{2}$, so that the lower sign is excluded. From $2 p q=(p-q)^{2}-A^{2}$, we get

$$
2 p \alpha=\beta(p-q+A), \quad q \beta=\alpha(p-q-A), \quad \frac{p}{q}=\frac{\beta^{2}+2 \alpha \beta}{2 \alpha \beta-2 \alpha^{2}},
$$

where $\alpha, \beta$ are relatively prime. Any common factor of the numerator and denominator divides 6 . If it be 3 , we reduce to a like fraction as above. If it be 2 , then $\beta$ and hence $p$ and $y$ are even; but we may assume that if either $x$ or $y$ is even, $x$ is even. Thus in every case we may set

$$
\begin{array}{ll}
p= \pm\left(\beta^{2}+2 \alpha \beta\right), & q= \pm\left(2 \alpha \beta-2 \alpha^{2}\right), \\
x=4 \alpha\left(\alpha^{3}-\beta^{3}\right), & y=\beta\left(\beta^{3}+8 \alpha^{3}\right) .
\end{array}
$$

It follows that $X^{6}+Y^{3}=z^{2}$ is impossible in integers if $z$ is not divisible by 3. For, if the preceding $x$ or $y$ be a square, $\alpha=k^{2}, \alpha^{3}-\beta^{3}=h^{2}$, or $\beta=k_{1}^{2}$, $\beta^{3}+8 \alpha^{3}=h_{1}^{2}$, respectively; in either case, $X_{1}^{6}+Y_{1}^{3}=z_{1}^{2}$ in smaller integers.

Multiplying $x$ and $\alpha$ by $\sqrt[3]{A}, y$ and $\beta$ by $\sqrt[3]{B}$, we see that $A x^{3}+B y^{3}=z^{2}$ has the integral solutions

$$
x=4 \alpha\left(A \alpha^{3}-B \beta^{3}\right), \quad y=\beta\left(B \beta^{3}+8 A \alpha^{3}\right), \quad z=B^{2} \beta^{6}-20 A B \alpha^{3} \beta^{3}-8 A^{2} \alpha^{6} .
$$

[^429]"Alauda ${ }^{\prime 237}$ noted that $n x^{2}=y^{3}+z^{3}$ if $x=3 n, y=2 n, z=n$. E. Fauquembergue (ibid., 6, 1899, 131) gave [Euler ${ }^{225}$ ]
$$
a b\left\{6\left(a^{2}+3 b^{2}\right)\right\}^{2} \equiv\left(6 a b+a^{2}-3 b^{2}\right)^{3}+\left(6 a b-a^{2}+3 b^{2}\right)^{3}
$$
K. Schwering ${ }^{238}$ obtained an infinity of solutions by means of the relation between Abel's theorem and certain diophantine equations, first indicated by Jacobi ${ }^{148}$ of Ch. XXII. Set
$$
x^{3}+1-(m x+n)^{2} \equiv\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right)\left(x-\alpha_{3}\right)
$$

By the coefficients of $x^{2}$ and $x$,

$$
\frac{-m}{2 n}=\frac{\alpha_{1}+\alpha_{2}+\alpha_{3}}{\alpha_{1} \alpha_{2}+\alpha_{1} \alpha_{3}+\alpha_{2} \alpha_{3}} .
$$

Substitute for $m, n$ their values from $m \alpha_{i}+n=\left(\alpha_{i}^{3}+1\right)^{\frac{1}{2}}$ for $i=1,2$. Thus

$$
\alpha_{3}=\frac{\alpha_{1}^{2} \alpha_{2}^{2}-4\left(\alpha_{1}+\alpha_{2}\right)}{\alpha_{1} \alpha_{2}\left(\alpha_{1}+\alpha_{2}\right)+2+2 \sqrt{\left(\alpha_{1}^{3}+1\right)\left(\alpha_{2}^{3}+1\right)}}
$$

Hence we get $m \alpha_{3}+n$ and thus $\left(\alpha_{3}^{3}+1\right)^{\frac{1}{2}}$. Take $\alpha_{1}=\alpha_{2}=\alpha$. Then

$$
\alpha_{3}=\frac{\alpha^{4}-8 \alpha}{4 \alpha^{3}+4}, \quad-\sqrt{\alpha_{3}^{3}+1}=\frac{\alpha^{6}+20 \alpha^{3}-8}{8\left(\alpha^{3}+1\right) \sqrt{\alpha^{3}+1}} .
$$

By eliminating $\alpha_{3}$, we get the desired solution

$$
\left(\alpha^{3}-8\right)^{3} \alpha^{3}+64\left(\alpha^{3}+1\right)^{3}=\left(\alpha^{6}+20 \alpha^{3}-8\right)^{2}
$$

The corresponding Abel theorem is here $\Sigma d \alpha_{i} / \sqrt[3]{\left(\alpha_{i}^{3}+1\right)^{2}}=0$.
A. S. Werebrusow ${ }^{239}$ gave Euler's ${ }^{225}$ final solution.
F. de Helguero ${ }^{240}$ solved $(x-y) t=z^{2}$, where $t=x^{2}+x y+y^{2}$. Set $d=3$ or 1 , according as $t$ is or is not divisible by 3. Then $x-y=d \alpha^{2}, t=d \beta^{2}$. Thus $d \beta^{2}$ has one of the three representations by $x^{2}+x y+y^{2}$. It remains to make $d(x-y)=\square$. According as $d=3$ or 1 , this reduces to $u^{2}-v^{2}=w^{2}$ or $u^{2}-3 v^{2}=1$.
F. Pegorier ${ }^{241}$ discussed $(x+1)^{3}-x^{3}=\square$.
A. Gérardin ${ }^{242}$ noted that one solution of $\alpha^{3}+\beta^{3}=\gamma^{2}$ implies a second since

$$
\left(\alpha^{3}+4 \beta^{3}\right)^{3}-\left(3 \alpha^{2} \beta\right)^{3} \equiv\left(\alpha^{3}+\beta^{3}\right)\left(\alpha^{3}-8 \beta^{3}\right)^{2}
$$

W. H. L. Janssen van Raay ${ }^{243}$ discussed the solution of $x^{3}+y^{3}=z^{2}$.

Cashmore ${ }^{244}$ gave the first solution due to Hoppe. ${ }^{229}$
See Bouniakowsky, ${ }^{135}$ Mordell, ${ }^{176}$ and Baer ${ }^{244}$; also Catalan ${ }^{122 a}$ and Tafelmacher ${ }^{160}$ of Ch. XXVI.

[^430]Sum of cubes of numbers in arithmetical progression a cube.
L. Euler ${ }^{245}$ treated the problem to find three consecutive numbers $x-1, x, x+1$, the sum $3 x^{3}+6 x$ of whose cubes is a cube. Since $x=4$ gives a solution, set $x=4+y$. Then $6^{3}+150 y+36 y^{2}+3 y^{3}$ is to be the cube of a number, say $6+f y$. The coefficients of $y$ are equal if $108 f=150$, and then $1871 y=-7452, x=32 / 1871$. Or we may take $3 x^{3}+6 x=27 x^{3} z^{3}$, whence $x^{2}\left(18 z^{3}-2\right)=4$, and $18 z^{3}-2$ is to be a square. Since this is the case for $z=1$, set $z=1+v$; the cubic in $v$ is the square of $4+27 v / 4$ if $v=-15 / 32$.
J. R. Young ${ }^{2.6}$ required that the sum of the cubes of $a-a / x, a, a+a / x$ be a cube. Hence, as by Euler, $3+6 / x^{2}$ is to be a cube. To make $x^{2}=2 n^{3}$, take $x=2 n q$, whence $n=2 q^{2}$. Then $3 n^{3}+3=24 q^{6}+3$ is to be a cube, which is true if $q=1$.
C. Pagliani ${ }^{247}$ treated the problem to find 1000 consecutive numbers the sum of whose cubes is a cube. The sum of the cubes of $x+1, \cdots, x+m$ is $s=m(y+1)\left(y^{2}+2 y+m^{2}\right) / 8$ for $y=2 x+m$. Let $m=8 n^{3}$. Then $s$ will be the cube of $n\left(y+4 n^{2}\right)$ if $y=0$ or

$$
3\left(4 n^{2}-1\right) y=2\left(32 n^{6}-24 n^{4}+1\right)
$$

Writing $v$ for $2 n$, we see that this is equivalent to saying that

$$
(x+1)^{3}+(x+2)^{3}+\cdots+\left(x+v^{3}\right)^{3}=\left\{v x+\frac{1}{2} v^{3}(v+1)\right\}^{3}
$$

if $6 x=\left(v^{2}-1\right)^{2}-3\left(v^{3}+1\right)$. Then $x$ is integral if $v$ is not divisible by 3 . The cases $v=2,4,10$ give
(1) $3^{3}+4^{3}+5^{3}=6^{3}, \quad 6^{3}+7^{3}+\cdots+69^{3}=180^{3}, \quad 1134^{3}+\cdots+2133^{3}=16830^{3}$.
W. Lenhart ${ }^{248}$ treated the problem of $m$ consecutive cubes whose sum is a cube. First, let $m=2 n$. The sum of the cubes of $s+1, \cdots, s+n, s$, $s-1, \cdots, s-n+1$ is $\sigma=(2 s+1)\left(n s^{2}+n s+n^{3}\right)$. Set $n=4 n_{1}^{3}$ and divide $\sigma$ by $\left(2 n_{1}\right)^{3}$; we get

$$
s^{3}+\frac{3}{2} s^{2}+\frac{1}{2} s\left(32 n_{1}^{6}+1\right)+8 n_{1}^{6}=\left(s+2 n_{1}^{2}\right)^{3}
$$

if $3 s=8 n_{1}^{4}-4 n_{1}^{2}-1$. To make $s$ an integer $>1$, take $n_{1}$ prime to 3 . For $n_{1}=1$, the roots of the 8 cubes are $2,1,3,0,4,-1,5,-2$, leading to $\left(1_{1}\right)$. For $n_{1}=2$ or 5 we get $\left(1_{2}\right),\left(1_{3}\right)$. Again, we can equate $\sigma$ to the cube of $n+s\left(2 n^{2}+1\right) /(3 n)$ by choice of $s$ in terms of $n$. Second, let $m=2 n+1$. Then

$$
\Sigma=\sigma+(s-n)^{3}=m s^{3}+\frac{1}{4} s m\left(m^{2}-1\right) .
$$

Since $\Sigma$ is a cube for $s=1 / 2$, set $s=1 / 2+t$ and take $m=m_{1}^{3}$. Thus

$$
\frac{\Sigma}{m_{1}^{3}}=\frac{1}{8} m_{1}^{6}+\frac{1}{4}\left(m_{1}^{6}+2\right) t+\frac{3}{2} t^{2}+t^{3}=\left(\frac{1}{2} m_{1}^{2}+t\right)^{3},
$$

if $t=\left(m_{1}^{4}-2 m_{1}^{2}-2\right) / 6$, whence $s=\left(m_{1}^{2}-1\right)^{2} / 6$. Again, let $\Sigma=p^{3} m^{3} s^{3}$. Then,

[^431]${ }_{28}^{24}$ Algebra, 1816; Amer. ed., 1832, 332.
${ }^{247}$ Annales de math. (ed., Gergonne), 20, 1829-30, 382-4.
${ }^{218}$ Math. Miscellany, New York, 2, 1839, 127-132; French transl., Sphinx-Oedipe, 8, 1913,
for $p=1+r$,
$$
\frac{1}{4 s^{2}}=\frac{p^{3} m^{2}-1}{m^{2}-1}=\left\{1+\frac{3 m^{2} r}{2\left(m^{2}-1\right)}\right\}^{2}
$$
if $r=\frac{3}{4}\left(4-m^{2}\right) /\left(m^{2}-1\right)$, whence $s=4\left(m^{2}-1\right)^{2} /\left\{18 m^{2}+9-\left(m^{2}-1\right)^{2}\right\}$.
V. A. Lebesgue ${ }^{249}$ stated that, if $x$ and $r$ are positive integers,
\[

$$
\begin{equation*}
x^{3}+(x+r)^{3}+(x+2 r)^{3}+\cdots+[x+(n-1) r]^{3}=(x+n r)^{3} \tag{2}
\end{equation*}
$$

\]

is impossible except for $n=3, x=3 r$. If we write

$$
\begin{equation*}
s=2 x+(n-1) r, \quad \sigma=s^{2}+\left(n^{2}-1\right) r^{2}, \tag{3}
\end{equation*}
$$

we obtain for the left member of (2) the expression $n s \sigma / 8$. He considered it a difficult problem to make the latter a cube, and remarked that it was impossible for $n=2$ by Euler's ${ }^{3}$ theorem.
A. Genocchi ${ }^{250}$ treated the last problem $n s \sigma / 8=y^{3}$. Set $s=r t, 2 y=r z$. Then $n t\left(t^{2}+n^{2}-1\right)=z^{3}$. Following Fermat's method, ${ }^{143}$ set $t=1+u$, $z=n+p u$, and equate the terms of the first degree in $u$. Hence

$$
\begin{equation*}
p=\frac{n^{2}+2}{3 n}, \quad u=\frac{3 n\left(1-p^{2}\right)}{p^{3}-n} . \tag{4}
\end{equation*}
$$

The cases $n=3, r=107 ; n=4, r=1 ; n=5, r=13$, give respectively

$$
\begin{gather*}
149^{3}+256^{3}+363^{3}=408^{3}, \quad 11^{3}+12^{3}+13^{3}+14^{3}=20^{3},  \tag{5}\\
230^{3}+243^{3}+256^{3}+269^{3}+282^{3}=440^{3} . \tag{6}
\end{gather*}
$$

B. Boncompagni ${ }^{251}$ proposed for solution the same problem (2) and

$$
\begin{equation*}
x^{3}+(x+r)^{3}+\cdots+[x+(n-1) r]^{3}=v^{3} . \tag{7}
\end{equation*}
$$

V. Bouniakowsky ${ }^{252}$ noted the particular solution $r_{0}=2, x_{0}=-n+2$, $v_{0}=n$, of (7), and that this solution leads to the second solution

$$
r=r_{0}=2, \quad x=x_{0}+u, \quad v=v_{0}+p u,
$$

where $p$ and $u$ are given by (4), and thus derived (5), etc. Starting from the latter, we obtain new solutions. For $n=3, n s \sigma / 8$ is the cube of $v_{1} v_{2}$ if

$$
3(x+r)=v_{1}^{3}, \quad(x+r)^{2}+2 r^{2}=v_{2}^{3} .
$$

The general solution of the second equation is known to be

$$
x+r= \pm\left(p^{3}-6 p q^{2}\right), \quad r= \pm\left(3 p^{2} q-2 q^{3}\right), \quad v_{2}=p^{2}+2 q^{2} .
$$

Taking the upper signs, we see by the first condition that

$$
p=3 p^{\prime}, \quad v_{1}=3 w, \quad 3 p^{3}-2 p^{\prime} q^{2}=w^{3}
$$

From the evident solution $p^{\prime}=q=w=1$, we get $p=v_{1}=3, q=1$, etc. In (2), he set $r=\lambda x$ and noted that the rational cubic for $\lambda$ has no rational root when $n<8$ except for $n=3$, and stated that ( $1_{1}$ ) is the only solution in positive cubes.

[^432]A. Genocchi ${ }^{253}$.treated (7), i. e., to make $n s \sigma$ a cube. Set
$$
m=n^{2}-1, \quad s=n^{2} s^{\prime 3}, \quad s+r \sqrt{-m}=(p+q \sqrt{-m})^{3} .
$$

Then

$$
r=q\left(3 p^{2}-m q^{2}\right), \quad n^{2} s^{\prime 3}=p\left(p^{2}-3 m q^{2}\right)
$$

Set

$$
n p=8 v^{\prime 3}, \quad p+q \sqrt{3 m}=\left(s^{\prime \prime}+\frac{1}{3} r^{\prime \prime} \sqrt{3 m}\right)^{3} .
$$

From the resulting rational expressions for $p, q$ we get

$$
n s^{\prime \prime}\left[s^{\prime \prime 2}+\left(n^{2}-1\right) r^{\prime \prime 2}\right]=8 v^{\prime 3}
$$

which is of the same form as the initial equation $n s \sigma=8 v^{3}$. Hence one solution $r^{\prime \prime}, s^{\prime \prime}, v^{\prime}$ leads to a second solution $r, s, v$, etc. But not all solutions are so obtained. More convenient formulæ are obtained by setting $r=g+z, 2 v=h+p z$, where $r=g, 2 v=h$ is one set of solutions.
L. Matthiessen ${ }^{254}$ noted the particular solutions of (7):

$$
\begin{array}{llll}
n=2 p+3, & x=-2 p-1, & r=2, & v=2 p+3 \\
n=2 p+4, & x=-p-1, & r=1, & v=p+2
\end{array}
$$

Also that $351120^{3}$ is a sum of $k$ positive cubes for $k=3,4,5,6,7,8$.
A. B. Evans ${ }^{255}$ noted that the sum of the cubes of the first $n^{3}$ integers is a cube only if $n=1$, since $\left(n^{3}+1\right) / 2$ is not a cube if $n>1$ [Euler ${ }^{182}$ on $\left.x^{3} \pm y^{3}=2 z^{3}\right]$.
D. S. Hart ${ }^{256}$ took $2 n-1$ consecutive integers, $x$ being the middle one. The sum of their cubes is $(2 n-1) x^{3}+\left(2 n^{3}-3 n^{2}+n\right) x$. For $2 n-1=p^{3}$, the sum is a cube if $s=x^{3}+\frac{1}{4}\left(p^{6}-1\right) x$ is a cube. Take $x=\frac{1}{2}+y, 8 s=\left(2 y+p^{2}\right)^{3}$; we get $y$ and $x=\left(p^{2}-1\right)^{2} / 6$. For $2 n$ cubes, add the term $(x+n)^{3}$. The answer is now $x=\left\{\left(p^{2}-1\right)^{2}-3\right\} / 6$.
A. Martin ${ }^{257}$ noted that the sum of the cubes of $x, x+1, \cdots, x+n^{3}-1$ is a cube if $x=\left(n^{4}-3 n^{3}-2 n^{2}+4\right) / 6$.

Hart ${ }^{258}$ expressed the difference of $1^{3}+\cdots+n^{3}$ and $(S+m)^{3}-S^{3}$ as a sum of cubes by trial.
S. Réalis ${ }^{259}$ stated that $z_{1}^{3}+\cdots+z_{n}^{3}=(5 n+3) z^{3}$ has a solution with $z_{1}, \cdots, z_{n}$ in arithmetical progression, and solutions with $z=1, n \neq 2$.
A. Martin ${ }^{260}$ proved that $1^{3}+2^{3}+\cdots+n^{3}$ is not a cube if $n>1$, since $n(n+1) / 2 \neq p^{3}$. For, $(2 n+1)^{2}=8 p^{3}+1$ is of the form $x^{3}+1=\square$, which holds (Euler ${ }^{157}$ ) only if $x=0,-1,2$. He listed (p. 188) sets of 20,25 and 64 consecutive cubes whose sum is a cube, besides known cases.

[^433]E. B. Escott ${ }^{261}$ proved that, for $2 \leqq n \leqq 5$,
$$
k^{n}+(k+1)^{n}+\cdots+(k+m)^{n}=(k+m+1)^{n}
$$
has only the following integral solutions: $\left(1_{1}\right)$ and
$$
3^{2}+4^{2}=5^{2}, \quad(-2)^{3}+(-1)^{3}+0^{3}+1^{3}+\cdots+5^{3}=6^{3} .
$$
L. Matthiessen ${ }^{262}$ noted that if fractional values of $x, v$ are allowed in (7), we may set $r=1$. Write $u=2 x+n-2, v=p u+n / 2$. The usual form of (7) becomes a quadratic in $u$ :
$$
\left(n-8 p^{3}\right) u^{2}+3 n\left(1-4 p^{2}\right) u+n^{3}+2 n-6 n^{2} p=0
$$

Evident solutions are obtained by equating to zero the first or third coefficient. In the second case, integers $x$ are found only for $n=2, n=4$.
F. Hromadko ${ }^{263}$ noted that $x=3$ is the only positive integral solution of $x^{3}+(x+1)^{3}+(x+2)^{3}=(x+3)^{3}$ [Lebesgue ${ }^{249}$ ].
E. Grigorief ${ }^{264}$ obtained the special solutions
$15^{2}+52^{3}+89^{3}+\cdots+348^{3}=495^{3}, \quad 76^{3}+477^{3}+878^{3}+\cdots+2883^{3}=3016^{3}$,

$$
435^{3}+506^{3}+577^{3}+648^{3}+719^{3}+790^{3}=1155^{3} .
$$

"L. N. Machaut ", ${ }^{265}$ treated (2) by setting $x / r=u$ and obtaining a cubic for $u$ with a real positive root ( $u=3$ ) only for $n=3$, leading to ( $1_{1}$ ).
J. N. Vischers ${ }^{266}$ proved Lebesgue's ${ }^{249}$ first result when $n=3$.
L. Aubry ${ }^{267}$ proved that $3,4,5$ are the only three consecutive integers the sum of whose cubes is a cube.

Sum of cubes of numbers in arithmetical progression a square.
To find five integers in A. P. the sum of whose cubes is a square (or sum of squares is a cube), J. Stevenson ${ }^{288}$ used $n x-2 x, n x-x, n x, n x+x$, $n x+2 x$, the sum of whose cubes $5 n^{3} x^{3}+30 n x^{3}$ will equal $m^{2} x^{2}$ by choice of $x$ (or sum of squares $5 n^{2} x^{2}+10 x^{2}=m^{3} x^{3}$ by choice of $x$ ). Several solved both questions simultaneously by using $x^{2}, 2 x^{2}, 3 x^{2}, 4 x^{2}, 5 x^{2}$, whose sum of cubes is $\left(15 x^{3}\right)^{2}$ and sum of squares is $55 x^{4}=a^{3} x^{3}$, if $x=a^{3} / 55$; take $a=55$.

Several ${ }^{269}$ made the sum $n^{2}\left(2 n^{2}-1\right)$ of the cubes of the first $n$ odd integers a square by using Euler's ${ }^{83}$ solutions (Ch. XII) $n=1,5,29, \cdots$ of $2 n^{2}-1=\square$.
A. Genocchi ${ }^{253}$ discussed the rational solutions of

$$
\begin{equation*}
x^{3}+(x+r)^{3}+(x+2 r)^{3}+\cdots+(x+n r-r)^{3}=y^{2} . \tag{1}
\end{equation*}
$$

In view of (3) of Lebesgue ${ }^{249}$ the problem is $n s \sigma=8 y^{2}$. Set $2 y=n s t$. Solving $\sigma=2 n s t^{2}$ for $s$, we see that $n^{2} t^{4}-\left(n^{2}-1\right) r^{2}=\square=\left(n t^{2}-r p\right)^{2}$. Hence

$$
d r=2 n p t^{2}, \quad d s=2 n\left(n^{2}-1\right) t^{2} \text { or } 2 n p p^{2} t^{2},
$$

[^434]where $d=n^{2}-1+p^{2}$. The general solution thus involves the rational parameters $p, t$.
E. Catalan ${ }^{270}$ stated that, if $r=1$, integral solutions of (1) are
$$
n=k b^{2} \gamma, \quad x=\frac{\left(a^{2}-k b^{2}\right) \gamma+1}{2}, \quad y=\frac{a b u \gamma}{2}, \quad\left(a^{4}+k^{2} b^{4}\right) \gamma^{2}-\frac{2}{k} u^{2}=1
$$
where $k=1$ or 2 , while $a, b$ are relatively prime integers. For example, if $a=5, b=1$, we may take $\gamma=313, u=7850$ (in place of 1850 in Table X in Legendre's Théorie des nombres), whence $n=626, x=3600$.

Catalan, ${ }^{271}$ in treating the integral solutions of (1) for $r=1$, wrote $\alpha=2 n s, \beta=\sigma$, where $s, \sigma$ are given by Lebesgue's ${ }^{249}$ (3) for $r=1$. The problem is then to make $\alpha \beta$ the square $16 y^{2}$ of an integer. Since $s n$ is even, $y$ will then be an integer. But his separation into two cases lacks generality and his solution is incomplete. His ${ }^{272}$ later discussion leads to the following result: Take any two relatively prime integers $p, q$, one even, and express $p q / 2$ as a product of a square $u^{\prime 2}$ by a number $\theta$ without a square factor; then if

$$
\left(p^{2}+q^{2}\right) \gamma^{2}-4 \theta v^{2}=1
$$

has integral solutions $\gamma, v$, we have

$$
2 x=(q-p) \gamma+1, \quad 2(x+n-1)=(q+p) \gamma-1, \quad y=\left(u^{\prime} v \theta \gamma\right)^{2} .
$$

M. Cantor ${ }^{273}$ reported on Catalan's ${ }^{271,2}$ discussion of the preceding equation $\alpha \beta=16 y^{2}$, where $\alpha$ and $\beta$ are integers divisible by 4 for which $\beta \pm \alpha+1$ are squares, and obtained two sets of solutions, in which $p$ and $q$ are relatively prime integers, one an odd square and the other either half of an even square or an even square. In the first case, $\left(p^{2}+q^{2}\right) \gamma^{2}-u^{2}=1$ yields integers $\gamma, u$, and then $y^{2}=2 p q(\gamma u / 4)^{2}$. In the second case, if $\left(p^{2}+q^{2}\right) \gamma^{2}-2 w^{2}=1$ has integral solutions $\gamma, w$, then $y^{2}=p q(\gamma w / 2)^{2}$. In each case, $n=p \gamma$,

$$
2 x=(q-p) \gamma+1
$$

C. Richaud ${ }^{274}$ treated (1) for $r=1$, viz., $l^{2}-k^{2}=y^{2}$, where $2 k=x(x-1)$, $2 l=(x+n)(x+n-1)$. Certain, but not all, solutions arise from $l=a^{2}+b^{2}$; $k, y=2 a b, a^{2}-b^{2}$. Eliminating $x, y$, we get a quartic equation. For $k=2 a b$, it becomes

$$
m^{2}-\left(4 t^{4}+1\right) n^{2}=-1, \quad m=2(a+b), \quad n t=a-b
$$

with an infinitude of solutions $m=2 t^{2}, n=1 ; m=32 t^{6}+6 t^{2}, n=16 t^{4}+1$; etc. Note that the sum of the numbers $x, x+1, \cdots, x+n-1$ is a square, $(a-b)^{2}$. For a general $r$, (1) becomes $n s \sigma=8 y^{2}$ by Lebesgue's ${ }^{249}$ (3). For ${ }^{275} n s / 2=\alpha b^{2}$, $\sigma / 4=\alpha a^{2}, y=\alpha a b$, he eliminated $s$ and discussed at length the resulting

[^435]equation, for the case $\alpha=1$, whence the sum of $x, x+r, \cdots, x+(n-1) r$ is $b^{2}$. In the most interesting case $\alpha=1, r=2$, the eliminant becomes $a^{2}-\left(t^{4}+1\right) n^{2}=-1$ for $b=n t$. It has an infinitude of solutions $(a, n)=\left(t^{2}, 1\right)$, $\left(4 t^{6}+3 t^{2}, 4 t^{4}+1\right)$, etc. Taking $t=1$, we have $x=1$ and the following result: While the sum of $n$ consecutive odd numbers $1,3, \cdots$ is always a square $n^{2}$, the sum of the cubes of the same $n$ odd numbers will be the square of an when $a^{2}-2 n^{2}=-1 . \quad$ Examples are $(a, n)=(1,1),(7,5),(41,29),(239,169)$.
E. Lucas ${ }^{275 a}$ stated that the sum of the cubes of five consecutive integers is a square only when the middle number is $2,3,98$ or 120 . The sum of two consecutive cubes is a square only for the cubes 1 and 8.
G. R Perkins ${ }^{2776}$ solution of (1) differs only in notation from Genocchi's ${ }^{233}$.
E. Lucas ${ }^{277}$ asked when the sum of 7 consecutive cubes is a square.

Several ${ }^{278}$ found that the sum of the cubes of the first $n$ odd integers is a square if $2 n^{2}-1=\square, n=1,5,29$,
M. A. Gruber ${ }^{279}$ attempted to show that a sum of cubes of $n$ consecutive integers is a square only for $1^{3}+2^{3}+\cdots+n^{3}=(1+\cdots+n)^{2}$.
A. Cunningham ${ }^{280}$ desired a sum of successive odd cubes equal to a square. The sum $S_{r}$ of the successive odd cubes $1,3^{3}, \cdots,(2 r-1)^{3}$ is $r^{2}\left(2 r^{2}-1\right)$ and is a square if $r=5$. Next,

$$
(2 \rho+1)^{3}+\cdots+(2 r-1)^{3}=S_{r}-S_{\rho}=\left(r^{2}-\rho^{2}\right)\left(2 r^{2}+2 \rho^{2}-1\right)
$$

is a square $z^{2}$ if, upon setting $x=2 r^{2}, y=2 \rho^{2}$,

$$
(2 x-1)^{2}-(2 y-1)^{2}=2(2 z)^{2} .
$$

Solutions are found by making special assumptions.
W. A. Whitworth ${ }^{281}$ expressed $\sqrt{2}$ as a continued fraction, took a convergent $N / D$, with $D$ odd, and got

$$
1^{3}+3^{3}+\cdots+(2 D-1)^{3}=N^{2} D^{2} .
$$

Cunningham ${ }^{282}$ asked for a sum of successive cubes

$$
S_{m, n}=(n+1)^{3}+(n+2)^{3}+\cdots+m^{3}
$$

equal to the product of a square by $q$. Since

$$
S_{m, 0}=1^{3}+2^{3}+\cdots+m^{3}=T_{m}^{2}, \quad T_{m}=\frac{1}{2} m(m+1), \quad S_{m, n}=S_{m, 0}-S_{n, 0},
$$

we set $T_{m}=\xi T_{n}$ and see that $S_{m, n} \div q$ is a square if $\left(\xi^{2}-1\right) / q$ is a square. For each such $\xi$, we test $T_{m}=\xi T_{n}$ by a table of triangular numbers (de Joncourt's, 1772) and find suitable pairs $m, n$. Solutions are found for $q=2, \cdots, 11$.
M. A. Gruber ${ }^{283}$ noted that $n=1$ and $n=5$ are the only cases in which

$$
1^{3}+3^{3}+5^{3}+\cdots+(2 n-1)^{3}=\square, \quad(2 n-1)^{3}=\square
$$

${ }^{275 a}$ Recherches sur l'analyse indéterminée, Moulins, 1873, 92. Extract from Bull. Soc. d'Emulation du Département de l'Allier, 12, 1873, 532.
${ }^{276}$ The Analyst, Des Moines, 1, 1874, 40.
${ }^{277}$ Nouv. Corresp. Math., 2, 1876, 95.
${ }^{278}$ Math. Quest. Educ. Times, 53, 1890, 55. Cf. Brocard ${ }^{92}$ of Ch. XXIII.
${ }^{279}$ Amer. Math. Monthly, 2, 1895, 197-8.
${ }^{280}$ Math. Quest. Educ. Times, 72, 1900, 45-46 (error); 73, 1900, 132-3.
${ }^{281}$ Ibid., 72, 1900, 46.
${ }^{282}$ Ibid., 75, 1901, 87-88.
${ }^{283}$ Amer. Math. Monthly, 7, 1900, 176.
L. Matthiessen ${ }^{284}$ discussed (1) in three ways. One way is to multiply (7), the corresponding equation with the right number $v^{3}$, by $z^{3}$, where $v^{3} z^{3}=y^{2}$. Thus, for $11^{3}+12^{3}+13^{3}+14^{3}=20^{3}$, take $z=5$, whence $y=1000$.
H. Brocard, "E. A. Majol," and F. Ferrari ${ }^{285}$ discussed a sum of three consecutive cubes equal to a sum of two squares.
L. Aubry ${ }^{286}$ treated $(y-k)^{3}+y^{3}+(y+k)^{3} \equiv 3 y\left(y^{2}+2 k^{2}\right)=u^{2}$. First, let $y=2 a^{2}, y^{2}+2 k^{2}=6 b^{2}, u=6 a b$. Then $2 a^{4}=3 b^{2}-k^{2}$, which is satisfied if

$$
\begin{gathered}
a=q^{2}-3 p^{2}, \quad b=q^{4}+4 p q^{3}+18 p^{2} q^{2}+12 p^{3} q+9 p^{4} \\
k=q^{4}+12 p q^{3}+18 p^{2} q^{2}+36 p^{3} q+9 p^{4} .
\end{gathered}
$$

Second, let $y=6 a^{2}, y^{2}+2 k^{2}=2 b^{2}, u=6 a b$. Then $18 a^{4}=b^{2}-k^{2}$, which holds if

$$
a=2 p q, \quad b=r p^{4}+s q^{4}, \quad k=r p^{4}-s q^{4},
$$

$(r, s)=(72,1)$ or $(9,8)$. For $p=q=1$, the second set gives

$$
23^{3}+24^{3}+25^{3}=204^{2}
$$

which occurs in a manuscript of Lucas'. Or we may set $y=3 a^{2}$ or $a^{2}$.
Homogeneous cubic equation $F(x, y, z)=0$.
A. Cauchy ${ }^{287}$ derived a second solution from a given solution $a, b, c$. Let $\phi(x, y, z), \chi, \psi$ be the first partial derivatives of $F(x, y, z)$ with respect to $x, y, z$, respectively. Then $F=0$ for

$$
\begin{equation*}
x: y: z=a s-t \alpha: b s-t \beta: c s-t \gamma \tag{1}
\end{equation*}
$$

where, if $u=\phi(a, b, c), v=\chi(a, b, c), w=\psi(a, b, c)$, the parameters $\alpha, \beta, \gamma$ satisfy $u \alpha+v \beta+w \gamma=0$, while

$$
s=F(\alpha, \beta, \gamma), \quad t=a \phi(\alpha \beta, \gamma)+b \chi(\alpha, \beta, \gamma)+c \psi(\alpha, \beta, \gamma) .
$$

We may take $\alpha, \beta, \gamma=0, w,-v ;-w, 0, u$; or $v,-u, 0$. In each case one of the terms (1) is very simple. He showed that we may take such a simple value and obtain the following solution

$$
\begin{equation*}
\frac{a^{2} x}{F(0, w,-v)}=\frac{b^{2} y}{F(-w, 0, u)}=\frac{c^{2} z}{F(v,-u, 0)} . \tag{2}
\end{equation*}
$$

These become

$$
\begin{equation*}
\frac{x}{a\left(B b^{3}-C c^{3}\right)}=\frac{y}{b\left(C c^{3}-A a^{3}\right)}=\frac{z}{c\left(A a^{3}-B b^{3}\right)} \tag{3}
\end{equation*}
$$

for the case

$$
\begin{equation*}
F \equiv A x^{3}+B y^{3}+C z^{3}+K x y z=0 . \tag{4}
\end{equation*}
$$

If $a, b, c$ and $a^{\prime}, b^{\prime}, c^{\prime}$ are two given sets of solutions of $F=0$, where $F$ is any ternary cubic form, Cauchy obtained a third set by expanding

$$
F\left(a s-t a^{\prime}, b s-t b^{\prime}, c s-t c^{\prime}\right)=0
$$

[^436]and obtaining $s t L=0$, where $L$ is a linear function of $s, t$, which is zero for
\[

$$
\begin{aligned}
& s=a \phi\left(a^{\prime} b^{\prime}, c^{\prime}\right)+b \chi\left(a^{\prime}, b^{\prime}, c^{\prime}\right)+c \psi\left(a^{\prime}, b^{\prime}, c\right), \\
& t=a^{\prime} \phi(a, b, c)+b^{\prime} \chi(a, b, c)+c^{\prime} \psi(a, b, c) .
\end{aligned}
$$
\]

Then the resulting third set of solutions of $F=0$ is

$$
\begin{equation*}
x: y: z=a s-t a^{\prime}: b s-t b^{\prime}: c s-t c^{\prime} . \tag{5}
\end{equation*}
$$

By (3) for $A=B=1, C=-a^{3}-b^{3}, K=0, c=1$, we see that

$$
x=a\left(a^{3}+2 b^{3}\right), \quad y=-b\left(b^{3}+2 a^{3}\right), \quad z=a^{3}-b^{3}
$$

satisfy $x^{3}+y^{3}=\left(a^{3}+b^{3}\right) z^{3}$ [Prestet $\left.{ }^{181}\right]$.
For geometrical interpretations of Cauchy's results, see Lucas. ${ }^{296}$
A. M. Legendre ${ }^{988}$ deduced from one solution of $x^{3}+a y^{3}=b z^{3}$ the second solution

$$
X=x\left(x^{3}+2 a y^{3}\right) \quad Y=-y\left(2 x^{3}+a y^{3}\right), \quad Z=z\left(x^{3}-a y^{3}\right) .
$$

Given $X, Y, Z$, the determination of $x, y, z$ depends on a quartic equation.
J. J. Sylvester ${ }^{289}$ stated that (4) can be transformed into

$$
A^{\prime} u^{3}+B^{\prime} v^{3}+C^{\prime} w^{3}+K u v w \quad\left(A^{\prime} B^{\prime} C^{\prime}=A B C\right)
$$

where uow is a factor of $z$, provided (i) the ratio of two of the coefficients $A, B, C$ is a cube, (ii) the " determinant" $27 A B C+K^{3}$ has no positive prime factor $6 l+1$, and (iii) if $2^{m}$ and $2^{n}$ are the highest powers of 2 dividing $A B C$ and $K$, respectively, then either $m$ is of the form $3 k \pm 1$ or, if not, $m$ exceeds $3 n$. If $\alpha, \beta, \gamma$ give one solution of (4) and if we set

$$
\begin{gather*}
F=A \alpha^{3}, \quad G=B \beta^{3}, \quad H=C \gamma^{3}, \quad x=F^{2} G+G^{2} H+H^{2} F-3 F G H, \\
y=F G^{2}+G H^{2}+H F^{2}-3 F G H, \quad z=\alpha \beta \gamma\left(F^{2}+G^{2}+H^{2}-F G-F H-G H\right), \tag{6}
\end{gather*}
$$

then $x^{3}+y^{3}+A B C z^{3}+K x y z=0$. For the case $A=B=1, C$ a prime, and $27 C+K^{3}$ positive and not divisible by a prime $6 k+1$, he ${ }^{290}$ gave a process to obtain all integral solutions of (4) from one initial solution $P=(e, g, i)$. The process is to apply to $P$ repetitions of transformation (6) and the transformation, depending also upon $P$, from one system $l, m, n$ to the system

$$
\begin{gathered}
\lambda=3 g m(g l-e m)+3 \operatorname{Cin}(i l-e n)+K\left(g i l^{2}-e^{2} l m\right), \\
\mu=3 \operatorname{Cin}(i m-g l)+3 e l(e m-g l)+K\left(e i m^{2}-g^{2} l m\right), \\
\nu=3 e l(e n-i l)+3 g m(g n-i m)+K\left(e g n^{2}-i^{2} l m\right),
\end{gathered}
$$

or to the system obtained by interchanging $e$ and $g$.
Sylvester ${ }^{291}$ stated that $F \equiv x^{3}+y^{3}+z^{3}+6 x y z=0$ is not solvable in integers; likewise for $2 F=27 n x y z$ when $27 n^{2}-8 n+4$ is a prime; and for $4 F=27 n x y z$ when $27 n^{2}-36 n+16$ is a prime. Set $M^{3}-27 A=\Delta^{3} \Delta_{1}$ where $\Delta_{1}$ has no cubic factor. If $\Delta_{1}$ is even and contains no factor of the form $f^{2}+3 g^{2}$, and if $A$ is a prime, $x^{3}+y^{3}+A z^{3}=M x y z$ has no integral solution

[^437]except when $-M / A$ is the square of an integer. Likewise if $A$ is of the form $p^{3 w \pm 1}$, where $p$ is a prime. Also without the assumption that $\Delta_{1}$ is even, provided it has no factor $f^{2}+3 g^{2}$, while $A=2^{3 w \pm 1}$; or $A / 2$ is a prime $q i \pm 4$, and $M / 9$ is an integer; or $A / 4$ is a prime $q i \pm 2$, and $M / 18$ is an integer; or $A$ is a prime and $A, B$ are of the respective forms $q n \pm 2, q n \pm 6$, or $q n \pm 4, q n \pm 3$, or $q n \pm 3, q n$.
E. Lucas ${ }^{292}$ stated Cauchy's results on the cubic (4) as follows: (i) If $a, b, c$ is one set of integral solutions, another set $x, y, z$ is given by
$$
\frac{x}{a}+\frac{y}{b}+\frac{z}{c}=0, \quad A a^{2} x+B b^{2} y+C c^{2} z=0
$$
(ii) If $a, b, c$ and $a^{\prime}, b^{\prime}, c^{\prime}$ are two distinct sets of solutions, then
\[

\left|$$
\begin{array}{lll}
x & y & z \\
a & b & c \\
a^{\prime} & b^{\prime} & c^{\prime}
\end{array}
$$\right|=0, \quad A a a^{\prime} x+B b b^{\prime} y+C c c^{\prime} z=0
\]

give a third set. But (i) and (ii) do not yield all solutions. Lucas ${ }^{293}$ had stated as exercises these results without relation to Cauchy. They were verified by Moret-Blanc, ${ }^{294}$ and restated by A. Gérardin. ${ }^{295}$

Lucas ${ }^{296}$ stated the generalizations to any homogeneous cubic $F(x, y, z)$ $=0$. $1^{\circ}$. The tangent at a point $m_{1}$ with rational coördinates $x_{1}, y_{1}, z_{1}$, and on $F=0$, cuts the cubic at a rational point $m$, i. e.,

$$
F=0, \quad x \frac{\partial F}{\partial x_{1}}+y \frac{\partial F}{\partial y_{1}}+z \frac{\partial F}{\partial z_{1}}=0
$$

determine $x, y, z$ rationally. The point $m$ is distinct from $m_{1}$ unless the tangent is parallel to an asymptote or passes through a point of inflexion. $2^{\circ}$. The secant $m_{1} m_{2}$ through two rational points on the cubic cuts the cubic in a rational point (in general distinct from $m_{1}, m_{2}$ ). $3^{\circ}$. The conic through five rational points on a cubic cuts it in a sixth rational point.

S . Réalis ${ }^{297}$ obtained a second solution (quadratic in $\alpha, \beta, \gamma$ ) of $x^{3}+2 y^{3}+3 z^{3}=6 x y z$ from one solution $\alpha, \beta, \gamma$.

Réalis ${ }^{298}$ noted that all integral solutions except $x=y=z$ of

$$
x^{3}+y^{3}+z^{3}=3 x y z
$$

are given by

$$
x=(a-b)^{3}+(a-c)^{3}, \quad y=(b-c)^{3}+(b-a)^{3}, \quad z=(c-a)^{3}+(c-b)^{3} .
$$

If $\alpha, \beta, \gamma$ is one set of solutions of

$$
A x^{3}+B y^{3}+C z^{3}=(A+B+C) x y z
$$

another set is g.ven by

$$
x=(A+B+C)\left(\alpha^{2}-\beta \gamma\right)+3\left(B \beta^{2}+C \gamma^{2}\right)-3 \alpha(B \beta+C \gamma),
$$

[^438]and values of $y, z$ derived by permuting the triples of letters cyclically. All solutions of $x^{3}+y^{3}+z^{3}=x^{2} y+y^{2} z+z^{2} x$ are given.
A. Desboves ${ }^{299}$ proved that if $x, y, z$ is one set of solutions of $A x^{3}+B y^{3}+C z^{3}=0$, a second set of solutions is given by
$$
X=x\left(A x^{3}+2 B y^{3}\right), \quad Y=-y\left(2 A x^{3}+B y^{3}\right), \quad Z=z\left(A x^{3}-B y^{3}\right)
$$

For $A=1$ this result is due to Legendre. ${ }^{288}$
J. J. Sylvester ${ }^{300}$ called the intersection of the tangent at a point $P$ on a cubic with the cubic the tangential of $P$. He proved for $A=B=C=1$ that (3) gives the tangential to (4) at the point ( $a, b, c$ ) and that the point on the cubic collinear with ( $a, b, c$ ) and ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) has the coördinates

$$
\begin{equation*}
b c a^{\prime 2}-b^{\prime} c^{\prime} a^{2}, \quad c a b^{\prime 2}-c^{\prime} a^{\prime} b^{2}, \quad a b c^{\prime 2}-a^{\prime} b^{\prime} c^{2} \tag{7}
\end{equation*}
$$

A. Desboves ${ }^{301}$ noted that Cauchy's formula (5) becomes, for (4),

$$
x=3 B b b^{\prime}\left(a b^{\prime}-b a^{\prime}\right)+3 C c c^{\prime}\left(a c^{\prime}-c a^{\prime}\right)-K\left(a^{2} b^{\prime} c^{\prime}-a^{\prime 2} b c\right)
$$

with similar expressions for $y, z$. Since $a, b, c$ and $a^{\prime}, b^{\prime}, c^{\prime}$ satisfy (4), we can express $A, B$ as linear functions of $C, K$. Substitute the resulting value of $B$ into $x$, etc. We get (7). This result, which is simpler than, but equivalent to, Cauchy's (5), had been found otherwise by Sylvester, ${ }^{300}$ whose published announcement without proof was limited to the case $A=B=C=1$, and, for $K=0$, but $A, B, C$ arbitrary, by Desboves ${ }^{302}$ and by P. Sondat. ${ }^{303}$ From the fact that (7) satisfy $A x^{3}+B y^{3}+C z^{3}=0$, we have the identity

$$
\begin{aligned}
&\left(b^{3} c^{\prime 3}-b^{\prime 3} c^{3}\right)\left(a^{2} b^{\prime} c^{\prime}-a^{\prime 2} b c\right)^{3}+\left(c^{3} a^{\prime 3}-c^{\prime 3} a^{3}\right)\left(b^{2} a^{\prime} c^{\prime}-b^{\prime 2} a c\right)^{3} \\
&+\left(a^{3} b^{\prime 3}-a^{\prime 3} b^{3}\right)\left(c^{2} a^{\prime} b^{\prime}-c^{\prime 2} a b\right)^{3} \equiv 0
\end{aligned}
$$

This leads to solutions of the system of equations [cf. Bini ${ }^{438}$ ]

$$
x^{3}+y^{3}+z^{3}=x_{1}^{3}+y_{1}^{3}+z_{1}^{3}, \quad x y z=x_{1} y_{1} z_{1} \quad \text { or } \quad x+y+z=x_{1}+y_{1}+z_{1} .
$$

Desboves ${ }^{304}$ simplified Cauchy's proofs of (2) and (5), gave also a direct proof of (2), and showed that $a^{2}$ divides $F(0, w,-v)$, etc., a fact seemingly overlooked by Cauchy. Hence we may take $x=F(0, w,-v) / a^{2}$, etc., obtaining polynomials of degree 4 for $x, y, z$. As new results, he proved that if one solution of $F=0$ is given we can reduce its complete solution to that of a biquadratic equation. He sought an $F$ such that the latter is $A \xi^{4}+B \eta^{4}=C \zeta^{2}$, where $C=A+B$, the only biquadratic hitherto solved completely. The resulting $F$ is

$$
A C(x+y) z^{2}+2 C y^{2} z-(x-y)\left(x^{2}+y^{2}\right)
$$

He obtained the solution of $f(x, y)+c z^{3}=0$, with coefficients of special type, given solutions $m, n$ of the cubic $f(x, y)=0$.
A. Holm ${ }^{305}$ noted that the tangent to a cubic at a rational point, not an inflexion point, cuts the cubic in a new rational point. In case there is a

[^439]rational asymptote, the line parallel to it and through a rational point cuts it again in a rational point.
A. S. Werebrusow ${ }^{306}$ obtained solutions of (4) with $K=0$ from one solution.
B. Levi ${ }^{307}$ considered a cubic equation with rational coefficients which corresponds to a cubic curve $C$ of genus unity (transformable birationally into a straight line) and determined points on $C$ by use of an elliptic parameter. By a configuration of rational points on $C$ is meant the set of all rational points deduced from one or more rational points by the operations of finding the tangential point to a given point and finding the third intersection with $C$ of the secant joining two points of the set. There are theorems on the number of points in a finite configuration of such rational points (cf. Hurwitz ${ }^{312}$ ). There is a discussion of the cubic
$$
x z^{2}-y(y-x)(y-k x)=0
$$
into which any cubic with a rational point can be transformed birationally.
A. Thue ${ }^{308}$ considered $A x^{3}+B y^{3}=C z^{3}$ in which $x, y, z$ are relatively prime in pairs and $z \geqq y \geqq x>0$. We can find integers $p, q, r$, without a common factor and numerically $<\sqrt{3 z}$, such that $p x+q y=r z$. Hence
$$
a x=C q^{3}-B r^{3}, \quad b y=A r^{3}-C p^{3}, \quad c z=A q^{3}-B p^{3}
$$
where $a, b, c$ are integers. Hence $A a x+B b y=C c z$. From this and the former linear relation we get the ratios of $x, y, z$. He introduced further numbers and deduced many relations with the aim to obtain limits for $a, b, c$, etc.
L. Chanzy ${ }^{309}$ applied Lucas ${ }^{296}$ three methods to the equation
$$
y^{3}+p x^{2}+q x+r y+s=0
$$

The tangent at $\left(x_{1}, y_{1}\right)$ meets the cubic at the point with the ordinate

$$
-p\left(\frac{3 y_{1}^{2}+r}{2 p x_{1}+q}\right)^{2}-2 y_{1}
$$

The line joining the known points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ meets the cubic in the point with the ordinate

$$
y_{3}=-p\left(\frac{x_{2}-x_{1}}{y_{2}-y_{1}}\right)^{2}-y_{1}-y_{2}
$$

while $x_{3}$ follows from $\left(x_{3}-x_{1}\right)\left(y_{2}-y_{1}\right)=\left(y_{3}-y_{1}\right)\left(x_{2}-x_{1}\right)$.
L. J. Mordell ${ }^{310}$ considered a ternary cubic form $F(x, y, z)$. Given one set of solutions, we can find a linear unitary substitution which transforms $F=0$ into $S_{1} \xi^{2}+2 S_{2} \xi+S_{3}=0$, where $S_{j}$ is a function of degree $j$ of $\eta, \zeta$. Its discriminant $f=S_{2}^{2}-S_{1} S_{3}$ is a binary quartic whose invariants are

[^440]numerical multiples of the invariants $S$ and $T$ of $F$. If $S_{1}=b \eta+c \zeta, f$ is a square for $\eta=c, \zeta=-b$. Thus (Mordell ${ }^{162}$ of Ch. XXII) if we find ${ }^{176}$ all rational solutions of
$$
t^{2}=4 s^{3}+108 S s-27 T
$$
we can deduce all the rational solutions of $F=0$. The method is applied in detail to the canonical cubic $x^{3}+y^{3}+z^{3}+6 m x y z=0$.
W. H. L. Janssen van Raay ${ }^{311}$ solved $y / z+z / x+x / y=3$ in integers by reducing it to $a^{3}+b^{3}+c^{3}=3 a b c$.
A. Hurwitz ${ }^{312}$ proved (p. 226) that a curve (4) with integral coefficients has either no rational point or an infinity of rational points if $A, B, C$ are not zero and relatively prime in pairs, while no one of them is divisible by a square of a prime, and at most one of them is $\pm 1$. Next, if $A=B=1$, $C \neq \pm 1$, and $C$ is not divisible by a square of a prime, the curve has either 1,2 or an infinity of rational points. Finally, if $A=B=C=1, K \neq 1,-3$, -5 , the curve has 3 or an infinity of rational points. There is a discussion of cubic curves without a double point (genus 1), the coefficients of whose equation belong to an algebraic field. A rational point is one whose coordinates are proportional to three numbers of the field. By use of an elliptic parameter, there are found all complete sets of a finite number of rational points, such that the line joining any two (distinct or identical) meets the curve in a point of the set. The most general cubic curves with exactly one or exactly four rational points are determined. Cf. Levi. ${ }^{307}$
M. Weill, ${ }^{312 a}$ starting with one solution $a, b, c$ of $A x^{3}+B y^{3}+C z^{3}=0$, wrote $x=a+\lambda \delta, y=b+\lambda^{\prime} \delta, z=c+\delta$, and equated to zero the coefficient $A \lambda a^{2}$ $+B \lambda^{\prime} b^{2}+C c^{2}$ of $3 \delta$, and hence found $\delta$ rationally, thus obtaining the second solution (3) due to Cauchy. Given two sets of solutions $a, b, c$ and $a^{\prime}, b^{\prime}, c^{\prime}$, he wrote $x=a+\delta a^{\prime}$, etc., found $\delta$ rationally, and obtained Desboves ${ }^{331}$ special case of Cauchy's (5).

## Ternary Cubic Form made a Constant.

J. L. Lagrange ${ }^{163}$ determined cubic forms $F(x, y, z)$ whose product by $F(X, Y, Z)$ is of that form. Cf. Libri ${ }^{64,} 65$ of Ch. XXV.
G. L. Dirichlet ${ }^{313}$ employed the roots $\alpha, \beta, \gamma$ of a cubic equation with integral coefficients and without rational roots. Let $F(x, y, z)$ denote the product of $x+\alpha y+\alpha^{2} z$ by the similar functions of $\beta$ and $\gamma$. First, let a single root $\alpha$ be real. If $T, U, V$ form a fundamental solution of $F(T, U, V)=1$, and $X, Y, Z$ form one solution of $F(x, y, z)=m$, an infinite set of solutions of the latter is given by the development of

$$
x+\alpha y+\alpha^{2} z=\left(X+\alpha Y+\alpha^{2} Z\right)\left(T+\alpha U+\alpha^{2} V\right)^{n}
$$

One solution of any set can be found by a finite number of trials. But if all three roots are real, it is stated that there exist two fundamental solutions from which all can be found by multiplication and powering.

[^441]G. Eisenstein ${ }^{314}$ proved that, if $p$ is a prime $3 m+1,27\left(x^{p-1}+\cdots+x+1\right)$ can be expressed in the form
$$
\Phi=u^{3}+p p_{1} y^{3}+p p_{2} z^{3}-3 p u y z,
$$
where $y=v+w \rho, z=v+w \rho^{2}$, and $u, v, w$ are polynomials in $x$ with real coefficients, while $\rho^{2}+\rho+1=0$, and $p_{1}, p_{2}$ are the primary complex prime factors of $p$. The product of two forms $\Phi$ is of like form. When $\Phi=1$ has real integral solutions other than $u=1, y=z=0$, an infinitude of solutions can be derived from one, as by Pell's equation.
C. Souillart ${ }^{315}$ and $E$. Mathieu ${ }^{335}$ proved that the product of two forms
\[

C \equiv x^{3}+y^{3}+z^{3}-3 x y z=-\left|$$
\begin{array}{lll}
x & y & z \\
y & z & x \\
z & x & y
\end{array}
$$\right|
\]

is of the same form and stated that a like theorem holds for cyclic determinants of order $n$. This was proved for $C$ by J. Petersen. ${ }^{316}$
E. Meissel ${ }^{317}$ wrote $(x, y, z)$ for $x^{3}+A y^{3}+A^{2} z^{3}-3 A x y z$, where $A$ is positive and not a cube. Let $\theta^{3}=1$ and $x, y, z$ be integral solutions of $(x, y, z)=1$. Let

$$
\left(x+\theta y_{\rho}+\theta^{2} z \rho^{2}\right)\left(a+\theta b \rho+\theta^{2} c \rho^{2}\right)=1, \quad \rho=\sqrt[3]{A} .
$$

By the product of this for the three values of $\theta$, we get $(x, y, z)(a, b, c)=1$. By the three equations which follow from the above,

$$
a=x^{2}-A y z, \quad b=A z^{2}-x y, \quad c=y^{2}-x z,
$$

which give a second solution of $(x, y, z)=1$. An $n$th solution follows from $\left(x+\theta y \rho+\theta^{2} z \rho^{2}\right)^{n}$. Solutions of $(x, y, z)=1$ are found for each $A<82$.
G. B. Mathews ${ }^{318}$ proved that if the integer $m$ can be represented by

$$
F(x, y, z)=x^{3}+n y^{3}+n^{2} z^{3}-3 n x y z,
$$

it can be represented in an infinity of ways. $F(x, y, z)=1$ has integral solutions and all solutions can be derived from a single fundamental solution $\xi, \eta, \zeta$ by use of

$$
\xi_{k}+\eta_{k} t+\zeta_{k} t^{2}=\left(\xi+\eta t+\zeta t^{2}\right)^{k}, \quad t=\sqrt[3]{n} .
$$

H. W. Lloyd Tanner ${ }^{319}$ wrote $\phi(x, y, z)$ for the norm of $x+y \theta+z \theta^{2}$, where $\theta^{3}+3 k \theta-b=0$, and called $u+v \theta+w \theta^{2}$ a unit if $\phi(u, v, w)=1$. He obtained a correspondence between the units and the proper automorphs of $\phi$, i. e., linear transformations of $\phi$ into itself, and investigated improper and associated automorphs.
H. S. Vandiver ${ }^{320}$ noted that the circulant (cyclic determinant) of order $n$ is a product of $n$ linear factors

$$
a_{1}+\omega^{k} a_{2}+\omega^{2 k} a_{3}+\cdots+\omega^{n-k} a_{n} \quad(k=0,1, \cdots, n-1),
$$

[^442]where $\omega$ is a primitive $n$th root of unity. The product of two circulants of order $n$ is such a circulant. This is used to prove that
$$
x^{3}+a y^{3}+a^{2} z^{3}-3 a x y z=v^{n}
$$
has an infinitude of integral solutions for every pair of integers $n, a$.
R. D. Carmichael ${ }^{331}$ proved that every prime $\neq 3$ is representable in one and but one way by $f=x^{3}+y^{3}+z^{3}-3 x y z$, where $x, y, z$ are $\geqq 0$. All positive integers are representable by $f$ with $x, y, z$ each $\geqq 0$, with the sole exception of the integers divisible by 3 , but not by 9 . A prime $6 n+1$ can be represented in one and but one way by $f$ with at least one variable negative.
A. Cunningham ${ }^{322}$ considered primes of the preceding form $f$. Take $y=x+\beta, z=x+\gamma$. Then $f=A B, A=3 x+\beta+\gamma, B=\beta^{2}-\beta \gamma+\gamma^{2}$. If $B=1$, then $\beta=\gamma= \pm 1, f=3 x \pm 2$. Since any prime $p>3$ is of the last form, we get positive integers $x, y$ such that $f$ represents $p$. Next, let $A=1$; if $B$ is prime it is of the forms $6 \omega+1=k^{2}+3 l^{2}$.
E. Turrière ${ }^{323}$ noted that the above form $f$ represents the rational number $n$ when $x=n, y=n+1 / 3, z=n-1 / 3$. If $n \equiv 1(\bmod 3)$, it represents $n$ when $x=y=(n-1) / 3, z=(n+2) / 3$.

Miscellaneous Single Diophantine equations of degree three.
Bháscara ${ }^{323 a}$ noted that the sum of the cubes of $y, 2 y, 3 y, 4 y$ equals the sum of their squares if $100 y^{3}=30 y^{2}$, whence $y=3 / 10$.
T. Robinson ${ }^{323 b}$ found two cubes $x^{3}, v^{3} x^{3}$ and a square $m^{2} x^{2}$ in arithmetical progression, since $2 v^{3} x^{3}=x^{3}+m^{2} x^{2}$ determines $x$ rationally.
A. J. Lexell ${ }^{323 c}$ noted that, if a cubic equation has rational roots, its discriminant is a square.
J. L. Lagrange ${ }^{324}$ employed the "tangent method" to determine new solutions of the cubic equation $f(x, y)=0$ from one set of solutions $p, q$. Set $x=p+t, y=q+u$, and take

$$
t \frac{\partial A}{\partial p}+u \frac{\partial A}{\partial q}=0, \quad A \equiv f(p, q)
$$

Substituting the resulting expression for $u$ into $f(p+t, q+u)=0$, we may delete the factor $t^{2}$ and thus express $t$, and hence $u$, as a rational function of the partial derivatives of $A$. Cf. Lagrange ${ }^{252}$ of Ch. XXII.

To express $1^{2}+2^{3}$ as a sum of another square and cube, J. Cunliffe ${ }^{325}$ took $9=v^{2}+(2-x)^{3}, v=21 x^{2}-6 x-1$, whence $x=253 / 441$. J. Whitley took $9=x^{3}+(3-n x)^{2}$, whence $2 x+n^{2}=\sqrt{24 n+n^{4}}$, which equals $5+p q-q^{2}$ if

[^443]$n=1+q$ and $25+10 p q+\left(p^{2}-10\right) q^{2}-2 p q^{3}+q^{4}=\left(5+p q-q^{2}\right)^{2}$. The last holds if $10 p=28, q=-51 / 60$, whence $x=15 / 16$. Cf. Gérardin. ${ }^{346}$
W. Lenhart ${ }^{326}$ discussed $\Sigma\left(x_{i}^{3}+x_{i}\right)=\Sigma\left(y_{i}^{3}+y_{i}\right)$, where $i=1, \cdots, n$. Assign any values to $x_{i}, y_{i}(i=3, \cdots, n)$. Then seek numbers (in his ${ }^{205}$ table of sums of two cubes) $t=x_{1}^{3}+x_{2}^{3}, t^{\prime}=y_{1}^{3}+y_{2}^{3}$, such that
$$
y_{1}+y_{2}-x_{1}-x_{2}+\zeta=t-t^{\prime},
$$
where $\zeta$ depends on the chosen values of $x_{i}, y_{i}, i \geqq 3$. For $n=2$, he found $x_{1}=5, x_{2}=6, y_{1}=7, y_{2}=1$. For $n>2$ he took $t=t^{\prime}$ and found
\[

$$
\begin{gathered}
(12,5,1 ; 11,8,2), \quad(14,13,11,8 ; 17,12,5,3) \\
(21,14,10,4,1 ; 20,17,5,3,2)
\end{gathered}
$$
\]

B. Peirce (ibid.) took $x_{i}=a_{i} x+b_{i}, y_{i}=a_{i} x+b_{n-i+1}$ and found that the condition gives

$$
x=\left\{\Sigma a_{i}\left(b_{n-i+1}^{2}-b_{i}^{2}\right)\right\} /\left\{\Sigma a_{i}^{2}\left(b_{i}-b_{n-i+1}\right)\right\} .
$$

R. Hoppe ${ }^{337}$ considered the rational solutions of $x^{3}+y^{3}=x-y$. Set $y=x(1-u) /(1+u)$. Then $x$ and $y$ are rational in $u$ if $u /\left(1+3 u^{2}\right)=\square$. If $u$ is a solution,

$$
w=\frac{u}{1+3 u^{2}}\left\{\frac{2\left(1+3 u^{2}\right)}{1-3 u^{2}}\right\}^{2}
$$

is a second solution, etc. The $n$th such solution is found.
C. Hermite ${ }^{328}$ noted the solution $x=a\left(a b-c^{2}\right), y=a^{3}-b^{2} c, z=b\left(c^{2}-a b\right)$, $u=a^{2} c-b^{3}$ of

$$
\begin{equation*}
x^{2} y+y^{2} z+z^{2} u+u^{2} x=0 . \tag{1}
\end{equation*}
$$

J. Joffroy ${ }^{329}$ stated that $a^{2}-b^{3}=7 \cdot 10^{n}$ is impossible. A. Morel gave an erroneous extension to $a^{2}-b^{3} \neq 10^{n_{1}}+\cdots+10^{n}$.
S. Réalis ${ }^{330}$ gave long cubic functions $x, y, z, w$ of $\alpha, \beta, \gamma$ for which

$$
x^{3}+y^{3}+z^{3} \equiv\left(\alpha^{3}+\beta^{3}+\gamma^{3}\right) w^{2} .
$$

Réalis ${ }^{331}$ obtained as solutions of (1):

$$
\begin{array}{lr}
x=3\left(\alpha^{2}-\alpha \beta+\beta^{2}\right), & y=-\alpha^{2}+3 \alpha \beta-5 \beta^{2} \\
z=-3 \alpha^{2}+9 \alpha \beta-9 \beta^{2}, & u=\alpha^{2}-\alpha \beta+3 \beta^{2}
\end{array}
$$

as well as formulas of the third and fourth degrees.
T. Pepin ${ }^{332}$ noted that a surface of degree $m$ is osculated at an arbitrary point of a given surface only when there is a positive integer $n$ satisfying

$$
m^{3}+6 m^{2}+11 m=3(n+1)(n+2)
$$

and proved that $1,5,20$ are the only integral values $<675$ of $m$. E. de Jonquières ${ }^{333}$ used the discriminant of the quadratic in $n$ to show that

[^444]either $m=5 t$, whence $m=5, n=9$, or $m=20, n=58$, if $m<300$; or $m=25 k+1$, whence $m=1, n=1$, if $m<1000$.

Réalis ${ }^{333 a}$ noted that the double of any square, as well as the triple of the square of any even number $>2$, equals the excess of a sum of two squares over a sum of two cubes.
M. Weill ${ }^{334}$ noted that (1) has the solution $x=p A, y=h p^{3}-1, z=p x$, $u=-h p y$, where $A=p h^{2}+1$; also, $x=H A^{2}, y=-A B, z=H^{2} A, u=h H B$, where $H=h^{3}-p, B=p^{3} h+3 p h^{2}-h^{5}+1$. The last solution is based on the identity $A^{3}-h H^{3}=\left(1+h^{5}\right) B$.
H. S. Vandiver and W. F. King ${ }^{335}$ proved the impossibility of

$$
x^{2} y+x z^{2}=y^{2} z
$$

G. Bisconcini ${ }^{336}$ noted that $x^{3}-y^{3}=(x+y)^{2}$ has the single solution $x=1$, $y=0$, in integers; $x^{3}+y^{3}=x^{2}+y^{2}$ has only the solutions $x=1, y=0$ or 1 ; $(x-y)^{3}=x y$ or $x^{2}+y^{2}$ has various solutions.

References ${ }^{337}$ on cubic equations with integral roots are in place.
A. Cunningham ${ }^{338}$ noted that one method of solving $x^{3}+y^{3}=z^{2}+u^{2}$ is to make $x+y$ and $x^{2}-x y+y^{2}$ both sums of two squares.
A. Gérardin ${ }^{339}$ satisfied $\Sigma x^{3}=\Sigma y^{2}$ by taking

$$
(1+m x)^{3}+(m y)^{3}+(m z)^{3}-(m \alpha)^{2}-(m \beta)^{2}=\left(1+\frac{3}{2} x m+g m^{2}\right)^{2}
$$

and equating the coefficients of $m^{2}$ (thus determining $g$ ), so that $m$ is found rationally. Another method is to take $g=0$.
R. Norrie ${ }^{84}$ noted that from one set $a_{1}, \cdots, a_{n}$ of solutions not all zero of a homogeneous cubic equation in $X_{1}, \cdots, X_{n}$ we can in general deduce further sets by substituting $X_{i}=r x_{i}+a_{i} \quad(i=1, \cdots, n)$, thus deriving $\alpha r^{3}+\beta r^{2}+\gamma r=0$. Since $\gamma$ is linear, we can make $\gamma=0$ by choice say of $x_{n}$ in terms of $x_{1}, \cdots, x_{n-1}$. Then take $r=-\beta / \alpha$. The method is applied to $b x\left(x^{2}-b^{2}\right)=u^{2}+2 v^{2}$ and to

$$
\mu_{1} V_{1}^{3}+\cdots+\mu_{n} V_{n}^{3}+x y(x-y)=\lambda z^{3} .
$$

As to this method see Lagrange ${ }^{324}$ and the related method of Cauchy ${ }^{287}$ and Lucas. ${ }^{296}$
A. Cunningham and E. B. Escott ${ }^{340}$ made $x y(x+y)+l$ a cube, where $l=x-y$ or $2 x+2 y$; also $x y \pm 2(x+y)$ is made a cube.

Welsch ${ }^{341}$ noted that 1,2,3 are the only three positive integers whose sum equals their product. For $n$ integers see papers $150-2$ of Ch. XXIII.

A solution ${ }^{342}$ of $\Sigma x_{i}^{2}-\Sigma y_{i}^{2}=\Sigma u_{i}^{3}$ is $x_{i}, y_{i}=\frac{1}{2}\left(u_{i}^{2} \pm u_{i}\right)$. This and other solutions are found by decompositions of $u^{3}=x^{2}-y^{2}$.

[^445]L. Aubry ${ }^{343}$ noted solutions, involving two parameters, of
$$
x y z-\left(x^{2}+y^{2}+z^{2}\right) w+4 w^{3}=0
$$

Special solutions (p. 207) are given for $b=7,61,2281,99905$ of

$$
b^{2} x+b y+z=(x+y+z)^{3}
$$

L. Aubry ${ }^{344}$ treated $x^{3}+x+y^{3}+y=z^{3}+z$ by setting $x+y=2 u, x-y=2 v$, $z=p u$, whence $2\left(u^{2}+3 v^{2}+1\right)=p\left(p^{2} u^{2}+1\right)$, which is solved as a Pell equation in $u, v$.
E. B. Escott ${ }^{345}$ treated the preceding problem by setting $y=x+d$, $z=x+b, x=k(b-d)$, and found eight sets of solutions. Next, for

$$
x^{3}+x+y^{3}+y+z^{3}+z=a^{3}+a
$$

set $y=x+d, z=e-x, a=x+b, d=b+k e$. The discriminant of the resulting equation for $x$ must be a square, $9 s^{2}$. Thus $k=3 n-1$. For $n=0$,

$$
2 x=e-b, \quad 2 y=b-e, \quad 2 z=2 a=b+e .
$$

For $n=1$, we get the solution (in which $\rho$ is a rational parameter)

$$
\begin{gathered}
4 x=2 e-R-\rho, \quad 8 y=-16 e-R+\rho, \quad 4 z=2 e+R+\rho, \\
8 a=16 e-R+\rho, \quad R \equiv\left(21 e^{2}+4\right) / \rho .
\end{gathered}
$$

He gave (pp. 126-7) solutions of each of the equations $x^{3} \pm x y+y^{3}=z^{2}$, $x^{3} \pm x^{2} y^{2}+y^{3}=z^{2}$. L. Aubry (p. 47) reduced $x^{3}-x y+y^{3}=z^{2}$ to a Pell equation by setting $\frac{1}{2}(x \pm y)=v, u$.
A. Gérardin ${ }^{346}$ noted that, if $a^{3}-b^{3}=f^{2}-g^{2}$, then

$$
(1+m a)^{3}-(m b)^{3}=(1+m f)^{2}-(m g)^{2}
$$

becomes a quadratic equation for $m$. By equating to zero one of the three coefficients, we find new solutions of $x^{3}-y^{3}=F^{2}-G^{2}$. Cf. Cunliffe ${ }^{325}$; also Réalis ${ }^{17,18}$ of Ch . XX.
P. Bachmann ${ }^{347}$ solved $k^{3}-\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}\right) k=2 p_{1} p_{2} p_{3}$ in positive integers. We may assume that $p_{i}=h_{i} k_{i}(i=1,2,3), k=f k_{1} k_{2} k_{3}$, where $f=1$ or 2. Multiplying the given equation by $f k_{3}^{2}$, we get

$$
\left(f^{2} k_{1}^{2} k_{3}^{2}-h_{2}^{2}\right)\left(f^{2} k_{2}^{2} k_{3}^{2}-h_{1}^{2}\right)=\left(f h_{3} k_{3}^{2}+h_{1} h_{2}\right)^{2} .
$$

The factors on the left are equated to $n s_{1}^{2}$ and $n s_{2}^{2}$ respectively, by use of solutions of $x^{2}-h^{2}=n s^{2}$.

Cashmore ${ }^{348}$ stated erroneously that $x^{3}+y^{3}=u^{2}+v^{2}$ for

$$
\begin{gathered}
x, y=2\left(a^{2}+b^{2} \pm 2 e h \pm 2 f g\right), \quad u=4\left(a^{3}-a b^{2}+2 b e g+6 b f h\right) \\
v=4\left(b^{3}-a^{2} b+2 a e g+6 a f h\right) .
\end{gathered}
$$

R. Goormaghtigh ${ }^{349}$ solved $x^{3}+2 x+y^{3}=\square$.
T. Hayashi ${ }^{350}$ proved that $x^{2} y+y^{2} z+z^{3}=0$ is impossible in integers $\neq 0$.

[^446]E. Maillet ${ }^{350 a}$ discussed $y^{3}-y=c^{3}\left(x^{3}-x\right)$, where $c$ is rational. For each value of $c$ there is only a finite number of integral solutions.

Solutions ${ }^{350 b}$ have been found for the equation in binomial coefficients

$$
\binom{u+1}{3}+\binom{v+1}{3}=\binom{w+1}{3}, \quad u^{3}-u+v^{3}-v=w^{3}-w .
$$

The sum of the first $n$ odd cubes can ${ }^{350 c}$ be expressed as a sum of seven squares $\neq 0$. Special solutions of $x^{3}+y^{3}+z^{3}=k(x+y+z)$ are noted (p. 155).

On $l\left(m p^{2}+n q^{2}\right)=\lambda\left(m r^{2}+n s^{2}\right)$, where $l, \lambda$ are linear functions of $p, q, r, s$, see papers 48, $51,55,80,89$. On $t u^{2}+t^{2} v=A u v^{2}$, see Lagrange, p. 572. On $\phi(u)+\phi(v)=g$, see Baer. ${ }^{224}$

On $x\left(1-x^{2}\right)=A y^{2}$, see Tweedie ${ }^{74}$ of Ch. IV.
On $x+a / x=y^{2}$, see Leibniz ${ }^{64}$ and Terquem ${ }^{70}$ of Ch. XXII. On equations of degree three involving products of consecutive numbers, see papers 28,32 , $56,58,59$, and 63 of Ch. XXIII. On $x y(x+y)=A z^{3}$, see Euler ${ }^{10}$, Lucas ${ }^{199}$, Catalan, ${ }^{204}$ and Hayashi ${ }^{219}$; also Lucas ${ }^{150}$ of Ch. I. Chuquet ${ }^{34}$ of Ch. XII expressed 20 as a sum of three positive rational cubes; on the general topic, see papers $404-29$; also Ch . XXV, end. On $x^{2}+y^{2}+z^{2}=k x y z$, see the papers cited under Hurwitz ${ }^{174}$ of Ch . XXIII.

Systems of equations of degree three in two unknowns.
Diophantus, IV, 29, 30, made $x y \pm(x+y)$ cubes. Take $y=x^{2}-x$. Then the condition with the upper sign is satisfied and that for the lower sign requires $x^{3}-2 x^{2}=$ cube $=\left(\frac{1}{2} x\right)^{3}$, say, whence $x=16 / 7$.

Bombelli ${ }^{351}$ treated the same problem.
Bháscara ${ }^{352}$ noted that the sum and difference of $4 y^{2}$ and $5 y^{2}$ are squares and their product $20 y^{4}$ is a cube, $(10 y)^{3}$, if $y=50$. The sum of the cubes of $y^{2}$ and $2 y^{2}$ is $9 y^{6}$, a square, and the sum $5 y^{4}$ of their squares is a cube, $(5 y)^{3}$, if $y=25$. Under Bháscara ${ }^{30}$ of Ch . XII is given his solution of $x-y=\square$, $x^{2}+y^{2}=z^{3}$, and of $y^{2}+z^{3}=\square, y+z=\square$.
L. Euler ${ }^{353}$ discussed $x+y=\square, x^{2}+y^{2}=p^{3}$. Hence take $p=a^{2}+b^{2}$, $x=a\left(a^{2}-3 b^{2}\right), y=b\left(3 a^{2}-b^{2}\right)$. Then $x+y=(a-b) Q, Q=a^{2}+4 a b+b^{2}$. Set $a-b=c^{2}$. Then $Q=6 b^{2}+6 b c^{2}+c^{4}=\left(c^{2}+3 b f / g\right)^{2}$ if $b / c^{2}=2 g(g-f) /\left(3 f^{2}-2 g^{2}\right)$. Then $x$ and $y$ will be positive if $b=2 g(g-f), c^{2}=3 f^{2}-2 g^{2}$. The latter is satisfied if $f=11, g=1, c=19$, or if $f=-3, g=1, c=5$, whence $b=8, a=33$, $x=29601, y=25624$. For three numbers he gave only results:
$35+9+5=7^{2}, \quad 35^{2}+9^{2}+5^{2}=11^{3} ; \quad 67+9+5=9^{2}, \quad 67^{2}+9^{2}+5^{2}=19^{3}$.
[But the last sum equals $5 \cdot 919 \neq 19^{3}$.]
W. Spicer, ${ }^{354}$ to find two squares whose sum is a square and difference a cube, took $a=\frac{1}{2} x^{2}+\frac{1}{2} x^{3}$ and $b=\frac{1}{2} x^{2}-\frac{1}{2} x^{3}$ as the squares with the sum $x^{2}$

[^447]and difference $x^{3}$. Choose the squares
$$
c=\frac{4 n^{2}}{\left(1+n^{2}\right)^{2}}, \quad d=\frac{\left(1-n^{2}\right)^{2}}{\left(1+n^{2}\right)^{2}}
$$
with the sum 1 and set $a=c x^{2}, b=d x^{2}$, either of which gives $x$.
J. Leslie ${ }^{355}$ made $x+y$ and $x^{3}+y^{3}$ squares, by division.
W. Cole ${ }^{356}$ made $x-y, x^{2}-y^{2}, x^{3}-y^{3}$ all squares by taking $x-y=a^{2}$, $x+y=m^{2} a^{2}$, whence $x^{3}-y^{3}=\square$ if $3 m^{4}+1=\square$, which holds if $m=2$. J. Young took $m=2$ initially.
J. Saul ${ }^{357}$ made $x+y=s^{2}, x^{2}+y^{2}=v^{2}$ and $x^{3}+y^{3}$ a square. By elimination of $y$ from the first two equations, $s^{4}-2 s^{2} x+2 x^{2}=v^{2}$. Let $v=s^{2}-r x$. Then $x=s^{2}(2-2 r) /\left(2-r^{2}\right)$. Then $x^{2}-x y+y^{2}=\square$ if $r^{4}-6 r^{3}+14 r^{2}-12 r+4=\square$, say $\left(r^{2}-3 r+5 / 2\right)^{2}$, whence $r=3 / 4$.

To divide ${ }^{358}$ a given square $a^{2}$ into two parts such that the difference of their squares and the difference of their cubes are both squares, an anonymous solver called $b^{2}$ the difference of the parts, whence the difference of their squares is $(a b)^{2}$. The quotient of the difference of their cubes by $b^{2}$ is to be a square, whence $3 a^{4}+b^{4}=\square$. Put $a=b x, x=2-z$. Then $3 x^{4}+1=49+\cdots+3 z^{4}$ is the square of $7-48 z / 7+12 \cdot 51 z^{2} / 49$ by choice of $z$.
J. Whitley ${ }^{359}$ found two positive fractions such that each plus the square of the other is a square, while the difference of their squares or their cubes is a square. Let the fractions be $\left(1 \pm 4 v^{2}\right) / 8$, whose sum and difference are squares. The difference of their cubes is a square if $3+16 v^{4}=\square=a^{2}$. Let $v=\frac{1}{2}-z, \frac{1}{2} a=1-z+2 z^{2}$. Hence $z=\frac{1}{4}=v$. B. Gompertz took $x=a z$ and $y=t z$ as the fractions, where $a=\left(1+t^{2}\right) / 2$. Then $x^{2}-y^{2}=\square$. Take $x+y^{2}=p^{2} z^{2}, y+x^{2}=q^{2} z^{2}$. We get two values of $z$ which are equal if $a s(q-a)=t(p-t), q+a=s(p+t)$. These give $p$ and $q$. Then $x^{3}-y^{3}=(r z)^{2}$ gives $z$, which equals the earlier value of $z$ if $c s\left(a^{2} s-t^{2}\right)(a-s t)=\square$, where $c=1 /\left(a^{3}-t^{3}\right)$. Take $t=3, s=1$. Hence $x=5 / 32, y=3 / 32$.
S. Jones ${ }^{360}$ made $x+y=a^{2}, x^{2}+y^{2}=\square=(b x-\dot{y})^{2}$ by choice of $x, y$. Then $x^{3}+y^{3}=\square$ if $b^{4}-2 b^{3}+2 b^{2}+2 b+1=\square=\left(b^{2}-b+\frac{1}{2}\right)^{2}$, whence $b=-\frac{1}{4}$. W. Wright took $a=1$, proceeded similarly, and found $y$ from

$$
(1-y)^{2}+y^{2}=\square=(1-m y)^{2} .
$$

Then $\quad 1-3 y+3 y^{2}=\square$ if $m^{4}-6 m^{3}+14 m^{2}-12 m+4=\square=\left(m^{2}-3 m-2\right)^{2}$, whence $m=8 / 3, y=15 / 23$.

Lowry ${ }^{360 a}$ eliminated $x=a^{2}-y$ from $x^{2}+y^{2}$ and $x^{2}-x y+y^{2}$ and equated the resulting expressions to the squares of $a^{2}-y r / s$ and $a^{2}-y e /(s w)$; the conditions hold if $w=1,4 r=3 s, e=5 s / 4$. J. Cunliffe took $x=R^{2}-S^{2}$, $y=2 R S, x^{2}-x y+y^{2}=\left(R^{2}-R S+S^{2}\right)^{2}$, whence $R=4 S$; then the desired numbers are $a^{2} x /(x+y), a^{2} y /(x+y)$.

[^448]To find two integers the difference of whose squares is a cuoe and the difference of whose cubes is a square, J. R. Ambler ${ }^{361}$ took $x^{3}+2$ and $x^{3}-2$ as the numbers, the difference of whose squares is $(2 x)^{3}$. The difference of the cubes is a square if $3 x^{6}+4=\square=\left(2 x^{3}-2\right)^{2}, x=2$. J. Davey used the numbers $x, y$ and set $x^{2}-y^{2}=z^{3}, x+y=n^{2} z$, which give $x, y$ in terms of $z$. Then $x^{3}-y^{3}=\square$ if $3 r^{8}+z^{2}=\square=\left(r n^{4}-z\right)^{2}$, which gives $z$.
W. Snip ${ }^{362}$ made $x^{2}+y^{2}$ and $x^{3}+y^{3}$ squares by t king $x=\left(m^{2}-n^{2}\right) v$, $y=2 m n v$. Then $x^{3}+y^{3}=a^{2} b^{2} v^{2}$ determines $v$ rationally.
J. Anderson ${ }^{363}$ made $x+y$ a square and $x-y, x^{2}+y^{2}$ cubes by setting $x \pm y i=(p \pm q i)^{3}$. Then $x-y=p^{3}-3 p^{2} q-3 p q^{2}+q^{3}=(q-p)^{3}$ if $p=3 q$. Hence $x=18 q^{3}, y=26 q^{3}, x+y=\square$ if $q=11$. Ashcroft used the numbers $\left(x^{4} \pm x^{3}\right) / 2$ whose sum is $x^{4}$ and difference is $x^{3}$. Their sum of squares is $\left(4 x^{8}+4 x^{6}\right) / 8$, which is a cube if $4 x^{2}+4=5^{3}, x=11 / 2$.
S. Ward ${ }^{368 a}$ took $y=x+Y, Y=8 r^{3}, x=Y z$. Then $\left(x^{2}+y^{2}\right) / Y^{2}$ equals $2 z^{2}+2 z+1$, which is the cube of $1+2 z / 3$ if $z=9 / 4$. Then $x+y=44 r^{3}=\square$ if $r=11$.

Several ${ }^{364}$ found two integers whose sum is a square and diference a cube, while if each numbcr be doubled the new sum is a cube and difference a square. Take $x+y=4 a^{6}, x-y=8 b^{6}$.

To make $x-y, x^{2}-y^{2}, x^{3}-y^{3}$ rational squares [Cole ${ }^{356}$ ], J. Whitley ${ }^{365}$ used the numbers $x=2 z^{2}+2 v^{2}, y=2 z^{2}-2 v^{2}$; then shall

$$
x^{2}+x y+y^{2}=4\left(3 z^{4}+v^{4}\right)=\square,
$$

which is true if $z=v$ or $z=2 v$. H. Godfiay took $x=m^{2}+n^{2}, y=2 m n$; then $x^{2}+x y+y^{2}=\left(m^{2}+m n+5 n^{2} / 2\right)^{2}$ if $n=-4 m / 7$.

Several ${ }^{366}$ solved $x+y=\square, x^{2}+y^{2}=\square, x^{2}+y^{3}=x^{3}+y^{2}$.
Several ${ }^{367}$ found two numbers the difference of whose squares is a cube and difference of cubes a square.
H. W. Curjel ${ }^{368}$ found two numbers $x, y$ whose sum and difference are squares, sum of squares a cube, and $\varsigma u m$ of cubes a square. By the first and last conditions, $x^{2}-x y+y^{2}=\square$, which holds if $x=z\left(2 m n-n^{2}\right)$, $y=z\left(m^{2}-n^{2}\right)$. Then $y \pm x$ are squares if $m=9, n=4, z=\square$, whence $x=56 z$, $y=65 z$. Then $x^{2}+y^{2}=7361 z^{2}$. Thus take $z=7361^{4}$.
P. F. Teilhet ${ }^{369}$ stated that all pairs of numbers whose sum and sum of squares are squares are $\left(A^{2}-B^{2}\right) M^{2} N$ and $2 A B M^{2} N$, where $A$ and $B$ are relatively prime and not both even, $N \equiv A^{2}-B^{2}+2 A B$, and where $M^{2} N$ is an integer. He asked when also the sum of their cubes is a square, as for 345,184.

[^449]A. S. Werebrusow ${ }^{370}$ found an infinitude of solutions of the last question. Teilhet ${ }^{371}$ gave a more general treatment of the problem.
A. Gérardin ${ }^{372}$ treated the system $x^{3}+h y^{3}=a^{3}+h b^{3}, x+h y=a+h b$, and found many solutions, such as
$x, a=\left(9 m^{2}-1\right) \alpha^{2} \mp 18 m \alpha \beta-3 \beta^{2} ; \quad y, b=\left(9 m^{2}-1\right) \alpha^{2} \pm 6 \alpha \beta+3 \beta^{2} ; \quad h=3 m$.
In l'intermédiaire des mathématiciens are discussed the problems:
\[

$$
\begin{aligned}
& P(x+y)+Q x=z^{3}, \quad P(x+y)+Q y=w^{3}, \quad 22,1915,145-6 . \\
& (y-x)^{2}+x=z^{p}, \quad(y-x)^{2}-y=w^{p}, \quad p \geqq 3, \quad 196 ; 23,1916,68-9 ; 24,1917,85-6 . \\
& (x+y)^{3}+x=a^{2}, \quad(x+y)^{3}+y=b^{3}, \quad 23,1916,141-2 . \\
& x^{3}-h y^{3}=\square, \quad x^{3}+h y^{3}=\square, \quad 22,1915,53,232 ; 24,1917,39 . \\
& x^{3}+y^{3}=a^{3}-b^{3}, \quad x^{3}-y^{3}=c^{3}+d^{3}, \quad 26,1919,145 .
\end{aligned}
$$
\]

Systems of equations of degree three in three unknowns.
Diophantus, IV, 6 found that $x^{2}+z^{2}$ is a square and $y^{3}+z^{2}$ a cube for $y=16 / 7, x=3 y, z=4 y$. In IV, 7,8 , he found that $x^{2}+z^{2}$ is a cube and $y^{3}+z^{2}$ a square for $x=5, y=5, z=10$ and for $x=40, y=20, z=80$.
J. de Billy propos d the problem to find three numbers such that if their product is subtracted from any one of the numbers or from the difference of any two or from the product of the second by the first or third or from the square of the second, there results always a square. He expressed his belief that $3 / 8,1,5 / 8$ is the only solution.

Fermat ${ }^{373}$ replied that [if the numbers are denoted by $A, 1,1-A$ ] the problem reduces to the double equal ty

$$
A^{2}-A+1=\square, \quad A^{2}-3 A+1=\square,
$$

which has an infinitude of solutions. In addition to de Billy's solution $A=3 / 8$, Fermat gave $A=10416 / 51865$.

Malézieux ${ }^{374}$ proposed the problem to find three rational numbers in A. P. such that one obtains a square by adding to their product either the difference of the $s$ uares of any two of them or the sum of the three differences of the three numbers.
E. Fauquembergue ${ }^{375}$ gave the solution $1 / 31,25 / 589,1 / 19$.
J. Ozanam ${ }^{376}$ asked for three numbers in G. P. such that one obtains squares by adding to their product the square of each number, and such that if these fractional squares are reduced to their simplest forms the sums by twos of the square roots of the numerators are three cubes in G. P.
"J. Hob" ${ }^{377}$ solved the first part, saying the entire problem is impossible.

[^450]E. Fauquembergue ${ }^{378}$ called the numbers $x / y, x, x y$. Then
\[

$$
\begin{equation*}
x^{3}+x^{2} y^{2}, \quad x^{3}+x^{2}, \quad x^{3}+x^{2} / y^{2} \tag{1}
\end{equation*}
$$

\]

are made squares by removing the factors $x^{2}$, and making the product $\left(x+y^{2}\right)(x+1)\left(x+1 / y^{2}\right)$ a square by Fermat's ${ }^{156}$ method. Setting $y=\alpha / \beta$, we get $x=N /\left(4 \alpha^{4} \beta^{4}\right)$, where

$$
N=\left(\alpha^{2}+\alpha \beta+\beta^{2}\right)\left(\alpha^{2}+\alpha \beta-\beta^{2}\right)\left(\alpha^{2}-\alpha \beta+\beta^{2}\right)\left(-\alpha^{2}+\alpha \beta+\beta^{2}\right) .
$$

Then (1) are the squares of

$$
\frac{N\left(\alpha^{4}+\alpha^{2} \beta^{2}-\beta^{4}\right)}{8 \alpha^{6} \beta^{6}}, \quad \frac{N\left(\alpha^{4}-\alpha^{2} \beta^{2}+\beta^{4}\right)}{8 \alpha^{6} \beta^{6}}, \quad \frac{N\left(-\alpha^{4}+\alpha^{2} \beta^{2}+\beta^{4}\right)}{8 \alpha^{6} \beta^{6}} .
$$

These fractions are said to be arithmetically irreducible. The sums by twos of the numerators are $2 N \alpha^{4}, 2 N \alpha^{2} \beta^{2}, 2 N \beta^{4}$, which are in G. P., but are not made cubes as required.
L. Euler ${ }^{379}$ desired three rational numbers whose sum, product and sum of products by twos are all squares. Denote the numbers by $n x, n y, n z$. Then

$$
x y z(x+y+z)=\square=v^{2}(x+y+z)^{2}, \quad z=v^{2}(x+y) /\left(x y-v^{2}\right) .
$$

Then $n^{3} x y z=\square$ requires $n=m^{2} x y(x+y)\left(x y-v^{2}\right)$. By the sum of products by twos,

$$
x y+\frac{v^{2}(x+y)^{2}}{x y-v^{2}}=\square .
$$

Set $x y-v^{2}=u^{2}, x=t v$. Then the preceding condition becomes

$$
\begin{gathered}
v^{4}\left(t^{2}+1\right)^{2}+u^{2} v^{2}\left(3 t^{2}+2\right)+u^{4}\left(t^{2}+1\right)=\square=\left[v^{2}\left(t^{2}+1\right)+s u^{2}\right]^{2}, \\
\frac{v^{2}}{u^{2}}=\frac{t^{2}+1-s^{2}}{2 s\left(t^{2}+1\right)-3 t^{2}-2} .
\end{gathered}
$$

Set $s=t-r$ and multiply numerator and denominator by $t^{2}+1-s^{2}$. Thus $4 r t^{4}-2\left(3 r^{2}+3 r-1\right) t^{3}+\left(2 r^{3}+3 r^{2}+2 r-3\right) t^{2}-2(3 r-1)(r+1) t$

$$
+2(r-1)(r+1)^{2}=Q^{2},
$$

$$
\frac{v}{u}=\frac{2 r t-r^{2}+1}{Q}, \quad x=t v, \quad y=\frac{u^{2}+v^{2}}{t v}, \quad z=\frac{v^{2}(x+y)}{u^{2}} .
$$

Rational values of $t$ are found from $r=1,3 / 2,3,9$. The simplest numbers derived from $r=3 / 2, t=60 / 19$, are $705600 / d, 196 / 4157,361 / 557$, where $d=2315449$. The corresponding integral solutions are 705600d, 109172d, 1500677d. Euler ${ }^{38}$ had expressed his belief that these give the least integers.
E. Fauquembergue ${ }^{381}$ used a simpler method and obtained

$$
4 a^{2} b^{4}\left(a^{2}+b^{2}\right), \quad\left(a^{4}-b^{4}\right)^{2}, \quad 4 a^{4} b^{2}\left(a^{2}+b^{2}\right),
$$

whose product is a square, sum is $\left(a^{2}+b^{2}\right)^{4}$, and sum of products by twos is $4 a^{2} b^{2}\left(a^{2}+b^{2}\right)^{2}\left(a^{4}+b^{4}\right)^{2}$. For $a=2, b=1$, we get $80,225,320$.

To find ${ }^{381 a}$ three integers whose sum and sums by twos are cubes, take

$$
x+y+z=(b+n)^{3}, \quad x+y=b^{3}, \quad x+z=c^{3} .
$$

Then

$$
y+z=2(b+n)^{3}-b^{3}-c^{3}=(b+2 n)^{3} \quad \text { if } \quad b=-\left(c^{3}+6 n^{3}\right) /\left(6 n^{2}\right) .
$$

J. Cunliffe ${ }^{382}$ noted that $x+y-z=a^{3}, x+z-y=b^{3}, y+z-x=c^{3}$ imply $x+y+z=a^{3}+b^{3}+c^{3}$, which has been made a cube by many writers.

Several ${ }^{382 a}$ found three squares in A. P. the sum of whose square roots is a cube by using the know expressions $v\left(2 p q \pm q^{2} \mp p^{2}\right), v\left(p^{2}+q^{2}\right)$ for the roots, and equating their sum $v k$, where $k=p^{2}+4 p q+q^{2}$, to $s^{3} k^{3}$.
J. Anderson ${ }^{383}$ made $x y z+1, x y+1, x z+1$ and $y z+1$ all squares by equating the last two to $(p z-1)^{2}$ and $(q z-1)^{2}$, whence $x=p^{2} z-2 p, y=q^{2} z-2 q$. Then the first two will be the squares of $1+2 p q z$ and $p q z-p-q$ if $z=4+2(p+q) /(p q)$ and $p=q+1$, respectively.

To find three numbers whose sum is a cube and the sum of any two a square, J. Foster ${ }^{384}$ took $x+y=m^{2} a^{2}, x+z=m^{2} b^{2}, y+z=m^{2} c^{2}, x+y+z=d^{3} m^{3}$, whence $m=\left(a^{2}+b^{2}+c^{2}\right) /\left(2 d^{3}\right)$. Many solvers used the numbers $2\left(x^{2}+y^{2}\right.$ $\left.-z^{2}\right), 2\left(x^{2}+z^{2}-y^{2}\right), 2\left(z^{2}+y^{2}-x^{2}\right)$, whose sums by twos are squares. To satisfy $2\left(x^{2}+y^{2}+z^{2}\right)=8 p^{6}$, take $y^{2}=4 p^{6}-n^{2}=\left(c n-2 p^{3}\right)^{2}$, which determines $n$, and take $z=2 m n /\left(m^{2}+1\right)$, whence $n^{2}-z^{2}=\square=x^{2}$.
W. Lenhart ${ }^{385}$ found that the sum, and sum of any two of, 1982015, 2759617 and 44286264 are cubes; they are the excesses of $366^{3}$ over the cubes in

$$
168^{3}+359^{3}+361^{3}=2 \cdot 366^{3}
$$

S. Bills ${ }^{386}$ obtained the same result from

$$
x^{3}+(z+1)^{3}+(z-1)^{3}=2(z+v)^{3}, \quad z^{2}+\frac{v^{2}-1}{v} z=\frac{x^{3}-2 v^{3}}{6 v} .
$$

The root $z$ involves the square root of $6 v x^{3}-3 v^{4}-18 v^{2}+9$ which is equated to $6 v(x+2 a)(x-a)^{2}$. For the resulting value of $x, 6 v(x+2 a)=\square$ if

$$
v^{4}+6 v^{2}+16 a^{3} v-3=\square=\left(v^{2}+3\right)^{2}
$$

whence $v=3 /\left(4 a^{3}\right)$. Take $a=\frac{1}{2}$. Several writers ${ }^{387}$ solved the same problem.
To find three integers in arithmetical progression whose common difference is a cube, the sum of any two less the third is a square, and the sum of the roots of the resulting squares is a square, S . Bills ${ }^{388}$ took $x^{2}-y^{3}$, $x^{2}, x^{2}+y^{3}$ as the numbers. To make $x^{2} \pm 2 y^{3}$ squares, take $x=u y$, whence $u^{2} \pm 2 y$ are known to be squares if $u=t\left(p^{2}+q^{2}\right), y=2 p q t^{2}\left(p^{2}-q^{2}\right)$. It remains to make $2 t\left(p^{2}+4 p q+q^{2}\right) p q\left(p^{2}-q^{2}\right)$ a square, say of $2 p q\left(p^{2}+4 p q+q^{2}\right)\left(p^{2}-q^{2}\right) r$, thus finding $t$. Other solvers used the numbers $x^{2} \mp x y+y^{2}, x^{2}+y^{2}$ in A. P.

[^451]and took $x=2 m n, y=m^{2}-n^{2}$. Then shall $m^{2}+4 m n+n^{2}=\square$, say $(m+p n)^{2}$, which gives $m / n$. Take $p=3 / 2$. Then $x y$ is a cube if $n=300$.
J. Matteson ${ }^{389}$ solved the last problem and that with the final condition replaced by the following: The sum of the roots of the squares is an eighth power, the squares being a seventh, a fifth and a fourth power, and the arithmetical mean of the required numbers a square.

To find three positive integers whose sum, sum of squares, and sum of cubes, are squares, A. B. Evans ${ }^{390}$ took $a x, a y, a z$, where $a=x+y+z$, and set $a\left(x^{3}+y^{3}+z^{3}\right)=a^{2}(x-y+z)^{2}$, whence $y^{2}+y(x+z)-3 x z=0$. The radical in $y$ is rational if $x^{2}+14 x z+z^{2}=\square=(z m / n-x)^{2}$, which holds if $x=m^{2}-n^{2}$, $z=2 m n+14 n^{2}$. In the resulting expression for $\Sigma x^{2}$, set $m=p-8 n$ and equate to the square of $p^{2}-16 p n-83 n^{2}$. Thus $p / n=1332 / 83$. Then $a x=412095790665$, etc. Several solvers used $15 m x, 15 m y, 8 m(x+y)$, whose sum of cubes is divisible by their sum. Thus a linear and two quadratic functions are to be squares, which is true if $m=d^{2} /\{23(x+y)\}$.
D. S. Hart ${ }^{391}$ divided unity into three positive parts whose sum of squares and sum of cubes are squares by taking $x / s, y / s, z / s$ as the parts, where $s=x+y+z$. The conditions are satisfied if $s=\square, \Sigma x^{2}=\square, \Sigma x^{3}=\square$, which is the preceding problem. $\mathrm{He}^{392}$ found three numbers whose sum and sum of squares are cubes, and sum of cubes a square. Let $a x^{3}, b x^{3}, c x^{3}$ be the numbers. Their sum of cubes will equal $\left(x^{5}\right)^{2}$ if $x=\Sigma a^{3}$. To make $\Sigma a$ and $\Sigma a^{2}$ cubes, equate their product to $(a+b-c)^{3}$; the roots of the resulting quadratic for $a$ are rational if $b^{4}+2 b^{3} c-9 b^{2} c^{2}+6 b c^{3}-7 c^{4}=\square$. Set $b=2 c+d$. The new quartic is a square if $d=35 c / 9$ or $116 c / 315$.

To find three integers whose sum, product and sum of squares are all squares, S. Tebay ${ }^{393}$ used the numbers $x y, x(x+y), y(x+y)$, while A. B. Evans used $x a^{2}, y a^{2}, x y a^{2}$, with $x=y+1$.
D. S. Hart ${ }^{394}$ found three numbers, say $a x, b x, c x$, such that if the sum of their cubes be added to or subtracted from the square of each, the sums and remainders are squares. Set $d=a^{3}+b^{3}+c^{3}$. Then $a^{2} x^{2}+d x^{3}=\square=e^{2} x^{2}$, $a^{2} x^{2}-d x^{3}=\square=f^{2} x^{2}$ give $x=\left(e^{2}-a^{2}\right) / d=\left(a^{2}-f^{2}\right) / d$. Similarly, $b^{2} x^{2} \pm d x^{3}=g^{2} x^{2}$, $h^{2} x^{2}$ give $x=\left(g^{2}-b^{2}\right) / d=\left(b^{2}-h^{2}\right) / d$, while $c^{2} x^{2} \pm d x^{3}=k^{2} x^{2}, l^{2} x^{2}$ give

$$
x=\left(k^{2}-c^{2}\right) / d=\left(c^{2}-l^{2}\right) / d .
$$

By the numerators of $x, e^{2}=2 a^{2}-f^{2}, g^{2}=2 b^{2}-h^{2}, k^{2}=2 c^{2}-l^{2}$. The first is satisfied if $a=P^{2}+Q^{2}, f=2 P Q-P^{2}+Q^{2}$. As in Diophantus V, 8, take three right triangles of equal area, with the hypotenuses $49+9,49+25,49+64$. For $P=7, Q=3$, we get $a=58, f=2$. Similarly, $P=7, Q=5$ give $b=74$, $h=46 ; P=8, Q=7$ give $c=113, l=97$. Hence we get $a x$, etc.

Problems solved in the American Mathematical Monthly: Three numbers the sum of whose cubes is a square and sum of squares a cube (1, 1894, 363). Three integers the sum of any two of which is a cube (p. 208, p. 279).

[^452]Three integers whose sum is a cube and sum of any two less the third a cube ( $2,1895,86-7$ ). Three positive integers the product of the first by the sum of the other two a square and sum of their cubes a square ${ }^{395}$ (p.196). Four positive integers each less double the cube of their sum a cube (7, 1900, 49-50). Three positive integers whose sum, sum of squares, and sum of cubes, are all squares $(9,1902,145-6)$, or all cubes $(24,1917,240)$.
R. F. Davis and others ${ }^{396}$ made $X^{3}+Y^{2}+Z^{2}, Y^{3}+X^{2}+Z^{2}, Z^{3}+X^{2}+Y^{2}$ all squares. Take $X=2(1-y), Y=2(1+y), Z=2\left(1-y^{2}\right)$. Then the first two equal the squares of $2\left(2 \mp y+y^{2}\right)$. The third is a square if $y= \pm 4 / 3$.
A. Martin ${ }^{397}$ solved $A^{2}+B^{2}+C^{2}=\square, A^{3}+B^{3}+C^{3}=D^{3}$. As the solutions of the latter he employed the products of $a$ by the values given by Young. ${ }^{56}$ Take $n^{2}+2=(n-r)^{2}$. Then $\Sigma A^{2}=\square$ becomes a quartic for $q$ whose solution, found as usual, is a very long expression for $q$. Take $r=3$, whence $n=7 / 6$. Then $q=\alpha / \beta$, where $\alpha=81420385, \beta=11290752$. Take $a=6 \beta^{2}$. Then $A, B, C$ are integers each of 17 digits:
$A=11868013975030087, B=16269106368215226, C=88837226814909894$.
M. Rignaux ${ }^{398}$ noted a solution of the last problem involving parameters $m, n, g$ such that $m^{2}+2 n^{2}=\square$; in his numerical example, $A$ and $C$ are negative, while $A, B, C$ contain only 6 or 7 digits.
P. Tannery and H. Brocard ${ }^{399}$ noted that $3,4,5$ yield by multiplication

$$
54+72+90=6^{3}, \quad 54^{3}+72^{3}+90^{3}=108^{3}
$$

E. B. Escott ${ }^{400}$ gave numbers without common factor:

$$
\begin{aligned}
3+4-6 & =1^{3}, & 3^{3}+4^{3}-6^{3} & =-5^{3} ; \\
36+37-46 & =3^{3}, & 36^{3}+37^{3}-46^{3} & =-3^{3} .
\end{aligned}
$$

H. Brocard ${ }^{401}$ gave $9+15-16=2^{3}, 9^{3}+15^{3}-16^{3}=2^{3}$ and $24+2-18=2^{3}$, $24^{3}+2^{3}-18^{3}=20^{3}$.
A. Gérardin ${ }^{402}$ noted that, if $x+y+z, \Sigma x^{2}$ and $\Sigma x^{3}$ are all cubes, $x, y, z$ are in neither geometrical nor arithmetical progression. He and others ${ }^{403}$ noted special sets of integral solutions of $x+y+z=c^{2}, x^{2}+y^{2}+z^{2}=b^{3}$; also values making $s^{3}-x-y, s^{3}-y-z, s^{3}-x-z$ all squares or all cubes, where $s=x+y+z$ (ibid., 23, 1916, 5-6); $s^{3}-x, s^{3}-y, s^{8}-z$ all squares (pp. 157-9); $x y z+x^{2}, x y z+y^{2}, x y z+z^{2}$ all squares (24, 1917, 37-8); $s^{2}-x-y, s^{2}-y-z$, $s^{2}-x-z$ all cubes (22, 1915, 220).
${ }^{355}$ Also, Math. Quest. Educ. Times, 24, 1913, 63-4.
${ }^{39}$ Math. Quest. Educ. Times, 64, 1896, 26.
${ }^{297}$ Math. Magazine, 2, 1898, 254-5.
${ }^{298}$ L'intermédiaire des math., 24, 1917, 79-80. He corrected a misprint in a citation of Martin's solution, correctly quoted in 7, 1900, 162.
399 L'intermédiaire des math., 6, 1899, 190.
${ }^{400}$ Ibid., 7, 1900, 141.
401 Ibid., 10, 1903, 14.
${ }^{602}$ Sphinx-Oedipe, 9, 1914, 38-9.
${ }^{103}$ L'intermédiaire des math., 22, 1915, 172; 23, 1916, 93.

To find $n$ numbers the cube of whose sum increased (or diminished) by any one of them gives a cube.
Diophantus, V, 18 [19], required three numbers $x_{i}$ such that, if $s$ denotes their sum, $s^{3}+x_{i}\left[s^{3}-1 x_{i}\right]$ are cubes. Set $x_{i}=\left(a_{i}^{3}-1\right) s^{3}\left[x_{i}=\left(1-a_{i}^{3}\right) s^{3}\right]$. Since $\Sigma x_{i}=s$, we have $\left(\Sigma a_{i}^{3}-3\right) s^{2}=1[=-1]$. For the first problem, $\Sigma a_{i}^{3}-3=\square$, take $a_{1}=m+1, a_{2}=2-m, a_{3}=2$; then

$$
\Sigma a_{i}^{3}-3=9 m^{2}-9 m+14=(3 m-4)^{2},
$$

if $m=2 / 15$; thus $s=5 / 18$. For the second problem, $3-\Sigma a_{i}^{s}=\square, a_{i}^{3}<1$, Diophantus took the square to be $2 \frac{1}{4}$, whence $\Sigma a_{i}^{3}=\frac{3}{4}=162 / 216$. Hence we have to express 162 as the sum of three cubes. Now $162=125+64-27$. By the theorem in the "Porisms," the difference of two cubes is always a sum of two cubes. Having thus the three cubes [not given by Diophantus] and $2 \frac{1}{4} s^{2}=1$, whence $s=2 / 3$, we obtain the numbers $x_{i}$. Cf. Bachet. ${ }^{404}$

Diophantus, V, 20 , required three numbers $x_{i}$ of sum $s$, such that $x_{i}-s^{s}$ are cubes. Set $x_{i}=\left(a_{i}^{3}+1\right) s^{3}$. Then $\Sigma a_{i}^{3}+3$ is to be a square $1 / s^{2}$. Let $a_{1}=m, a_{2}=3-m, a_{3}=1$. Then $9 m^{2}-27 m+31=\square=(3 m-7)^{2}$, say, whence $m=6 / 5, s=5 / 17$.
C. G. Bachet ${ }^{404}$ believed that Diophantus had found by accident the square $2 \frac{1}{4}$ which 3 exceeds by a number expressible as a sum of three cubes $<1$, and stated that he could not solve the problem if $2 \frac{1}{4}$ be replaced by $2 \frac{7}{9}$. He completed the computation omitted by Diophantus. [By Vieta's ${ }^{38}$ formula (1)], 64-37 is the sum of the cubes of $40 / 91$ and $303 / 91$. Thus $162 / 216$ is the sum of the cubes $125 / 216,20^{3} /\left(91^{3} \cdot 27\right), 101^{3} /\left(91^{3} \cdot 8\right)$. Subtracting them from unity and multiplying the remainders by $s^{3}=(2 / 3)^{3}$, we obtain the answers $91 / 27^{2}$, etc., which Bachet expressed as fractions with a common denominator, but with the common factor 27 in all terms. ${ }^{415}$ The reduced denominator is $549353259=91^{3} \cdot 27^{2}$.
A. Girard ${ }^{33 a}$ noted that we may employ Bachet's value $2 \frac{7}{g}$ since $3-2 \frac{7}{9}=162 / 9^{3}$ is a sum of three cubes. Or we may employ $2 \frac{14}{2}$ which 3 exceeds by the sum $440 / 1000$ of the cubes $216 / 1000,216 / 1000$ and $8 / 1000$; the resulting solution of Diophantus V, 19 is $49 / 256,49 / 256,62 / 256$ [since $\left.s^{3}-x_{1}=(3 / 8)^{3}, s^{3}-x_{3}=(1 / 8)^{3}\right]$.

Fermat ${ }^{005}$ would not admit that Diophantus was led to $2 \frac{1}{4}$ by chance and remarked that it is not difficult to rediscover his method. "Take $x-1$ as the side of the required square between 2 and 3 . Then $3-(x-1)^{2}$ is to be the sum of three cubes. Take as sides of two of the cubes linear functions of $x$ such that, if the sum of their cubes be subtracted from $2+2 x-x^{2}$, the result contains only two terms in $x$ of consecutive degrees. This can be done in an infinitude of ways. Take $1-x / 3$ and $1+x$ as the sides of two of the cubes; then the result mentioned is

$$
\frac{-13}{3} x^{2}-\frac{26}{27} x^{3} .
$$

Equating this to $-c^{3} x^{3}$, we have $x=117 /\left(27 c^{3}-26\right)$. We are to choose

[^453]$c$ so that $1-x / 3>0$. Since the third cube is negative, we apply ${ }^{408}$ the Porism. Here Bachet was again embarrassed; he confessed that he could express the difference of two given cubes as a sum of two cubes only when the greater of the given cubes exceeded the double of the smaller."

Ludolph van Ceulen ${ }^{407}$ (1540-1610), at the end of his Dutch work on the circle, proposed 100 problems the 68 th and 69 th of which are to find three and four numbers such that if each be subtracted from the cube of their sum the remainders are cubes. For three numbers his solution, communicated in letters, is the one published by van Schooten, ${ }^{408}$ his successor at the University of Leyden. After learning van Ceulen's method, N. Huberti obtained answers for four numbers, quoted by van Schooten:
867160/C, $\quad 787400 / C, \quad 13527640 / D, \quad 14087528 / D$

$$
(C=4657463, \quad D=1 \Sigma 5751501)
$$

$12172736 / k, \quad 11296152 / k, \quad 9112168 / k, \quad 4724776 / k \quad(k=64481201)$; and the further answer for three numbers:
$15817815000 / G, \quad 9568152000 / G, \quad 8925120000 / G \quad(G=86526834967)$.
Frans van Schooten ${ }^{408}$ first found three cubes such that on subtracting them from $4^{3}$, the sum of the remainders is a square. Let the roots of the cubes be $N-1,4-N, 2$. Subtracting their cubes from 64, we get $65-3 N+3 N^{2}-N^{3}, 48 N-12 N^{2}+N^{3}$ and 56 . Equate their sum

$$
121+45 N-9 N^{2}
$$

to $(11+N)^{2}$; hence $N=23 / 10$. Thus the above remainders equal

$$
a=61803 / 1000, \quad b=59087 / 1000, \quad 56 .
$$

Now let the three desired numbers be $a n^{3}, b n^{3}, 56 n^{3}$ and their sum $4 n$, whence $n=20 / 133$. Hence the answer is

$$
494424 / D, \quad 472696 / D, \quad 448000 / D \quad(D=2352637)
$$

Their sum is $80 / 133$, whose cube diminished by the three numbers gives as remainders the cubes of 26/133, 34/133, 40/133.
J. H. Rahn and J. Pell ${ }^{409}$ treated Diophantus V, 18, 19, 20 at length. Pell's solution differs little from van Schooten's, except in using $(11+m N)^{2}$ in place of $(11+N)^{2}$, and is given in Wallis' Algebra, Engl. ed., 1685, p. 219, with van Schooten's answer.
J. Kersey ${ }^{410}$ employed, for Diophantus V, 19, $a_{1}=53 / 144, a_{2}=27 / 144$, $a_{3}=16 / 144$, whence $3-\Sigma a_{i}^{3}=(247 / 144)^{2}, s=144 / 247$; thus the desired num-

[^454]bers are the ratios of $2837107,2966301,2981888$ to 15069223 . Or we may take $a_{1}=103 /(9 \cdot 23), a_{2}=12 /(9 \cdot 23), a_{3}=1 / 9$, whence $s=9 \cdot 23 / 1053$, giving $x_{1}=7777016 / 43243551$, etc. Or, $a_{1}=41 / 64, a_{2}=39 / 64, a_{3}=3 / 63$,
$$
s=8 \cdot 16 / 185, \quad x_{1}=1545784 / 6331625
$$

Or, $a_{1}=67 / 88, a_{2}=87 / 88, a_{3}=22 / 88, s=176 / 221, x_{1}=3045672 / 10793861$. For four numbers, take $\alpha_{1}, \cdots, \alpha_{4}$ to be the ratios of 4684, 4836, 3485, 3315 to 1360 . Then $\Sigma\left(64-\alpha_{i}^{3}\right)=t^{2}, t=16027 / 1360$; the desired numbers are $x_{i}=\left(16-\alpha_{i}^{3}\right) s^{3}, s=\Sigma x_{i}=1 / t$. His ${ }^{411}$ solution of V, 18 is the same as in Diophantus.

The answer of van Schooten ${ }^{408}$ was given without details in the Ladies' Diary, 1717, Question 51. J. Hampson ${ }^{412}$ gave without details the smaller answer to Diophantus, V, 19: 13851/D, 19467/D, 18954/D, where $D=85184$. $\mathrm{He}^{413}$ also stated two answers to Diophantus V, 18: ratios of 23625, 1538 and 18577 to 157464 ; ratios of 18954,4184 and 271 to 132651.
J. Landen ${ }^{414}$ took $z y, z x, z v$ as the numbers in Diophantus V, 20, and $p^{2} z$ as their sum, and $z s, z r, z q$ as the roots of the cubes, finding the answer $341 / D, 854 / D, 250 / D$, where $D=4913$; no details were given.

The "Repository solution " 415 is a repetition of that by Diophantus as completed by Bachet, ${ }^{404}$ leading to $162707336 / d, 134953209 / d, 68574961 / d$, where $d=549353259$. It is also noted that 37 is the sum of the cubes of $18 / 7$ and $19 / 7$, whence $s=2 / 3$ and a new answer is $68256 / k, 67229 / k, 31213 / k$, where $k=250047$.

For Diophantus V, 18, J. Bennett ${ }^{116}$ took $n x$ as one number and $s$ as the sum of the three. Let $s^{3}+n x=(s+x)^{3}$, whence $x=\frac{1}{2} \sqrt{4 n-3 s^{2}}-3 s / 2$. Taking $n / s^{2}=21,31,57$, we get $n x=63 s^{3}, 124 s^{3}, 342 s^{3}$, which will be the desired numbers if their sum is $s$, i. e., if $s=1 / 23$. J. Ryley ${ }^{417}$ used the numbers $x, y, a-x-y$; then $a^{3}+x=a^{3} s^{3}, a^{3}+y=a^{3} n^{3}$ give $x, y$. Let $a^{3}+a-x-y=m^{3} a^{3}$. Then $a^{2} f=1, f=m^{3}+n^{3}+s^{3}-3$. Take $n=2-r$, $s=1+r, f=(2 v m-3 r)^{2}$, which gives $r$ in terms of $m, v$.
T. Leybourn ${ }^{418}$ noted that Diophantus V, 18 is satisfied by taking $\left(a^{3}-u^{6}\right) v^{3},\left(b^{3}-u^{6}\right) v^{3},\left(c^{3}-u^{6}\right) v^{3}$ as the numbers, if $u^{2} v$ is their sum. The latter requires $F=a^{3}+b^{3}+c^{3}-3 u^{6}=\square$. Take $a=p+q, b=r-p, c=s$. Then $F=3(q+r) p^{2}+3\left(q^{2}-r^{2}\right) p+q^{3}+r^{3}+s^{3}-3 u^{6}$. Take $3(q+r)=n^{2}$; then $F=(m-n p)^{2}$ determines $p$ rationally. By trial, he found that $F=(23)^{2}$ if $a=4, b=5, c=7, u=1$. For Diophantus $\mathrm{V}, 20$, he ${ }^{419}$ took $\left(a^{3}+u^{6}\right) v^{3}, \cdots$, $\left(c^{3}+u^{6}\right) v^{3}$ as the numbers and $u^{2} v$ as their sum. Then

$$
G=a^{3}+b^{3}+c^{3}+3 u^{6}=\square .
$$

[^455]By trial, $G=37^{2}$ if $a=5, b=8, c=9, u=1$. Setting $b=3 q^{2}-a$, we see that $G$ becomes a quadratic in $a$, and $G=(m-3 q a)^{2}$ determines $a$ rationally.
M. Noble ${ }^{420}$ gave a note on the history of Diophantus V, 19, citing papers reported on above. He noted that one solution leads to an infinitude. For, if $3-\Sigma a_{i}^{3}=a^{2}$, then $3-\Sigma\left(a_{i}+g_{i} x\right)^{3}=(a+f x)^{2}$, provided

$$
-3 A x-3 B x^{2}-C x^{3}=2 a f x+f^{2} x^{2}, \quad A=\Sigma a_{i}^{2} g_{i}, \quad B=\Sigma a_{i} g_{i}^{2}, \quad C=\Sigma g_{i}^{3}
$$

We may take $3 A+2 a f=0, x=\left(-f^{2}-3 B\right) / C$. He also gave the following solution. Let $x, y, z$ be the desired numbers and $s$ their sum. Then $x=s^{3}-a^{3}, y=s^{3}-b^{3}, z=s^{3}-c^{3}$. Thus

$$
\begin{equation*}
s=3 s^{3}-a^{3}-b^{3}-c^{3} \tag{1}
\end{equation*}
$$

Take $s=u^{2} v, a=(p+q) v, b=\left(u^{2}-q\right) v, c=\left(u^{2}-p\right) v$. Then (1) requires that

$$
u^{2}=v^{2} F, \quad F=E u^{2}+3\left(u^{4}-p^{2}\right) q-3\left(p+u^{2}\right) q^{2}=\square, \quad E=u^{4}+3 p u^{2}-3 p^{2}
$$

Set $E=\left(u^{2}+p m / n\right)^{2}$. We get $p$ and hence

$$
E=\left(k u^{2}\right)^{2}, \quad k=\left(3 n^{2}+3 m n-m^{2}\right) /\left(3 n^{2}+m^{2}\right)
$$

Equating $F$ to the square of $u^{3} k+q r / e$, we get $q$. Then evidently

$$
v=\frac{e u}{e k u^{3}+r q^{\prime}}, \quad x=\left\{u^{6}-(p+q)^{3}\right\} v^{3}, \quad \cdots, \quad z=\left\{u^{6}-\left(u^{2}-p\right)^{3}\right\} v^{3} .
$$

Wm. Lenhart ${ }^{421}$ found $n$ numbers $x_{i}$ such that if each be added to the cube of their sum $s$ the sum shall be a cube $\alpha_{i}^{3}$. Thus $s+n s^{3}=\Sigma \alpha_{i}^{3}$. Take $s=1 / r$. Then $r^{2}+n=\Sigma\left(r \alpha_{i}\right)^{3}$. But in another paper, Lenhart ${ }^{62}$ of Ch. XXV, he showed how to express a number (here $r^{2}+n$ ) as a sum of cubes. Again, to find $n$ numbers $x_{i}$ such that if each be subtracted from the cube of their sum $s$ the remainder shall be a cube $\beta_{i}^{3}$, we have $n s^{3}-s=\Sigma \beta_{i}^{3}$. Take $s=r / t$. Then $r\left(n r^{2}-t^{2}\right)=\Sigma\left(t \beta_{i}\right)^{3}$. If $r=t$, the problem is to find $n$ cubes, each $<1$, whose sum is $n-1$. It was discussed in the paper cited. Here let $t>r, t$ being prime to $r$. The following tentative process was used. From $n r^{2}$ subtract in turn the terms of a decreasing series of squares prime to $r$ and beginning with the first square $<n r^{2}$ and ending with the square just $>r^{2}$; Multiply each remainder by $r$ and seek (as in the paper cited) a separation of the product into cubes $\left(t \beta_{i}\right)^{3}$. For $n=4$, take $r=12, t=19$; $2580=a+b, a=1241=9^{3}+8^{3}, b=1339=2^{3}+11^{3}$. Using his table of sums of two cubes, he found various answers for $n=3$ and one for $n=5$.
S. Bills, ${ }^{422}$ to find $x_{i}=\left(1-a_{i}^{3}\right) s^{3}, s=\Sigma x_{i}$, would solve $n-a_{1}^{3}-\cdots-a_{n}^{3}=k^{2}$ by taking arbitrary values for $k, a_{4}, \cdots, a_{n}$ and using the theorem that any number is a sum of three rational squares. Similarly, ${ }^{423}$ to find $x_{i}=\left(a_{i}^{3}-1\right) s^{3}$, we have $\Sigma a_{i}^{3}-n=1 / s^{2}$; set $K=1 / s$ and assign arbitrary values to $a_{3}, \cdots, a_{n}$ and solve $a_{1}^{3}+a_{2}^{3}+d=K^{2}$, where $d=a_{3}^{3}+\cdots+a_{n}^{3}-n$. Put

$$
a_{1}=\frac{3}{2}+v, \quad a_{2}=\frac{3}{2}-v
$$

then $K^{2}-9 v^{2}=27 / 4+d=f g$. Taking $K+3 v=f, K-3 v=g$, we get $K$ and $v$.

[^456]A. B. Evans ${ }^{424}$ found three positive numbers whose sum is unity such that each plus unity is a cube. Take $a_{i}^{3} x^{3}-1$ as the numbers. Then $x^{3} \Sigma a_{i}^{3}=4$. Set $p=s+a_{3}, 4 r^{3}=a_{1}^{3}+a_{2}^{3}-s^{3}$. Eliminating the $a_{i}^{3}$, we get
$$
\frac{1}{x^{3}}=\frac{1}{4}\left(p^{3}-3 p^{2} s+3 p s^{2}+4 r^{3}\right)=\left(r+\frac{p s^{2}}{4 r^{2}}\right)^{3}, \quad \text { if } p=\frac{12 r^{3} s}{4 r^{3}-s^{3}}
$$

Then $x=\left(4 r^{3}-s^{3}\right) /\left(4 r^{4}+2 r s^{3}\right)$. For $r=9, s=5$, the condition $a_{1}^{3}+a_{2}^{3}=3041$ is satisfied if $a_{1}=1404 / 133, a_{2}=1637 / 133$. Cf. papers $426,428$.
D. S. Hart ${ }^{425}$ found $N(N \leqq 5)$ numbers such that if each be subtracted from the cube of their sum $s$ the remainder is a cube. For 3 numbers $x, y, z$, let $s^{3}-x=m^{3}, s^{3}-y=n^{3}, s^{3}-z=p^{3}$. Then $m^{3}+n^{3}+p^{3}=3 s^{3}-s$, which is satisfied if
$m=\frac{1}{28}, \quad n=\frac{2}{28}, \quad p=\frac{15}{28}, \quad s=\frac{9}{14}, \quad x=\frac{17}{64}, \quad y=\frac{13}{49}, \quad z=\frac{351}{3136}$.
These give answers involving the least numbers found to date. For $N=4$, $m^{3}+n^{3}+p^{3}+q^{3}=4 s^{3}-s$, which is satisfied if $s=5 / 9, m=3 / 27, n=5 / 27$, $p=6 / 27, q=13 / 27$; the desired numbers are the ratios of $3348,3250,3159$, 1178 to $27^{3}$. For $N=5$, take $s=\frac{1}{2}$, and $m, \cdots, r$ to be the ratios of $1,3,4$, 5,8 to 18.
R. Davis ${ }^{426}$ divided unity into three parts such that each increased by unity is a cube. He and D. S. Hart (p. 133) treated Diophantus V, 20.
S. Tebay, ${ }^{427}$ to make $a^{3}-x_{i}$ a cube where $a=\Sigma x_{i}$, and hence $n a^{3}-a$ a sum of $n$ cubes, would express $n-a^{-2}$ as a sum of $n$ cubes, the roots of three of which are $m-s, m-t, s+t-m$. Let $H-n+m^{3}$ be the negative of the sum of the remaining cubes. Then $a^{-2}=H+3 s t(2 m-s-t)$. Equate the last product to $9 r^{2} s^{2} t^{2}$, thus determining $t$. Then

$$
a^{-2}\left(3 r^{2} s+1\right)^{2}=9 r^{2}\left(s^{2}-2 m s+\frac{1}{2} H r^{2}\right)^{2}, \quad 24 r^{2}\left(3 m r^{2}+1\right) s=9 H r^{6}-4
$$

Hence $s$ and $t$ are found rationally in terms of $r, m, H . \mathrm{He}^{428}$ expressed 2 as a sum of three rational cubes. But $3 s^{3}-s=2$ if $s=1$. Hence, as by Hart, ${ }^{425}$ we have three numbers whose sum is unity and such that unity exceeds each by a cube. He tested eleven sums of three cubes by the method of Hart, ${ }^{425}$ but found no answer in quite so small numbers as Hart's, his smallest answer being $13 / 49,17 / 64,351 /(49 \cdot 64)$, with the sum $9 / 14$.
A. Holm ${ }^{429}$ treated Diophantus V, 19 by starting with Diophantus' formula

$$
3-\left(\frac{5}{6}\right)^{3}-\left(\frac{2}{3}\right)^{3}-\left(\frac{-1}{2}\right)^{3}=\left(\frac{3}{2}\right)^{2}
$$

To find positive solutions of $3-\Sigma a_{i}^{3}=\square$, take $a_{1}=5 / 6, a_{2}=\frac{2}{3}-x, a_{3}=-\frac{1}{2}+x$. Then

$$
\frac{9}{4}+\frac{7}{12} x-\frac{1}{2} x^{2}=\square=\left(-\frac{3}{2}+r x\right)^{2}, \quad \text { if } \quad x=\frac{36 r+7}{12 r^{2}+6} .
$$

[^457]To make the cubes positive take $\frac{1}{2}<x<\frac{2}{3}$. This is the case if $r=11 / 2$, whence $x=5 / 9$. Thus the ratios of $351,832,833$ to 3136 answer Diophantus' problem.
A. Gérardin, R. Goormaghtigh and others discussed in l'intermédiaire des mathématiciens the following problems in which $s$ is the sum of the unknowns:

$$
\begin{aligned}
& s^{3}-x \text { and } s^{3}-y \text { cubes, } 22,1915,222 ; 23,1916,142-4,210-1 . \\
& s^{3}-x, s^{3}-y, s^{3}-2 \text { all cubes or all biquadrates, } 22,1915,245 ; 23,1916,4-5 . \\
& s^{3}-x, s^{3}-y, s^{3}-2, s^{3}-t \text { all cubes or all squares, } 23,1916,28-9,52-3 . \\
& s^{3}-x_{1}, \cdots, s^{3}-x_{5} \text { all cubes or all squares, } 100-1 . \\
& s^{3}-x_{1}, \cdots, s^{3}-x_{n} \text { all cubes or all squares, } n \text { odd } \geqq 5,24,1917,114-5 .
\end{aligned}
$$

Systems of equations of degree three in four or more unknowns.
Alkarkhi ${ }^{430}$ (beginning of eleventh century) solved $x^{2}-y^{3}=z^{2}, x^{2}+y^{3}=t^{2}$ by setting $x=2 y, z=m y, t=n y$, whence $y=4-m^{2}=n^{2}-4, m^{2}+n^{2}=8$; take $m^{2}=4 / 25, n^{2}=196 / 25$. He treated various similar problems.
J. Ozanam ${ }^{431}$ asked for four numbers such that one obtains a square by adding to the product of the first three the product of any two of the four.
W. Wright ${ }^{432}$ found four numbers the product of any three added to unity being a square. Substitute the value of $z$ from $x y z+1=(p z+1)^{2}$ into $v y z+1$ and $v x z+1$. The results are squares if

$$
F=p^{2}-2 v y p+v x y^{2}=(p-q)^{2},
$$

which determines $p$, and $G=p^{2}-2 v x p+v x^{2} y=\square$. The latter leads to a quartic in $q$ which is equated to the square of $q^{2}-2 v x q+2 v^{2} x y-v x y^{2}+2 v x^{2} y$ $-2 v^{2} x^{2}$, thus determining $q$. Then $v x y+1=n^{2}$ determines $x$. J. Baines took $w x y+1=a^{2}, w x z+1=b^{2}, w y z+1=c^{2}$, which determine $w, x, y$ in terms of $z$. Take $\left(b^{2}-1\right)\left(c^{2}-1\right)=1=z$. Then $x y z+1=\left(a^{2}-1\right)^{2}+1=(41 / 9)^{2}$ if $a=7 / 3$.
J. Anderson ${ }^{433}$ found $n$ numbers whose sum is a square such that the square of each exceeds the cube of their sum by a square. Let the numbers be $s^{2} x_{i}$, where $\Sigma x_{i}=1$. Then shall $x_{i}^{2}-s^{2}=\square=\left(s p_{i}-x_{i}\right)^{2}$, say, whence $x_{i}=s\left(p_{i}^{2}+1\right) /\left(2 p_{i}\right)$. W. Watson used the numbers $x_{i} s^{3}$ with the sum $s^{2}$. Then $x_{i}^{2}-1=\square=\left(x_{i}-m_{i}\right)^{2}$ gives $x_{i}$. The condition on the sum gives s.

Several ${ }^{434}$ found four numbers $x, x+y, x+2 y, x+3 y$ in arithmetical progression whose sum $s$ of squares is a square and sum $p$ of the product of the extremes and the product of the means is a cube. Take $y=v x$. Then $s=\square$ if $4+12 v+14 v^{2}=(r v-2)^{2}$, which gives $v$. Take $r=4$. Then $v=14, p=478 x^{2}$, which is a cube if $x=478$.
S. Ward ${ }^{435}$ found four numbers $a, b, c, x$ such that the product of any three added to unity shall be a square. Set $m=a b, n=a c, p=b c$, and let $m x+1=(1-r x)^{2}$, whence $x=(2 r+m) / r^{2}$. Then shall

$$
r^{2}(n x+1)=r^{2}+2 r n+m n=A^{2}, \quad r^{2}(p x+1)=r^{2}+2 r p+m p=B^{2} .
$$

[^458]Thus $A^{2}-B^{2}=(2 r+m)(n-p)$. Take $A+B=2 r+m, A-B=n-p$, which give $A$. Hence $r^{2}+2 r n+m n=A^{2}$ gives

$$
r=\frac{a^{2} b c-\frac{1}{4}(a b+a c-b c)^{2}}{a b-a c-b c}
$$

Taking any values of $a, b, c$ which satisfy $a b c+1=\square$, we get an answer. For example, $a=\frac{1}{2}, b=2, c=3$ give Young's answer $x=16016 / 25$.

On four integers the sum of any two of which is a cube, see Lenhart, ${ }^{93}$ etc.
A. Genocchi ${ }^{436}$ noted that early arithmeticians knew that $x=3, y=4$, $z=5, s=6$ satisfy $x y=2 s, x^{2}+y^{2}=z^{2}, x^{3}+y^{3}+z^{3}=s^{3}$, and proved that this is the only integral solution. If the third condition is replaced by $x^{3}+y^{3}+z^{3}=s^{n} t$, where $n>1$ and $t$ is an unknown integer, he proved that either $b=1, a=3, n=2, m=1, t=3$ or $m=3, t=1$, or $b=1, a=2, n=3$, $m=t=1$, or $b=1, a=2, n=2, m=2, t=3$ or $m=1, t=6$.
P. W. Flood ${ }^{437}$ noted that the six cubes

$$
\left(\frac{1}{4}\right)^{3},\left(\frac{1}{3}\right)^{3},\left(\frac{5}{12}\right)^{3},\left(\frac{1}{6}\right)^{3},\left(\frac{53}{168}\right)^{3},\left(\frac{75}{168}\right)^{3},
$$

of which the sum of the first three is $1 / 8$ and the sum of the last three is $1 / 8$, are such that on adding any one to the square of the sum of the remaining five we obtain a square.
U. Bini ${ }^{438}$ considered $x y z=u v w$ with $\Sigma x^{2}=\Sigma u^{2}$ or $\Sigma x^{3}=\Sigma u^{3}$, and $\Sigma x=\Sigma u$, $\Sigma x^{3}=\Sigma u^{3}$, the second pair being equivalent to $\Sigma x=\Sigma x^{\prime}, x y z=x^{\prime} y^{\prime} z^{\prime}$.
L. E. Dickson ${ }^{439}$ showed how to obtain all sets of integral solutions of the last pair of equations, as well as of the pair ${ }^{40}$

$$
x y z=x^{\prime} y^{\prime} z^{\prime}, \quad x y+x z+y z=x^{\prime} y^{\prime}+x^{\prime} z^{\prime}+y^{\prime} z^{\prime}
$$

which express the condition that two rectangular parallelopipeds shall have integral edges, equal volumes and equal surfaces. Cf. papers $16-18$ of Ch. XVII.
A. Gérardin ${ }^{441}$ noted that $d^{3}-x^{2}, d^{3}-y^{2}, d^{3}-z^{2}, d^{3}-t^{2}$ are all squares, where $d=x+y-z-t$, if $x=65, y=488, z=481, t=7$.

Gérardin ${ }^{442}$ gave three sets of solutions of $x^{3}+y^{3}+z^{3}=t^{3}+u^{3}+v^{3}, x y z=t u v$, including the solution

$$
\frac{x}{p^{2}}=\frac{t}{p q}=p^{3}+2 q^{3}, \quad \frac{y}{p q}=\frac{u}{q^{2}}=-q^{3}-2 p^{3}, \quad \frac{z}{q^{2}}=\frac{v}{p^{2}}=p^{3}-q^{3} .
$$

The same pair of equations and $\Sigma x=\Sigma t$ have the solution

$$
\frac{x}{p}=\frac{t}{q}=p q-r^{2}, \quad \frac{y}{q}=\frac{u}{r}=q r-p^{2}, \quad \frac{z}{r}=\frac{v}{p}=p r-q^{2} .
$$

${ }^{436}$ Atti Accad. Pont. Nuovi Lincei, 19, 1865-6, 49; Annali di Mat., 7, 1865, 157; French transl., Jour. de Math., (2), 11, 1866, 185-7.
${ }^{437}$ Math. Quest. Educ. Times, 70, 1899, 52.
${ }^{188}$ L'intermédiaire des math., 16, 1909, 41-3, 112. Cf. Desboves ${ }^{302}$; also Sphinx-Oedipe, $8,1913,140$, and Ch. XXIV.
${ }^{43}$ Messenger Math., 39, 1909-10, 86-7.
${ }^{40}$ Ibid., and Amer. Math. Monthly, 16, 1909, 107-114.
${ }^{41}$ L'intermédiaire des math., 23, 1916, 76.
${ }^{42}$ Nouv. Ann. Math., (4), 15, 1915, 564-6.

## CHAPTER XXII.

## EQUATIONS OF DEGREE FOUR.

Sum or difference of two biquadrates never a square; area of a rational right triangle never a square.
Leonardo Pisano ${ }^{1}$ recognized the fact, but gave an incomplete proof, that no square is a congruent number (i. e., $x^{2}+y^{2}$ and $x^{2}-y^{2}$ are not both squares), while the latter is the area of a rational right triangle. Four centuries later, Fermat ${ }^{2}$ stated and proved the result thus implied by Leonardo: no right triangle with rational sides equals a square with a rational side. The occasion was the twentieth of Bachet's problems inserted at the end of Book VI of Diophantus: to find a right triangle whose area is a given number $A$. The necessary and sufficient condition given by Bachet was that $(2 A)^{2}+K^{4}=\square$ for a suitable $K$. For, this condition implies that $2 A / K$ and $K$ are legs of a right triangle of area $A$; while, conversely, if $K$ and $H$ are legs of a right triangle of area $A$, they are proportional to $K^{2}$ and $2 A$, which are therefore legs of a right triangle. He quoted two conditions given by F. Vieta, Zetetica, 1591, IV, 16, of which the first is that the area increased by some biquadrate should be a biquadrate, and expressed doubt as to the necessity of the conditions.

Fermat's proof is of especial interest as it illustrates in detail his method of infinite descent and as it presents the only instance of a detailed proof left by him. In the left column is given a translation of Fermat's account and in the right column proofs ${ }^{3}$ of the statements.
" If the area of a right triangle were a square, there would be two biquadrates whose difference is a square, and hence two squares whose sum and difference are squares. Thus there would be a square equal to the sum of a square and the double of a square, such that the sum of the two component squares

If the sides have a common factor, the area has a square factor which may be removed. Since we may therefore assume that the sides $x, y, z$ are relatively prime, we may apply the rule of Diophantus and set $x=2 m n, y=m^{2}-n^{2}$, where $m$ and $n$ are relatively prime integers not both odd. Then $m n\left(m^{2}-n^{2}\right)$ shall

[^459]is a square. But if a square is the sum of a square and the double of a square, its root is likewise the sum of a square and the double of a square, which I can easily prove. It follows that this root is the sum of the two legs of a right triangle, one of the squares forming the base and the double of the other square the height. This right triangle will therefore be formed from two squares whose sum and difference are squares. But ${ }^{4}$ both of these squares can be shown to be smaller than the squares of which it was assumed that the sum and difference are squares. Similarly, we would have smaller and smaller integers satisfying the same conditions. But this is impossible, since there is not an infinitude of positive integers smaller than a given one. The margin is too narrow for the complete demonstration and all its developments."
be a square, whence $m=a^{2}, n=b^{2}$, $a^{4}-b^{4}=\square$, where $a$ and $b$ are relatively prime, one even and the other odd. Thus $a^{2}+b^{2}$ and $a^{2}-b^{2}$ are relatively prime. Hence $a^{2}+b^{2}=\xi^{2}$, $a^{2}-b^{2}=\eta^{2}, \xi$ and $\eta$ being odd integers. Also $\xi^{2}=\eta^{2}+2 b^{2}$. Set
$$
e=(\xi+\eta) / 2, \quad f=(\xi-\eta) / 2 .
$$

Then $e$ and $f$ are integers and $e f=b^{2} / 2$. A common factor of $e$ and $f$ would divide $\xi, \eta, b^{2}$ and $a^{2}$. Hence $e$ and $f$ are relatively prime. We may take $e$ odd (changing if necessary the sign of $\eta$ ). Thus $e=r^{2}$, $f=2 s^{2}, 2 r s=b$, where $r$ and $s$ are integers. Hence $\xi=e+f=r^{2}+2 s^{2}$, $\eta=r^{2}-2 s^{2}$. Also $a^{2}=b^{2}+\eta^{2}=r^{4}+4 s^{4}$. The right triangle with the legs $r^{2}$ and $2 s^{2}$ has the area $r^{2} s^{2}$. It is therefore formed (in the sense of Diophantus, as above) from two squares $m_{1}=a_{1}^{2}$ and $n_{1}=b_{1}^{2}$, its sides being $2 m_{1} n_{1}$ and $m_{1}^{2} \pm n_{1}^{2}$. Thus $2 m_{1} n_{1}=2 s^{2}$, $m_{1}^{2}-n_{1}^{2}=r^{2}$. By $m_{1} n_{1}=s^{2}$, we get $a_{1} b_{1}=s$, a factor of $b:=2 r s$. Hence ${ }^{5}$ $a_{1}$ and $b_{1}$ are each less than $b$ and hence less than $a$.

Fermat's ${ }^{6}$ observations on Diophantus II, 8 and V, 32 includes the statements that the sum of two biquadrates is never a biquadrate or a square.

Fermat had proposed, Sept., 1636, to Sainte-Croix that he find a right triangle whose area is a square (Oeuvres, II, 65; III, 287); to Frenicle, May (?), 1640, (Oeuvres, II, 195); to Wallis, Apr. 7, 1658 (Oeuvres, II, 376). Fermat stated that the problem is impossible in a letter to Pascal, Sept. 25, 1654 (Oeuvres, II, 313). The attempted ${ }^{7}$ proof by J. Wallis, June 30, 1658 (Oeuvres de Fermat, III, 599) goes no further than a proof of the rule of Diophantus for the sides of a right triangle. Fermat referred in a letter to Carcavi, Aug., 1659 (Oeuvres, II, 431-6, see 436) to proofs by the "descente indefinie" which he had sent to Carcavi and Frenicle con-

[^460]cerning negative theorems, and cited in the same letter the theorem under discussion.

Frenicle de Bessy ${ }^{8}$ ( $\dagger 1765$ ) gave a proof, published posthumously, the principle of which is doubtless due to Fermat in view of the letters just cited. It suffices to prove it for a primitive right triangle. Denote the sides by $2 m n, m^{2} \pm n^{2}$. If the area is a square, the odd leg $m^{2}-n^{2}$ is a square $l^{2}$ and the even leg $2 m n$ the double of a square. Thus we have a second primitive triangle whose hypotenuse is $m$, odd leg $l$ and even leg $n$. Since $m n$ is a square and $m$ is relatively prime to $n, m$ and $n$ are both squares. Denote the sides of the second triangle by $2 e f, e^{2} \pm f^{2}$, where $e$ and $f$ are relatively prime. Since $n=2 e f$ is a square, one of the numbers $e, f$ is an odd square and the other the double of a square. Let $e=r^{2}, f=2 s^{2}$. Also $e^{2}+f^{2}=m$ is a square $a^{2}$. Thus $a, e, f$ are the sides of a third primitive right triangle whose area is the square $r^{2} s^{2}$. Its sides are less than the corresponding sides of the second triangle:

$$
a<a^{2}=m, \quad f<2 e f=n, \quad e<(e+f)(e-f)=l .
$$

The sides of the second are less than the corresponding sides of the first: $m<m^{2}+n^{2}, n<2 m n, l<l^{2}=m^{2}-n^{2}$. Hence from the first primitive triangle with a square area we have derived another primitive triangle (the third ${ }^{9}$ ) with a square area and with smaller sides.
G. Wertheim ${ }^{10}$ reproduced the last proof in slightly modified form.

Frenicle proved in like manner (p. 175) that no right triangle has each leg a square and hence the area of a right triangle is never the double of a square. He concluded (p.178) that no square is the sum of two biquadrates and that $x^{4}-4 z^{4}=y^{2}$ is impossible in integers.

Fermat had proposed to St. Croix Sept., 1636 that he find two biquadrates whose sum is a biquadrate (Oeuvres, II, 65; III, 287), to Frenicle, May (?), 1640 (II, 195).
G. W. Leibniz ${ }^{11}$ proved, in a manuscript dated Dec. 29, 1678, that the area of a primitive right triangle with integral sides is not a square. The sides are $x^{2} \pm y^{2}, 2 x y$, one being even. Then if $x^{2}-y^{2}$ and $x y$ are both squares, $x$ and $y$ are both squares; also $x+y$ and $x-y$ (since a common factor 2 would make $x^{2}-y^{2}$ even, contrary to the above). But $y, x-y, x, x+y$ are not all squares. For, if so, the last three give squares in arithmetical progression whose common difference is a square, "which is absurd." Further, if $x^{2}-y^{2}=x y$, then $(y+x) y=\square,(x-y) x=\square$, and each of the four factors would be a square, just disproved. He noted several corollaries. In view of the triangle formed from $x$ and $1,(x-1) x(x+1)$ is not a square. The difference of two biquadrates is not a square. For, if $v^{4}-w^{4}=\square$, the

[^461]area of the triangle formed from $v^{2}$ and $w^{2}$ would be a square. Again,
$$
x / y-y / x \neq \square \quad \text { by } \quad\left(x^{2}-y^{2}\right) x y \neq \square .
$$
J. Ozanam ${ }^{12}$ stated that $x^{4} \pm y^{4} \neq z^{4}$. For, $a^{4}-b^{4}$ is the area of the right triangle whose sides are the ratios of $2 a^{2} b^{2}, a^{4}-b^{4}, a^{4}+b^{4}$ to $a b$, and is not a square " as proved by Messieurs de l'Acad. Roy. Sc. and also by R. P. de Billy."
L. Euler ${ }^{13}$ proved that $a^{4}+b^{4} \neq \square$ if $a b \neq 0$. For, if $\left(a^{2}\right)^{2}+\left(b^{2}\right)^{2}=\square$, where $a$ and $b$ are relatively prime, then $a^{2}=p^{2}-q^{2}, b^{2}=2 p q$, where $p$ and $q$ are relatively prime, one even and the other odd. By $p^{2}-q^{2}=\square, p$ is odd, whence $q$ is even. By $p(2 q)=b^{2}, p$ and $2 q$ are squares. By $p^{2}=a^{2}+q^{2}$, we get $p=m^{2}+n^{2}, q=2 m n, m$ and $n$ relatively prime. Since $2 q=\square$, $m n=\square$ and $m=x^{2}, n=y^{2}$. Thus $x^{4}+y^{4}$ is a square $p$, and $x, y$ are less than $a, b$. By a similar proof, $a^{4}-b^{4} \neq \square$ unless $b=0$ or $b=a$.
E. Waring ${ }^{14}$ and A. M. Legendre ${ }^{15}$ reproduced literally these proofs by Euler.
C. F. Kausler ${ }^{16}$ treated $x^{4}+y^{4}=z^{4}$ by use of the lemma that $x^{2} \pm y^{2}$ are not both squares. Equating $x=2 P Q, y=P^{2}-Q^{2}$ (from $x^{2}+y^{2}=\square, x, y$ relatively prime) to $x, y=p^{2}+q^{2}, p^{2}-q^{2}$ or to $\left(p^{2}+q^{2}\right) / 2,\left(p^{2}-q^{2}\right) / 2$, in either order, where $p$ and $q$ are relatively prime, and odd in the latter case, we are led to a contradiction. Now $x^{4}=z^{4}-y^{4}$ requires $z^{2}+y^{2}, z^{2}-y^{2}=m^{4} n^{4}, \mathbf{1}$ or $m^{3} n^{4}, m, \cdots$ ( 19 cases); 7 cases are excluded by the lemma, others by $z^{2}+y^{2}>z^{2}-y^{2}$ or $\left(z^{2}-y^{2}\right)^{3}>z^{2}+y^{2}$. Finally, if $z^{2}+y^{2}=m^{3}, z^{2}-y^{2}=m n^{4}$, then $2 z^{2}=m\left(m^{2}+n^{4}\right)$, while $m=2$ is easily excluded. Thus [a prime factor of] $m$ is a factor of $z$ and hence of $y$.
P. Barlow ${ }^{17}$ noted that, if the area $x y / 2$ of a right triangle $(x, y, z)$ were a square $w^{2}$, then $z^{2} \pm 4 w^{2}=(x \pm y)^{2}$, whereas it was proved by descent (p. 109) that $x^{2}+y^{2}$ and $x^{2}-y^{2}$ are not both squares. Also (p. 119), $x^{4}+y^{4} \neq \square$.
J. Horner ${ }^{18}$ noted that if $x / y \pm y / x=\square$, where $x, y$ are relatively prime, then $x=m^{2}, y=n^{2}, m^{4} \pm n^{4}=\square$, contrary to a known result.

Schopis ${ }^{19}$ proved $x^{4}+y^{4}=z^{2}$ impossible, using the impossibility of $x^{4}-y^{4}=2 z^{2}$. Next (pp. 6-10), $x^{4}+y^{4}=2 z^{2}$ is impossible; likewise (p. 11) $x^{4}-y^{4}=z^{2}$.
A. M. Legendre ${ }^{20}$ stated that the above ${ }^{3}$ proof that the area of a right triangle is not a square shows that $a^{4}-b^{4} \neq \square$ if $a \neq b, b \neq 0$. [But in
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${ }^{13}$ Comm. Acad. Petrop., 10, 1747 (1738), 125-34; Comm. Arith., I, 24-34; Opera omnia, (1), II, 38. Same proofs in Euler's Algebra, 2, Ch. 13, arts. 202-8, St. Petersburg, 1770, p. 418; French transl., Lyon, 2, 1774, pp. 242-54; Opera omnia, (1), 1, 1911, 437; Sphinx-Oedipe, 1908-9, 59-64.
${ }^{14}$ Meditationes Algebraicae, Cambridge, ed. 3, 1782, 371-2.
${ }^{15}$ Théorie des nombres, Paris, 1798, 404; ed. 2, 1808, 343; ed. 3, 1830, II, 5; German transl. by Maser, 2, 1893, 5.
${ }^{16}$ Nova Acta Acad. Petrop., 13, ad annos 1795-6 (1827), Mem., 237-44.
${ }^{17}$ Theory of Numbers, 1811, 121 (cf. 144).
${ }^{18}$ The Gentleman's Diary, or the Math. Repository, London, No. 80, 1820, 37.
${ }^{19}$ Einige Sätze aus der unbestimmten Analytik, Progr. Gumbinnen, 1825.
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that proof it was known that $a$ and $b$ are not both odd, a criticism due to A. Genocchi ${ }^{21}$.
J. A. Grunert ${ }^{22}$ reproduced Euler's proof that $a^{4}+b^{4} \neq c^{2}$.
O. Terquem ${ }^{23}$ proved by descent that $x^{4} \pm y^{4}=z^{2}$ is impossible.
J. Bertrand ${ }^{23 a}$ proved that $x^{4}+y^{4} \neq z^{2}$ somewhat as had Euler.
P. Volpicelli ${ }^{24}$ proved that no congruent number is a square. For, if $p q\left(p^{2}-q^{2}\right)=a^{2}$, then $h^{2} \equiv\left(p^{3} q+p q^{3}\right)^{2}=a^{4}+4 p^{4} q^{4},\left(a^{4}-4 p^{4} q^{4}\right)^{2}=h^{4}-(2 a p q)^{4}$, whereas a difference of two biquadrates is not a square.
V. A. Lebesgue ${ }^{25}$ proved the impossibility of $x^{4}+y^{4}=z^{2}$ by descent. It suffices to treat $\left(2^{a} p\right)^{4}+y^{4}=z^{2}$, where $p, y, z$ are all odd, and $y, z$ are relatively prime. The factors $z \pm y^{2}$ of $\left(2^{a} p\right)^{4}$ have no common factor other than 2. Hence

$$
z \pm y^{2}=2 t^{4}, \quad z \mp y^{2}=2^{4 a-1} u^{4}, \quad p=t u, \quad \pm y^{2}=t^{4}-2^{4 a-2} u^{4} .
$$

The lower sign is inadmissible. Hence $t^{4}-y^{2}=2^{4 a-2} u^{4}$. Thus

$$
t^{2} \pm y=2 v^{4}, \quad t^{2} \mp y=2^{4 a-3} z^{4}, \quad v z=u, \quad t^{2}=v^{4}+\left(2^{a-1} z\right)^{4}
$$

T. Pepin ${ }^{26}$ proved the impossibility of $x^{4}-y^{4}=z^{2}$ in integers $\neq 0$.
W. L. A. Tafelmacher ${ }^{27}$ proved the impossibility of $x^{4}+y^{4}=z^{4}$.
D. Gambioli ${ }^{28}$ proved that $x^{4}-y^{4}=z^{2}$ is impossible in integers $\neq 0$.
T. R. Bendz $z^{29}$ proved by descent from $x^{4}+4 y^{4}=z^{2}$ that the area of a right triangle is not a square.
L. Kronecker ${ }^{30}$ amplified Euler's ${ }^{13}$ proof.
G. B. M. Zerr ${ }^{31}$ employed unproved assumptions in an attempt to prove that the area of no right triangle is a square.
A. Bang ${ }^{32}$ noted that relatively prime solutions of $x^{4}-z^{4}=y^{4}$ imply

$$
x^{2}+z^{2}=2 y_{1}^{4}, \quad x \pm z=2 y_{2}^{4}, \quad x \mp z=2^{2} y_{3}^{4}, \quad y=2 y_{1} y_{2} y_{3} .
$$

Thus $y_{1}^{4}-y_{2}^{8}=4 y_{3}^{8}$, so that

$$
y_{1}^{2}+y_{2}^{4}=2 u_{1}^{8}, \quad y_{1} \pm y_{2}^{2}=2 u_{2}^{8}, \quad y_{1} \mp y_{2}^{2}=2^{8} u_{3}^{8}, \quad y_{3}=2 u_{1} u_{2} u_{3} .
$$

Hence $u_{1}^{8}-u_{2}^{16}=2^{14} u_{3}^{16}$, so that

$$
u_{1}^{4}+u_{2}^{8}=2 v_{1}^{16}, \quad u_{1}^{2}+u_{2}^{4}=2 v_{2}^{16}, \quad u_{1} \pm u_{2}^{2}=2 v_{3}^{16}, \quad u_{1} \mp u_{2}^{2}=2^{11} v_{4}^{16},
$$

and $u_{3}=v_{1} v_{2} v_{3} v_{4}$. By the third and fourth, $u_{1}^{2}+u_{2}^{4}=2 v_{3}^{32}+2^{21} v_{4}^{32}$. Then by the second,

$$
\left(v_{2}^{4}\right)^{4}-\left(v_{3}^{8}\right)^{4}=\left(2^{5} v_{4}^{8}\right)^{4}
$$
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${ }^{23}$ Nouv. Ann. Math., 5, 1846, 71-4.
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${ }^{28}$ Periodico di Mat., 16, 1901, 149-150.
${ }^{29}$ Öfver diophantiska ekvationen $x^{n}+y^{n}=z^{n}$, Diss. Upsala, 1901, 5-9.
${ }^{30}$ Vorlesungen über Zahlentheorie, 1, 1901, 35-8.
${ }^{31}$ Amer. Math. Monthly, 9, 1902, 202.
${ }^{22}$ Nyt Tidsskrift for Matematik, 16, B, 1905, 35-36.
like the proposed equation, but with $v_{2}^{4}<\sqrt{x}$. Rychlik ${ }^{232}$ of Ch. XXVI gave a proof.
J. Sommer ${ }^{33}$ reproduced Euler's ${ }^{13}$ proof of the impossibility of $x^{4}+y^{4}=z^{2}$ in integers and Hilbert's ${ }^{153}$ proof (Ch. XXVI) of its impossibility in complex integers $a+b i$.
A. Bottari ${ }^{34}$ proved $x^{4}+y^{4}=z^{2}$ impossible by use of an unnecessarily complicated set of solutions of $x^{2}+y^{2}=z^{2}$.
F. Nutzhorn ${ }^{35}$ gave a complicated proof of the impossibility of $x^{4}+y^{4}=z^{4}$.
R. D. Carmichael ${ }^{36}$ gave a new proof that neither of the equations $m^{4}-4 n^{4}= \pm t^{2}$ is possible in integers each $\neq 0$. Hence the system $p^{2}-2 q^{2}=k m^{2}, p^{2}+2 q^{2}= \pm k n^{2}$ is impossible in integers each $\neq 0$. Thus the area of a right triangle is not the double of a square. Hence $m^{4}+n^{4}=\alpha^{2}$ is impossible in integers each $\neq 0$.

Solution of $2 x^{4}-y^{4}=\square$; Right triangle whose hypotenuse and sum of legs are squares; $x^{2}+y^{2}=B^{4}, x+y=A^{2}$. Also, $x^{4}-2 y^{4}=\square$,

$$
z^{4}+8 w^{4}=\square
$$

Fermat ${ }^{37}$ proposed to St. Martin and Frenicle, May 31, 1643, the problem to find a rational right triangle whose hypotenuse and the sum of whose legs are squares. Fermat ${ }^{38}$ affirmed that the smallest such triangle with rational sides is that with the sides ${ }^{39}$

$$
\text { (1) } 4687298610289, \quad 4565486027761, \quad 1061652293520 .
$$

Fermat's ${ }^{40}$ method consists in forming the right triangle from $x+1, x$; its sides are $2 x^{2}+2 x+1,2 x+1,2 x^{2}+2 x$. The first and the sum $2 x^{2}+4 x+1$ of the last two shall be squares. By the usual method of Diophantus, we get $x=-12 / 7$. The triangle is therefore formed from $-5 / 7,-12 / 7$. Employing 5,12 instead, we get ${ }^{41}(169,-119,120)$. When a negative result is obtained it is in accord with a general procedure of Fermat to repeat the operation and to form the triangle from $x+5,12$. Its sides are $(x+5)^{2} \pm 12^{2}$ and $24(x+5)$. Hence $x^{2}+10 x+169$ and $x^{2}+34 x+1$ are to be squares, say $a^{2}$ and $b^{2} / 169$. Then $b^{2}-a^{2}=168 x^{2}+5736 x$. Taking

$$
b-a=14 x, \quad b+a=12 x+2868 / 7,
$$

we get $a=-x+1434 / 7$. Comparing its square with the earlier $a^{2}$, we get

$$
x=\frac{1343 \cdot 1525}{7 \cdot 2938}=\frac{2048075}{20566} .
$$

[^462]The ratio of $x+5$ to 12 is that of 2150905 to 246792 . The triangle formed from these is (1). He noted that the problem is equivalent to that to find two numbers whose sum is a square and sum of squares is a biquadrate.

Fermat ${ }^{42}$ noted that in the right triangle ( $156,1517,1525$ ) the square of the difference of the legs exceeds the double of the square of the least leg by a square. Without giving details he added that this triangle serves to find a right triangle whose hypotenuse is a square and whose least side differs from the other two by squares.

Frenicle ${ }^{43}$ gave details on the last problem. An analysis followed by numerical trials led him to the triangle, formed from $b=156$ and $a=1517$, having the sides

$$
2 a b=473304, \quad a^{2}-b^{2}=2276953, \quad a^{2}+b^{2}=2325625=1525^{2} .
$$

The least side differs from the other two by the squares of 1343 and 1361. As remarked by A. Genocchi ${ }^{44}$ these results imply that $2 x^{4}-y^{4}=\square$ has the solution $x=1525, y=1343$ [Lagrange, ${ }^{54}$ Euler ${ }^{55}$ (third memoir), Lebesgue ${ }^{56}$ ].
E. Torricelli ${ }^{45}$ proposed the problem to find a right triangle with integral sides whose hypotenuse, sum of legs and sum of hypotenuse and larger leg are all squares. E. Lucas ${ }^{46}$ stated that this problem was proposed by Fermat and that its solution depends on $x^{4}-2 y^{4}=z^{2}$. In fact, Fermat ${ }^{46 a}$ proposed the problem to Torricelli. An attempt to trace its origin has been made by E. Turrière. ${ }^{46 b}$ Cf. ${ }^{*}$ M. Cipolla. ${ }^{46}$ c
J. Ozanam ${ }^{47}$ treated the problem of Fermat ${ }^{37}$ by the method essentially the same as employed by L. Euler. ${ }^{48}$ If the legs are $x, y$, then $x+y$ is to be a square and $x^{2}+y^{2}$ a biquadrate. In this form the problem was proposed by Leibniz. Euler made $x^{2}+y^{2}$ a square $\left(p^{2}+q^{2}\right)^{2}$ by taking $x=p^{2}-q^{2}$, $y=2 p q$. Then $p^{2}+q^{2}$ is a square for $p=r^{2}-s^{2}, q=2 r s$, whence

$$
x^{2}+y^{2}=\left(r^{2}+s^{2}\right)^{4}
$$

It remains to make

$$
x+y \equiv r^{4}+4 r^{3} s-6 r^{2} s^{2}-4 r s^{3}+s^{4}
$$

a square. It will be the square of $r^{2}-2 r s+s^{2}$ if $r=3 s / 2$. Taking $r=3$, $s=2$, we obtain a negative value -119 for $x$. Setting $r=3 s / 2+t$, we get

$$
16(x+y)=s^{4}+37 \cdot 8 s^{3} t+51 \cdot 8 s^{2} t^{2}+160 s t^{3}+16 t^{4}
$$

which is the square of $s^{2}+148 s t-4 t^{2}$ if $s / t=84 / 1343$. Taking $s=84$, we get $r=1469$ and $x, y$ as in (1).

[^463]Euler ${ }^{49}$ noted that $x^{4}-2 y^{4}=\left(p^{2}-2 q^{2}\right)^{2}$ for $y^{2}=2 p q, x^{2}=p^{2}+2 q^{2}$. The latter holds if $\pm p=r^{2}-2 s^{2}, q=2 r s$. Then $2 p q=y^{2}= \pm 4 r s\left(r^{2}-2 s^{2}\right)$. Set $r=t^{2}, s=u^{2}$. For the upper sign, $t^{4}-2 u^{4}=\square$, whereas $t$ and $u$ are smaller than $x, y$. Hence take the lower sign. Thus a solution of $2 u^{4}-t^{4}=\square$ yields a solution of $x^{4}-2 y^{4}=\square$. For $t=u=1$, we get $x=3, y=2$. Then for $t=3, u=2$, we get $x=113, y=84$. Again, $u=13, t=1$ gives $x=57123$, $y=6214$. Lebesgue ${ }^{56}$ (end) noted that this solution is incomplete.

Euler ${ }^{50}$ treated $x+y=\square, x^{2}+y^{2}=\left(z^{2}+1\right)^{4}$ by taking $x=z^{4}-6 z^{2}+1$, $y=4 z^{3}-4 z$. Then $x+y$ is the product of the two factors $z^{2}+(2 \pm 2 \sqrt{2}) z-1$, which he equated to $(z+p \pm q \sqrt{2})^{2}$. By the rational and the irrational parts, we get

$$
z=\frac{p q}{1-q}, \quad p=\frac{q \pm \sqrt{2 q^{4}-1}}{1+q} .
$$

Thus $q=13$ gives $p=18$ or $-113 / 7, q=-13$ gives $p=21$ or $113 / 6$.
Euler ${ }^{51}$ reduced (2) to (7) by setting $v=2 x^{4}+y^{4}$, whence $z^{4}+8(x y)^{4}=v^{2}$. Conversely, let $q^{4}+8 p^{4}=r^{2}$; then $8 p^{4}=\left(r+q^{2}\right)\left(r-q^{2}\right)$, so that $q$ and $r$ are odd. First, let $r+q^{2}=2 \alpha, r-q^{2}=4 \beta$, where $\alpha$ is odd. Then $p^{4}=\alpha \beta$, and $\alpha, \beta$ are relatively prime; whence $\alpha=s^{4}, \beta=t^{4}, p=s t$. By subtraction, and cancellation of $2, q^{2}=s^{4}-2 t^{4}$. Second, let $r-q^{2}=2 \alpha, r+q^{2}=4 \beta$, where $\alpha$ is odd. Proceeding as before, we get $q^{2}=2 t^{4}-s^{4}$. While in the second case only we obtained (2), the reduction can always be made since $f^{4}+8 g^{4}=h^{2}$ implies $2 x^{4}-y^{4}=z^{2}$ for

$$
x=f^{3}+2 f g^{2}-g h, \quad y=f^{3}-4 f g^{2}+g h, \quad z=f^{6}+f^{4} g^{2}-6 f^{3} g h+24 f^{2} g^{4}-8 g^{6}
$$

In quoting this solution, Lebesgue, ${ }^{56}$ p. 74, gave $f^{2} g$ incorrectly for $f g^{2}$ in $x$.
Euler ${ }^{52}$ noted that $x+y=B^{2}, x^{2}+y^{2}=A^{4}$ imply $(x-y)^{2}=2 A^{4}-B^{4}$. The latter is the square of $\eta^{2}+2 \xi \eta-\xi^{2}$ if $A^{2}=\xi^{2}+\eta^{2}, B^{2}=(\xi+\eta)^{2}-2 \eta^{2}$. Taking $\eta=2 a b c d$, we have $A=a^{2} b^{2}+c^{2} d^{2}$ if $\xi=a^{2} b^{2}-c^{2} d^{2}$, and $B=a^{2} c^{2}-2 b^{2} d^{2}$ if $\xi+\eta=a^{2} c^{2}+2 b^{2} d^{2}$. The two values of $\xi+\eta$ are equal if

$$
\frac{a}{d}=\frac{b c \pm r}{c^{2}-b^{2}} \quad \text { or } \quad \frac{d}{a}=\frac{b c \mp r}{2 b^{2}+c^{2}}, \quad r^{2}=2 b^{4}-c^{4}
$$

Hence $2 A^{4}-B^{4}$ is a rational square if $2 b^{4}-c^{4}$ is. Taking $b=c=1$, we have $a=3, d=2, \xi=5, \eta=12, A=13, B=1,2 \cdot 13^{4}-1=239^{2}$; since $B<A ; x$ and $y$ are not both positive. Taking $b=13, c=1$, we have $r=239$, $a / d=-3 / 2$ or $113 / 84$. For $a=3, d=-2$, then $\xi=1517, \eta=-156, A=1525$, $B=-1343$, which ${ }^{53}$ do not yield positive $x, y$. For $a=113, d=84$, then $A=2165017, B=-2372159$, and we obtain very large solutions. [In fact, Fermat's (1). Since $x-y=\eta^{2}+2 \xi \eta-\xi^{2}, x+y=B^{2}$, we have $x=2 \xi \eta, y=\xi^{2}-\eta^{2}$. Thus $x, y$ are the legs of the right triangle formed from $\xi, \eta$. Here $\xi=2150905, \eta=246792$, as in Fermat's solution.]

[^464]J. L. Lagrange ${ }^{54}$ discussed Fermat's ${ }^{37}$ problem at length. From $p+q=y^{2}, p^{2}+q^{2}=x^{4}$, he derived, after setting $z=p-q$,
\[

$$
\begin{equation*}
2 x^{4}-y^{4}=z^{2} \tag{2}
\end{equation*}
$$

\]

The problem reduces to the solution of (2) since we have

$$
\begin{equation*}
p=\frac{1}{2}\left(y^{2}+z\right), \quad q=\frac{1}{2}\left(y^{2}-z\right) . \tag{3}
\end{equation*}
$$

Lagrange was evidently not acquainted with Euler's ${ }^{52}$ paper of 1773 in which he derived (2) and obtained four sets of solutions $A=x, B=y$; indeed, Lagrange omitted the set 1525, 1343, in his citation of Euler. Given any integers $x, y$ for which $2 x^{4}-y^{4}=\square$, Lagrange gave a method to obtain smaller integral solutions; then by reversing the process and starting with $x=y=1$, he concluded that all pairs of larger solutions can be found in the order of their magnitude. While Euler's simpler procedure appears to give all the solutions in this manner, he did not prove that this is the case.

We may assume that $x$ and $y$ are relatively prime. A simple argument shows that $x, y, z$ are all odd. By (2),

$$
\left(z+y^{2}\right)^{2}=\left(2 x^{2}\right)^{2}-\left(z-y^{2}\right)^{2}=\left(2 x^{2}+z-y^{2}\right)\left(2 x^{2}-z+y^{2}\right)
$$

Denote these (even) factors by $2 m p, 2 m q$, where $p$ and $q$ are relatively prime. Then $p q$ must be a square. Hence, replacing $p, q$ by $p^{2}, q^{2}$,

$$
2 x^{2}+z-y^{2}=2 m p^{2}, \quad 2 x^{2}-z+y^{2}=2 m q^{2}, \quad z+y^{2}=2 m p q .
$$

Eliminating $z$ from the first two, by means of the third, we get

$$
x^{2}-y^{2}=m p(p-q), \quad x^{2}+y^{2}=m q(p+q)
$$

Thus $m=1$ or 2 , since $m$ is a divisor of $2 x^{2}$ and $2 y^{2}$. If $m=2$, set $p+q=q^{\prime}$, $q-p=p^{\prime}$. Whether $m=1$ or 2 , we obtain equations of the form

$$
\begin{equation*}
x^{2}-y^{2}=p(p-q), \quad x^{2}+y^{2}=q(p+q) . \tag{4}
\end{equation*}
$$

Thus $p$ is odd. Set $(x+y) / p=2 m / n$, where $n$ is odd and prime to $m$. Then $x+y=2 m s, p=n s$, where $s$ is an integer. By $\left(4_{1}\right), x-y=2 n t, p-q=4 m t$, where $t$ is an integer prime to $s$. Thus

$$
\begin{equation*}
x=m s+n t, \quad y=m s-n t, \quad p=n s, \quad q=n s-4 m t . \tag{5}
\end{equation*}
$$

Then the product of $\left(4_{2}\right)$ by $\left(s^{2}-8 t^{2}\right) / n^{2}$ gives

$$
s^{4}+8 t^{4}=u^{2}, \quad u \equiv 3 s t+\frac{m}{n}\left(s^{2}-8 t^{2}\right) .
$$

Since $m$ and $n$ are relatively prime we therefore have

$$
\begin{equation*}
m=(u-3 s t) / l, \quad n=\left(s^{2}-8 t^{2}\right) / l \tag{6}
\end{equation*}
$$

( $l$ an integer).
If $m=0$, then $s / t= \pm 1, n^{2}=1, x^{2}=y^{2}=1$. Hence if (2) has a set of relatively prime solutions $x, y$ not both of numerical value unity, then by (5) the greater of $x, y$ exceeds the greater of the corresponding solutions $s, t$ of

$$
\begin{equation*}
s^{4}+8 t^{4}=u^{2} \tag{7}
\end{equation*}
$$

and $s, t$ are relatively prime and not both of absolute value unity. Conversely, from relatively prime solutions $s, t$, we obtain by (6) and (5) relatively prime solutions $x, y$ of (2).

[^465]Let $s, t$ be relatively prime solutions of (7). Then $s$ is odd and

$$
u+s^{2}=2 \mu \omega, \quad u-s^{2}=2 \mu \rho, \quad 8 t^{4}=4 \mu^{2} \omega \rho
$$

where $\omega$ and $\rho$ are relatively prime. Thus $\mu$ divides $t^{2}$. Also $s^{2}=\mu(\omega-\rho)$. Hence $\mu=1, \omega=2 q^{4}, \rho=r^{4}$, or $\omega=q^{4}, \rho=2 r^{4}$, whence

$$
u=2 q^{4}+r^{4}, \quad s^{2}=2 q^{4}-r^{4} ; \quad \text { or } \quad u=q^{4}+2 r^{4}, \quad s^{2}=q^{4}-2 r^{4}
$$

Conversely, if $2 q^{4}-r^{4}=s^{2}$ or $q^{4}-2 r^{4}=s^{2}$ and we set $t=q r$, we have solutions $s, t$ of (7). If $s$ and $t$ are relatively prime and numerically distinct from unity, the same is true of $q$ and $r$, while the greater of $s, t$ exceeds the greater of $q, r$. The first of these two equations is of type (2).

Applying to the second, $q^{4}-2 r^{4}=s^{2}$, a discussion entirely similar to that just used, Lagrange obtained

$$
s=8 n^{4}-p^{4}, \quad q^{2}=8 n^{4}+p^{4} ; \quad \text { or } \quad s=n^{4}-8 p^{4}, \quad q^{2}=n^{4}+8 p^{4}
$$

The former becomes the latter if we interchange $n$ with $p$ and change the sign of $s$. The solution of $q^{4}-2 r^{4}=s^{2}$ is therefore reduced to that of $q^{2}=n^{4}+8 p^{4}$, of type (7), by setting $r=2 p n, s=n^{4}-8 p^{4}$. Further, $q$ and $r$ exceed $n$ and $p$.

The method leads to all solutions not only of (2) but also of (7) and of $q^{4}-2 r^{4}=\square$. Starting with the evident solutions $s=t=1, u= \pm 3$ of (7), we deduce the solutions $r=2 s t=2, q=u= \pm 3, k=7$, of $q^{4}-2 r^{4}=k^{2}$; and, by (6), (5), solutions of (2): $m=0, n=-1, l=7, x=y=z=1$, or $m=-6$; $n=-7, l=1, x=13, y=1, z=239$. For $r=2, q=3, s=7$, we deduce the solutions $s=7, t=q r=6, u=113$ of (7); from 13, 1, 239, we get the solutions $s=239, t=13, u=57123$ of (7). Starting again with one of the latter sets, we obtain new sets of solutions of (2) and $q^{4}-2 r^{4}=\square$. In this manner, the sets of solutions of (2) in order of magnitude are $(x, y, z)=(1,1,1)$, (13, 1, 239), (1525, 1343, 2750257), (2165017, 2372159, 1560590745759),

The corresponding sets (3) are $p, q=1,0 ; 120,-119 ; 2276953$, -473304; and the last two numbers (1). Lagrange therefore proved Fermat's assertion that (1) gives the sides of the least right triangle whose hypotenuse and sum of legs are squares. But Lagrange evidently merely transcribed the statement by Fermat, without making a numerical verification, as the value $15 \cdots 9$ of $z$ given by Lagrange (pp. 142, 150, 151; Oeuvres, 380, 393-4) is erroneous [Genocchi44], the correct value being the difference $350 \cdots 1$ of the last two numbers (1).

Three of Euler's ${ }^{55}$ posthumous papers of 1780 relate to Fermat's ${ }^{37}$ problem. In the first paper we find a slight modification of his ${ }^{48}$ discussion. Taking $s=2, r=3+v$, we get

$$
x+y=1+148 v+102 v^{2}+20 v^{3}+v^{4}=\left(1+74 v-v^{2}\right)^{2}
$$

if $v=1343 / 42$. Thus $p=1385 \cdot 1553, q=168 \cdot 1469$, yielding Fermat's solu-
tion (1).
Euler, in the second paper, employed his ${ }^{48}$ notations, and obtained $x+y=A^{2}-2 B^{2}$, where $A=r^{2}+2 r s-s^{2}, B=2 r s$. Taking $A=t^{2}+2 u^{2}, B=2 t u$,

[^466]we have $A^{2}-2 B^{2}=\left(t^{2}-2 u^{2}\right)^{2}$. Noting that a solution involving fractions may be replaced by an integral solution, he took $s=1$, whence $r=t u$. Equating the two expressions for $A$, we get
$$
t^{2} u^{2}+2 t u-1=t^{2}+2 u^{2}
$$

For $u=1, t=3 / 2$. The latter leads to the second value $u=-13$, which in turn gives $t=-113 / 84$. Then $u=301993 / 1343$, etc. Euler stated that it is easy to see that the pairs of adjacent values of $u, t$ give all sets of rational solutions. From the formulas for the sum of the roots of a quadratic equation, we see that

$$
u^{\prime}+u=\frac{2 t}{2-t^{2}}, \quad t^{\prime}+t=\frac{2 u^{\prime}}{1-u^{\prime 2}},
$$

if $u, t, u^{\prime}, t^{\prime}$ are consecutive terms of the series.
Euler, in the third paper, set $A / B=(1+x) /(1-x)$ in $2 A^{4}-B^{4}=\square$. Thus

$$
1+12 x+6 x^{2}+12 x^{3}+x^{4} \equiv\left(1+6 x+x^{2}\right)^{2}-32 x^{2}=\square
$$

In accord with his ${ }^{143}$ general method, he set $1+6 x+x^{2}=\lambda\left(p^{2}+8 q^{2}\right), x=\lambda p q$. Cf. Euler, ${ }^{143}$ end.
V. A. Lebesgue ${ }^{56}$ gave a method simpler than Lagrange's (whose article he had apparently not seen) to obtain from given solutions of (2) a smaller set of solutions. Since $p^{2}+q^{2}=x^{4}$, we may set $p=2 m n, q=m^{2}-n^{2}$, $x^{2}=m^{2}+n^{2}$, where $n$ is even since $p+q$ is a square $y^{2}$. By the third relation, $m=r^{2}-s^{2}, n=2 r s, x=r^{2}+s^{2}$, where one of the integers $r, s$ is even and the other odd. Changing the sign of $y$ if necessary, we may assume that, of the factors $r^{2}+2 r s-s^{2} \pm y$ of $8 r^{2} s^{2}$ (in view of $p+q=y^{2}$ ), the one with the upper sign is divisible by 2 but not by 4 . For $r$ odd we may therefore set

$$
r^{2}+2 r s-s^{2}+y=2 \frac{t}{u} r^{2} \quad r^{2}+2 r s-s^{2}-y=4 \frac{u}{t} s^{2}
$$

where $u, t$ are odd and relatively prime. Multiplying the sum by $\frac{1}{2} u t$, we get

$$
\begin{equation*}
r^{2}\left(t^{2}-u t\right)-2 r s u t+s^{2}\left(2 u^{2}+u t\right)=0 \tag{8}
\end{equation*}
$$

For $s$ odd, the right members are obtained by interchanging $r, s$, and the new sum is derived from (8) by replacing $r / s$ by $-s / r$, and $t$ by $-t$. By (8)

$$
\frac{r}{s}\left(t^{2}-u t\right)=u t \pm \sqrt{u t\left(2 u^{2}-t^{2}\right)}
$$

Since $u t$ and $2 u^{2}-t^{2}$ are relatively prime, each is a square or the negative of a square. But $t$ and $u$ are odd, and $t^{2}-2 u^{2}$ is of the form $8 k-1$ and not a square. Hence, taking $u$ and $t$ positive, we may set $u=f^{2}, t=g^{2}, 2 f^{4}-g^{4}=h^{2}$. Then

$$
\frac{r}{s}=\frac{f}{g} \frac{A}{B}, \quad A=2 f^{2}+g^{2}, \quad B=f g \mp h .
$$

If $x, y$ do not have a common square factor, $r, s$ are relatively prime and $\sigma r=f A, \sigma s=g B$, where $\sigma$ is prime to $f$ and $g$. Then $y=r^{2} t / u-2 s^{2} u / t$ and

$$
\sigma^{2} y=g^{2} A^{2}-2 f^{2} B^{2}, \quad \sigma^{2} x^{2}=f^{2} A^{2}+g^{2} B^{2}, \quad \sigma^{4} z=C^{2}-2\left(f^{2} A^{2}-g^{2} B^{2}\right)^{2}
$$

${ }^{\text {so }}$ Jour. de Math., 18, 1853, 73-86. Reprinted, Sphinx-Oedipe, 6, 1911, 133-8.
where $C=f^{2} A^{2}+2 f g A B-g^{2} B^{2}=g^{2} A^{2}+2 f^{2} B^{2}$. Now $f$ divides $r, g$ divides $s$, while $r$ and $s$ are $<\sqrt{x}$. Hence each set of integral solutions of (2) with $x^{2} \neq 1$ leads to a set of smaller solutions. For $f=13, g=1, h= \pm 239$, we get $A=3.113, B=-2.113$ or 3.84 ; for the first, $\sigma=113, r=39, s=-2$, $x=1525, y=-1343$; for the second, $\sigma=3, r=13 \cdot 113, s=84, x=2165017$, $y=-2372159$.

Lebesgue noted that $x^{4} \pm 2^{m} y^{4}=z^{2}$ has integral solutions only when $m=4 n \pm 3$ and then may be made to depend upon (2); likewise, $2^{m} x^{4}-y^{4}=z^{2}$ only when $m=4 n+1$. But $x^{4} \pm y^{4}=2^{m} z^{2}$ is impossible in integers. All of these cases except $x^{4} \pm 8 y^{4}=z^{2}$ and $8 x^{4}-y^{4}=z^{2}$ had been treated by Euler, Algebra 2, Ch. 13, whose ${ }^{49}$ solution of $x^{4}-2 y^{4}=z^{2}$ is incomplete (Art. 211).
E. Lucas ${ }^{57}$ gave a complete solution of $x^{4}-2 y^{4}= \pm z^{2}$ and $x^{4}+8 y^{4}=z^{2}$, based on the complete solution of $u^{2}+v^{2}=y^{4}$. $\mathrm{He}^{46}$ obtained the usual results concerning Fermat's ${ }^{37}$ problem.
T. Pepin ${ }^{58}$ treated $2 x^{4}-1=\square$ by his ${ }^{157}$ final method. He ${ }^{59}$ remarked that Lebesgue ${ }^{56}$ merely stated, but did not prove, that his formulas lead to all solutions of (2) under a given limit. Pepin obtained the same solutions by a simpler method proved complete. If $x, y, z$ are relatively prime by pairs,

$$
x=p^{2} \pm q^{2}, \quad \pm z \pm y^{2} i=(1+i)(p+q i)^{4}
$$

where $p, q$ are relatively prime and $q$ may be taken even. Then

$$
\pm y^{2}=\left(p^{2}-q^{2}+2 p q\right)^{2}-8 p^{2} q^{2}, \quad \pm z=p^{4}-\cdots
$$

the lower sign being excluded by use of modulus 8. Thus

$$
\pm\left(p^{2}-q^{2}+2 p q\right) \pm y=2 r^{2}, \quad \pm\left(p^{2}-q^{2}+2 p q\right) \mp y=4 s^{2}, \quad r s=p q
$$

$r, s$ being relatively prime. By the last, $p=\lambda \mu, q=h k, r=\lambda h, s=\mu k$, where $\lambda, \mu, h, k$ are integers relatively prime by pairs, $k$ alone being even. From $p^{2}-q^{2}+2 p q=r^{2}+2 s^{2}$ (the lower sign having been excluded by modulus 4), $k^{2}\left(2 \mu^{2}+h^{2}\right)-2 \lambda \mu h k+\lambda^{2}\left(h^{2}-\mu^{2}\right)=0$, whence

$$
\frac{k}{\lambda}=\frac{\mu h \pm \sqrt{2 \mu^{4}-h^{4}}}{2 \mu^{2}+h^{2}}, \quad \frac{h}{\mu}=\frac{\lambda k \pm \sqrt{\lambda^{4}-2 k^{4}}}{\lambda^{2}+k^{2}}
$$

Thus $\mu, h$ form a solution of (2), while $\lambda^{4}-2 k^{2}=\square$. The above is valid if $x>1$, whence $q \neq 0$. Thus any solution except $x=y=z=1$ leads to a solution $x^{\prime}=\mu, y^{\prime}=h, z^{\prime}=\sqrt{2 \mu^{4}-h^{4}}$, in smaller numbers, and given by

$$
x=\lambda^{2} \mu^{2}+h^{2} k^{2}, \quad \pm y=\lambda^{2} h^{2}-2 \mu^{2} k^{2}, \quad \pm z=y^{2}-8 \lambda h k\left(\lambda^{2} \mu^{2}-h^{2} k^{2}\right),
$$

where $2 \mu^{4}-h^{4}=t^{2}, k / \lambda=(\mu h \pm t) /\left(2 \mu^{2}+h^{2}\right)$, from whose numerator and denominator common factors are to be suppressed. We can therefore compute the successive sets of solutions of (2) starting with $x=y=z=1$.

[^467]S. Réalis ${ }^{60}$ noted that if $\alpha^{4}-2 \beta^{4}=\gamma^{2}$, then $x^{4}-2 y^{4}=z^{2}$ for
\[

$$
\begin{aligned}
& x=3\left(339 \alpha^{3}+392 \beta^{3}\right)+8 \alpha \beta(216 \alpha+211 \beta)+7 \gamma(113 \alpha+96 \beta), \\
& y=4\left(147 \alpha^{3}-226 \beta^{3}\right)-27 \alpha \beta(5 \alpha+64 \beta)+7 \gamma(108 \alpha+113 \beta) .
\end{aligned}
$$
\]

For $\alpha=\gamma=1, \beta=0, x: y: z=113: 84: 7967$. For $\alpha=3, \beta=2, \gamma=7$,

$$
x=57123, \quad y=6214, \quad z=3262580153 .
$$

A. Gérardin ${ }^{61}$ treated the last problem, assuming that also a second solution $A^{4}-2 B^{4}=C^{2}$ is known. Set

$$
(\alpha+A u)^{4}-2(\beta+B u)^{4}=\left(\gamma-S u+C u^{2}\right)^{2} .
$$

Then

$$
\begin{aligned}
\left\{4\left(A^{3} \alpha-2 B^{3} \beta\right)+2 C S\right\} u^{2}+\left\{6\left(A^{2} \alpha^{2}-2 B^{2} \beta^{2}\right)-S^{2}-2 \gamma C\right\} u
\end{aligned} \quad+4 A \alpha^{3}-8 B \beta^{3}+2 \gamma S=0 . ~ \$
$$

Equating to zero the coefficient of $u^{2}$, we get $S$ and $u$. Taking $A=3$, $B=-2, C=-7$, we obtain Réalis' solution. Starting with $3^{4}-2 \cdot 2^{4}=7^{2}$, set

$$
(3+m x)^{4}-2(2+m y)^{4}=\left\{7+\frac{2}{7}(27 x-16 y) m+g m^{2}\right\}^{2}
$$

and annul the coefficient of $m^{2}$; we get $g$ and $m$ in terms of $x, y$ and hence a solution of the sixth degree. Modifying the last method, we again get Réalis' solution.
A. Cunningham ${ }^{62}$ noted that the solution of (2) by Lebesgue ${ }^{-56}$ and Lucas ${ }^{57}$ appears to be complete and to indicate that the only integral solutions of $x^{2}-2 y^{4}=-1$ are ( 1,1 ) and ( 239,13 ). But Euler's ${ }^{53}$ solution of (2) yields only half the solutions.
L. C. Walker ${ }^{63}$ quoted Fermat's last two integers (1), whose sum is a square and sum of squares is a biquadrate.

## $a x^{4}+b y^{4}$ made a square or multiple of a square.

The cases $x^{4} \pm y^{4}, 2 x^{4}-y^{4}, x^{4}-2 y^{4}, x^{4}+8 y^{4}$ have been treated above. For $x^{4}-h^{2} y^{4}$, see Congruent Numbers in Ch. XVI, especially papers $43,54$.
G. W. Leibniz $z^{64}$ treated before 1678 the problem to find an integer $x$ such that $x+a / x=y^{2}$, where $a$ is a given integer and $y$ is to be rational. Set $a=b c, x=b z$, where $c$ and $z$ are relatively prime integers. Set $y=v / w$, a fraction in its lowest terms. Then $b z^{2}+c=z v^{2} / w^{2}$, so that $z$ is divisible by $w^{2}$. Similarly, since $c w^{2} / z$ is an integer $v^{2}-b z w^{2}, w^{2}$ is divisible by $z$. Hence $z=w^{2}$ and $b w^{4}+c=v^{2}$. Since $c$ is the product of $v \pm w^{2} \sqrt{b}$, it exceeds each of the factors and hence their difference, whence $c^{2}>4 b w^{4}$. The resulting tentative process to solve $x+a / x=y^{2}$ is to express $a$ as a product $b c$ of two integers, choose an integer $w$ such that $4 b w^{4}<c^{2}$ and test the value $x=b w^{2}$ (or what is equivalent, see if $b w^{4}+c$ is a square).

[^468]L. Euler ${ }^{65}$ proved that $2 a^{4} \pm 2 b^{4}$ is not a square if $a \neq b$ by means of the fact that $x^{4} \mp y^{4}$ is not a square. Likewise for $4 x^{4} \pm y^{4}, x^{4}-4 y^{4}, \pm\left(4 x^{4}-2 y^{4}\right)$. [Cf. Frenicle, ${ }^{9}$ Bendz, ${ }^{29}$ Carmichael. ${ }^{38}$ ] He proved that neither $m a^{4} \pm m^{3} b^{4}$ nor its double is a square. Also ${ }^{66}$ that $a^{4}+2 b^{4} \neq \square$ if $b \neq 0$.

Euler ${ }^{67}$ treated $a+e x^{4}=\square$, supposing known one solution: $a+e h^{4}=k^{2}$. Set $x=h+y$. Then

$$
a+e x^{4}=k^{2}+4 e h^{3} y+6 e h^{2} y^{2}+4 e h y^{3}+e y^{4}
$$

will be the square of $k+2 e h^{3} y / k+e h^{2}\left(k^{2}+2 a\right) y^{2} / k^{3}$ if

$$
y=4 h k^{2}\left(2 a-k^{2}\right) /\left(3 k^{4}-4 a^{2}\right)
$$

By use of the substitution $x=h(1+y) /(1-y), a+e x^{4}$ becomes a quartic having both the constant term and the coefficient of $y^{4}$ squares, and hence is more readily made a square.
J. L. Lagrange ${ }^{68}$ proved that if $s^{4}+a t^{4}=u^{2}$ a second set of solutions of $x^{4}+a y^{4}=z^{2}$ is given by

$$
x=s^{4}-a t^{4}, \quad y=2 s t u, \quad z=u^{4}+4 a s^{4} t^{4}
$$

To deduce this result, Lagrange made assumptions which he recognized were not necessary ones. Assume that $z=m^{2}+a n^{2}$. Then the given equation is satisfied if $y^{2}=2 m n, x^{2}=m^{2}-a n^{2}$. The latter holds if $m=p^{2}+a q^{2}$, $n=2 p q, x=p^{2}-a q^{2}$. The resulting expression for $y^{2}$ is a square if $p=s^{2}$, $q=t^{2}, p^{2}+a q^{2}=u^{2}$. From the second solution, one deduces similarly a third, etc. But not all sets are necessarily obtained in this way. He remarked that the simplest and most general method for such equations is perhaps that by factors in his Addition IX to Euler's Algebra (Lagrange ${ }^{163}$ of Ch . XXI).
A. E. Kramer ${ }^{69}$ treated $p x^{4}-y^{4}=z^{2}$, where $p$ is an odd prime, and $x, y$ are relatively prime. Let $p=n^{2}+m^{2}$. Then

$$
\left(y^{2}+m x^{2}\right)\left(y^{2}-m x^{2}\right)=\left(n x^{2}+z\right)\left(n x^{2}-z\right)
$$

He took $m=r^{2}$. First, let one of $y, r$ be odd and the other even, so that $x$ is even. Set $y^{2}+r^{2} x^{2}=a b, n x^{2}+z=a c$, where $b, c$ are relatively prime. Then the long equation gives $y^{2}-r^{2} x^{2}=d c, n x^{2}-z=d b$. Then $a, b, c, d$ are odd and $a, d$ are relatively prime. Since $\alpha \equiv n a-r^{2} d, \beta \equiv r^{2} a+n d$ have no common factor except possibly $p$, while $b \alpha=c \beta$, we have $\alpha=s c, \beta=s b$, where $s= \pm 1$ or $\pm p$. Let $e$ be the g. c. d. of $d$ and $y+r x ; h$ that of $\alpha / s$ and $y-r x$. Since $y^{2}-r^{2} x^{2}=d \alpha / s$, we get $y+r x=e f, y-r x=g h, d=e g, \alpha / s=f h$, where $f, g$ are relatively prime, as also $e, h$. Substituting the values of $y, r x$,

[^469]$d, a$, given by the last four equations, into $y^{2}+r^{2} x^{2}=a \beta / s$, we get
$$
2\left\{\frac{\frac{e}{h}\left(n^{2} f^{2}-2 \frac{p}{s} r^{2} g^{2}\right)-\left(p+r^{4}\right) f g}{2 n r}\right\}^{2}=s f^{4}+\frac{p}{s} g^{4}
$$

Denote the quantity in brackets by $A$. Evidently $s$ is not negative. According as $s$ is unity or the prime $p$, we get $2 A^{2}=f^{4}+p g^{4}$ or $g^{4}+p f^{4}$. Conversely, any solution of one of the latter equations leads to a solution of the proposed equation with $p=n^{2}+r^{4}$, since $f, g, A$ determine $x, y, z$.

Next, let $y, r$ be both even or both odd. The only modification needed in the above case is to divide $y^{2} \pm r^{2} x^{2}, n x^{2} \pm z, y \pm r x$ by 2 , and use $d / 2=e g$. The result is $B^{2}=s f^{4}+4 g^{4} p / s$, where

$$
n r B \equiv \frac{e}{h}\left(n^{2} f^{2}-4 \frac{p}{s} r^{2} g^{2}\right)-\left(p+r^{4}\right) f g
$$

For $s=1$, we have $B^{2}=f^{4}+4 p g^{4}$, which implies

$$
\frac{B \mp f^{2}}{2}=p b^{4}, \quad \frac{B \pm f^{2}}{2}=c^{4}, \quad g=b c .
$$

Hence the initial equation is reduced to a similar one $p b^{4}-c^{4}= \pm d^{2}$, where $c, b$ are relatively prime. It thus remains to consider $c^{4}-p b^{4}=d^{2}$. First, let one of $c, d$ be even and the other odd. Then $c^{2} \pm d=p e^{4}, c^{2} \mp d=h^{4}$, $b=e h$, whence $h^{4}+p e^{4}=2 c^{2}$. Next, let $c$ and $d$ be both odd or both even. Then $\left(c^{2} \pm d\right) / 2=4 p v^{4}$ or $p v^{4},\left(c^{2} \mp d\right) / 2=u^{4}$ or $4 u^{4}$. Then $c^{2}=u^{4}+4 p v^{4}$ or $c^{2}=4 u^{4}+p v^{4}$, which is reduced to the former type by multiplication by 4.
O. Terquem ${ }^{70}$ proved that neither $x^{4}+2 y^{4}$ nor $x^{4} \pm 4 y^{4}$ nor $x^{4}-8 y^{4}$ is a square if $y \neq 0$, and that $z \pm 1 / z$ is not a square.

* J. Bertrand ${ }^{71}$ treated $a x^{4}+b y^{4}=\square$.
C. G. Sucksdorff ${ }^{72}$ treated $2^{m} x^{4} \pm 2^{n} y^{4}=2^{p} z^{2}$ for $x, y, z$ odd, positive and relatively prime. It suffices to treat eight cases having $n=p=0, m=4 \mu+0$, $1,2,3$; four with the minus sign having $m=p=0, n=4 \mu+0,1,2,3$; four having $m=n=0, p=2 \mu+0$, 1 . First, $2^{4 \mu} x^{4}+y^{4}=z^{2}$. The factors $z \pm 2^{2 \mu} x^{2}$ must be $\alpha^{4}$, $\beta^{4}$, where $\alpha \beta=y$. By subtraction, $2^{2 \mu+1} x^{2}=\alpha^{4}-\beta^{4}$. Hence

$$
\alpha+\beta=2 u^{2}, \quad \alpha-\beta=2 v^{2}, \quad \alpha^{2}+\beta^{2}=2 t^{2} .
$$

Eliminating $\alpha$, $\beta$, we get $u^{4}+v^{4}=t^{2}$, of the given type. A like method of descent applies to $2^{4 \mu+1} x^{4}+y^{4}=z^{2}$, whence

$$
z \pm y^{2}=2 \alpha^{4}, \quad z \mp y^{2}=2^{4} \beta^{4}, \quad \pm y^{2}=\alpha^{4}-8 \beta^{4}
$$

(lower sign excluded since the sum of two odd squares is not divisible by 8 ); thus $8 \beta^{4}=\alpha^{4}-y^{2}, \alpha^{2} \pm y=2 \gamma^{4}, \alpha^{2} \mp y=4 \delta^{4}$, whence $\alpha^{2}=\gamma^{4}+2 \delta^{4}$. For

$$
2^{4 \mu+1} x^{4}-y^{4}=z^{2}
$$

reference is made to Euler's ${ }^{67}$ treatment of $a+e x^{4}=\square$, where $-y^{4}$ is taken as $a$; various solutions result. The impossibility of $2^{4 \mu+2} x^{4}+y^{4}=z^{2}$ follows

[^470]as for the first equation. Next, $x^{4}-2^{4 \mu+1} y^{4}=z^{2}$ implies
$$
x^{2} \pm z=2 \alpha^{4}, \quad x^{2} \mp z=2^{4} \beta^{4},
$$
whence $x^{2}=\alpha^{4}+8 \beta^{4}, x \pm \alpha^{2}=2 \gamma^{4}, x \mp \alpha^{2}=4 \delta^{4}, \pm \alpha^{2}=\gamma^{4}-2 \delta^{4}$. For the upper sign we have an equation like the proposed. For the lower sign, there are solutions, as $\alpha=\gamma=\delta=1$. The impossibility of $x^{4}-2^{4 \mu+t} y^{4}=z^{2}(t=0$ or 2 ) follows from $x^{2} \pm z=2 \alpha^{4}, x^{2} \mp z=2^{3+t} \beta^{4}, x^{2}=\alpha^{4}+2^{2+t} \beta^{4}$. The impossibility of $x^{4}+y^{4}=2^{2 \mu+1} z^{2}, x \neq y$, follows from $\left(x^{4}-y^{4}\right)^{2}=2^{4 \mu+2} z^{4}-4 x^{4} y^{4}$.

Lebesgue's ${ }^{56}$ results concerning the equations in the last paper have been quoted. Cf. Schopis ${ }^{19}$ on $x^{4}+y^{4} \neq 2 z^{2}$.
E. Lucas ${ }^{73}$ listed and treated the solvable equations

$$
\begin{equation*}
a x^{4}+b y^{4}=c z^{2}, \tag{1}
\end{equation*}
$$

in which 2 and 3 are the only primes dividing $a, b$ or $c$, viz., $(a, b, c)=$ $(1,-1,24),(1,-2, \pm 1),(1,2,3),(1,3,1),(1,-6,1),(1,8,1),(1,9,1)$, $(1,-12,1),(1,18,1),(1,24,1),(1, \pm 36,1),(1,-54,1),(1,-72,1)$, $(1,216,1),(3,-1,2),(3,-2,1),(4,-1,3),(4,-3,1),(9,-1,8)$, $(9,-8,1),(27,-2,1)$.
T. Pepin ${ }^{74}$ stated that there is no rational solution of $p x^{4}-36 y^{4}=z^{2}$ if $p$ is a prime of the form $a^{2}+9 b^{2}$, and many such theorems with 36 replaced by new numbers, usually by the discriminant of the quadratic form for $p$.

Lucas stated and Moret-Blanc ${ }^{75}$ proved that $x=1, y=0$ and $x=3, y=2$ are the only integral solutions $\geqq 0$ of $x^{4}-5 y^{4}=1$.

Lucas ${ }^{75 a}$ proved that either of $4 v^{4}-u^{4}=3 w^{4}, 9 v^{4}-u^{4}=8 w^{4}$ implies

$$
u^{4}=v^{4}=w^{4} .
$$

Pepin ${ }^{76}$ noted that necessary conditions for relatively prime integral solutions of $A u^{2}=B x^{4}+C y^{4}$ are that $A B, A C$ and $-B C$ be quadratic residues of $C, B, A$, respectively, and that $-B C^{3}$ be a biquadratic residue of $A$. He proved that $u^{2}=3 y^{4}-2 x^{4}$ is completely solved by the repeated application of

$$
x=\lambda^{2} \mu^{2}-3 f^{2} g^{2}, \quad y=\lambda^{2} f^{2}+2 \mu^{2} g^{2}, \quad u=x^{2}-12 \lambda \mu f g\left(\lambda^{2} f^{2}-2 \mu^{2} g^{2}\right),
$$

where $\lambda, \mu, f, g$ are integers relatively prime in pairs such that

$$
g: \lambda=f \mu \pm \sqrt{3 f^{4}-2 \mu^{4}}: 3 f^{2}+2 \mu^{2}
$$

The same analysis gives the complete solution of $x^{4}-6 y^{4}=z^{2}$ and

$$
x^{4}+24 y^{4}=z^{2} .
$$

He treated other rare cases in which the complete solution is found: $x^{4}+7 y^{4}=8 u^{2}$ and $7 x^{4}-2 y^{4}=5 u^{2}$, with the respective auxiliaries $x^{4}+28 y^{4}=z^{2}$ and $x^{4}-350 y^{4}=z^{2}$.

[^471]A. Desboves ${ }^{77}$ employed the identity
\[

$$
\begin{equation*}
\left(y^{2}+2 y x-x^{2}\right)^{4}+(2 x+y) x^{2} y(2 y+2 x)^{4}=\left(x^{4}+y^{4}+10 x^{2} y^{2}+4 x y^{3}+12 x^{3} y\right)^{2}, \tag{2}
\end{equation*}
$$

\] and that obtained by changing $x$ to $x^{2}$ and $y$ to $y^{4}$, to show that

$$
\begin{equation*}
x^{4}+a y^{4}=z^{2} \tag{3}
\end{equation*}
$$

is solvable in integers if $a$ is of the form $(2 x+y) x^{2} y$ or $2 x^{2}+y^{4}$. By changing $x$ to $x+y$ in (2) and making other simple transformations, he ${ }^{78}$ proved that (3) is solvable in integers if $a=-x^{2}\left(x^{2}+y^{2}\right), \pm y^{2}-x^{4},-x(x+1)$, $y\left(y \pm 2 x^{2}\right), x^{2}\left(2 x+y^{4}\right), y^{4}-2 x^{2},-2 x y\left(x^{2}-y^{2}\right)\left(x^{4}+y^{4}-6 x^{2} y^{2}\right)$ with $z=\square$ in the last case; and, by other identities, if $a=-8\left(x^{8}+y^{8}\right),-x\left(x^{2}+4\right),-x^{8}-4$. If (1) has solutions $x, y, z$, then Fermat's method conveniently applied leads to the new solution ${ }^{79}$

$$
\begin{equation*}
X=x\left(4 a^{2} x^{8}-3 c^{2} z^{4}\right), \quad Y=y\left(4 b^{2} y^{8}-3 c^{2} z^{4}\right), \quad Z=z\left[4 c^{4} z^{8}-3\left(a x^{4}-b y^{4}\right)^{4}\right], \tag{4}
\end{equation*}
$$ of different type from Lagrange's solution when $a=c=1$. For the examples of Lucas ${ }^{73}$ not under Lagrange's case and for which (4) do not give all solutions, we have $(a+b) c$ a square, say $v^{2}$. Using fractional values, we may set $y=1$. Then $a c\left(x^{4}-1\right)+v^{2}=c^{2} z^{2}$. Setting $x=(t+1) /(t-1)$, we get an equation for which Fermat's method is applicable. If $x, y, z$ is a solution of ( 1 ), then ${ }^{80}$

$$
x_{1}=2 a x^{4}-c z^{2}, \quad y_{1}=2 x y z, \quad z_{1}=c^{2} z^{4}+4 a x^{4}\left(c z^{2}-a x^{4}\right)
$$

is a solution of $x^{4}+a b c^{2} y^{4}=z^{2}$. The latter becomes $x^{4}+u\left(v^{2}-u\right) y^{4}=z^{2}$ for $a c=u,(a+b) c=v^{2}$. Hence (1) is solvable if $a=c=1, b=u\left(v^{2}-u\right)$, as shown also by the identity

$$
\begin{equation*}
\left(2 u-v^{2}\right)^{4}+u\left(v^{2}-u\right)(2 v)^{4}=\left(v^{4}-4 u^{2}+4 u v^{2}\right)^{2} . \tag{5}
\end{equation*}
$$

E. Lucas ${ }^{81}$ obtained from one solution of $\lambda x^{4}+\mu y^{4}=(\lambda+\mu) z^{2}$ the two solutions

$$
X=4 \mu \rho n^{2} x^{2} y^{2} z^{2}-m^{2} v^{2}, \quad Y=4 \lambda \rho m^{2} x^{2} y^{2} z^{2}-n^{2} v^{2}
$$

$$
Z=\left(4 \mu \rho n^{2} x^{2} y^{2} z^{2}+m^{2} v^{2}+4 \mu m n x y z v\right)^{2}+16 \lambda \mu m^{2} n^{2} x^{2} y^{2} z^{2} v^{2}
$$

where $\rho=\lambda+\mu, v=\lambda x^{4}-\mu y^{4}, m= \pm 4 \lambda \mu x^{4} y^{4} \pm \rho^{2} z^{4}-2 \rho x y z v, n=v^{2}-4 \lambda \rho x^{2} y^{2} z^{2}$. Since the proposed equation is satisfied if $x=y=z= \pm 1$, we obtain two new solutions. Thus $3 x^{4}-2 y^{4}=z^{2}$ has the solutions

$$
33,13,1871 ; 28577,8843,1410140689 .
$$

If (1) has the solution $\left(x_{0}, y_{0}, z_{0}\right)$, it may be written in the form

$$
\lambda\left(\frac{x}{x_{0}}\right)^{4}+\mu\left(\frac{y}{y_{0}}\right)^{4}=(\lambda+\mu)\left(\frac{z}{z_{0}}\right)^{2}, \quad \lambda=a x_{0}^{4}, \quad \mu=b y_{0}^{4}, \quad \lambda+\mu=c z_{0}^{2} .
$$

He stated that his formulas above solve completely twenty equations of

[^472]type (1) in which $a, b, c$ contain only the prime factors 2 and 3 [erroneous for $4 x^{4}-3 y^{4}=z^{2}$, Desboves ${ }^{91}$ ].

Desboves ${ }^{82}$ again gave (2) and, by replacing $y$ by $v-x$ and then $x^{2}$ by $u$, deduced (5). He noted that (3) is solvable in the further cases $a=x\left(y^{2}-x\right)$, $-x y^{2}(x+y),-x\left(x+y^{2}\right),-x^{2} y^{2}\left(x^{2}-y^{2}\right)^{2}$. He again (ibid., p. 440) gave (4). He noted (ibid., p. 436-7) that (1) has the solutions

$$
X=3 a x^{4}-b y^{4}, \quad Y=4 a x^{3} y, \quad Z=a x^{4}+b y^{4}
$$

if $c=81 a^{3} x^{6}-14 a^{2} b x^{4} y^{4}+a b^{2} y^{8}$, and gave a simpler derivation of Lagrange's solution of (3). For $a x^{4}+b y^{4}=c z^{4}$, see Desboves. ${ }^{262}$

Solutions of $x^{4}+y^{4}=17 z^{2}$ are $1,2,1$ and $13,2,41$, neither of which can be obtained (ibid., p. 495) from a solution $x, y, z$ by the formulas (4).
T. Pepin ${ }^{83}$ gave the complete solution of $7 x^{4}-5 y^{4}=2 z^{2}$ in integers. Then ${ }^{84} X=z, Y=x y, Z=\left(7 x^{4}+5 y^{4}\right) / 2$ give all the solutions of $X^{4}+35 Y^{4}=Z^{2}$ in which $Y$ is odd; while those with $Y$ even are all obtained by the method of descent.
S. Realis ${ }^{85}$ noted that $x^{4}-3 y^{4}=13 z^{2}$ has the solution

$$
\begin{aligned}
& x=76 \alpha^{3}+96 \alpha^{2} \beta+135 \alpha \beta^{2}+156 \beta^{3}+13 \gamma(19 \alpha+12 \beta) \\
& y=52 \alpha^{3}+28 \alpha^{2} \beta-96 \alpha \beta^{2}-57 \beta^{3}+13 \gamma(16 \alpha+19 \beta)
\end{aligned}
$$

if $\alpha^{4}-3 \beta^{4}=13 \gamma^{2}$, and asked for the value of $z$.
Pepin ${ }^{88}$ noted that in Euler's ${ }^{144}$ method of making a quartic $V=P^{2}+Q R$ a square, not only a rational root of $R=0$ or $Q=0$ or $S=0$ or $T=0$ leads to an infinity of solutions of $V=\square$, but this may be true of further roots. The latter happens for $11 x^{4}-7 y^{4}=z^{2}$, whence $V=11-7 \xi^{4}=P^{2}+Q R, P=2 \xi$, $Q=11+7 \xi^{2}, R=1-\xi^{2}$. The complete solution is obtained by descent to two irreducible solutions $1,1,2$ and $2,1,13$ by four sets of formulas, among them being an infinity of solutions which escape the methods of Fermat and Euler. To obtain (pp. 42-48) the complete solution of $x^{4}+20 y^{4}=z^{2}$, that of $5 n^{4}-m^{4}=4 t^{2}$ is found by descent. From one set of solutions $x, y, z$ of (1) for $c=a+b$ is derived, ${ }^{87}$ by special assumptions, the new solutions

$$
X=\lambda^{2} x^{2}-b c \mu^{2} y^{2}, \quad Y=\lambda^{2} y^{2}-a c \mu^{2} x^{2}, \quad Z=Y^{2}-4 a \lambda \mu x y\left(\lambda^{2} x^{2}+b c \mu^{2} y^{2}\right)
$$

where $\mu: \lambda=x y \pm z: a x^{2}-b z^{2}$.
Pepin ${ }^{88}$ obtained by descent all solutions of $13 x^{4}-11 y^{4}=2 z^{2}$ and all of $8 x^{4}-3 y^{4}=5 z^{2}$, whereas Euler's ${ }^{144}$ method to make $40 \xi^{4}-15=\square$ does not give all solutions.
A. Desboves ${ }^{89}$ proved that, if ( $x, y, z$ ) and ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) are solutions of (1), a new solution is given by

$$
x^{\prime} X=x^{2} \lambda^{2}-b c y^{2} \mu^{2}, \quad y^{\prime} Y=y^{2} \lambda^{2}-a c x^{2} \mu^{2}
$$

$$
\begin{equation*}
x^{\prime 4} z^{\prime 2} Z=\left[\left(x^{2} \lambda^{2}+b c y^{2} \mu^{2}\right) z^{\prime}+2 b x y y^{\prime 2} \lambda \mu\right]^{2}+4 a b x^{2} y^{2} x^{\prime 4} \lambda^{2} \mu^{2} \tag{6}
\end{equation*}
$$

[^473]where $\lambda=a x^{2} x^{\prime 2}-b y^{2} y^{\prime 2}, \mu=x y z^{\prime}+z x^{\prime} y^{\prime}$. For $a+b=c$, we may set
$$
x^{\prime}=y^{\prime}=z^{\prime}=1
$$
and deduce his ${ }^{159}$ and Pepin's ${ }^{87}$ formulas. For $a=c=1, x^{\prime}=z^{\prime}=1, y^{\prime}=0$, we get Lagrange's formula. He announced the empirical result that the complete solution of (1) in integers is given by as many systems (6) as (1) has primitive solutions ( $x^{\prime}, y^{\prime}, z^{\prime}$ ). For $8 x^{4}-3 y^{4}=5 z^{2}$, Pepin's ten systems reduce to the two systems (6) with ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) $=(1,1,1),(2,1,5)$. For ${ }^{90}$ the case $c=a+b$, set $x=y=z=1$ in (6) and drop the accents; we get
$$
X=a(a-b) x^{3}-b(3 a+b) x y^{2}-2 b c y z,
$$
while $Y$ is derived from $X$ by interchanging $a, b$ and $x, y$. He gave another set of formulas of like degree. By finding a relation
$$
E X^{2} x^{2}+G Y^{2} y^{2}-2 L X Y x y-H\left(X^{2} y^{2}+Y^{2} x^{2}\right)=0
$$
such that $Y / X$ is a function of $y, x$, involving only the irrationality $\left(a x^{4}+b y^{4}\right)^{1 / 2}$, he obtained the quadratic formulas
\[

$$
\begin{aligned}
& X=-(a-b)^{2} x^{2}+4 b c y^{2}, \quad Y=\left[2 c^{2}-(a-b)^{2}\right] x y+2 c(a-b) z \\
& Z=4 b(a-b) x y\left[4 a c x^{2}+(a-b)^{2} y^{2}\right]+\left[2 c^{2}-(a-b)^{2}\right]\left[(a-b)^{2} x^{2}+4 b c y^{2}\right] z
\end{aligned}
$$
\]

and stated that a like discussion may be made for

$$
a x^{4}+b y^{4}+d x^{2} y^{2}=c z^{2}, \quad c=a+b+d
$$

Desboves ${ }^{91}$ noted that, if (1) is solved completely by (6) when ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) is replaced by ( $x_{i}^{\prime}, y_{i}^{\prime}, z_{i}^{\prime}$ ) for $i=1,2,3$, in succession, then any one of these solutions is called primitive if one does not get it when one determines all solutions given by the other two and continues the calculations with them.

Desboves ${ }^{92}$ stated that we can find, by a single system of formulas (not given), the complete solution of $a x^{4}-b y^{4}=2 z^{2}$ when $a$ and $b$ are consecutive primes $8 n+7$ and $8 n+5$ or $8 n+5$ and $8 n+3$.
T. Pepin ${ }^{93}$ treated $x^{4}+2^{k} \cdot 7 y^{4}=z^{2}$ for $k=2 \alpha$ and $4 \alpha+3$. $\mathrm{He}^{94}$ gave a detailed discussion of

$$
5 x^{4}-3 y^{4}=2 z^{2}, \quad 5 x^{4}-2 y^{4}=3 z^{2}, \quad 3 x^{4}+5 y^{4}=8 z^{2}, \quad 8 x^{4}-5 y^{4}=3 z^{2} .
$$

E. B. Escott ${ }^{95}$ noted that if in $x^{4}+y^{4}=a z^{2}$ we set $x=z k / l$ we obtain a quadratic for $z^{2}$ which will be rational if $(a l)^{4}-(2 a)^{2}(k y)^{4}=\left(a m l^{2}\right)^{2}$, so that the problem reduces to the pair of equations $p^{2} \pm 2 a q^{2}=\square$ (Ch. XVI).

Axel Thue ${ }^{96}$ proved that $x^{4}-2^{m} y^{4}=1$ has no integral solutions.
Escott ${ }^{97}$ solved $4 A^{4}+1=B^{2} C$ by noting that the left member has the factors $2 A^{2} \pm 2 A+1$, whence $(2 A \pm 1)^{2}+1 \equiv 0\left(\bmod B^{2}\right)$.
A. Gérardin ${ }^{98}$ noted that if ( $\alpha, \beta, \gamma$ ) and ( $A, B, C$ ) are two solutions of (1), $x=\alpha+A u, y=\beta+B u, z=\gamma+S u+C u^{2}$ give a new solution provided a certain

[^474]quadratic equation in $u$ is satisfied. Equating to zero the coefficient of $u^{2}$ by choice of $S$, we get $u$ rationally. He deduced Réalis' ${ }^{85}$ result.
A. Cunningham ${ }^{99}$ listed all $a^{4}+b^{4}=m c^{2}<10^{7}, 1+y^{4}=m c^{2}, y<1000$.
E. Fauquembergue ${ }^{100}$ proved Lucas ${ }^{73}$ result that 3, 1, 2 is the only set of solutions of $x^{4}-y^{4}=5 z^{4}$.
W. Mantel ${ }^{101}$ proved by descent that $x^{4}+2^{n} y^{4} \neq z^{2}$ unless $n \equiv 3(\bmod 4)$.
H. C. Pocklington ${ }^{102}$ proved by descent the impossibility of
$$
x^{4}-p y^{4}=z^{2}, \quad x^{4}-p^{2} y^{4}=z^{2}, \quad x^{4}-y^{4}=p z^{2}, \quad x^{4}+2 y^{4}=z^{2},
$$
where $p$ is a prime $8 m+3$, and indicated (p.119) the solution of
$$
2 x^{4}-y^{4}= \pm z^{2}
$$
R. D. Carmichael ${ }^{103}$ treated $x^{4}+m y^{4}=n z^{2}$. If there is a solution, there is an integer $\rho$ such that $n \rho^{2}=s^{4}+m t^{4}$. Hence we are led to the equation
\[

$$
\begin{equation*}
x^{4}+m y^{4}=\left(s^{4}+m t^{4}\right) z^{2} . \tag{7}
\end{equation*}
$$

\]

A special solution, other than the evident one $x=s, y=t, z=1$, is obtained by setting $z=p^{2}+m q^{2}$. Then (7) is satisfied if

$$
x^{2}=s^{2}\left(p^{2}-m q^{2}\right)+2 m t^{2} p q, \quad y^{2}=t^{2}\left(p^{2}-m q^{2}\right)-2 s^{2} p q .
$$

A solution of this double equation is found by the method of Fermat:

$$
\begin{gathered}
x=s p-2 s\left(s^{8}-m^{2} t^{8}\right), \quad y=t p+2 t\left(s^{8}-m^{2} t^{8}\right), \quad z=p^{2}+16 m s^{4} l^{4}\left(s^{4}-m t^{4}\right)^{2} \\
p=\left(s^{4}+m t^{4}\right)^{2}+4 m s^{4} t^{4} .
\end{gathered}
$$

By the method of infinite descent, he proved (pp. 19-21) that there is no set of integers, all different from zero, satisfying either of the equations $x^{4}-4 y^{4}= \pm z^{2}$. Hence the area of no rational right triangle is the double of a square; this implies that $x^{4}+y^{4}=z^{2}$ has no integral solutions all different from zero.
A. Gérardin ${ }^{104}$ explained three methods to obtain the complete solution of $a x^{4}+b y^{4}=c z^{2}$, given one solution.
A. Auric ${ }^{105}$ solved $a x^{4}+b y^{4}=c d^{2} z^{2}$ by eliminating $z$ between it and the auxiliary equation $m x^{2}+n y^{2}=c d z$ and making the discriminant of the eliminant a square.
M. Rignaux ${ }^{106}$ obtained an infinitude of solutions of $x^{4}-y^{4}=a z^{2}$, given one solution. *E. Haentzschel ${ }^{106 a}$ discussed (1).

$$
a x^{4}+b y^{4}+d x^{2} y^{2} \text { MADE A SQUARE. }
$$

L. Euler ${ }^{107}$ noted that in making $F \equiv x^{4}+k x^{2} y^{2}+y^{4}$ a square there is a lack of generality in assuming that $F$ is the square of $x^{2}+y^{2} p / q$ or

[^475]$x^{2}+x y p / q \pm y^{2}$. By a certain device he was led to the case $k=f x^{2}+2 \sqrt{1+f y^{2}}$ in which $F$ is the square of $y^{2}+x^{2} \sqrt{1+f y^{2}}$. For $1<f<100$, he gave the least integer $y$ for which the radical is rational. For half of the positive values of $k<100$ and for 30 negative values numerically $<100$, tables show values of $x: y$ for which $F$ is a square.

Euler ${ }^{108}$ resumed the solution of $x^{4}+m x^{2} y^{2}+y^{4}=z^{2}$. The resulting fraction for $m$ can be given an integral form by use of a rational number $a$ for which $z=a x^{2} y^{2}-\left(x^{2} \pm y^{2}\right)$. Then $m \pm 2=\left(a x^{2} \mp 2\right)\left(a y^{2}-2\right)$. We may set $x=p q, y=r s, a=b /\left(p^{2} r^{2}\right)$, where $p, q$ are relatively prime, likewise $r, s$. Then

$$
m \pm 2=\left(b q^{2} \mp 2 r^{2}\right)\left(b s^{2}-2 p^{2}\right) /\left(p^{2} r^{2}\right)
$$

Set $b s^{2}-2 p^{2}=c r^{2}, b s^{2}+c r^{2}=2 n, b c=\lambda$. Then $n^{2}-p^{4}=\lambda y^{2}$, where $y^{2}$ is the largest square dividing $n^{2}-p^{4}$. Thus $m=\left(\lambda q^{2} \mp 2 n\right) / p^{2}$. Conversely, for assigned values of $p, n, q$, the integer $x=p q$ and the largest square $y^{2}$ dividing $n^{2}-p^{4}$ are solutions of the proposed equation with the preceding value of $m$. In fact,

$$
x^{4}=q^{4}\left(n^{2}-\lambda y^{2}\right), \quad m x^{2} y^{2}=q^{2} y^{2}\left(\lambda q^{2} \mp 2 n\right), \quad z^{2}=\left(y^{2} \mp q^{2} n\right)^{2} .
$$

Euler gave tables of solutions with a slightly changed notation. In conclusion (p. 498), he gave a more elegant method for the case $m=\lambda \zeta^{2} \pm \alpha$, where $\alpha^{2}-4=\lambda \beta^{2}$. Then $x=\beta, y=2 \zeta, z=\beta^{2} \pm 2 \alpha \zeta^{2}$ are solutions. Starting with two sets of solutions $\alpha, \beta$ and 2,0 of the Pell equation, he derived the solution

$$
A=g^{n}+h^{n}, \quad B=\left(g^{n}-h^{n}\right) / \sqrt{\lambda}, \quad g \equiv \frac{\alpha+\beta \sqrt{\lambda}}{2}, \quad h \equiv \frac{\alpha-\beta \sqrt{\lambda}}{2} .
$$

Since $g h=1, A^{2}-\lambda B^{2}=4$. Thus for $m=\lambda f^{2} \pm A$ ( $f$ arbitrary), we get the solutions $x=B, y=2 f$ of the quartic equation.

Euler ${ }^{109}$ proved that $m^{4}+14 m^{2} n^{2}+n^{4}$ is not a square if $m$ and $n$ are relatively prime and $m$ is even and $n$ odd (excluding $m=0, n=1$ ), or if $m$ and $n$ are both odd (excluding $m=n=1$ ). The question was reduced to one on $\alpha^{2}+3 \beta^{2}=\square$. By setting $x=m^{2}-n^{2}, y=2 m n$, we see that $x^{2}+y^{2}$ and $x^{2}+4 y^{2}$ are not both squares for $x$ odd, $y$ even $\neq 0$. Another corollary is that $p(p+q)(p+2 q)(p+3 q) \neq \square$, so that four squares cannot be in arithmetical progression. Another corollary is $p^{4}-p^{2} q^{2}+q^{4} \neq \square$ if $p^{2} \neq q^{2} \neq 0$, and is derived by setting $p=m+n, q=m-n$ for $p$ and $q$ odd, and $p+q=m$, $p-q=n$ when one of $p, q$ is even and the other odd.

Euler ${ }^{110}$ elsewhere stated that $x^{4}-x^{2}+1 \neq \square$ if $x^{2} \neq 1$ or 0 . This was proved by the editor of the 1810 English edition, p. 112, by showing in the Appendix that $p^{2}-q^{2}$ and $p^{2}+3 q^{2}$ are not both squares.
C. F. Kausler ${ }^{111}$ wrote $z=x / y$ in Euler's ${ }^{107}$ quartic $F$. The problem is now to make $z^{4}+k z^{2}+1=\square$, or as a generalization $f^{2}+b Z+e Z^{2}=P^{2}, Z=z^{2}$.
${ }^{108}$ Mém. Acad. Sc. St. Petersb., 7, années 1815-6, 1820 (1782), p. 10; Comm. Arith., II, 492. For misprints and errata see Cunningham. ${ }^{136}$
${ }^{109}$ Mém. Acad. Sc. St. Pétersbourg, 8, années 1817-18 (1780), 3; Comm. Arith., II, 411-13. Same results by V. A. Lebesgue, Nouv. Ann. Math., (2), 2, 1863, 68-77.
${ }^{110}$ Algebra, 2, 1770, art. 142; 2, 1774, p. 169; Opera Omnia, (1), I, 403.
${ }^{111}$ Nova Acta Acad. Petrop., 13, ad annos 1795-6, Mém., pp. 205-36.

Thus $Z(b+e Z)=P^{2}-f^{2}$. For a suitably chosen rational $A$, we may set

$$
b+e Z=A(P+f), \quad Z=(P-f) / A .
$$

Eliminating $P$, we get $Z=(2 f A-b) /\left(e-A^{2}\right)$. In our case, $e=f=1, b=k$, whence $Z=(k-2 A) /\left(A^{2}-1\right)$ is to be a square $z^{2}$. Thus $k-2 A=m p^{2}$, $A^{2}-1=m q^{2}$. Of the solutions of the latter Pell equation, those are to be selected which satisfy the first equation (a "solution " which he admitted was imperfect). By eliminating $m$ and setting $2 A=\alpha, p / q=2 n$, we get $k=\alpha+\left(\alpha^{2}-4\right) n^{2}$, the case treated by Euler ${ }^{108}$ at the end of his second paper. Kausler treated at length (pp. 219-236) the problem to make $k$ integral by choice of rational values of $\alpha, n$.
N. Fuss ${ }^{112}$ required integers $m$ such that $x^{4}+m x^{2} y^{2}+y^{4}=z^{2}$. Set

$$
m-2=\alpha \beta, \quad m+2=\gamma \delta .
$$

Then $z^{2}-\left(x^{2}+y^{2}\right)^{2}=\alpha \beta x^{2} y^{2}, z^{2}-\left(x^{2}-y^{2}\right)^{2}=\gamma \delta x^{2} y^{2}$. For $x=p q, y=r s$, we have

$$
\begin{array}{ll}
z+x^{2}+y^{2}=\alpha q^{2} s^{2}, & z-x^{2}-y^{2}=\beta p^{2} r^{2}, \\
z+x^{2}-y^{2}=\gamma p^{2} s^{2}, & z-x^{2}+y^{2}=\delta q^{2} r^{2} .
\end{array}
$$

Eliminating $z$ and replacing $x, y$ by their values, we get three linear equations between $\alpha, \beta, \gamma, \delta$, which give

$$
\gamma=\frac{\alpha q^{2}-2 r^{2}}{p^{2}}, \quad \delta=\frac{\alpha s^{2}-2 p^{2}}{r^{2}}, \quad \beta=\frac{\alpha q^{2} s^{2}-2 p^{2} q^{2}-2 r^{2} s^{2}}{p^{2} r^{2}},
$$

of which the last may be replaced by $\gamma \delta=\alpha \beta+4$. If $p=r=1$, then $\gamma \delta=\left(\alpha q^{2}-2\right)\left(\alpha s^{2}-2\right)$, and $\alpha, q, s$ may be given any values; as the values of $m<100$ we get $2,8,12,16,17,22,23,26,31, \cdots, 94$.
R. Adrain ${ }^{13}$ proved by descent that $x^{4}+x^{2} y^{2}+y^{4} \neq \square$. He and T. Strong (p.151) also noted that $\left(x^{2}+y^{2}\right)^{2}-x^{2} y^{2}=a^{2}$ requires that $a^{2}+x^{2} y^{2}=\square$ and $a^{2}-3 x^{2} y^{2}=\square=\left(x^{2}-y^{2}\right)^{2}$, whereas $a^{2}+q^{2}$ and $a^{2}-3 q^{2}$ are not both squares (Euler's Algebra, Second English transl., II, 481). H. J. Anderson ${ }^{114}$ noted that we may take $x$ and $y$ positive and relatively prime. If $x$ and $y$ are both odd, $x^{4}+x^{2} y^{2}+y^{4}=8 n+3 \neq \square$. Hence we may take $x$ even, $y$ odd. Thus $\left(x^{2}+y^{2}\right)^{2}-x^{2} y^{2}$ is an odd square, whence $x^{2}+y^{2}=p^{2}+q^{2}, x y=2 p q$. By an argument like that in Euler's Algebra, II, Art. 230, we conclude that $r^{2}-s^{2}$ and $r^{2}-4 s^{2}$ are odd squares, where $s$ is even, and $r, s$ are divisors of $x, y$, and similarly that $t^{2}-u^{2}$ and $t^{2}-4 u^{2}$ are odd squares, where $u$ is even, and $t, u$ are divisors of $r, s$. Finally, we would reach odd squares $v^{2}-w^{2}$ and $v^{2}-4 w^{2}$, where $\frac{1}{2} w$ no longer has divisors. Hence the problem is impossible.
A. M. Legendre ${ }^{115}$ found only two solutions of $m^{4}-4 m^{2} n^{2}+n^{4}=p^{2}$, viz., ( $m, n, p$ ) $=(15,4,191)$, (442, 161, 364807). The complete solution, including ( $2,1,1$ ), was given by E. Lucas. ${ }^{116}$
${ }^{122}$ Mém. Acad. Sc. St. Pétersbourg, 9, 1824 (1820), 159.
${ }^{113}$ The Math. Diary, New York, 1, 1825, 147-150. Cf. Genocchi ${ }^{119}$ and Pocklington ${ }^{138}$; also Beha-Eddin ${ }^{50}$ of Ch. XIV and Kausler ${ }^{10}$ of Ch. XXVI.
${ }^{14}$ Ibid., 150-1.
${ }^{115}$ Théorie des nombres, ed. 3, 2, 1830, 127; Maser, II, 124. See Legendre ${ }^{47}$ of Ch. XIX
${ }^{116}$ Recherches sur l'analyse indéterminée, Moulins sur Allier, 1873, p. 67. Bull. Bibl. Storia Sc. Mat. Fis., 10, 1877, 291-2.
V. A. Lebesgue ${ }^{117}$ noted that if $x^{4}+a x^{2} y^{2}+b y^{4}=z^{2}$ has the solution $x=r$, $y=s, z=p$, it has also the solution

$$
x=r^{4}-b s^{4}, \quad y=2 p r s, \quad z=p^{4}-\left(a^{2}-4 b\right) r^{4} s^{4} .
$$

A. Desboves ${ }^{188}$ remarked that this generalization of the result by Lagrange ${ }^{68}$ for $a=0$ is insignificant since it is made by replacing his initial identity (the following for $d=0$ ) by

$$
\left(u^{2}-b v^{2}\right)^{2}+d\left(u^{2}-b v^{2}\right)\left(2 u v+d v^{2}\right)+b\left(2 u v+d v^{2}\right)^{2}=\left(u^{2}+d u v+b v^{2}\right)^{2}
$$

which Lagrange gave in his addition IX to Euler's algebra (French transl., 2, 1774, 640).
A. Genocchi ${ }^{119}$ proved by descent that $x^{4}+x^{2} y^{2}+y^{4} \neq \square$.
T. Pepin ${ }^{120}$ treated $x^{4}+8 x^{2}+1=\square$.
E. Lucas ${ }^{121}$ deduced two solutions ( $X, Y, Z$ ) from a given solution $(x, y, z)$ of

$$
x^{4}-2\left(a+2 f^{2}\right) x^{2} y^{2}+\left(a^{2}+b^{2}\right) y^{4}=z^{2} .
$$

For brevity, set

$$
\begin{array}{rll}
\Delta & =4 f^{4}+4 a f^{2}-b^{2}, & n=z^{2}+4 f^{2} x^{2} y^{2}, \\
m & =-b x y z \pm f\left[x^{4}-\left(a^{2}+b^{2}\right) y^{4}\right], & \alpha=\left(\Delta n^{2} x^{2} y^{2}+m^{2} z^{2}\right) / f, \\
\beta & =4 m^{2} x^{2} y^{2}-n^{2} z^{2}, & \gamma=4 m^{2} x^{2} y^{2}+n^{2} z^{2} .
\end{array}
$$

Then

$$
X=16 a m n x y z \beta+b\left(16 m^{2} x^{2} y^{2} z^{2}-\beta^{2}\right)^{2}, \quad Y=2 \gamma \alpha, \quad Z=\Delta \gamma^{4}-4 \alpha^{4} .
$$

A. Desboves ${ }^{122}$ noted that if $x, y, z$ satisfy $a x^{4}+b y^{4}+d x^{2} y^{2}=c z^{2}$, then

$$
X=a x^{4}-b y^{4}, \quad Y=2 x y z, \quad Z=c^{2} z^{4}+\left(4 a b-d^{2}\right) x^{4} y^{4}
$$

satisfy $X^{4}+a b c^{2} Y^{4}+c d X^{2} Y^{2}=Z^{2}$; while ${ }^{123}$

$$
X=x\left(4 b c y^{4} z^{2}-q^{2}\right), \quad Y=y\left(4 a c x^{4} z^{2}-q^{2}\right), \quad Z=z\left\{4 f x^{4} y^{4} q^{2}-\left(c^{2} z^{4}-f x^{4} y^{4}\right)^{2}\right\}
$$

satisfy the initial equation if $q=a x^{4}-b y^{4}, f=d^{2}-4 a b$. Cf. Desboves. ${ }^{90}$
T. Pepin ${ }^{124}$ treated $a x^{4}+2 b x^{2} y^{2}+c y^{4}=n^{2}$, a necessary condition for which is that the quadratic form ( $a, b, c$ ) represent $n^{2}$. If one such representation is known, all are given by quadratic functions of two parameters. But in returning to our quartic we are led again to the problem to make a quartic a square.

Moret-Blanc ${ }^{125}$ found solutions of $x^{4}-5 x^{2} y^{2}+5 y^{4}=\square$ and

$$
\left(x^{5}+y^{5}\right) /(x+y)=\square
$$

by Euler's method.
S. Réalis ${ }^{126}$ proved that $2 y^{4}-2 y^{2}+1=\square$ only for $y=0,2$.

[^476]E. Fauquembergue ${ }^{127}$ gave the general solution of $\left(x^{2}+y^{2}\right)\left(2 x^{2}-y^{2}\right)=2 z^{2}$. A. Gérardin ${ }^{128}$ gave $x, y, z=3 f, 4 f, 5 f^{2}$ and $h / 2,2 h / 3,5 h^{2} / 36$.
$x^{4}+4 x^{2}+1=y^{2}$ is impossible in rational numbers. ${ }^{129}$ Cf. Pietrocola. ${ }^{131}$
T. Pepin ${ }^{130}$ treated $x^{4}-8 x^{2} y^{2}+8 y^{4}=z^{2}$ by the method of descent applicable only if $y$ is even; then $x=X^{8}-8 Y^{8}, y=2 X Y Z, z=Z^{4}-32 X^{4} Y^{4}$. For $y$ odd the equation is reduced to the pair $p q=r s, p^{2}-4 q^{2}+4 p q+8 s^{2}-r^{2}=0$, to which the method of descent is applicable. There exist only six sets of solutions $x, y, z$, each $\neq 0$, with $y<10^{10}$.
C. Pietrocola ${ }^{131}$ discussed the equivalent equations
$$
x^{4}+4 h x^{2} y^{2}+(2 h-1)^{2} y^{4}=z^{2}, \quad\left(x^{2}+2 h y^{2}+z\right)\left(x^{2}+2 h y^{2}-z\right)=(4 h-1) y^{4} .
$$

From one solution he derived another and proved the equation impossible if $h=1$. The last result had been proposed as a problem by P. Tannery. ${ }^{132}$
A. S. Werebrusow ${ }^{133}$ listed many values of $m$ between -100 and +100 for which $x^{4}+m x^{2} y^{2}+y^{4}=z^{2}$ is impossible, and stated that it is impossible for $m$ positive or for $m=8 k+3$ negative if $m+2$ and $m-2$ are primes.
A. Gérardin ${ }^{134}$ noted that the last statement fails for $m=99$.

Gleizes and H. B. Mathieu ${ }^{135}$ gave special expressions for $m$ for which the equation is solvable.
A. Cunningham ${ }^{136}$ noted that the equation is solvable for $m=60,99$, $-72,-96$, contrary to Werebrusow, ${ }^{133}$ and for $m=91,-90$, contrary to Euler ${ }^{108}$ (p. 495, p. 498); and corrected various misprints on pp. 496-8 of Euler's paper.
L. Aubry ${ }^{137}$ stated that Werebrusow's ${ }^{133}$ theorem is true for a positive $m \equiv 1,5$ or $7(\bmod 8)$, and a negative $m=-(8 k+5)$, but false for a positive $m=8 k+3$. Aubry (pp. 57-9) treated $x^{4}+b x^{2} y^{2}+c y^{4}=d z^{2}$, given

$$
d=p^{4}+b p^{2} q^{2}+c q^{4}
$$

by setting $x^{2}=p^{2} u-c q^{2} v, y^{2}=q^{2} u+\left(b q^{2}+p^{2}\right) v$ and deducing an equation of the initial form, whence one solution leads to two new solutions.
H. C. Pocklington ${ }^{138}$ proved that $x^{4}-x^{2} y^{2}+y^{4}, x^{4}+14 x^{2} y^{2}+y^{4}$ are neither squares if $x \neq y$. If $N$ is not of the form $8 n \pm 3$ and is not divisible by any prime $4 n+1$, and at the same time $N \mp 4$ is an odd power of an odd prime (including unity), then $\left(x^{2}+y^{2}\right)^{2} \mp N x^{2} y^{2}=z^{2}$ is impossible in integers. For $N=1$ and the upper signs, we see that $x^{4}+x^{2} y^{2}+y^{4}=z^{2}$ is impossible. Also $x^{4}-14 x^{2} y^{2}+y^{4}=z^{2}$ is impossible. There is a list of values of $n<100$ for which $x^{4} \pm n x^{2} y^{2}+y^{4}=z^{2}$ is impossible. The complete solution is given of

$$
x^{4}-4 x^{2} y^{2}+y^{4}=z^{2} .
$$

${ }_{127}^{127}$ L'intermédiaire des math., 4, 1897, 70.
${ }^{128}$ Ibid., 16, 1909, 175.
${ }^{139}$ Ibid., 1897, 20, 83, 203, 229; 1898, 89, 128; 1900, 87-90; 1903, 158; 1905, 109.
${ }^{130}$ Mem. Accad. Pont. Nuovi Lincei, 14, 1898, 71-85.
${ }^{113}$ Giornale di mat., 36, 1898, 77-80.
${ }_{12} 12$ L'intermédiaire des math., 1897, 20, 30, 203.
${ }^{13}$ IIbid., 15, 1908, 52, 282 (oorrections); Mat. Sbornik, Moscow, 26, 1908, 599-617.

Cases in which $a x^{4}+d x^{2} y^{2}+b y^{4}=\square$ is impossible were noted by Lebesgue, ${ }^{30,37}$ Genocchi ${ }^{85}, 93$ and Pepin ${ }^{98}$ of Ch. XXVI; by Desboves ${ }^{188}$ of this Chapter. Solvable cases by Pepin ${ }^{132}$ of Ch. I, Haentzschel ${ }^{143}$ of Ch. V.

## Quartic function made a square.

Fermat ${ }^{139}$ sought rational values of $x$ for which

$$
\begin{equation*}
f(x) \equiv a+b x+c x^{2}+d x^{3}+e x^{4} \tag{1}
\end{equation*}
$$

shall equal the square of a rational number, where $a, \cdots, e$ are integers. The case in which $a$ or $e$ is the square of an integer is quite simple. For $a=\alpha^{2}$, the first three terms of $f(x)$ are identical with those of the square of

$$
\alpha+\frac{b}{2 \alpha} x+\frac{1}{2 \alpha}\left(c-\frac{b^{2}}{4 \alpha^{2}}\right) x^{2} .
$$

Comparing the terms with the factor $x^{3}$, we obtain

$$
x=\frac{8 \alpha^{2}\left[b\left(4 \alpha^{2} c-b^{2}\right)-8 \alpha^{4} d\right]}{64 \alpha^{6} e-\left(4 \alpha^{2} c-b^{2}\right)^{2}} .
$$

Hence from a particular solution $f(\xi)=\alpha^{2}$, we may obtain new solutions since $f(\xi+x)=\alpha^{2}+b x+\cdots+e x^{4}$ falls under the last case.

The same special cases were treated similarly by L. Euler ${ }^{140}$ and A. M. Legendre. ${ }^{141}$
T. F. de Lagny ${ }^{142}$ made $x^{4}-10 x^{3}+26 x^{2}-7 x+9$ the square of $x^{2}-5 x+3$ for $x=23 / 5$.
L. Euler ${ }^{143}$ treated in a posthumous paper the equation

$$
a^{2} x^{4}+2 a b x^{3} y+c x^{2} y^{2}+2 b d x y^{3}+d^{2} y^{4}=\square
$$

Set $c-b^{2}-2 a d=m n$. Then

$$
\begin{equation*}
\left(a x^{2}+b x y+d y^{2}\right)^{2}+m n x^{2} y^{2}=z^{2} . \tag{2}
\end{equation*}
$$

This is satisfied if

$$
a x^{2}+b x y+d y^{2}=\lambda\left(m p^{2}-n q^{2}\right), \quad x y=2 \lambda p q, \quad z=\lambda\left(m p^{2}+n q^{2}\right) .
$$

Admitting fractional solutions, we may set $y=1$. Then

$$
4 \lambda^{2} a p^{2} q^{2}+2 b \lambda p q+d=\lambda\left(m p^{2}-n q^{2}\right) .
$$

For a fixed $\lambda$, let $p$ and $q$ be given solutions. Let $p^{\prime}$ be the second root of this quadratic in $p$, whence

$$
p^{\prime}=-p-2 b q /\left(4 \lambda a q^{2}-m\right)
$$

Then $p^{\prime}, q^{\prime}$ are corresponding values if

$$
q^{\prime}=-q-2 b p^{\prime} /\left(4 \lambda a p^{\prime 2}+n\right)
$$

[^477]From $p^{\prime}, q^{\prime}$, we get $p^{\prime \prime}, q^{\prime \prime}$, etc. Any two consecutive terms of $p, q, p^{\prime}, q^{\prime}$, $p^{\prime \prime}, \cdots$ yield a solution with $y=1$. Proceeding in the reverse order, we obtain a sequence $q, p, q_{1}, p_{1}, q_{2}, \cdots$, any two consecutive terms of which yield a solution.

To obtain an initial pair of solutions, set $y=1$ and let the quartic be the square of $a x^{2}+b x-d$ or of $a x^{2}-b x-d$; then

$$
x=\frac{4 b d}{b^{2}-2 a d-c} \quad \text { or } \quad x=\frac{b^{2}-2 a d-c}{4 a b}
$$

To treat $\alpha C^{4} \pm \beta=\square$, where $\alpha \pm \beta$ is a square $a^{2}$, set $C=(1+x) /(1-x)$. Then

$$
a^{2} x^{4}+4(\alpha \mp \beta) x^{3}+6 a^{2} x^{2}+4(\alpha \mp \beta) x+a^{2}=\square
$$

which is of the above type. Euler treated in detail the cases

$$
2 A^{4}-B^{4}=\square, \quad 3 A^{4}+B^{4}=\square, \quad \frac{3}{2} A^{4}-\frac{1}{2} B^{4}=\square .
$$

Euler ${ }^{144}$ treated $V \equiv A+B x+C x^{2}+D x^{3}+E x^{4}=\square$. If $V$ can be given the form $P^{2}+Q R$, where

$$
P=a+b x+c x^{2}, \quad Q=d+e x+f x^{2}, \quad R=g+h x+i x^{2}
$$

then $V=(P+Q y)^{2}$, where $2 P y+Q y^{2}-R=0$. The latter is also quadratic in $x$, viz., $S x^{2}+T x+U=0$. From initial solutions $x, y$, we obtain ${ }^{145}$ $x^{\prime}=-x-T / S$; then from $x^{\prime}$ we get $y^{\prime}=-y-2 P^{\prime} / Q^{\prime}$, etc. As in the preceding paper, we thus obtain two series of solutions of $V=\square$.

If, for $E=0, V=f^{2}$ for $x=a$, we may take

$$
P=f, \quad Q=x-a, \quad R=B+C(x+a)+D\left(x^{2}+a x+a^{2}\right)
$$

For a general $V$, let $V=f^{2}$ for $x=a$. When $x$ is replaced by $a+t$, let $V$ become $f^{2}+\alpha t+\beta t^{2}+\gamma t^{3}+\delta t^{4}$. Then $V=P^{2}+Q R$ for

$$
P=f+\frac{\alpha t}{2 f}, \quad Q=t^{2}, \quad R=\beta-\frac{\alpha^{2}}{4 f^{2}}+\gamma t+\delta t^{2} .
$$

Euler ${ }^{146}$ gave ten values of $x$ for which

$$
a^{2}+2 a b x+\left(b^{2}+d^{2}-f^{2}\right) x^{2}+2 d e x^{3}+e^{2} x^{4}=z^{2}
$$

including

$$
x=(-d \pm f) / e, \quad z=a+b x ; \quad x=-a /(b \pm f), \quad z=x(e x+d) .
$$

G. Libri ${ }^{147}$ treated $a^{2} x^{4}+b x^{3}+c x^{2}+d x+e=z^{2}$ with all coefficients positive (since we may replace $x$ by $x_{1}+h$ ). Multiply by $4 a^{2}$ and set

$$
2 a z=2 a^{2} x^{2}+b x+v .
$$

Thus

$$
\left(4 a^{2} v+b^{2}-4 a^{2} c\right) x^{2}+\left(2 b v-4 a^{2} d\right) x+v^{2}-4 a^{2} e=0
$$

${ }^{14}$ Mém. Acad. Sc. St. Petersb., 11, 1830 [1780], 69; Comm. Arith., II, 474. Cf. Pepin. ${ }^{26}$
${ }^{145}$ This method of solving any equation quadratic in $x$ and in $y$ was given by Euler also in Mém. Acad. Sc. St. Petersb., 11, 1830, 59; Cómm. Arith., II, 467. For applications to rational quadrilaterals, see Kummer, ${ }^{133}$ and Schwering ${ }^{150}$ of Ch. V. Cf. papers 55, 143, 148, 155; also Pepin ${ }^{140}$ of Ch. IV, Güntsche ${ }^{91 .}$. 152 of Ch. V. On the relation of elliptic functions to an equation quadratic in $x$ and in $y$, see G. Frobenius, Jour. für Math., 106, 1890, 125-188.
${ }^{146}$ Opera postuma, 1, 1862, 266 (about 1782).
${ }^{147}$ Jour. für Math., 9, 1832, 282.

A positive $v$ cannot surpass a certain number $L$ which makes every coefficient in (3) positive; hence we have only to try $v=0,1, \cdots, L-1$. If $v=-t$, where $0<t<x$, let $s$ be the least $t$ for which $4 a^{2}(t+c)>b^{2}$ and substitute $s+w$ for $-v$ in (3); we get an equation like $A x^{2}+B x+4 a^{2} e=(s+w)^{2}$ with all coefficients positive, whereas $x^{2}>t^{2}=(s+w)^{2}$; hence the only cases to try are $v=-1, \cdots,-(s-1)$. Finally, if $v=-u, 0<u>x$, let $r$ be the remainder $<x$ on dividing $u$ by $x$ and $n$ the quotient. Set

$$
4 a^{2} z^{2}=\left[2 a^{2} x^{2}+(b-n) x-r\right]^{2} .
$$

By $z^{2}>a^{2} x^{4}$, we have $b>n$ and need only try $n=1, \cdots, b-1$.
C. G. J. Jacobi ${ }^{188}$ stated that the analysis of Euler ${ }^{14-5}$ to find an infinitude of rational values of $x$, given one, making the quartic $f(x)$ a square is the same as that of Euler's ${ }^{149}$ (earlier) solution of the transcendental equation

$$
\begin{equation*}
\Pi(y)=n \Pi(x), \quad \Pi(x) \equiv \int_{0}^{x} \frac{d x}{\sqrt{f(x)}} \tag{4}
\end{equation*}
$$

For the latter, Euler used a chain of $n$ equations $f(p, q)=0, f(q, r)=0$, $f(r, s)=0, \cdots$, where

$$
f(p, q)=\alpha+2 \beta(p+q)+\gamma\left(p^{2}+q^{2}\right)+2 \delta p q+2 \epsilon p q(p+q)+\zeta p^{2} q^{2}
$$

is symmetrical in $p$ and $q$, whereas in the diophantine problem Euler's canonical equation $Q y^{2}+2 P y-R=S x^{2}+T x+U=0$ is not symmetric in $x, y$, as pointed out by L. Schlesinger, ${ }^{150}$ who discussed at length Jacobi's above remark. The latter had been discussed by T. Pepin. ${ }^{151}$ Jacobi observed that the analysis of the multiplication of elliptic integrals (4) gives an infinitude of rational $y$ 's for which also $\sqrt{f(y)}$ is rational, if a rational $x$ makes $\sqrt{f(x)}$ rational, and drew from the theory of abelian integrals the conclusion ${ }^{152}$ : If $f(x)$ is of the fifth or sixth degree and if one rational value of $x$ makes $\sqrt{f(x)}$ rational, there exist an infinitude of $x$ 's of the form $a+b \sqrt{c}$, with $a, b, c$ rational, for which $\sqrt{f(x)}=a^{\prime}+b^{\prime} \sqrt{c}$, with $a^{\prime}, b^{\prime}$ rational; and the extension to $f(x)$ of degree $2 n+1$ or $2 n+2$ and $x$ 's satisfying an equation of degree $n$ with rational coefficients. J. Ptaszycki ${ }^{153}$ remarked that the last theorem follows at once from the representation of a rational function by means of polynomials which enter in the development into a continued fraction of the square root of this function. The generalization of Jacobi's theorem has been considered by J. von Sz. Nagy. ${ }^{154}$

The problem to make a quartic a rational square was proposed in 1865 as a prize subject by the Accad. Nuovi Lincei of Rome.
L. Calzolari ${ }^{155}$ wrote $a+b v+c v^{2}+d v^{3}+e v^{4}=w^{2}$ in the form

$$
\begin{gathered}
4 e w^{2}=a^{\prime}+2 b^{\prime} v+c^{\prime} v^{2}+Q^{2}, \quad Q \equiv 2 e v^{2}+d v+k, \\
a^{\prime}=4 a e-k^{2}, \quad b^{\prime}=2 b e-d k, \quad c^{\prime}=4 c e-4 e k-d^{2} . \\
\hline
\end{gathered}
$$

[^478]Set $Q=y / x, 2 w=z / x, c^{\prime} v+b^{\prime}=u / x$. Then

$$
u^{2}=A x^{2}+B y^{2}+C z^{2}, \quad A=b^{\prime 2}-a^{\prime} c^{\prime}, \quad B=-c^{\prime}, \quad C=c^{\prime} e,
$$

which can be given the form $A_{1}\left(u^{2}-x^{2}\right)=B_{1}\left(y^{2}-z^{2}\right)$ by choice of $k$. The solutions for $u, x, y, z$ are evident. Substitute these in the quadratic in $u, x, y$ obtained by eliminating $v$ between $Q=y / x, c^{\prime} v+b^{\prime}=u / x$. For example, if $v^{4}-2=w^{2}$, then $w^{2}=\left(v^{2}+k^{2}\right)-2 k v^{2}-k^{2}-2$. Set $v^{2}+k=u / x$, $v=y / x, w=z / x$. Then

$$
u^{2}=\left(k^{2}+2\right) x^{2}+2 k y^{2}+z^{2}, \quad u^{2}-z^{2}=2\left(9 x^{2}-4 y^{2}\right)
$$

for $k=-4$. It has the solutions

$$
u, z=\frac{1}{2}(\alpha \gamma \pm \beta \delta) ; \quad 12 x, 8 y=2 \beta \gamma \pm \alpha \delta .
$$

Substitute these in $u x=k x^{2}+y^{2}$ (obtained by eliminating $v$ ). Thus

$$
L \alpha^{2}+M \alpha \beta+N \beta^{2}=0
$$

with coefficients quadratic in $\gamma, \delta$. Taking $L=0$ we get four sets of solutions $\alpha, \beta, \gamma, \delta$; likewise four from $N=0$.
S. Bills ${ }^{156}$ made $f \equiv x^{4}+4 x^{3}+8 x^{2}+7 x+6=\square$ by noting that $f=4$ for $x=-1$ and setting $f=Q^{2}, Q=x^{2}+2 x+k$, where $k$ is chosen so that $Q= \pm 2$ for $x=-1$.
T. Pepin ${ }^{157}$ made use of the notations of Euler, ${ }^{140}$ viz., (1) and

$$
\theta(x)=f+g x+h x^{2}, \quad F(z)=f(z)-\theta^{2}(z)=a-f^{2}+\cdots+\left(e-h^{2}\right) z^{4} .
$$

Pepin took $x_{1}, x_{2}, x_{3}$ arbitrary but distinct, and determined $f, g, h, x$ by

$$
\begin{equation*}
\theta\left(x_{i}\right)=\epsilon_{i} \sqrt{f\left(x_{i}\right)}, \quad \epsilon_{i}^{2}=1, \quad x=\frac{2 g h-d}{e-h^{2}}-x_{1}-x_{2}-x_{3} \quad(i=1,2,3) . \tag{5}
\end{equation*}
$$

Then $x_{1}, x_{2}, x_{3}, x$ are the roots of $F(z)=0$. Hence if $x_{1}, x_{2}, x_{3}$ are three solutions of $f(x)=\square$, then $f, g, h$ are rational and $x$ is a new solution. Next, let $x_{3}=x_{1}$; then $F^{\prime}\left(x_{1}\right)=0$, and (5) for $i=3$ is to be replaced by the derivative of (5) for $i=1$. Finally, for $x_{1}=x_{2}=x_{3}$, we use (5) for $i=1$ and its first and second derivatives, and so obtain a second solution from a first. Then the preceding case gives a third solution and (5) a fourth solution.

Pepin ${ }^{158}$ noted that if a quartic $f(x)$ can be transformed into a square by replacing $x$ by a rational function, then $F \equiv y^{2}-f(x)=0$ is a unicursal curve and hence has three double points, whence the partial derivatives of $F$ with respect to $x$ and $y$ vanish, showing that $f$ has a double root. The problem is then to make the remaining quadratic factor a square. The problem to make a product of two binary quadratic forms a square is treated by means of a congruence. Conditions are given in order that a reciprocal quartic shall never be a rational square for a rational value of the variable.
A. Desboves ${ }^{159}$ noted that if $x, y, z$ is a set of solutions of

$$
a X^{4}+b Y^{4}+d X^{2} Y^{2}+f X^{3} Y+g X Y^{3}=c Z^{2}
$$

[^479]formulas can be found giving in general four sets of solutions. In
$$
a x^{4}\left(\frac{X}{x}\right)^{4}+b y^{4}\left(\frac{Y}{y}\right)^{4}+\cdots=c z^{2}\left(\frac{Z}{z}\right)^{2}
$$
consider $a x^{4}$, etc., as coefficients; we thus have an equation of the first type having now $a+\cdots+g=c$ (an artifice due to Lucas ${ }^{81}$ for $d=f=g=0$ ). After dividing such an equation by $c$ and setting $X=(\rho+x) /(\rho+1)$, we get an equation in $\rho$ to which Fermat's method applies. The explicit formulas for the two sets of solutions are very long (each furnishing two sets by changing the sign of $z$ ).
F. Romero ${ }^{160}$ proved that $x^{4}+x^{3}+x^{2}+x-1=y^{2}$ has no positive integral solutions. For, $y$ is odd and the equation becomes
$$
x(x+1)\left(x^{2}+1\right)=2\left\{m^{2}+(m+1)^{2}\right\} .
$$

Thus $x=4 n+2$, and $4 n+3$ would divide the sum of the squares of two relatively prime integers.
E. Lucas ${ }^{161}$ discussed $f(x)=y^{2}$, where $f(x)$ is a quartic with rational coefficients. Set $y \phi(x)=F(x)$, where $\phi=x^{p}+a_{1} x^{p-1}+\cdots$ with rational $a^{\prime}$, while $F$ is of degree $p+2$. Then $F^{2}=f \phi^{2}$ is an equation of degree $2 p+4$ in which enter $2 p+3$ unknowns besides $x$. If we know $2 p+3$ sets of rational solutions $x_{i}$, $y_{i}$ of $y^{2}=f(x)$, no two of which differ merely in the sign of $y$, and determine the coefficients in $y \phi=F$ so that it shall be satisfied by these $2 p+3$ sets, these coefficients will be rational. Then $F^{2}=f \phi^{2}$ will furnish a new rational $x$ which leads to a new set of rational solutions of $y^{2}=f(x)$. We may take two or more of the $x_{i}$ equal; if $x_{2}=x_{1}$, we replace

$$
F^{2}\left(x_{2}\right)=f\left(x_{2}\right) \phi^{2}\left(x_{2}\right)
$$

by the derivative of $\pm \sqrt{f\left(x_{1}\right)}=F\left(x_{1}\right) / \phi\left(x_{1}\right)$. Taking all of the $x_{i}$ equal, we see that one solution of $f(x)=y^{2}$ leads to an infinite sequence of solutions. (Cf. Pepin. ${ }^{188}$ ) If $f(x)$ has a rational root $\alpha$, we may take

$$
F=(x-\alpha) \phi_{p+1}(x) .
$$

If $f$ has a rational quadratic factor $q(x)$, we may take $F=q \psi_{p}$ and apply the above method to $2 p+1$ sets of solutions.
L. J. Mordell ${ }^{162}$ assumed that we have one solution of $f=z^{2}$, where $f$ is a binary quartic with the invariants $g_{2}, g_{3}$. Then we can transform $f$ into a quartic with leading coefficient $z^{2}$. The syzygy between its seminvariants (cf. Mordell ${ }^{176}$ of Ch. XXI) is $g^{2}=4 h^{3}-g_{2} h z^{4}-g_{3} z^{6}$. Thus $g / z^{3}, h / z^{2}$ give rational solutions of

$$
t^{2}=4 s^{3}-g_{2} s-g_{3} .
$$

It is shown that the knowledge of all rational solutions of the latter leads to all rational solutions of $f=z^{2}$.
E. Haentzschel ${ }^{163}$ treated $y^{2}=f(x)=a_{0} x^{4}+\cdots+a_{4}$. First, let $f(x)=0$ have a rational root $r$ and apply the substitution

$$
x=r+\frac{1}{4} f^{\prime}(r) /(s-t), \quad t \equiv f^{\prime \prime}(r) / 24 .
$$

[^480]We obtain Weierstrass' normal form

$$
\begin{equation*}
v^{2}=4 s^{3}-g_{2} s-g_{3}=4\left(s-e_{1}\right)\left(s-e_{2}\right)\left(s-e_{3}\right), \tag{6}
\end{equation*}
$$

where $g_{2}, g_{3}$ are the invariants of $f$; also $y= \pm \frac{1}{4} f^{\prime}(r) v /(s-t)^{2}$. Euler ${ }^{27}$ of Ch. XV discussed the problem to find $s$ such that $s-e_{i}$ are squares for $i=1,2,3$ (whence their product gives $\nu^{2} / 4$ ), but evidently restricted attention to the case in which each $e_{i}$ is rational. Haentzschel showed how, from three primitive solutions of (6), to find four infinite sets of solutions by means of Weierstrass $\wp^{\circ}$-function.

Removing the assumption of a rational rcot $r$, but assuming one solution $x_{0}, y_{0}$ of $f=y^{2}$, he applied a certain linear fractional transformation giving a quartic whose leading coefficient is a square.
G. Humbert ${ }^{164}$ stated that all the methods which have been proposed to deduce rational solutions of $a x^{4}+\cdots+e=z^{2}$ from one or more initial solutions are identical at bottom, and gave the method in geometrical and analytic form.

On $x^{4} \pm x^{3} y+x^{2} y^{2} \pm x y^{3}+y^{4}=\square$, see papers $63-66$ of Ch. II, Vol. I. On $x y\left(x^{2}-y^{2}\right)=A z^{2}$, see papers 11, 18; also Congruent Numbers in Ch. XVI.

For other special quartics made squares, see papers 101 of Ch. I; 21, $92-4,96-7,109,138-40$ of Ch. IV; and $9,72,73,77,92,133$ of $\mathrm{Ch} . \mathrm{V}$; and various papers of Chs. XIV-XX.

$$
A^{4}+B^{4}=C^{4}+D^{4} .
$$

L. Euler ${ }^{165}$ took $A=p+q, D=p-q, C=r+s, B=r-s$ and derived (1)

$$
p q\left(p^{2}+q^{2}\right)=r s\left(r^{2}+s^{2}\right) .
$$

Set $p=a x, q=b y, r=k x, s=y$. Then

$$
y^{2} / x^{2}=\left(k^{3}-a^{3} b\right) /\left(a b^{3}-k\right) .
$$

If $k=a b, x=1$, then $y= \pm a, C= \pm A, B=\mp D$. Set therefore $k=a b(1+z)$. Then $y^{2} / x^{2}=a^{2} Q /\left(b^{2}-1-z\right)^{2}$, where

$$
Q=\left(b^{2}-1\right)^{2}+\left(b^{2}-1\right)\left(3 b^{2}-1\right) z+3 b^{2}\left(b^{2}-2\right) z^{2}+b^{2}\left(b^{2}-4\right) z^{3}-b^{2} z^{4} .
$$

Let $Q$ be the square of $b^{2}-1+f z+g z^{2}$ and choose $f, g$ to make the terms in $z, z^{2}$ agree. Thus

$$
f=\frac{3 b^{2}-1}{2}, \quad g=\frac{3 b^{4}-18 b^{2}-1}{8\left(b^{2}-1\right)}, \quad z=\frac{b^{2}\left(b^{2}-4\right)-2 f g}{b^{2}+g^{2}} .
$$

Then $x: y=b^{2}-1-z: a\left(b^{2}-1+f z+g z^{2}\right)$. As examples, Euler took $b=2$, $b=3$, and found the solution

$$
A=2219449, \quad B=-555617, \quad C=1584749, \quad D=2061283,
$$

and an erroneouss ${ }^{166}$ one replaced in his next paper by

$$
A=12231, \quad B=2903, \quad C=10381, \quad D=10203 .
$$

[^481]Euler ${ }^{167}$ treated $a^{4}-b^{4}=c^{4}-d^{4}$ by setting

$$
\left(a^{2}+b^{2}\right) p=\left(c^{2}-d^{2}\right) q, \quad\left(a^{2}-b^{2}\right) q=\left(c^{2}+d^{2}\right) p
$$

Multiply the first by $p$, the second by $q$, add and subtract. Let $q^{2}-p^{2}=s^{2}$. Then

$$
\begin{equation*}
b^{2} s^{2}=a^{2}\left(p^{2}+q^{2}\right)-2 c^{2} p q, \quad 2 d^{2} p q=a^{2} s^{2}-b^{2}\left(p^{2}+q^{2}\right) \tag{2}
\end{equation*}
$$

In $\left(2_{1}\right)$ take $b s=a(q-p)+2 p(a-c) x$, whence

$$
a: c=2 p x^{2}+q: 2 p x^{2}+2(q-p) x-q .
$$

Taking $a$ and $c$ equal to these expressions, and multiplying $\left(2_{2}\right)$ by $s^{2} /(2 p q$, we find that

$$
\left.\begin{array}{rl}
d^{2} s^{2}= & q^{2}(q-p)^{2}
\end{array} \quad-4 q(q-p)\left(q^{2}+p^{2}\right) x+2\left(q^{2}-p^{2}\right)^{2} x^{2}\right)
$$

which is readily made a square since the first and last coefficients are squares. For $p=3, q=5$, we have $s=4$ and

$$
\begin{equation*}
d^{2}=\frac{25}{4}-85 x-206 x^{2}+102 x^{3}+9 x^{4} . \tag{3}
\end{equation*}
$$

If we seek to make three terms of $d^{2}$ identical with those of the square of $5 / 2-17 x+\alpha x^{2}$ or of $\alpha+17 x+3 x^{2}$, we find that $c^{4}=a^{4}$. But

$$
\alpha^{2}+2 \alpha \beta x+\gamma x^{2}+2 \delta \epsilon x^{3}+\epsilon^{2} x^{4}=z^{2}, \quad \beta^{2}+\delta^{2}-\gamma=\square=\zeta^{2},
$$

for $z=\alpha+\beta x, x=-(\delta \pm \zeta) / \epsilon ;$ also for $z=x(\epsilon x+\delta), x=-\alpha /(\beta \pm \zeta)$. For the special form (3) we therefore get $x=-15,11 / 3,1 / 18$ or $5 / 22$, each leading to a permutation of the same values

$$
a=542, \quad b=359, \quad c=514, \quad d=103 .
$$

Euler ${ }^{168}$ treated the following generalization of (1):

$$
p q\left(m p^{2}+n q^{2}\right)=r s\left(m r^{2}+n s^{2}\right)
$$

Set $q=r a, s=p b$. Then $p^{2}: r^{2}=n a^{3}-m b: n b^{3}-m a$. Set

Then

$$
a=b(1+z), \quad \alpha=n b^{2} /\left(n b^{2}-m\right), \quad \beta=\alpha-1 .
$$

$$
p^{2}: r^{2}=C: 1-\beta z, \quad C \equiv 1+3 \alpha z+3 \alpha z^{2}+\alpha z^{3} .
$$

We may make $C(1-\beta z)=\square$ by the usual methods for quartics. But we obtain much simpler solutions by making $C /(1-\beta z)=(1+d z)^{2}$, viz.,

$$
3 \alpha-2 d+\beta+\left(3 \alpha+2 \beta d-d^{2}\right) z+\left(\alpha+\beta d^{2}\right) z^{2}=0 .
$$

Taking $2 d=3 \alpha+\beta$, we get $z=-3 /\left(4 \alpha+4 \beta d^{2}\right), p / r=1+d z$.
For $m=n=1, \quad b=3$, we get $\alpha=9 / 8, \quad \beta=1 / 8, d=7 / 4, z=-96 / 193$, $p / r=25 / 193$, and obtain the solution $p=25, r=193, q=291, s=75$ of (1),
${ }^{167}$ Mém. Acad. Sc. St. Petersb., 11, 1830 (1780), 49; Comm. Arith., II, 450. Euler wrote $c^{2}+d^{2}$ in his second equation and $c^{2}-d^{2}$ in his third. His further formulas require that $d^{2}$ be replaced by $-d^{2}$, which would invalidate the conclusions. In the present report, $d^{2}$ has been replaced by $-d^{2}$ at the outset, so that the remaining developments become correct as they stood.
${ }^{168}$ Nova Acta Acad. Petrop., 13, ad annos 1795-6, 1802 (1778), 45; Comm. Arith., II, 281. To conform with the notations of Euler's first paper, the interchange of $a$ with $p, b$ with $q, c$ with $r, d$ with $s$ bas been made. Also, Opera postuma, 1, 1862, 246-9 (about 1777).
whence

$$
\begin{equation*}
158^{4}+59^{4}=133^{4}+134^{4} . \tag{4}
\end{equation*}
$$

For $m=n=1, b=f / g$, we get $\alpha=f^{2} /\left(f^{2}-g^{2}\right)$. In the resulting fraction for $p / r$, take $p$ to be the product of the numerator by $g$. We obtain the solution of (1).

$$
\begin{array}{ll}
p=g\left(f^{2}+g^{2}\right)\left(-f^{4}+18 f^{2} g^{2}-g^{4}\right), & r=2 g\left(4 f^{6}+f^{4} g^{2}+10 f^{2} g^{4}+g^{6}\right), \\
q=2 f\left(f^{6}+10 f^{4} g^{2}+f^{2} g^{4}+4 g^{6}\right), & s=f\left(f^{2}+g^{2}\right)\left(-f^{4}+18 f^{2} g^{2}-g^{4}\right) . \tag{5}
\end{array}
$$

The case $f=2, g=1$ gives $p=275, q=928, r=626, s=550$, whence

$$
2379^{4}+27^{4}=729^{4}+577^{4}
$$

From one set of solutions of (1) we obtain the second set
$p^{\prime}=p+q+r+s, \quad q^{\prime}=p+q-r-s, \quad r^{\prime}=p-q+r-s, \quad s^{\prime}=p-q-r+s$.
A. Desboves ${ }^{169}$ noted that $1203^{4}+76^{4}=1176^{4}+653^{4}$.

Desboves ${ }^{170}$ wrote $s / q=m$ in (1) and obtained $p^{3}+p q^{2}-m^{3} q^{2} r-m r^{3}=0$. Regard $m$ as a parameter. From the solution $p=m, q=r=1$, we derive by Cauchy's formula the new solution

$$
\begin{gathered}
p=2 m\left(m^{6}+10 m^{4}+m^{2}+4\right), \quad q=\left(m^{2}+1\right)\left(-m^{4}+18 m^{2}-1\right), \\
r=2\left(4 m^{6}+m^{4}+10 m^{2}+1\right) .
\end{gathered}
$$

Replace $m$ by $f / g$. The resulting solution is not new, as supposed by Desboves, ${ }^{171}$ but ${ }^{172}$ is Euler's (5). For $f=1, g=3$, we get (4). For $f=1$, $g=2$, we get Desboves'169 numbers.
A. Cunningham ${ }^{173}$ discussed the solution of the problem and proved the impossibility of $x^{4}+y^{4}=\xi^{4}+4 \eta^{4}$.
R. Norrie, ${ }^{174}$ starting with an evident solution of (1) took $p=\rho x_{1}-s$, $r=\rho x_{2}-q$; thus

$$
\left(q x_{1}^{3}-s x_{2}^{3}\right) \rho^{3}+3 q s\left(x_{2}^{2}-x_{1}^{2}\right) \rho^{2}+\left\{\left(q^{2}+3 s^{2}\right) q x_{1}-\left(3 q^{2}+s^{2}\right) s x_{2}\right\} \rho=0 .
$$

After making the coefficient of $\rho$ zero by choice of $x_{2} / x_{1}$, we have only to take $-\rho$ equal to the ratio of the coefficient of $\rho^{2}$ to that of $\rho^{3}$. After reductions, we obtain Euler's (5). The same method applies also to

$$
\lambda\left(\rho x_{1}+a\right)^{4}+\mu\left(\rho x_{2}+b\right)^{4}=\lambda\left(\rho x_{1}+c\right)^{4}+\mu\left(\rho x_{2}+d\right)^{4}, \quad \lambda a^{4}+\mu b^{4}=\lambda c^{4}+\mu d^{4} .
$$

A. S. Werebrusow ${ }^{175}$ gave $239^{4}+7^{4}=227^{4}+157^{4}$ and Euler's solution (4).
T. Hayashi ${ }^{176}$ reduced the problem to the solution of $3 u^{4}+v^{4}=w^{2}$, from one solution of which we obtain an infinitude (Desboves ${ }^{77}$ ).
F. Ferrari ${ }^{177}$ expressed $\left(4^{2}+5^{2}\right)\left(7^{2}+8^{2}\right)\left(4^{2}+15^{2}\right)\left(13^{2}+20^{2}\right)$ as a sum of two squares in eight ways and noted that the squares are biquadrates in two cases, giving Euler's (4).

```
\({ }^{169}\) Nouv. Corresp. Math., 5, 1879, 279.
\({ }_{170}\) Assoc. franç., 9, 1880, 239-242.
\({ }^{171}\) Nouv. Corresp. Math., 6, 1880, 32.
\({ }^{172}\) Noted by E. Fauquembergue, Mathesis, 9, 1889, 241-2; reproduced in Sphinx-Oedipe, 5,
        1910, 93-4.
\({ }^{172}\) Messenger Math., 38, 1908-9, 83-9.
\({ }^{174}\) University of St. Andrews 500th Anniversary Mem. Vol., Edinburgh, 1911, 60-1
\({ }^{175}\) L'intermédiaire des math., 20, 1913, 197; 19, 1912, 205.
\({ }^{176}\) The Tobhoku Math. Jour., 1, 1912, 143-5.
\({ }^{177}\) Periodico di Mat., 28, 1913, 78.
```

E. Fauquembergue ${ }^{178}$ gave the identity

$$
\begin{gathered}
\left(2 \alpha^{2}-15 \alpha \beta-4 \beta^{2}\right)^{4}+\left(4 \alpha^{2}+15 \alpha \beta-2 \beta^{2}\right)^{4}=\left(4 \alpha^{2}+9 \alpha \beta+4 \beta^{2}\right)^{4}+s^{2}, \\
s=4 \alpha^{4}+132 \alpha^{3} \beta+17 \alpha^{2} \beta^{2}+132 \alpha \beta^{3}+4 \beta^{4},
\end{gathered}
$$

while by Fermat's method we may make $s=\square$ in an infinitude of ways, e. g., $\alpha=8, \beta=25$.
A. S. Werebrusow ${ }^{179}$ gave $292^{4}+193^{4}=256^{4}+257^{4}$.
J. E. A. Steggall ${ }^{180}$ treated $x^{n}-u^{n}=y^{n}-v^{n}$ by setting

$$
\lambda x=1+a b, \quad \lambda y=1+a c, \quad \lambda u=a^{n-1}+b, \quad \lambda v=a^{n-1}+c,
$$

which determine $a, b, c, \lambda$ in terms of $x, y, u, v$. He discussed only the case $n=4$, whence

$$
4 a\left(1+a^{4}\right)+6(b+c) a^{2}=(b+c)\left(b^{2}+c^{2}\right)
$$

This is satisfied if $b+c=2 a(1+t)$, and

$$
4\left\{\left(1+a^{4}\right)(1+t)+a^{2}(1+t)^{2}\left(2-2 t-t^{2}\right)\right\}=(1+t)^{2}(b-c)^{2}
$$

A particular value making the left member a square is

$$
t=\frac{8\left(1+a^{2}\right)^{2}\left(1-18 a^{2}+a^{4}\right)}{\left(1+14 a^{2}+a^{4}\right)^{2}+64 a^{2}\left(1+a^{2}\right)^{2}},
$$

whence we derive one of Euler's tentative solutions. The smallest set of integral solutions is said to be (4).
M. Rignaux ${ }^{181}$ recalled [Euler ${ }^{168}$ ] that (1) is unaltered by the substitution $p=P+Q+R+S, \quad q=P+Q-R-S, \quad r=P-Q+R-S, \quad s=P-Q-R+S$. He obtained (p. 128, pp. 133-4) various solutions of (1).
A. Gérardin ${ }^{181 a}$ noted that (1) has the solution

$$
p=a^{7}+a^{5}-2 a^{3}+a, \quad q=3 a^{2}, \quad r=a^{6}-2 a^{4}+a^{2}+1, \quad s=3 a^{5},
$$

which is simpler than Euler's solution (5).

$$
A^{4}+h B^{4}=C^{4}+h D^{4}
$$

E. Grigorief ${ }^{182}$ noted that

$$
19^{4}+5 \cdot 281^{4}=417^{4}+5 \cdot 117^{4}, \quad 74^{4}+5 \cdot 101^{4}=147^{4}+5 \cdot 63^{4},
$$

the latter being erroneous. $\mathrm{He}^{183}$ found an infinitude of solutions when $h=2$, the least having eleven digits (from $u=33, v=13$ ), by making special assumptions leading to the condition $3 u^{4}-2 v^{4}=w^{2}$.
A. S. Werebrusow ${ }^{184}$ gave $139^{4}+2 \cdot 34^{4}=61^{4}+2 \cdot 116^{4}$.
A. Gérardin ${ }^{185}$ treated $a^{4}+h b^{4}=c^{4}+h d^{4}$ by setting $a-c=m, d-b=x$,

[^482]```
\(a+c=p(d+b)\); thus
    \(2\left(2 m p^{3}-h x\right) b^{2}+2 x\left(2 m p^{3}-h x\right) b+\left(m p^{3} x^{2}-h x^{3}-2 c^{2} p m-2 c m^{2} p\right)=0\).
```

Equate to zero the coefficient of $b^{2}$. Then that of $b$ is zero, and we obtain $m$ and $h$ rationally in terms of $p, c, x$. In the special cases $p=c x$ and $c=x=1$, the resulting identities are simple. He gave solutions of the systems formed by $x^{4}+m x^{2} y^{2}+y^{4}=a^{2}$ and various other quartics.

Gérardin ${ }^{186}$ gave solutions of $a^{4}+h b^{4}=c^{4}+h d^{4}$ for 26 numerical values of $h$, and noted the solution $a=2 p^{2}, c=2 p ; b, d=p \mp 1 ; h=2 p^{3}\left(p^{2}-1\right)$.

## Sum of three biquadrates never a biquadrate.

L. Euler ${ }^{165,167}$ stated that this theorem was hardly to be doubted, though not yet proved. Again he ${ }^{168}$ stated "It has seemed to many Geometers that this theorem ( $x^{n}+y^{n} \neq z^{n}, n>2$ ) may be generalized. Just as there do not exist two cubes whose sum or difference is a cube, it is certain that it is impossible to exhibit three biquadrates whose sum is a biquadrate, but that at least four biquadrates are needed if their sum is to be a biquadrate, although no one has been able up to the present to assign four such biquadrates. In the same manner it would seem to be impossible to exhibit four fifth powers whose sum is a fifth power, and similarly for higher powers."

Euler ${ }^{187}$ noted that $a b c(a+b+c)=1$ has the rational solutions 4, $1 / 3$, $1 / 6$, and $a b c d(a+b+c+d)=1$ the solutions $4 / 3,3 / 2,-1 / 3,-3 / 2$. Hence we cannot infer the impossibility of $p^{4}+q^{4}+r^{4}=s^{4}$ by setting $a=p^{3} / q r s$, $b=q^{3} / p r s, c=r^{3} / p q s$; nor that of $p^{5}+q^{5}+r^{5}+s^{5}=t^{5}$ by setting $a=p^{4} / q r s t, \cdots$, $d=s^{4} / p q r t$.
A. Desboves ${ }^{188}$ expressed doubt as to the theorem and proved the impossibility of $p^{4} \pm 6 p^{2} q^{2}-7 q^{4}=\square$ in connection with a study of

$$
X^{4}+Y^{4}-Z^{4}=2 T^{2}
$$

which has the solutions

$$
X=x^{2} \mp y^{2}, \quad Y=x^{2} \pm y^{2}, \quad Z=2 x y, \quad T=x^{4}-y^{4} .
$$

L. Aubry ${ }^{189}$ proved that the fourth power of an integer $\leqq 1040$ is not a sum of three biquadrates.
A. S. Werebrusow ${ }^{189 a}$ showed that no solution can be found by making each term a biquadrate in Euler's identity

$$
\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}=\left(a^{2}+b^{2}-c^{2}-d^{2}\right)^{2}+(2 a c+2 b d)^{2}+(2 a d-2 b c)^{2} .
$$

SUM of four or more biquadrates a biquadrate.
L. Euler ${ }^{190}$ remarked that it seemed possible to assign four biquadrates whose sum is a biquadrate, but that he had found no example, whereas he

[^483]could give five biquadrates with a biquadrate as sum. He ${ }^{167}$ again remarked that he was trying to find four such biquadrates.

Euler ${ }^{191}$ gave an incomplete discussion of the "difficult" problem to find four biquadrates whose sum is a biquadrate. Evidently

$$
A^{4}+B^{4}+C^{4}+D^{4}=E^{4}
$$

for

$$
\begin{gathered}
A^{2}=\left(p^{2}+q^{2}+r^{2}-s^{2}\right) / n, \quad B^{2}=2 p s / n, \quad C^{2}=2 q s / n, \\
D^{2}=2 r s / n, \quad E^{2}=\left(p^{2}+q^{2}+r^{2}+s^{2}\right) / n .
\end{gathered}
$$

These five functions are to be made squares. This will be true of the first and last if

$$
\begin{equation*}
\left(p^{2}+q^{2}+r^{2}\right) / n=a^{2}+b^{2}, \quad s^{2} / n=2 a b . \tag{1}
\end{equation*}
$$

Then $s^{2}=2 a b n=\square$ if $2 n=\alpha \beta, a=\alpha f^{2}, b=\beta g^{2}$, whence $s=\alpha \beta f g$. Next,

$$
\frac{2 p s}{n}=4 p f g=4 x^{2}, \quad \frac{2 q s}{n}=4 q f g=4 y^{2}, \quad \frac{2 r s}{n}=4 r f g=4 z^{2}
$$

if $p=x^{2} /(f g), q=y^{2} /(f g), r=z^{2} /(f g)$. Substitute these values into $\left(1_{1}\right)$; we get

$$
x^{4}+y^{4}+z^{4}=\frac{1}{2} a b\left(a^{2}+b^{2}\right)
$$

But no discussion of this final condition is given.
D. S. Hart ${ }^{192}$ employed the sum

$$
\sigma=\frac{1}{5} n^{5}+\frac{1}{2} n^{4}+\frac{1}{3} n^{3}-\frac{1}{30} n
$$

of $n$ consecutive biquadrates $1^{4}, \cdots, n^{4}$, and

$$
(s+m)^{4}=s^{4}+\sigma+t-\sigma, \quad t \equiv(s+m)^{4}-s^{4}
$$

Thus $(s+m)^{4}$ can be expressed as a sum of biquadrates if $\sigma-t$ is. Evidently $n>8$. For $n=9, s=14, m=1, \sigma-t=3124=1^{4}+2^{4}+3^{4}+5^{4}+7^{4}$, yielding

$$
\begin{equation*}
4^{4}+6^{4}+8^{4}+9^{4}+14^{4}=15^{4} \tag{2}
\end{equation*}
$$

For $n=20, s=30, m=4,34^{4}$ is the sum of the fourth powers of $1,3,4,5,9$, $10,11,12,14,15,16,17,18,19,30$.
A. Martin ${ }^{193}$ gave (2).
A. Martin ${ }^{194}$ started with the identity

$$
\left(1+4 m^{4}\right)^{4}=1^{4}+(2 m)^{4}+96\left(m^{2}\right)^{4}+\left(4 m^{3}\right)^{4}+\left(4 m^{4}\right)^{4}
$$

But $96=3^{4}+2^{4}-1^{4}$. Hence the new right member has six positive biquadrates and the term $-\left(m^{2}\right)^{4}$. For $m=2$, the latter cancels $(2 m)^{4}$ and we get

$$
1^{4}+8^{4}+12^{4}+32^{4}+64^{4}=65^{4}
$$

which was communicated to him by D. S. Hart. For $m=3$,

$$
325^{4}=A+108^{4}+324^{4}
$$

where

$$
A=1+6^{4}+18^{4}+27^{4}-9^{4}=28^{4}+10^{4}+8^{4}+7^{4}=26^{4}+20^{4}+10^{4}+8^{4}+3^{4}
$$

[^484]so that we get 6 or 7 biquadrates whose sum is a biquadrate. Multiplying (2) by $2^{4}$ and by $5^{4}$ and eliminating $30^{4}$, we see that $75^{4}$ is the sum of the fourth powers of $8,12,16,18,20,28,40,45,70$. Finally, he tabulated the values of $S=1^{4}+\cdots+n^{4}$ for $n \leqq 285$ to use in seeking by trial to express $S-b^{4}$ as a sum of distinct biquadrates $\leqq n^{4}$. Example in Martin, ${ }^{68}$ Ch. XXIII.
E. Fauquembergue ${ }^{195}$ gave the identity
$$
\left(4 x^{4}+y^{4}\right)^{4}=\left(4 x^{4}-y^{4}\right)^{4}+\left(4 x^{3} y\right)^{4}+\left(4 x^{3} y\right)^{4}+\left(2 x y^{3}\right)^{4}+\left(2 x y^{3}\right)^{4}
$$
which becomes $5^{4}=3^{4}+4^{4}+4^{4}+2^{4}+2^{4}$ for $x=y=1$.
C. B. Haldeman ${ }^{196}$ noted that $a^{4}+b^{4}+(a+b)^{4} \equiv 2\left(a^{2}+a b+b^{2}\right)^{2}\left[\right.$ Proth $\left.^{227}\right]$. Hence on adding $d^{4}+e^{4}$, the sum will be a biquadrate if $a^{2}+a b+\bar{b}^{2}=d e$ and $d^{2}+e^{2}=\square$. To satisfy the latter, take $e=\left(d^{4}-4 z^{4}\right) /\left(4 d z^{2}\right)$; then the former condition gives
$$
a=\frac{-b z \pm t}{2 z}, \quad t=\sqrt{d^{4}-4 z^{4}-3 b^{2} z^{2}}
$$

Take $t=d^{2}-z^{2}$, whence $d^{2}=\frac{1}{2}\left(3 b^{2}+5 z^{2}\right)$. Since $b=z$ makes $d$ rational, set $b=y+z$, and take $d=2 z+s y / t$, whence we find $y$ and then $b, d$. Or we may take $d=2, z=1$, whence $t=\sqrt{12-3 b^{2}}$; set $b=v+1, t=s v / t+3$, whence we get $v$ and

$$
\begin{equation*}
\Sigma\left(2 s^{2} \pm 12 s t-6 t^{2}\right)^{4}+\Sigma\left(4 s^{2} \mp 12 t^{2}\right)^{4}+\left(3 s^{2}+9 t^{2}\right)^{4}=\left(5 s^{2}+15 t^{2}\right)^{4} . \tag{3}
\end{equation*}
$$

Or, finally, take $d=9, e=4, a^{2}+a b+b^{2}=4.37$ since $2(4 \cdot 37)^{2}+9^{4}+4^{4}=15^{4}$. Since $b=6$ gives a rational value for $a$, set $b=6+r$. Then

$$
(2 a+b)^{2}=592-3 b^{2}=-3 r^{2}-36 r+484=\left(\frac{r s}{t}+22\right)^{2}
$$

by choice of $r$ rationally in $s, t$. Hence the sum of the fourth powers of $8 s^{2}+40 s t-24 t^{2}, 6 s^{2}-44 s t-18 t^{2}, 14 s^{2}-4 s t-42 t^{2}, 9 s^{2}+27 t^{2}, 4 s^{2}+12 t^{2}$ equals $\left(15 s^{2}+45 t^{2}\right) .{ }^{4}$ For $s=1, t=0$, we get (2), which is believed to be the solution in least integers.

For six biquadrates, add $e^{4}+f^{4}$ to each member of his ${ }^{239}$ identity (1) and take $3\left(3 a^{2}+t^{2}\right)^{2}=e f$. It remains to make $e^{2}+f^{2}=\square$, say the square of $1201\left(3 a^{2}+t^{2}\right) / 140$, whence $e=7\left(3 a^{2}+t^{2}\right) / 20$. Or we may take the sum of three of the six to be

$$
\begin{equation*}
Q_{a, b}=(2 a)^{4}+(a+b)^{4}+(a-b)^{4}=2\left(3 a^{2}+b^{2}\right)^{2} \tag{4}
\end{equation*}
$$

and the others to be the fourth powers of $6,12,13$ or $26,27,42$ and the sum of the six to be $15^{4}$ or $45^{4}$.

For seven biquadrates, take $Q_{a, b}+d^{4}+e^{4}+(2 g)^{4}+g^{4}=(3 g)^{4}, 3 a^{2}+b^{2}=d e$, whence $d^{2}+e^{2}=8 g^{2}$, which holds if $e=+7 d, g=-5 d / 2$. Take $d=y+a$, $b=r y / t+2 a$. Then $y=2 a\left(7 t^{2}-2 r t\right) /\left(r^{2}-7 t^{2}\right)$ and we have an answer. Or use $Q_{a, b}+Q_{d, ~ e}+3^{4}=5^{4}$, which is satisfied if $3 a^{2}+b^{2}=4,3 d^{2}+e^{2}=16$; taking $b=2-a s / t, e=4-d v / z$, we get $a, b$ in terms of $s, t$, and $d, e$ in terms of $v, z$. Next, $Q_{a, b}+Q_{d, e}+2^{4}+1^{4}=3^{4}$ if $3 a^{2}+b^{2}=4=3 d^{2}+e^{2}$ (like preceding case).

[^485]To find a sum of $n$ biquadrates equal to a biquadrate for $n=9,10,11,12$, multiply (3) by a suitable biquadrate and eliminate one biquadrate by use of one of the earlier results. Finally, given

$$
2^{4}+6^{4}+8^{4}+2^{4}+7^{4}+12^{4}=13^{4}, \quad 2+6=8
$$

we can find $a, b$ so that $2^{4}+6^{4}+8^{4}=a^{4}+b^{4}+(a+b)^{4}=2\left(a^{2}+a b+b^{2}\right)^{2}$. Thus $a^{2}+a b+b^{2}=2^{2}+2 \cdot 6+6^{2}=52, a=\frac{1}{2}\left(-b-\sqrt{208-3 b^{2}}\right)$. Set $b=y+6$,

$$
208-3 b^{2}=-3 y^{2}-36 y+100=\left(10+\frac{s y}{t}\right)^{2}
$$

whence we get $y, b, a$. Take $s=2, t=1$. Then $7 y=-76,7 b=-34$, $7 a=58$ and

$$
\left(\frac{58}{7}\right)^{4}+\left(\frac{34}{7}\right)^{4}+\left(\frac{24}{7}\right)^{4}+2^{4}+7^{4}+12^{4}=13^{4} .
$$

A. Martin ${ }^{197}$ employed methods admittedly similar to Haldeman's, whose manuscript was in his hands, but found many new sets of biquadrates whose sum is a biquadrate. For 5 biquadrates, take

$$
Q_{a, b}+y^{4}+\left(\frac{y^{2}-e^{2}}{2 e}\right)^{4}=\left(\frac{y^{2}+e^{2}}{2 e}\right)^{4}
$$

which reduces to $2 e\left(3 a^{2}+b^{2}\right)=y\left(y^{2}-e^{2}\right)$. First, take $y=2 e$; then

$$
b^{2}=3 e^{2}-3 a^{2}=\left\{\frac{s}{t}(e-a)\right\}^{2}, \quad \text { if } \quad a=\frac{s^{2}-3 t^{2}}{s^{2}+3 t^{2}} \cdot e,
$$

which for $e=2\left(s^{2}+3 t^{2}\right)$ leads to Haldeman's (3). For $y=3 e$, we get a result equivalent to the last. The next solvable case is $y=8 e$, giving $\left(12 s^{2}+120 s t-36 t^{2}\right)^{4}+\left(36 s^{2}+24 s t-108 t^{2}\right)^{4}+\left(16 s^{2}+48 t^{2}\right)^{4}$

$$
+\left(24 s^{2}-96 s t-72 t^{2}\right)^{4}+\left(63 s^{2}+189 t^{2}\right)^{4}=\left(65 s^{2}+195 t^{2}\right)^{4}
$$

For $y=13 e$, we get a similar formula. Next, let

$$
Q_{x, y}+w^{4}+z^{4}=s^{4}, \quad 3 x^{2}+y^{2}=w z .
$$

The first becomes $w^{2}+z^{2}=s^{2}$, whence take $z=2 p q, w=p^{2}-q^{2}, s=p^{2}+q^{2}$. The case $p=2, q=1$, leads to (3). Omitting the discussions found to be unfruitful, let $p=r+2 q, x=t+2 q^{2}$. Then

$$
y^{2}=w z-3 x^{2}=2 q r^{3}+12 q^{2} r^{2}-3 t^{2}+A, \quad A=22 q^{3} r-12 q^{2} t .
$$

Take $A=0$, whence $t=11 q r / 6$. Set $y=q r m / n$. We get $q$ in terms of $m, n$, whence
$\left(88 n^{2} \alpha+2304 n^{4}\right)^{4}+\Sigma\left\{\left(44 n^{2} \pm 24 m n\right) \alpha+1152 n^{4}\right\}^{4}+\left(48 n^{2} \beta\right)^{4}$

$$
+\left(\beta^{2}-576 n^{4}\right)^{4}=\left(\beta^{2}+576 n^{4}\right)^{4}, \quad \alpha=12 m^{2}-23 n^{2}, \quad \beta=12 m^{2}+25 n^{2}
$$

In the Congress paper, on the contrary, he took $t=-4 q$ and found the special solution $2^{4}+13^{4}+32^{4}+34^{4}+84^{4}=85^{4}$. For $n$ biquadrates, $n=6,7,8,11$, he took

$$
\begin{array}{rlrl}
Q_{a, b}+2^{4}+7^{4}+12^{4}=13^{4}, & Q_{a, b}+2^{4}+4^{4}+5^{4}+8^{4} & =9^{4}, \\
Q_{a, b}+Q_{c, d}+5^{4}+6^{4} & =9^{4}, & Q_{a, b}+Q_{c, d}+Q_{e, f}+7^{4}+14^{4} & =21^{4},
\end{array}
$$

and found other sets by combination.
${ }^{197}$ Deux. Congrès Internat. Math., 1900, Paris, 1902, 239-248. Reproduced with additions in Math. Mag., 2, 1910, 324-352.
E. Barbette ${ }^{198}$ used the final method of Martin ${ }^{194}$ to show that (2) is the only sum of distinct biquadrates $\leqq 14^{4}$ equal to a biquadrate, and that

$$
4^{5}+5^{5}+6^{5}+7^{5}+9^{5}+11^{5}=12^{5}
$$

is the only sum of distinct fifth powers $\leqq 11^{5}$ equal to a fifth power.
R. Norrie ${ }^{199}$ found (in confirmation of Euler's ${ }^{190}$ conjecture)

$$
\begin{equation*}
353^{4}=30^{4}+120^{4}+272^{4}+315^{4} \tag{5}
\end{equation*}
$$

by a series of special assumptions which lead to this single result. Next (p. 77),

$$
\left(u^{2}+v^{2}\right)^{4}=\left(u^{2}-v^{2}\right)^{4}+(2 u v)^{4}+(x+y)^{4}+(x-y)^{4}+(2 y)^{4}
$$

provided [see (4)]

$$
2 u v\left(u^{2}-v^{2}\right)=x^{2}+3 y^{2} .
$$

To solve the latter, set $u=r x_{1}+2, v=1, x=r x_{2}+3, y=r x_{3}+1$. Hence

$$
2 x_{1}^{3} r^{3}+\left(12 x_{1}^{2}-x_{2}^{2}-3 x_{3}^{2}\right) r^{2}+\left(22 x_{1}-6 x_{2}-6 x_{3}\right) r=0 .
$$

Equate the coefficient of $r$ to zero. Then the equation gives $r$. For 6 biquadrates (p. 80), use

$$
\begin{gathered}
\left(X^{4}+Y^{4}\right)^{4} \equiv\left(X^{4}-Y^{4}\right)^{4}+\left(2 X Y^{3}\right)^{4}+8 X^{4} Y^{4}\left(X^{8}-Y^{8}\right), \\
X^{8}-Y^{8} \equiv 2(2 x y)^{4}\left(x^{8}+16 y^{8}\right)\left(X^{4}+Y^{4}\right), \quad X=x^{4}+4 y^{4}, \quad Y=x^{4}-4 y^{4} .
\end{gathered}
$$

From the latter,

$$
X^{2 r+3}-Y^{2 r+3}=2(2 x y)^{4}\left(x^{8}+16 y^{8}\right)\left(X^{4}+Y^{4}\right)\left(X^{8}+Y^{8}\right) \cdots\left(X^{2 r+2}+Y^{2 r+2}\right),
$$

the second member being double the sum of $2^{r+2}$ biquadrates. Hence $\left(X^{2^{r+2}}+Y^{2^{r+2}}\right)^{4}$ equals a sum of $2^{++2}+2$ biquadrates. Returning to the 6 biquadrate case, take $x=u^{3}, y=2 v^{3}$, whence $x^{8}+16 y^{8}$ equals the value of

$$
b^{12}+c^{12} \equiv \frac{\left\{b^{3}\left(b^{4}-3 c^{4}\right)\right\}^{4}+\left\{c^{3}\left(c^{4}-3 b^{4}\right)\right\}^{4}+\left\{2 b c\left(b^{4}-c^{4}\right)\right\}^{4}\left(b^{4}+c^{4}\right)}{\left(b^{4}+c^{4}\right)^{4}}
$$

for $b=u^{2}, c=2 v^{2}$. Thus we get a biquadrate expressible simultaneously as a sum of 6,8 or 10 biquadrates. The sum of two of these biquadrates has the factor $u^{8}+16 v^{8}$, which as before can be replaced by the sum of four rational biquadrates. In this way we can assign a biquadrate which is a sum of any even number $>4$ of biquadrates.

For 7 biquadrates (p.84), take $t=\left(x^{4}+y^{4}+z^{4}\right) / 8$ in

$$
(t+1)^{4} \equiv(t-1)^{4}+8 t+8 t^{3}
$$

and set $x=p^{2}-q^{2}, y=2 p q+q^{2}, z=2 p q+p^{2}$. We get a relation between biquadrates, one with the coefficient 2 , for which we substitute the sum of three rational biquadrates given by Gerardin's ${ }^{208}$ (3). Again,

$$
\left\{\left(x^{2}+3 y^{2}\right)^{2}+4 z^{4}\right\}^{4} \equiv\left\{\left(x^{2}+3 y^{2}\right)^{2}-4 z^{4}\right\}^{4}+(2 z)^{4}\left\{\left(x^{2}+3 y^{2}\right)^{4}+\left(2 z^{2}\right)^{4}\right\}\left\{T+(2 y)^{4}\right\}
$$ where $T=(x+y)^{4}+(x-y)^{4}$. But for any $r \equiv 2$, we can express $T$ (in one of its two occurrences) as a sum of $r$ biquadrates and hence obtain a bi-

[^486]quadrate expressed as a sum of $r+5$ biquadrates. In fact,
$$
\left\{b c^{3}(\tau+2 \Sigma)\right\}^{4}+\left(2 c^{4} \Sigma-b^{4} \tau\right)^{4} \equiv\left\{b c^{3}(\tau-2 \Sigma)\right\}^{4}+\left(2 c^{4} \Sigma+b^{4} \tau\right)^{4}+(2 b c \tau)^{4} \Sigma
$$
where $\tau=c^{8}-b^{8}, \Sigma=x_{1}^{4}+x_{2}^{4}+\cdots+x_{n}^{4}$.

## Equal sums of biquadrates.

A. Martin ${ }^{200}$ tabulated various sets of numbers having equal sums of fourth powers, as $1,2,9$ and $3,7,8 ; 1,9,10$ and $5,6,11 ; 1,11,12$ and 4,9 , $13 ; 1,5,8,10$ and $3,11$.
C. B. Haldeman ${ }^{201}$ noted that the sums $Q_{a, b}$ and $Q_{d, e}$ of three biquadrates are equal if $3 a^{2}+b^{2}=3 d^{2}+e^{2}$. Taking $e=b-v$, we get $b$, $e$ rationally in terms of $a, d, v$ and see that

$$
(4 a v)^{4}+\left(3 a^{2}-3 d^{2}-2 a v-v^{2}\right)^{4}+\left(3 a^{2}-3 d^{2}+2 a v-v^{2}\right)^{4}
$$

is unaltered by the interchange of $a$ and $d$. For $a=1, d=v=2$, we get

$$
8^{4}+9^{4}+17^{4}=3^{4}+13^{4}+16^{4}
$$

Next, let

$$
Q_{a, b}+d^{4}=\left(\frac{d^{2}+s^{2}}{2 s}\right)^{4}+\left(\frac{d^{2}-s^{2}}{2 s}\right)^{4}
$$

whence $b^{2}=N^{2} /\left(4 s^{2}\right), N^{2}=d^{4}-s^{4}-12 a^{2} s^{2}$. Taking

$$
N=d^{2}-2 p^{2} s^{2} /\left(3 q^{2}\right), \quad d=v+3 a q / p,
$$

we get $a$ and $d$ rationally. Or take $N=d^{2}-s^{2}$, whence $d^{2}=6 a^{2}+s^{2}$, set $a=2 s+y$ and solve as usual. Again,

$$
Q_{a, b}+1^{4}=Q_{d, \mathrm{e}}+3^{4} \quad \text { if } \quad 3 a^{2}+b^{2}=7, \quad 3 d^{2}+e^{2}=3 .
$$

Take $a=1+x, d=\frac{1}{2}+y$ and solve as usual. Finally, to find a sum of four biquadrates equal to a sum of three, employ his ${ }^{239}$ identity (1) and equate the left member to $Q_{m, n}$. The resulting condition, $3\left(3 a^{2}+t^{2}\right)^{2}=3 m^{2}+n^{2}$ is satisfied if

$$
m=\left(\frac{z^{2}-3 r^{2}}{z^{2}+3 r^{2}}\right) f, \quad n=\left(\frac{6 r z}{z^{2}+3 r^{2}}\right) f, \quad f=3 a^{2}+t^{2}
$$

A. Cunningham ${ }^{202}$ noted that $X^{4}+Y^{4}+x^{4}+z^{4}=X_{1}^{4}+x_{1}^{4}+y_{1}^{4}+z_{1}^{4}$ follows by combining a solution of each of $X^{4}+Y^{4}=X_{1}^{4}+Y_{1}^{4}, x^{4}+Y_{1}^{4}+z^{4}=x_{1}^{4}+y_{1}^{4}+z_{1}^{4}$. Again, $x^{4}+y^{4}+2 u_{1}^{4}=x_{1}^{4}+y_{1}^{4}+2 u^{4}$ follows from

$$
x^{4}+y^{4}+z^{4}=2 u^{4}, \quad x_{1}^{4}+y_{1}^{4}+z_{1}^{4}=2 u_{1}^{4}
$$

(solved, Cunningham ${ }^{240}$ ) with $u=A^{2}+3 B^{2}, u_{1}=A_{1}^{2}+3 B_{1}^{2}, A B=A_{1} B_{1}$, whence $z=z_{1}$.
A. S. Werebrusow ${ }^{203}$ gave an incorrect proof of the impossibility of $x^{4}+y^{4}+z^{4}=3 u^{4}$ in relatively prime integers.
${ }^{200}$ Math. Magazine, 2, 1896, 183.
${ }^{201}$ Ibid., 2, 1904, 286-8. For the notation $Q$, see Haldeman ${ }^{196}$ (4).
${ }^{202}$ Messenger Math., 38, 1908-9, 103-4.
${ }^{205}$ L'intermédiaire des math., 15, 1908, 281. Cf. 16, 1909, 55, 208; 17, 1910, 279.
F. Ferrari ${ }^{204}$ noted the identity

$$
\begin{aligned}
\left(a^{2}+2 a c-2 b c-b^{2}\right)^{4}+\left(b^{2}-2 b a-2 a c-c^{2}\right)^{4}+\left(c^{2}+\right. & \left.2 a b+2 b c-a^{2}\right)^{4} \\
= & 2\left(a^{2}+b^{2}+c^{2}-a b+a c+b c\right)^{4}
\end{aligned}
$$

while U. Bini (ibid.) gave the identity

$$
\begin{aligned}
& {[a(d+c)-b(c-3 d)]^{4}+[2(b c-a d)]^{4}+[a(d-c)-b(c-3 d)]^{4} } \\
&=[a(d-c) \pm b(c+3 d)]^{4}+[2(b c+a d)]^{4}+[a(d+c)+b(c-3 d)]^{4}
\end{aligned}
$$

with the plus sign. A. Gérardin (ibid., 19, 1912, 254) stated that the sign should be minus and gave other such identities. Welsch (ibid., 132, 184) gave another method of correcting the signs: retain the plus sign, but change the final term of the first member to $-b(c+3 d)$.
A. Cunningham ${ }^{205}$ found numbers expressible in several ways in the form $x^{4}+y^{4}+z^{4}$ by use of $x^{4}+y^{4} \equiv 2 u^{2}-z^{4}, u=x^{2}+x y+y^{2}, z=x+y$, and expressing this $u$ in the form $A^{2}+3 B^{2}$ in several ways.
E. Miot ${ }^{208}$ stated that [the case $b=c$ of Ferrari's ${ }^{204}$ identity]

$$
\begin{equation*}
(4 p q)^{4}+\left(3 p^{2}+2 p q-q^{2}\right)^{4}+\left(3 p^{2}-2 p q-q^{2}\right)^{4}=2\left(3 p^{2}+q^{2}\right)^{4} \tag{1}
\end{equation*}
$$

and noted cases when a sum of three squares equals a sum of three biquadrates and a sum of three eighth powers. Welsch ${ }^{207}$ stated that Miot's solution is erroneous and noted that

$$
2 a^{2}=\left(x^{2}-y^{2}\right)^{2}+\left(x^{2}-z^{2}\right)^{2}+\left(y^{2}-z^{2}\right)^{2}=\left(u^{4}-v^{4}\right)^{2}+\left(u^{4}-w^{4}\right)^{2}+\left(v^{4}-w^{4}\right)^{2}
$$

always implies that

$$
2 a^{4}=\Sigma\left(x^{2}-y^{2}\right)^{4}=\Sigma\left(u^{4}-v^{4}\right)^{4}
$$

A. Gérardin ${ }^{208}$ noted cases of two equal sums of three biquadrates and gave four methods of finding particular solutions of

$$
\begin{equation*}
x^{4}+y^{4}=z^{4}+u^{4}+v^{4}, \tag{2}
\end{equation*}
$$

the fourth leading to the solution
$x=128 p^{9}+p q^{8}, \quad y, z=64 p^{8} q \mp 12 p^{4} q^{5}-q^{9}, \quad u=3 p q^{8}, \quad v=128 p^{9}-2 p q^{8}$.
[It is expressed by the next identity with $h=1, l=q$, and $p$ replaced by $2 p$.]
He gave 16 identities which follow by a change of variable from
$\left(p^{9}-4 p h^{2} l^{8}\right)^{4}+\left(6 p h^{2} l^{8}\right)^{4}+h\left(p^{8} l+3 h p^{4} l^{5}-4 h^{2} l^{9}\right)^{4}$

$$
=\left(p^{9}+2 p h^{2} l^{8}\right)^{4}+h\left(p^{8} l-3 h p^{4} l^{5}-4 h^{2} l^{9}\right)^{4} .
$$

In conclusion, he gave

$$
\begin{equation*}
\left(p^{2}-q^{2}\right)^{4}+\left(2 p q+q^{2}\right)^{4}+\left(2 p q+p^{2}\right)^{4}=2\left(p^{2}+p q+q^{2}\right)^{4} \tag{3}
\end{equation*}
$$

A. Martin ${ }^{209}$ gave (1) and (3).
E. Miot ${ }^{210}$ noted the solution 37, 17; 35, 26, 3 of (2).
${ }^{204}$ L'intermédiaire des math., 16, 1909, 83.
${ }^{206}$ Math. Quest. Educ. Times, (2), 14, 1908, 83-4. Same in Mess. Math., 38, 1908-9, 101-2.
${ }^{206}$ L'intermédiaire des math., 17, 1910, 214.
${ }^{207}$ Ibid., 18, 1911, 64.
${ }^{208}$ Assoc. franç., 39, 1910, I, 44-55. Same in Sphinx-Oedipe, 5, 1910, 180-6; 6, 1911, 3-õ; 8, 1913, 119.
${ }^{209}$ Math. Magazine, 2, 1910, 351.
${ }^{210}$ L'intermédiaire des math., 18, 1911, 27-28.
R. Norrie ${ }^{211}$ gave several methods to solve

$$
\begin{equation*}
x^{4}+y^{4}+z^{4}=u^{4}+v^{4}+w^{4} . \tag{4}
\end{equation*}
$$

First, take $x=r x_{1}+a, y=r x_{2}+b, z=r x_{3}+c, u=r x_{1}-a, v=r x_{2}+c, w=r x_{3}+b$. We obtain a cubic in $r$ whose constant term is zero. The coefficient of $r$ will be zero if $x_{3}=x_{2}+2 x_{1} a^{3} /\left(b^{3}-c^{3}\right)$. Then $-r$ is the ratio of the coefficient of $r^{2}$ to that of $r^{3}$. Second, he noted that

$$
\left\{x_{2} y_{2}^{3}\left(x_{1}^{4}+2 y_{1}^{4}\right)\right\}^{4}+\left\{x_{1} y_{1}^{3}\left(x_{2}^{4}-2 y_{2}^{4}\right)\right\}^{4}+\left\{2 x_{1} y_{1}^{3} x_{2}^{3} y_{2}\right\}^{4}
$$

equals identically the sum derived by interchanging the subscripts $1,2$. Replacing $x_{1}, y_{1}, x_{2}, y_{2}$ by their reciprocals and multiplying each root by $\left(x_{1} y_{1} x_{2} y_{2}\right)^{4}$, we obtain a new integral function which is added to the former. Hence

$$
\left\{x_{2} y_{2}^{3}\left(x_{1}^{4}+2 y_{1}^{4}\right)\right\}^{4}+\left\{x_{1} y_{1}^{3}\left(x_{2}^{4}-2 y_{2}^{4}\right)\right\}^{4}+\left\{x_{2}^{3} y_{2}\left(y_{1}^{4}+2 x_{1}^{4}\right)\right\}^{4}+\left\{x_{1}^{3} y_{1}\left(y_{2}^{4}-2 x_{2}^{4}\right\}^{4}\right.
$$

is unaltered by the interchange of the subscripts 1, 2. Multiplying

$$
\left(x_{1}^{4}+2 y_{1}^{4}\right)^{4}-\left(x_{1}^{4}-2 y_{1}^{4}\right)^{4}-\left(2 x_{1}^{3} y_{1}\right)^{4} \equiv 4\left(2 x_{1} y_{1}^{3}\right)^{4}
$$

by the identity derived by interchanging the subscripts, we get two equal sums of five biquadrates. The third method is really Haldeman's ${ }^{201}$ remark that $Q_{y, x}=Q_{v, u}$ if $3 y^{2}+x^{2}=3 v^{2}+u^{2}$. The general solution of the latter is stated to be

$$
x, u=\left\{\left(3 \lambda^{2} \pm 1\right) v+\left(3 \lambda^{2} \mp 1\right) y\right\} /(2 \lambda),
$$

where $\lambda$ is arbitrary. Again, $x^{4}+y^{4}+(x+y)^{4}$ is unaltered when $x$ is replaced by $(3 x-5 y) / 7$ and $y$ by $(5 x+8 y) / 7$. Changing the sign of $y$ and subtracting the new identity from the former, we get

$$
\begin{aligned}
&(7 x+7 y)^{4}+(3 x+5 y)^{4}+(8 x-3 y)^{4}+(5 x-8 y)^{4} \\
&=(7 x-7 y)^{4}+(3 x-5 y)^{4}+(8 x+3 y)^{4}+(5 x+8 y)^{4} .
\end{aligned}
$$

Finally there is given the identity, in which $\tau=\mu^{2} c^{8}-\lambda^{2} b^{8}$,
$\lambda\left\{b c^{3}\left(\lambda \mu \tau+2 \mu^{3} \nu x^{4}\right)\right\}^{4}+\mu\left(2 \mu^{3} \nu c^{4} x^{4}-\lambda^{2} b^{4} \tau\right)^{4}$

$$
=\lambda\left\{b c^{3}\left(\lambda \mu \tau-2 \mu^{3} \nu x^{4}\right)\right\}^{4}+\mu\left(2 \mu^{3} \nu c^{4} x^{4}+\lambda^{2} b^{4} \tau\right)^{4}+\nu(2 \lambda \mu b c \tau x)^{4} .
$$

If we replace $\nu x^{4}$ by $\Sigma_{i=1}^{i=r} \nu_{i} x_{i}^{4}-\Sigma_{i=1}^{i=\kappa_{i}} y_{i}^{4}$, we get a solution of

$$
\sum_{i=1}^{r+2} \lambda_{i} u_{i}^{*}=\sum_{i=1}^{o+2} \mu_{i} v_{i}^{*} \quad\left(\lambda_{1}=\mu_{1}, \lambda_{2}=\mu_{2}\right) .
$$

In the last, Norrie made the restrictions that $s=r, \kappa_{i}=\nu_{i}$, whence $\lambda_{i}=\mu_{i}$.
A. Gérardin ${ }^{212}$ noted the identity

$$
\left(x^{4}-2 y^{4}\right)^{4}+\left(2 x^{3} y\right)^{4}+\left(3 x y^{3}\right)^{4}=\left(x^{4}+2 y^{4}\right)^{4}+\left(2 x y^{3}\right)^{4}+\left(x y^{3}\right)^{4} .
$$

E. N. Barisien ${ }^{213}$ noted the identity (1).

Gérardin ${ }^{214}$ quoted his ${ }^{208}$ solutions of (2) involving two parameters with $x=z+u$ and noted that (3) is simpler than Ferrari's ${ }^{204}$ formula, which follows by taking $a+c=p, b+c=-q$.

[^487]"V. G. Tariste" ${ }^{215}$ noted that (3) is derived from Bini's ${ }^{204}$ formula by equating to zero one of the six biquadrates.
O. Birck ${ }^{216}$ stated that (3), viz.;
$$
x=-y=p^{2}+p q+q^{2}, \quad z=p^{2}-q^{2}, \quad u=q^{2}+2 p q, \quad v=-p^{2}-2 p q,
$$
gives the most general solution of $x+y=z+u+v=0$ with either (2) or $x^{2}+y^{2}=z^{2}+u^{2}+v^{2}$. He noted that
$$
7^{4}+28^{4}=3^{4}+20^{4}+26^{4}, \quad 51^{4}+76^{4}=5^{4}+42^{4}+78^{4}
$$
A. S. Werebrusow ${ }^{217}$ gave equal sums of three biquadrates involving many parameters and derived Gérardin's ${ }^{204}$ formulas by specialization. $\mathrm{He}^{218}$ gave $37^{4}+38^{4}=26^{4}+42^{4}+25^{4}$ and eight more such sets.
E. Fauquembergue ${ }^{219}$ gave the identity
$$
\left[2\left(\alpha^{2}-\beta^{2}\right)\right]^{4}+[\beta(4 \alpha-5 \beta)]^{4}+\left(2 \alpha^{2}-5 \alpha \beta+2 \beta^{2}\right)^{4}=\left(2 \alpha^{2}-4 \alpha \beta+3 \beta^{2}\right)^{4}+v^{2},
$$
where $v=4 \alpha^{4}-4 \alpha^{3} \beta+13 \alpha^{2} \beta^{2}-36 \alpha \beta^{3}+24 \beta^{4}$, and found five sets making $v=\square$, all giving trivial solutions of (2). A. Tafelmacher ${ }^{220}$ drew the same conclusion from a complete study of the identity derived by replacing $\alpha$ by $\beta+\gamma$.
L. Bastien ${ }^{221}$ stated a solution of $x_{1}^{4}+\cdots+x_{n}^{4}=y_{1}^{4}+\cdots+y_{m}^{4}, n \geqq 2$, $m \geqq 3$ :
\[

$$
\begin{gathered}
x_{1}=\rho^{3}\left(\nu^{4} \rho^{4} \sigma-8 \tau \mu^{4}\right), \quad x_{2}=\nu^{3}\left(\rho^{8} \sigma+8 \tau \mu^{4}\right), \quad x_{i}=8 \nu \rho^{2} \mu^{3} \tau \alpha_{i} \quad(i=3, \cdots, n), \\
y_{1}=\rho^{3}\left(\nu^{4} \rho^{4} \sigma+8 \tau \mu^{4}\right), \quad y_{2}=\nu^{3}\left(\rho^{8} \sigma-8 \tau \mu^{4}\right), \quad y_{i}=8 \nu \rho^{2} \mu^{3} \tau \beta_{i} \quad(i=3, \cdots, n), \\
\tau=\nu^{8}-\rho^{8}, \quad \sigma=\beta_{3}^{4}+\cdots+\beta_{m}^{4}-\alpha_{3}^{4}-\cdots-\alpha_{n}^{4} .
\end{gathered}
$$
\]

R. D. Carmichael ${ }^{222}$ noted that $x^{4}+y^{4}+4 z^{4}=t^{4}$ has the special solution $x, t=\rho^{4} \mp 2 \sigma^{4}, y=2 \rho^{3} \sigma, z=2 \rho \sigma^{3}$. Solutions involving two parameters are given for $x^{4}+a y^{4}+a z^{4}=t^{4}$ and $x^{4}+y^{4}+a z^{4}=a t^{4}$, if $a=2$ or 8 . Also,

$$
\left(k^{2}-2 k\right)^{4}+(2 k-1)^{4}+\left(k^{2}-1\right)^{4}=2\left(k^{2}-k+1\right)^{4},
$$

the case $p=k, q=-1$, of (3). By Cunningham, ${ }^{173} x^{4}+y^{4}-4 z^{4} \neq t^{4}$.
A. S. Werebrusow ${ }^{223}$ tabulated all solutions, each $\leqq 50$, of (4).
E. Miot ${ }^{224}$ gave a solution of (4) involving a parameter; likewise for two equal sums of 4 or 5 biquadrates.

Werebrusow ${ }^{225}$ noted that

$$
(a+x)^{4}+(b+x)^{4}+(c-x)^{4}=(a-x)^{4}+(b-x)^{4}+(c+x)^{4}
$$

for

$$
\begin{gathered}
a=p v+(s+3 t) U, \quad b=\left(3 s^{2} t+18 s t^{2}+18 t^{3}\right) v+3 t U \\
c=\left(p+18 t^{3}\right) v+(s+3 t) U, \quad x=3 t V
\end{gathered}
$$

```
\({ }^{215}\) L'intermédiaire des math., 19, 1912, 183-4.
216 Ibid., 255.
\({ }^{217}\) Ibid., 20, 1913, 105-6.
\({ }^{218}\) Ibid., 58 ; error in fourth set, p. 301.
\({ }^{219}\) Ibid., 245.
220 Ibid., 21, 1914, 59-62.
\({ }^{2 n}\) Sphinx-Oedipe, 8, 1913, 154-5.
\({ }^{27}\) Amer. Math. Monthly, 20, 1913, 306-7.
\({ }^{23}\) L'intermédiaire des math., 21, 1914, 153-5.
24 Ibid., 155-6.
\({ }^{205}\) Ibid., 23, 1916, 223. Math. Sbornik.
```

where
$p=s^{3}+9 s^{2} t+18 s t^{2}, \quad s^{3}+12 s^{2} t+3 b s t^{2}+3 b t^{3}=P^{2}+Q^{2}, \quad\left(P^{2}+Q^{2}\right) v^{2}=U^{2}+V^{2}$.
Relations involving both biquadrates and squares.
Diophantus, V, 32, treated $x^{4}+y^{4}+z^{4}=v^{2}$ by setting $v=x^{2}-k$. Then $x^{2}=\left(k^{2}-y^{4}-z^{4}\right) /(2 k)$. Take $k=y^{2}+z^{2}$. Then $x^{2}=y^{2} z^{2} /\left(y^{2}+z^{2}\right)$. Hence $y^{2}+z^{2}$ equals a square $w^{2}$. For $y=3, z=4$, we get $k=25, x=12 / 5$. Diophantus' method thus leads to the identity (cf. Fauquembergue ${ }^{235}$ )

$$
(y z)^{4}+(y w)^{4}+(z w)^{4} \equiv\left(w^{4}-y^{2} z^{2}\right)^{2}, \quad w^{2}=y^{2}+z^{2} .
$$

Taking $y=a b, z=b c, w=a c$, we get [Norrie, ${ }^{211}$ p. 91]

$$
a^{4}+b^{4}+c^{4} \equiv\left(a^{2}-b^{2}+c^{2}\right)^{2}, \quad a^{2} b^{2}+b^{2} c^{2}=a^{2} c^{2}
$$

E. Waring ${ }^{226}$ reproduced Diophantus' argument with $k$ eliminated.
F. Proth ${ }^{227}$ recalled that any prime $N$ of the form $6 x+1$ is expressible in the form $N=a^{2}+b^{2}+a b$. Thus $2 N=a^{2}+b^{2}+(a+b)^{2}$. By multiplication, $2 N^{2}=a^{4}+b^{4}+(a+b)^{4}$, whence

$$
2\left(a^{2}+a b+b^{2}\right)^{2} \equiv a^{4}+b^{4}+(a+b)^{4}
$$

It is stated that if $N$ is of the form $6 x+1$, whether prime or not, $2 N^{2}$ is a sum of three biquadrates [incorrect, Kempner ${ }^{42}$ of Ch.XXV, Diss., p. 44]. If $N$ is expressible in two ways in the form $a^{2}+b^{2}+a b$, as

$$
91=5^{2}+6^{2}+5 \cdot 6=1+9^{2}+1 \cdot 9
$$

we get a number expressible as a sum of three biquadrates in two ways:

$$
2 \cdot 91^{2}=5^{4}+6^{4}+11^{4}=1^{4}+9^{4}+10^{4}
$$

S. Réalis ${ }^{228}$ noted that $z_{1}^{4}+z_{2}^{4}+z_{3}^{4}=3 z^{2}$ if

$$
\begin{array}{ll}
z_{1}=5 s+2 \alpha \beta\left(2 \alpha^{2}+5 \beta^{2}\right)+9 \alpha^{2} \beta^{2}, & z_{2}=5 s+2 \alpha \beta\left(5 \alpha^{2}+2 \beta^{2}\right)+9 \alpha^{2} \beta^{2}, \\
z_{3}=5 s+16 \alpha \beta\left(\alpha^{2}+\beta^{2}\right)+27 \alpha^{2} \beta^{2}, & z=t\left\{25 t^{3}+72 \alpha^{2} \beta^{2}(\alpha+\beta)^{2}\right\},
\end{array}
$$

where $s=\alpha^{4}+\beta^{4}, t=\alpha^{2}+\alpha \beta+\beta^{2}$.
G. Dostor ${ }^{229}$ gave the identity
$(a+b+c-d)^{4}+(a+b-c+d)^{4}+(a-b+c+d)^{4}+(-a+b+c+d)^{4}$

$$
=4\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}+16\left[(a b-c d)^{2}+(a c-b d)^{2}+(a d-b c)^{2}\right] .
$$

S. Réalis ${ }^{230}$ noted that $v^{4}+x^{4}+y^{4}=2 z^{2}$ is satisfied if

$$
\begin{aligned}
x & =2057 \alpha^{3}-2541 \alpha^{2} \beta+2787 \alpha \beta^{2}-391 \beta^{3}, \\
y & =391 \alpha^{3}-2787 \alpha^{2} \beta+2541 \alpha \beta^{2}-2057 \beta^{3}, \\
v & =(2 \alpha+2 \beta)\left(391 \alpha^{2}-730 \alpha \beta+391 \beta^{2}\right),
\end{aligned}
$$

whence for $\alpha=1, \beta=0$ or 1 ,

$$
46^{4}+121^{4}+23^{4}=2 \cdot 10467^{2}, \quad 26^{4}+239^{4}+239^{4}=2 \cdot 57123^{2} .
$$

[^488]From a given solution is deduced a second by long formulas, whence

$$
1^{4}+3^{4}+10^{4}=2 \cdot 71^{2}, \quad 7^{4}+7^{4}+12^{4}=2 \cdot 113^{2}, \quad 1^{4}+1^{4}+2^{4}=2 \cdot 3^{2}
$$

A. Martin ${ }^{231}$ gave 9 biquadrates, $720^{4}, \cdots, 3120^{4}$, whose sum is a square.

Martin ${ }^{232}$, assuming that the sum of the fourth powers of $x, x-a y$, $x-b y, x-c y$, is a square, obtained $x / y=\alpha / \beta$, where $\alpha$ and $\beta$ are polynomials in $a, b, c$, and took $x=\alpha, y=\beta$. By the same method, he ${ }^{233}$ elsewhere found $199^{4}+271^{4}+343^{4}+559^{4}=344162^{2}$.

Martin and R. J. Adcock ${ }^{234}$ repeated the solution by Diophantus and stated that Diophantus' result $12^{4}+15^{4}+20^{4}=481^{2}$ gives the least solution in integers.
E. Fauquembergue ${ }^{235}$ noted that, if $\alpha^{2}+\beta^{2}=\gamma^{2}$,

$$
(\alpha \beta)^{4}+(\beta \gamma)^{4}+(\gamma \alpha)^{4}=\left(\alpha^{4}+\alpha^{2} \beta^{2}+\beta^{4}\right)^{2},
$$

$\left(2 \alpha^{2} \beta \gamma^{3}\right)^{4}+\left(2 \alpha \beta^{2} \gamma^{3}\right)^{4}+\left[\left(\alpha^{2}-\beta^{2}\right) \gamma^{4}\right]^{4}+\left[2 \alpha \beta\left(\alpha^{4}+\gamma^{4}\right)\right]^{4}=\left[\gamma^{12}-4 \alpha^{2} \beta^{2}\left(\alpha^{4}+\beta^{4}\right)^{2}\right]^{2}$. These two formulas were given also by A. Martin. ${ }^{238}$ To find $n$ biquadrates whose sum is a square, the latter took their roots to be $x, x-a y, x-b y$, $x-c y, p_{1} y, \cdots, p_{n \rightarrow y} y$. Then shall

$$
4 x^{4}-4(a+b+c) x^{3} y+6\left(\Sigma a^{2}\right) x^{2} y^{2}-4\left(\Sigma a^{3}\right) x y^{3}+\left(\Sigma a^{4}+\Sigma p_{1}^{4}\right) y^{4}=\square,
$$

say the square of $2 x^{2}-\Sigma a \cdot x y+\frac{1}{2}\left\{6 \Sigma a^{2}-(\Sigma a)^{2}\right\} y^{2}$. Thus $x / y$ is determined.
E. B. Escott ${ }^{237}$ noted that

$$
\left(m^{2}+m n+n^{2}\right)^{4}-(m n)^{4}-\left(m n+n^{2}\right)^{4}=\left[m(m+n)\left(m^{2}+m n+2 n^{2}\right)\right]^{2} .
$$

E. Fauquembergue ${ }^{238}$ gave identities including

$$
\begin{aligned}
\left(a^{4}+2 b^{4}\right)^{4} & =\left(a^{4}-2 b^{4}\right)^{4}+\left(2 a^{3} b\right)^{4}+\left(8 a^{2} b^{6}\right)^{2} \\
& =\left(2 a^{2} b^{2}\right)^{4}+\left(2 a^{3} b\right)^{4}+\left(a^{8}-4 a^{4} b^{4}-4 b^{8}\right)^{2} .
\end{aligned}
$$

C. B. Haldeman ${ }^{239}$ found four biquadrates whose sum is a square:

$$
(2 a)^{4}+(a+b)^{4}+(a-b)^{4}+d^{4}=2\left(3 a^{2}+b^{2}\right)^{2}+d^{4}=s^{2} .
$$

Take $s=d^{2}+v, 3 a^{2}+b^{2}=v g$. Then $v, b^{2}, s$ are determined rationally in terms of $d, g, a$. Take $g=2, a=3 / 7$. Then $b^{2}=4 d^{2} / 7-27 / 49$. Since $b$ is rational for $d=1$, take $d=y+1$ and equate $b$ to $r y / t+1 / 7$, thus determining $y$. Then

$$
b=-\left(7 r^{2}-56 r t+4 t^{2}\right) /(7 k), \quad d=\left(7 r^{2}-2 r t+4 t^{2}\right) / k, \quad k=7 r^{2}-4 t^{2} .
$$

For $r=1, t=0$, we get $2^{4}+4^{4}+6^{4}+7^{4}=63^{2}$. Next, let the sum of the initial biquadrates equal $2 s^{2}$. The condition is evidently satisfied if

$$
s=\frac{d^{4}+2 v^{2}}{4 v}, \quad 3 a^{2}+b^{2}=\frac{d^{4}-2 v^{2}}{4 v}
$$

${ }^{231}$ Annals of Math., 5, 1889-90, 112-3.
232 Ibid., 6, 1891-2, 73.
${ }^{233}$ Amer. Math. Monthly, 1, 1894, 401-2.
${ }^{24}$ Ibid., 279-80.
${ }^{235}$ L'intermédiaire des math., $1,1894,167$ [6, 1899, 186].
${ }^{236}$ Math. Magazine, 2, 1898, 210-1.
${ }^{237}$ L'intermédiaire des math., 6, 1899, 51.
${ }^{228}$ Ibid., 7, 1900, 412.
${ }^{239}$ Math. Magazine, 2, 1904, 285-6.

Take $d^{2}=2 v, 3 a^{2}+b^{2}=(t+b)^{2}$. Thus $b, d, v$ are found rationally in terms of $a, t$ whence

$$
\begin{equation*}
(4 a t)^{4}+\left(3 a^{2}+2 a t-t^{2}\right)^{4}+\left(3 a^{2}-2 a t-t^{2}\right)^{4}+\left(6 a^{2}+2 t^{2}\right)^{4}=2\left\{3\left(3 a^{2}+t^{2}\right)^{2}\right\}^{2} . \tag{1}
\end{equation*}
$$

For $a=1, t=2$, we get $3^{4}+5^{4}+8^{4}+14^{4}=2 \cdot 147^{2}$.
A. Cunningham ${ }^{240}$, to solve $x^{4}+y^{4}+z^{4}=2 u^{2 n}$, took as $u$ any number of the form $\alpha^{2}+3 \beta^{2}$, whence $u^{2 n}$ is of the form $A^{2}+3 B^{2}$ and a solution is $x=B-A, y=B+A, z=2 B$.
A. Gérardin ${ }^{241}$ noted that $(1+m x)^{4}+(m y)^{4}+(m z)^{4}=(1+2 m x)^{2}$ if

$$
m^{2}\left(x^{4}+y^{4}+z^{4}\right)+4 m x^{3}+2 x^{2}=0
$$

Its discriminant must be a square, say $(2 S x)^{2}$, whence $x^{4}-y^{4}-z^{4}=2 S^{2}$. Set $S=z U, y^{2}+k z^{2}=x^{2}$. Then $k y^{2}+\frac{1}{2}\left(k^{2}-1\right) z^{2}=U^{2}$. Hence the problem reduces to a "double equation," that of making the two binary quadratics squares.
E. N. Barisien ${ }^{242}$ noted the identity

$$
\left(2 x^{2}+a^{2}\right)^{4}+\left(2 x^{2}-a^{2}\right)^{4}+(4 a x)^{4}=\left(4 x^{4}+12 a^{2} x^{2}+a^{4}\right)^{2}+\left(4 x^{4}-12 a^{2} x^{2}+a^{4}\right)^{2} .
$$

Mehmed-Nadir ${ }^{243}$ gave two special sets of solutions of

$$
\frac{1}{2}\left(x^{4}+y^{4}+z^{4}\right)=u^{2}+v^{2}+u^{2}=\rho^{2} .
$$

A. Cunningham and E. Miot ${ }^{24}$ obtained solutions by use of the identity

$$
x^{4}+y^{4}+(x+y)^{4}=2\left(x^{2}+x y+y^{2}\right)^{2} .
$$

A. Gérardin ${ }^{245}$ solved $X^{4}+Y^{4}+Z^{4}=A^{2}+B^{2}$ by use of the identity

$$
(p a+q b)^{2}+(q a)^{2}+(2 p b)^{2}=(p a-q b)^{2}+(q a+2 b p)^{2},
$$

setting $q=a f^{2}, p=2 b g^{2}$. It remains to solve $a b\left(f^{2}+2 g^{2}\right)=X^{2}$. For $a=b=1$, we may take $f=m^{2}-2 n^{2}, X=m^{2}+2 n^{2}, g=2 m n$. He noted (ibid., p. 90) that

$$
\left(\alpha^{2}+\beta^{2}\right)^{4}-\left(\alpha^{2}-\beta^{2}\right)^{4}-(2 \alpha \beta)^{4} \equiv 2\left\{2 \alpha \beta\left(\alpha^{2}-\beta^{2}\right)\right\}^{2} .
$$

R. Norrie, ${ }^{199}$ pp. 90-92, would derive a second solution of

$$
X_{1}^{4}+\cdots+X_{n}^{4}=X^{2}
$$

from one solution $a_{1}^{4}+\cdots+a_{n}^{4}=a^{2}$ by setting $X_{i}=r x_{i}+a_{i}, X=r^{2} y+r x+a$, and making the coefficients of $r$ and $r^{2}$ zero by choice of $y, x$. To obtain an explicit solution when $n>4$, take $t=x^{2}+x y+y^{2}$ in $\left(t^{2}+z^{4}\right)^{2} \equiv t^{4}+\left(z^{2}\right)^{4}+2 t^{2} z^{4}$, whence $2 t^{2}=x^{4}+y^{4}+(x+y)^{4}$. But $x^{4}+y^{4}$ can be expressed as a sum of $r$ biquadrates $P_{i}$ if $r>2$ [Norrie, ${ }^{199}$ end]. Hence

$$
\left\{\left(x^{2}+x y+y^{2}\right)^{2}+z^{4}\right\}^{2}=\left(x^{2}+x y+y^{2}\right)^{4}+\left(z^{2}\right)^{4}+\{z(x+y)\}^{4}+\sum_{i=1}^{r}\left(z P_{i}\right)^{4}
$$

E. N. Barisien ${ }^{255 a}$ wrote Proth's ${ }^{227}$ identity in the form

$$
a^{4}+b^{4}+(a+b)^{4} \equiv\left(a^{2}+a b+b^{2}\right)^{2}+a^{2} b^{2}+a^{2}(a+b)^{2}+b^{2}(a+b)^{2} .
$$

${ }^{210}$ Messenger Math., 38, 1908-9, 101, 103.
${ }^{21}$ Bull. Soc. Philomathique, (10), 3, 1911, 239-240.
${ }_{22}$ Nouv. Ann. Math., (4), 11, 1911, 280-2.
${ }^{24}$ L'intermédiaire des math., 18, 1911, 217.
24 Ibid., 19, 1912, 70-71.
${ }^{25}$ Sphinx-Oedipe, 6, 1911, 21-22.
$2 \boldsymbol{u s a}_{\text {Mathesis, (4), 4, 1914, } 13 .}$
R. D. Carmichael ${ }^{246}$ showed that one solution of $x^{4}+a y^{4}+b z^{4}=\square$ leads to a second.
E. N. Barisien ${ }^{247}$ noted that $N=\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)\left(a^{2} c^{2}+b^{2} d^{2}\right)$ equals

$$
\left\{a b\left(c^{2} \mp d^{2}\right)\right\}^{2}+\left\{c d\left(a^{2} \pm b^{2}\right)\right\}^{2}+\left(a^{2} c^{2}+b^{2} d^{2}\right)^{2}
$$

Let $N^{\prime}$ be derived from $N$ by interchanging $c$ and $d$. Then $N N^{\prime}$ is a sum of nine squares in four ways, in two of which two of the nine squares are biquadrates.

See papers 178, 188, 206-7, 219-20, 287-8, 292; also Gérardin, p. 38; Lucas ${ }^{88 a}$ of Ch. XXIII.

## Miscellaneous single equations of degree four.

C. Wolf ${ }^{248}$ treated $x^{2} y^{2}+x^{2}+y^{2}=\square$. First, make $x^{2} y^{2}+x^{2}=\square$, i.e., $y^{2}+1=v^{2}=(t-y)^{2}$, whence $y=\left(t^{2}-1\right) / 2 t$. Since $x^{2} y^{2}+x^{2}=x^{2} v^{2}$, it remains to make $x^{2} v^{2}+y^{2}=\square$, say $(z-v x)^{2}$; we thus obtain $x$.
L. Euler ${ }^{249}$ made $P=\left(p^{2}-q^{2}\right)\left(q^{2}-r^{2}\right)$ a biquadrate by setting $p=a+b+2 c$, $q=a+b, r=a-b$, whence $P=16 a b c(a+b+c)$. Consider therefore

$$
x y z(x+y+z)=s^{4} .
$$

Take $s^{4}=(x+y+z)^{2} p^{2}$. Thus
$D z=(x+y) p^{2}, \quad D(x+y+z)=x y(x+y), \quad D s^{2}=x y p(x+y), \quad D=x y-p^{2}$.
Set $x=n q^{2}, y=n r^{2}, n q r-p=k\left(q^{2}+r^{2}\right)$ and eliminate $p$. Thus

$$
\frac{s^{2}}{n^{2} q^{2} r^{2}}=\frac{n\left\{-n q r+k\left(q^{2}+r^{2}\right)\right\}}{k\left\{-2 n q r+k\left(q^{2}+r^{2}\right)\right\}} \equiv F \text {. }
$$

For $n=2 k, F=2(q-r)^{2} /\left(q^{2}+r^{2}-4 q r\right)$. As Euler omitted the factor 2, it is not sufficient to make the denominator a square. Next, let $n=k$. Then $F=\left(q^{2}+r^{2}-q r\right) /(q-r)^{2}$. Equate the numerator to the square of $q+r f / g$. Thus $q: r=g^{2}-f^{2}: g^{2}+2 f g$. Or we may begin by taking $p=2 x y /(x+y)$, whence $s^{2}=2 x y(x+y)^{2} /(x-y)^{2}$; take $x=2 q^{2}, q=r^{2}$ to make $2 x y=\square$.

Euler ${ }^{250}$ treated $\left(p^{2}+1\right)^{2}+\left(q^{2}+1\right)^{2}=\square$ by setting

$$
p^{2}+1=x^{2}-y^{2}, \quad q^{2}+1=2 x y, \quad p=x-z .
$$

Thus $2 z x=z^{2}+y^{2}+1$. Take $y=2 z$. Then $q^{2}=10 z^{2}+1$, which is satisfied by $(z, q)=(2 / 3,7 / 3),(2 / 9,11 / 9),(6,19)$.

Euler ${ }^{251}$ treated $L l=\square$, where $L=A+B z+C z^{2}, l=a+b z+c z^{2}$. Take $L l=p^{2} l^{2}$. Then $L=p^{2} l$, which can be solved if one solution is known.
J. L. Lagrange ${ }^{252}$ treated the more general problem to solve

$$
F(x, y) \equiv f(x)+s(x) y+c y^{2}=0
$$

where $f$ is of the fourth degree and $s$ of the second. If $F(p, q)=0$, set

[^489]$x=p+t, y=q+t z$. After dividing by $t$, we obtain $B+C z+t Q=0$, where $Q$ is quadratic in $t$ and $z$, while $B$ and $C$ are constants. From the solution $t=0, z=-B / C$ of this cubic, we obtain a second by the tangent method.

Euler ${ }^{253}$ treated as two separate problems the solution of

$$
V_{ \pm} \equiv x^{4}+y^{4}+z^{4}+v^{4}-2 x^{2} y^{2}-2 x^{2} z^{2}-2 y^{2} z^{2} \pm 2\left(x^{2} v^{2}+y^{2} v^{2}+z^{2} v^{2}\right)=0
$$

Then

$$
x^{2} y^{2} \mp z^{2} v^{2}=\frac{1}{4}\left(x^{2}+y^{2}-z^{2} \pm v^{2}\right)^{2}, \quad x^{2} z^{2} \mp y^{2} v^{2}=\frac{1}{4}\left(x^{2}+z^{2}-y^{2} \pm v^{2}\right)^{2} .
$$

The left members will be squares if

$$
\begin{equation*}
\frac{x y}{z v}=\frac{p^{2} \pm r^{2}}{2 p r}, \quad \frac{x z}{y v}=\frac{q^{2} \pm s^{2}}{2 q s} \tag{1}
\end{equation*}
$$

whence

$$
\begin{equation*}
\frac{x^{2}+y^{2}-z^{2} \pm v^{2}}{2}=\frac{z v\left(p^{2} \mp r^{2}\right)}{2 p r}, \quad \frac{x^{2}+z^{2}-y^{2} \pm v^{2}}{2}=\frac{y v\left(q^{2} \mp s^{2}\right)}{2 q s} . \tag{2}
\end{equation*}
$$

From (1) we obtain $x^{2} / v^{2}$ and $y^{2} / z^{2}$ by multiplication and division. Hence we have values $a, b, c, d$ for which $x=a t, v=b t, y=c u, z=d u$. Then (2) give

$$
\begin{aligned}
\left(a^{2} \pm b^{2}\right) t^{2}+\left(c^{2}-d^{2}\right) u^{2} & =2 m b d t u, \\
m & =\frac{p^{2} \mp r^{2}}{2 p r},
\end{aligned} \quad n=\frac{\left.a^{2} \pm b^{2}\right) t^{2}-\left(c^{2}-d^{2}\right) u^{2}=2 n b c t u}{2 q s} .
$$

By subtraction, we get $t / u$. Hence we take

$$
t=c^{2}-d^{2}, \quad u=b(m d-n c)
$$

and obtain $x, y, v, z$. Changing the sign of $n$, we obtain a second set of solutions. Rational solutions result only when the product of the right members of (1) is a rational square. For the upper signs, take $p=2 f g$, $r=f^{2}-g^{2}, q=2 h k, s=h^{2}-k^{2}$. Then the condition is

$$
f g\left(f^{2}-g^{2}\right) \cdot h k\left(h^{2}-k^{2}\right)=\square
$$

It is the square of $3 m n f g(f-g)$ for

$$
h=g, \quad k=f-g, \quad f=2 m^{2}-n^{2}, \quad g=m^{2}+n^{2} .
$$

See Euler ${ }^{81}$ of Ch. XVI.
Euler ${ }^{254}$ used the preceding $V_{+} \equiv F$ to find $x^{2}, \cdots, v^{2}$ such that

$$
\alpha \equiv x^{2} y^{2}-z^{2} v^{2}, \quad \beta \equiv z^{2} x^{2}-y^{2} v^{2}, \quad \gamma \equiv y^{2} z^{2}-x^{2} v^{2}
$$

shall be squares. We have

$$
\begin{gathered}
F+4 \alpha=\left(x^{2}+y^{2}-z^{2}+v^{2}\right)^{2}, \quad F+4 \beta=\left(x^{2}+z^{2}-y^{2}+v^{2}\right)^{2} \\
F+4 \gamma=\left(y^{2}+z^{2}-x^{2}+v^{2}\right)^{2} .
\end{gathered}
$$

Hence we seek solutions of $F=0$. Solving the latter for $x^{2}$ we get

$$
x^{2}=y^{2}+z^{2}-v^{2}+2 T, \quad T^{2}=y^{2}\left(z^{2}-v^{2}\right)-z^{2} v^{2} .
$$

Now $z^{2}-v^{2}=\square$ for $z=5, v=3$, whence $T^{2}=16 y^{2}-225=(4 y-t)^{2}$ if

$$
y=\left(225+t^{2}\right) /(8 t)
$$

${ }^{253}$ Acta Acad. Petrop., 2, II, 1781 (1778), 85; Comm. Arith., II, 366; Op. Om., (1), III, 429.
${ }^{244}$ Opers postuma, 1, 1862, 257-8 (about 1782). For sums, instead of differences, see Euler ${ }^{81}$ of Ch. XVI.

Taking $t=5$, we get $y=25 / 4, T=20, x=39 / 4$. Multiplying the unknowns by 4 , we get the solution $x=39, y=25, z=20, v=12$. Or we may solve $F=0$ for $v^{2}$ and get $v^{2}=2 S-x^{2}-y^{2}-z^{2}, S^{2}=x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}$. Set $S=x y+t z$. Then

$$
z=2 t x y / k, \quad S=x y\left(x^{2}+y^{2}+t^{2}\right) / k, \quad k=x^{2}+y^{2}-t^{2} .
$$

Then $v^{2}$ is a complicated function of degree 6 and was not treated. A solution is said to result from $t=185 / 153$. For $t=13 / 3, x=5, y=4$, we get the above solution $x=39$, etc.
C. F. Kausler ${ }^{255}$ treated the problem to find all rational numbers $x, y$ for which $N \equiv\left(x^{2}-1\right)\left(y^{2}-1\right)$ is an integer. Set $y=p / q$, where $p$ and $q$ are relatively prime integers. The numerator and denominator of the resulting fraction for $x^{2}$ are $(N-1) q^{2}+p^{2}=m P^{2}$ and $p^{2}-q^{2}=m Q^{2}$. For $m=1$, the latter gives $p=\left(A^{2}+B^{2}\right) / d, q=\left(A^{2}-B^{2}\right) / d$, where $A, B$ are relatively prime, one even or both odd according as $d=1$ or 2 . The first condition then gives $N$ which is an integer for $d=1$ if $P \pm 2 A B$ is divisible by $\left(A^{2}-B^{2}\right)^{2}$. For $m>1, p+q=m Q, m$ or $Q^{2}$, the last two yielding (as far as numbers $<100$ ) only the same values of $N$ as above. For $p+q=m Q$, then $p-q=Q$ and, dropping the common factor $Q / 2$ in $p, q$, we have $p=m+1, q=m-1, m$ even, $N=m\left(P^{2}-4\right) /(m-1)^{2}$. Then $P \mp 2=R(m-1)^{2}$, whence

$$
N=m R\left[(m-1)^{2} R \pm 4\right] .
$$

G. Eisenstein ${ }^{256}$ considered a binary cubic whose coefficients are variables. Its discriminant $D$ is a quartic in these four variables. Given one solution of $D=$ constant, we can find an infinitude of solutions by means of the formulas for the coefficients of the cubic obtained by a linear transformation of determinant unity.
V. A. Lebesgue ${ }^{257}$ noted that

$$
a^{2} t^{4}+b^{2} u^{4}+c^{2} v^{4}-2 b c u^{2} v^{2}-2 a c v^{2} t^{2}-2 a b t^{2} u^{2}=s^{2}
$$

is satisfied identically by

$$
t=x\left(b y^{2}-c z^{2}\right), \quad u=y\left(c z^{2}-a x^{2}\right), \quad v=z\left(a x^{2}-b y^{2}\right),
$$

with $s$ the product of the binomials, and by

$$
t=x\left(c y^{2}-b z^{2}\right), \quad u=y\left(a z^{2}-c x^{2}\right), \quad v=z\left(b x^{2}-a y^{2}\right) .
$$

Several ${ }^{588}$ found two numbers whose sum equals the difference of their fourth powers. Let the numbers be $(n \pm 1) x$. Then $x=\left(4 n^{2}+4\right)^{-1 / 3}$ is rational if $n= \pm 1$. Hence set $n=m+1$. Then $x=N^{-1 / 3}, N=(p m+2)^{3}$ if $p=2 / 3, m=9 / 2$.
E. Lucas ${ }^{259}$ stated that the difference of two consecutive cubes is never a biquadrate. Moret-Blane ${ }^{75}$ noted that $3 x^{2}+3 x+1 \neq z^{4}$ since $4 z^{4}-1 \neq 3 t^{2}$.
D. S. Hart ${ }^{250}$ found rational numbers $a, b, x$ for which

$$
4 x^{4}+4 a x^{3}+4 b x+a b=0
$$

[^490]Take $\left(2 x^{2}+a x\right)^{2}=(a x-b)^{2}$. We get $x$ rationally and a condition on $a, b$, which is solved for $a$. Take $b=-m^{2} / 2$, whence $a$ follows rationally.
A. Desboves ${ }^{261}$ gave identities yielding an infinitude of solutions of $a x^{3}+b y^{3}=c v^{4}$ for certain values of $c$. He ${ }^{262}$ noted that $a X^{4}+b Y^{4} \equiv c Z^{3}$ for

$$
\begin{gathered}
X=x\left(3 a x^{4}-5 b y^{4}\right), \quad Y=y\left(5 a x^{4}-3 b y^{4}\right), \quad Z=a x^{4}+b y^{4}, \\
c=81 a^{2} x^{8}-158 a b x^{4} y^{4}+81 b^{2} y^{8},
\end{gathered}
$$

and gave long formulas yielding solutions of $a X^{4}+b Y^{4}=c Z^{4}$ when $c$ is represented by a certain form of degree 20. Further, $X^{4}-Y^{4}=c Z^{4}$ is solvable when $c$ is of one of the forms

$$
x y\left(x^{2}+4 y^{2}\right), \quad x^{8}+4 y^{8}, \quad 2 x y\left(x^{2}-y^{2}\right)\left(x^{4}+y^{4}-6 x^{2} y^{2}\right) .
$$

S. Réalis ${ }^{283}$ gave various quartic equations not having a rational root, as

$$
\begin{gathered}
x^{4}-2 \alpha^{2} x^{2}+4 \alpha \beta x+\alpha^{4}+\beta^{2}=0, \quad \beta \neq 0, \quad \beta \neq \pm 4 \alpha^{2} ; \\
\left(x^{2}+2 \alpha x+2 \beta^{2}\right)^{2}+2 \beta^{2} x^{2}=5\left(\alpha x^{3}+\beta^{2} x^{2}+2 \alpha \beta^{2} x-\beta \gamma^{3}\right), \quad \beta \neq 0(\bmod 5) . \\
\text { Several2 }{ }^{264} \text { solved } x^{3}+y^{3}=(x-y)^{4} . \quad \text { Set } x+y=u, x-y=z \text {. Then } \\
4 z^{4}-3 u z^{2}=u^{3}, \quad 8 z^{2}=u(3+r), \quad r^{2}=16 u+9 .
\end{gathered}
$$

Set $r^{2}=(8 t \pm 3)^{2}$. Hence there are two types of solutions.
R. W. D. Christie ${ }^{255}$ made $12 a b c(a+b+c)$ a square, but not a biquadrate as claimed. A. Gerardin ${ }^{266}$ noted that it is a biquadrate for $(a, b, c)=(1,2$, 6 ), ( $3,4,9$ ), etc.
E. Grigorief ${ }^{277}$ noted that $11^{4}=12^{3}+17^{3}+20^{3}$. P. F. Teilhet ${ }^{268}$ gave cases of $x^{4}=y_{1}^{3}+y_{2}^{3}+y_{3}^{3}$ for $x=3,10,17,20,29,36,43,55,62$. He ${ }^{299}$ noted that

$$
\begin{aligned}
& 7^{4}=12^{3}+12^{2}+23^{2}=8^{3}+40^{2}+17^{2}=5^{3}+40^{2}+26^{2}, \\
& 8^{4}=14^{3}+34^{2}+14^{2}=12^{3}+48^{2}+8^{2}=\text { three such sums } .
\end{aligned}
$$

K. Kommerell ${ }^{270}$ gave as the positive integral solutions of

$$
\begin{aligned}
& x y z(x+y-z)=t^{2}, \\
& x=\frac{1}{2} T-\frac{1}{2} a\left(d^{2} y_{1}-e^{2} z_{1}\right), \quad y=a d^{2} y_{1}, \quad z=a e^{2} z_{1}, \quad t=a \operatorname{dey}_{1} z_{1} U, .
\end{aligned}
$$

where $y_{1}, z_{1}$ are without square factors, $d^{2} y_{1}$ is relatively prime to $e^{2} z_{1}$, and $T^{2}-4 y_{1} z_{1} U^{2}=a^{2}\left(d^{2} y_{1}-e^{2} z_{1}\right)^{2}$.
A. Hurwitz $z^{211}$ proved that $x^{3} y+y^{3} z+z^{3} x=0$ is impossible since

$$
u^{7}+v^{7}+w^{7}=0
$$

is impossible.
${ }^{281}$ Nouv. Ann. Math., (2), 18, 1879, 408.
222 Ibid., 440-4.
${ }^{283}$ Ibid., (3), 2, 1883, 370; 4, 1885, 376, 427-31; Mathesis, 7, 1887, 96; Jour. de math. spéc., 1888, 90 (and questions 66, 67). Reprinted, C. A. Laisant's Algèbre, 1895, 224-6.
${ }^{24}$ Zeitschr. Math. Naturw. Unterricht, 20, 1889, 264-5.
${ }_{2 s s}$ Educ. Times, 49, 1896.
${ }^{2 \infty}$ Bull. Soc. Philomathique, (10), 3, 1911, 244.
${ }^{237}$ L'intermédiaire des math., 9, 1902, 319.
${ }^{288}$ Ibid., 10, 1903, 170-1.
${ }^{269}$ Ibid., 11, 1904, 18.
${ }^{270}$ Math. Naturw. Mitteilungen, Stuttgart, (2), 7, 1905, 74-8. Cf. Brehm, ${ }^{2255}$ Euler ${ }^{260}$; also papers 12,22 of $\mathrm{Ch} . \mathrm{V}$.
${ }^{2 \pi}$ Math. Annalen, 65, 1908, 428-30. Generalization, Hurwitz, ${ }^{212}$ Ch. XXVI.
F. L. Griffin and G. B. M. Zerr ${ }^{272}$ made a sum of $n$ squares a biquadrate.
A. Gérardin ${ }^{273}$ noted that $s_{4}$ is divisible by $s_{3}$, where

$$
s_{n}=\left(9 f^{4}\right)^{n}+\left(9 f^{3}+1\right)^{n}-\left(9 f^{4}+3 f\right)^{n} .
$$

For $f=1$, the quotient is -4175 . E. Fauquembergue noted also that

$$
5^{4}+3^{4}-6^{4}=59\left(5^{3}+3^{3}-6^{3}\right), \quad 5^{4}+6^{4}-7^{4}=240\left(5^{3}+6^{3}-7^{3}\right) .
$$

A. Cunningham ${ }^{274}$ expressed numbers in the form $\left(x^{6}+y^{6}\right) /\left(x^{2}+y^{2}\right)$ in several ways.
A. Cunningham ${ }^{275}$ found certain types of solutions of

$$
f(x, y)+f\left(x^{\prime}, y^{\prime}\right)=s(\xi, \eta)+s\left(\xi^{\prime}, \eta^{\prime}\right), \quad f(x, y) \equiv \frac{x^{5} \mp y^{5}}{x \mp y}, \quad s(\xi, \eta)=\frac{\xi^{6}+\eta^{6}}{\xi^{2}+\eta^{2}} ;
$$

and (pp. 111-2) of $s(x, y)=s(x, z), 6 x y=\square, y \neq z$. He ${ }^{276}$ gave various criteria for the solvability of $\pm N=x_{1}^{4}-2 y_{1}^{2}=x_{2}^{2}-2 y_{2}^{4}, N \equiv \pm 1(\bmod 8)$. He discussed (p. 108) $q_{1} q_{2} q_{z}=\square$, where $q_{r}=x_{r}^{4}+y_{r}^{4}$. He ${ }^{277}$ proved the existence of an infinitude of integral solutions of $F(x, y)=F\left(x^{\prime}, y^{\prime}\right)$ for each $a / k$, where

$$
F(x, y)=a x^{4}+4 a x^{3} y+k x^{2} y^{2}+4 a x y^{3}+a y^{4} .
$$

If $(k+10 a) /(k-6 a)$ is a rational square, $F(x, y)$ is a product of two factors. If (pp. 94-95) either of $(2 a \mp 2 b+c)(12 a-2 c)$ is of the form $-\alpha^{2}-\beta^{2}$,

$$
\phi(x, y) \equiv a x^{4}+b x^{3} y+c x^{2} y^{2}+b x y^{3}+a y^{4}=\phi\left(x^{\prime}, y^{\prime}\right)
$$

is usually solvable in integers. Certain numbers (pp. 39-40) can be expressed simultaneously in the forms

$$
N_{1}=\frac{x_{1}^{3}-y_{1}^{3}}{x_{1}-y_{1}}, \quad N_{2}=\frac{z_{2}^{3}+x_{2}^{3}}{z_{2}+x_{2}}, \quad N_{3}=\frac{z_{3}^{3}+y_{3}^{3}}{z_{3}+y_{3}}, \quad N_{4}=\frac{x_{4}^{4}+y_{4}^{4}+z_{4}^{4}}{x_{4}^{2}+y_{4}^{2}+z_{4}^{2}}
$$

and $N_{1}^{\prime} / 3, N_{2}^{\prime} / 3, N_{3}^{\prime} / 3, N_{4}^{\prime} / 3$, where $N_{1}^{\prime}=\left(x_{1}^{\prime 3}-y_{1}^{\prime 3}\right) /\left(x_{1}^{\prime}-y_{1}^{\prime}\right)$, etc. He ${ }^{278}$ considered numbers expressible in two or four of the forms $\pm\left(x^{4}-2 y^{2}\right)$, $\pm\left(x^{2}-2 y^{4}\right)$. He ${ }^{279}$ showed that certain binary quartic functions of four pairs of variables are equal for an infinite of set of values, by use of the above ${ }^{277} s(\xi, \eta)$.

He ${ }^{230}$ solved $N_{1}+N_{2}=N_{3}+N_{4}$, where $N_{r}=\left(x_{r}^{5}-y_{r}^{5}\right) /\left(x_{r}-y_{r}\right)$.
He ${ }^{281}$ gave a method to solve $x^{3} y-x y^{3}=a$.
H. B. Mathieu ${ }^{232}$ noted that each triangular number which is a square yields a solution of $x^{3}+y^{2}=z^{4}$. Thus, $\Delta_{49}=35^{2}$ gives

$$
\Delta_{49}^{2}-\Delta_{48}^{2}=49^{3}, \quad 49^{3}+1176^{2}=35^{4} .
$$

[^491]L. Aubry and H. Brocard233 solved $2 x^{2} y^{2}+1=x^{2}+y^{2}+z^{2}$ for $y=4$. Aubry ${ }^{284}$ gave a solution involving three parameters of
$$
y_{2}^{2} y_{3}^{2}+y_{3}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}-y_{1} y_{2} y_{3} y_{4}=0 .
$$

Brehm ${ }^{285}$ solved $x y z(x+y-z)=t^{2}$ in integers. Set $t q=x y p$, where $p$ and $q$ are relatively prime integers. Then the equation gives $s(x+y-z)=r p^{2} x$, $y s=r q^{2} z$, where $r$ and $s$ are relatively prime integers. Hence $x, y, t$ are expressed in terms of $t$.
E. Swift ${ }^{286}$ proved that $x^{4}-y^{4}=z^{3}$ is impossible for $x$ prime to $y$.
R. D. Carmichael ${ }^{287}$ noted that if $x_{0}, y_{0}, u_{0}, v_{0}$ give a solution of

$$
x^{4}+a y^{4}=u^{2}+b v^{2},
$$

we can deduce a second solution [after performing the operations]:

$$
x=x_{0}^{4}-a y_{0}^{4}+b v_{0}^{2}, \quad y=2 x_{0} y_{0} u_{0}, \quad u=u_{0}^{4}+4 x_{0}^{4}\left(a y_{0}^{4}-b v_{0}^{2}\right), \quad v=4 x_{0}^{2} u_{0}^{2} v_{0} .
$$

F. L. Carmichael ${ }^{288}$ obtained the solution

$$
\begin{array}{ll}
x=u_{2}^{2}+b v_{2}^{2}-a b^{2} v_{2}^{2}-a b^{3} v_{2}^{2}, & y=2 b v_{2}\left\{m^{2}+2 m n-\left(b+a b^{2}+a b^{3}\right) n^{2}\right\}, \\
u=u_{1}^{2}-b v_{1}^{2}+a y_{1}^{2}-a b b w_{1}^{2}, & v=2 u_{1} v_{1}+2 a y_{1} w_{1},
\end{array}
$$

where

$$
\begin{gathered}
u_{1}=u_{2}^{2}-b v_{2}^{2}-a b^{2} v_{2}^{2}-a b^{3} v_{2}^{2}, \quad v_{1}=2 u_{2} v_{2}, \quad y_{1}=2 b^{2} v_{2}^{2}, \quad w_{1}=2 b v_{2}^{2}, \\
u_{2}=m^{2}+\left(b+a b^{2}+a b^{3}\right) n^{2}, \quad v_{2}=2 m n+2 n^{2} ;
\end{gathered}
$$

also two simpler solutions, as well as solutions when $a / b=\square, a=0$ or $b=0$.
L. Bastien and L. Aubry ${ }^{289}$ found the general solution of

$$
x^{2}=\left(y^{2}-w\right)\left(z^{2}+w\right)
$$

Several ${ }^{290}$ treated $x^{4}-y^{4}=a^{3}+b^{3}$.
A. Gérardin ${ }^{291}$ discussed $x^{2}+y^{2}+z^{2}=k x y z^{2}$.
A. Cunningham ${ }^{292}$ treated $a^{2}+b^{2}=c^{4}+2 d^{2}$, for $b$ and $c$ given.
L. Aubry ${ }^{292 a}$ solved $\left(x^{2}-y^{2}\right)\left(x^{2}+2 y^{2}\right)=x^{2}-2 y^{2}$.

Gérardin ${ }^{157}$ of Ch . IV solved $x^{4}+6 x^{2} y^{2}+y^{4}=\alpha^{4}+6 \alpha^{2} \beta^{2}+\beta^{4}$. On equations quadratic in $x$ and in $y$, see note 145. On $p q\left(m p^{2}+n q^{2}\right)=r s\left(m r^{2}+n s^{2}\right)$, see papers $168,170,174,181$.

To find $n$ numbers whose sum is a square and sum of squares is a BIQUADRATE.
For the case $n=2$, see papers $37-63$.
G. W. Leibniz ${ }^{293}$ considered the case $n=3$.

[^492]L. Euler ${ }^{244}$ required four positive integers whose sum and sum of squares are. biquadrates. He took them to be $x=a^{2}+b^{2}+c^{2}-d^{2}, y=2 a d, z=2 b d$, $v=2 c d$. Then $\Sigma x^{2}=\left(\Sigma a^{2}\right)^{2}$. Set $a=p^{2}+q^{2}+r^{2}-s^{2}, b=2 p s, c=2 q s, d=2 r s$. Then $\Sigma a^{2}=\left(\Sigma p^{2}\right)^{2}$. It remains to make $\Sigma x=\square^{2}$. Take $p=s-q+\frac{3}{2} r$. Then
$$
\sqrt{\Sigma x}=2 q^{2}-3 q r-2 q s+\frac{13}{4} r^{2}+5 r s+2 s^{2},
$$
which for $q=r+t$ will be the square of $3 r / 2-u$ if
$$
(t+3 s+3 u) r=u^{2}-2 t^{2}+2 t s-2 s^{2} .
$$

For $q=r=2, s=9, p=10$, we get $x=409, y=24, z=160, v=32, \Sigma x=5^{4}$, $\Sigma x^{2}=21^{4}$. Euler gave a similar treatment of the problem in five integers.

Euler 56 (first paper of 1780) treated the problem for $n=3,4,5$ and obtained the sets $8,49,64 ; 320,400,961 ; 16,48,104,193 ; 32,32,88,137$; $16,16,32,72,89 ; 64,152,409 ; 17424,108864,580993$, the last two sets having also the sum a biquadrate.
J. Cunliffe ${ }^{294 a}$ took $x^{2}, 2 x y, 2 y^{2}$ as the $n=3$ numbers, the sum of their squares being $\left(x^{2}+2 y^{2}\right)^{2}$. Their sum is the square of $r y-x$ if $y=2 r+2$, $x=r^{2}-2$. For $r=v-3, x^{2}+2 y^{2}=\left(v^{2}-6 v-9\right)^{2}$ if $v=28 / 5$.

Walmond and Mason ${ }^{295}$ wrote $x^{4}$ for the biquadrate. Take $r=\sqrt{4 x-5}$, $2 x-1$ and $x^{2}-2$ as the $n=3$ numbers, their sum being $(x+1)^{2}$ if $r-3=1$, whence $x=21 / 4$. For $n=4$, take $r=\sqrt{6 x-6}, x-2, x-1, x^{2}-1$, whose sum $=(x+1)^{2}$ if $r-4=1, x=31 / 6$. For $n=5$, take $r=\sqrt{4 x-12}, x+1, x-1$, $2 x-1, x^{2}-3$, whose sum $=(x+2)^{2}$ if $r-4=4, x=19$.
S. Bills ${ }^{288}$ employed the identity of Aida ${ }^{59}$ of Ch. IX:

$$
\begin{array}{rrrr}
u_{1}^{2}+\cdots+u_{n}^{2}=\left(v_{1}^{2}+\cdots+v_{n}^{2}\right)^{2}, & u_{1}=v_{1}^{2}+\cdots+v_{n-1}^{2}-v_{n}^{2}, & \\
u_{i}=2 v_{n} v_{i-1} & (i=2, \cdots, n), \\
v_{1}^{2}+\cdots+v_{n}^{2}=\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{2}, & v_{1}=x_{1}^{2}+\cdots+x_{n-1}^{2}-x_{n}^{2}, & \\
v_{i}=2 x_{n} x_{i-1} & (i=2, \cdots, n) .
\end{array}
$$

The remaining condition $u_{1}+\cdots+u_{n}=\square$ becomes a quartic in $x_{n}$ which is equated to the square of $x_{n}^{2}+2 x_{n-1} x_{n}+x_{1}^{2}+\cdots+x_{n-1}^{2}$. Hence

$$
x_{n}=r-\frac{3}{2} x_{n-1},
$$

where $r=x_{1}+\cdots+x_{n-2}$.
A. B. Evans ${ }^{277}$ used the numbers $x, a_{1} y, \cdots, a_{n-1} y$ and wrote

$$
m=a_{2}+\cdots+a_{n-1}, \quad v=a_{2}^{2}+\cdots+a_{n-1}^{2} .
$$

Take $x=a^{2}-p y$. Then $x^{2}+\left(a_{1}^{2}+v\right) y^{2}=a^{4}$ determines $y$ rationally. Hence $a^{-2}\left(a_{1}^{2}+v+p^{2}\right)^{2}\left[x+\left(a_{1}+m\right) y\right]=\left(a_{1}^{2}+p a_{1}+b\right)^{2}, b=p: n+v-\frac{1}{2} p^{2}$, determines $a_{1}$ rationally.
D. S. Hart ${ }^{298}$ used the numbers $p x^{2}-a x, p x^{2}+a x, \cdots, N x^{2}-Z x, N x^{2}+Z x$ and, if $n$ is odd, $S x^{2}$. Equating the sum of their squares to $(x m / n)^{4}$, we get $x^{2}$.

[^493]Examples for $n=4, \cdots, n=7$ are deduced. To proceed otherwise when $n=3$, employ the numbers $2 m p, 2 r p, m^{2}+r^{2}-p^{2}$. Their sum is the square of $m-r+p$ if $m=\left(p^{2}-2 r p\right) / r$. Then the sum of their squares equals $\left(m^{2}+r^{2}+p^{2}\right)^{2}$ and is a biquadrate if

$$
r^{2}\left(m^{2}+r^{2}+p^{2}\right)=p^{4}+\cdots=\left(p^{2}-2 r p+r^{2}\right)^{2},
$$

whence $p=4 r, m=8 r$, and the desired numbers are $64 r^{2}, 8 r^{2}, 49 r^{2}$. A. Martin employed $2 a_{i} s(i=1, \cdots, n-1), a_{1}^{2}+\cdots+a_{n-1}^{2}-s^{2}$ as the $n$ numbers and wrote $m=a_{2}+\cdots+a_{n-1}$. Then shall

$$
2 a_{1} s+2 m s+a_{1}^{2}+\cdots+a_{n-1}^{2}-s^{2}=A^{2}, \quad a_{1}^{2}+\cdots+a_{n-1}^{2}+s^{2}=B^{2} .
$$

Take $s=A-B, 2 a_{1}+2 m-2 s=A+B$. Then either of the preceding equations gives $a_{1}$.
R. Goormaghtigh ${ }^{299}$ discussed $(x+y+z)^{2}=x^{2}+y^{2}+z^{2}=M^{4}$.

Miscellaneous systems of equations of degree four.
Diophantus, V, 5 , found three squares such that the product of any two added either to the sum of the same two or to the remaining one gives a square (cf. Fermat ${ }^{100}$ of Ch. XIX).
J. Prestet ${ }^{300}$ found three squares such that the product of any two added to the product of a given square $a^{2}$ by either the sum of those two or the remaining one gives a square. For $a=3$, he found $25,64,196$.

Beha-Eddin ${ }^{301}$ (1547-1622) included, among seven problems remaining unsolved from former times,

Prob. 1: $x+y=10, \quad\left(x+x^{1 / 2}\right)\left(y+y^{1 / 2}\right)=$ given;
Prob. 5: $x+y=10, \quad \frac{x}{y}+\frac{y}{x}=x$.
Fermat ${ }^{302}$ noted that $x^{4}-y^{4}$ is a cube and $x-y=1$ if $x=13 / 22, y=-9 / 22$, while positive solutions can be found by setting $x=z+13 / 22, y=z-9 / 22$.
L. Euler ${ }^{303}$ required three numbers $x, y, z$ such that $k \equiv x^{2} y^{2}+x^{2}+y^{2}$, $x^{2} z^{2}+x^{2}+z^{2}, y^{2} z^{2}+y^{2}+z^{2}, x^{2} y^{2}+z^{2}, x^{2} z^{2}+y^{2}, y^{2} z^{2}+x^{2}, s \equiv x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}, s+x^{2}$ $+y^{2}+z^{2}$ shall be all squares. He took $z^{2}=x^{2}+y^{2}+1+2 \sqrt{k}$. For $y=x+1$ we have $k=w^{2}, z^{2}=4 w$, where $w=x^{2}+x+1$. Now $w=\square=(t-x)^{2}$ for $x=\left(t^{2}-1\right) /(2 t+1)$. Then the solutions are

$$
x=\frac{t^{2}-1}{2 t+1}, \quad y=\frac{t^{2}+2 t}{2 t+1}, \quad z=\frac{2 t^{2}+2 t+2}{2 t+1}
$$

Euler ${ }^{304}$ treated the three problems to make (i) $A B$ and $A C$ squares;
(ii) $B C$ a square; (iii) $B$ and $C$ squares, where

$$
A=x^{2}+y^{2}, \quad B=t^{2} x^{2}+u^{2} y^{2}, \quad C=u^{2} x^{2}+t^{2} y^{2} .
$$

[^494]It suffices to treat the case in which $x$ and $y$ are relatively prime, also $t$ and $u$. For problem ${ }^{305}$ (i), $A B$ is the square of $A x y\left(p^{2}+q^{2}\right)$ if

$$
t=x y\left(p^{2}-q^{2}\right)+2 y^{2} p q, \quad v=x y\left(p^{2}-q^{2}\right)-2 x^{2} p q .
$$

Then $C$ is found to have the factor $A$, so that $A C=\square$ if
$4 p^{2} q^{2} x^{4}-4 p q\left(p^{2}-q^{2}\right) x^{3} y+\left(p^{4}-6 p^{2} q^{2}+q^{4}\right) x^{2} y^{2}+4 p q\left(p^{2}-q^{2}\right) x y^{3}+4 p^{2} q^{2} y^{4}=Q^{2}$.
Taking $Q=2 p q x^{2}-\left(p^{2}-q^{2}\right) x y-2 p q y^{2}+\alpha y^{2}$, we have

$$
\alpha(\alpha-4 p q) y^{2}-2 \alpha\left(p^{2}-q^{2}\right) x y+4 p q(\alpha-p q) x^{2}=0 .
$$

For $\alpha=4 p q$, we obtain the solution

$$
x=2\left(p^{2}-q^{2}\right), \quad y=3 p q, \quad t=3\left(p^{4}+p^{2} q^{2}+q^{4}\right), \quad u=\left(p^{2}-q^{2}\right)^{2} .
$$

For $\alpha=p q$, we obtain a similar solution. For $\alpha=\mp 2 p^{2}$, we get

$$
\begin{array}{lr}
x=p(p \pm 2 q), & t=p(2 p \pm q)\left(p^{2} \pm 2 p q+3 q^{2}\right), \\
y=q(2 p \pm q), & u=q(p \pm 2 q)\left(q^{2} \pm 2 p q+3 p^{2}\right) .
\end{array}
$$

For problem (ii), $B C$ is a square if $x=3, y=5, t=11, u=45$, or if

$$
x=3 n^{4}+6 m^{2} n^{2}-m^{4}, \quad y=3 m^{4}+6 m^{2} n^{2}-n^{4}, \quad t=m x, \quad u=n y .
$$

For problem (iii), we apply the last solution with $m^{2}+n^{2}=\square$.
Euler ${ }^{306}$ required four numbers the four elementary symmetric functions of which are squares. For the numbers $M a b, M b c, M c d, M d a$ the conditions reduce to

$$
a b c d=\square, \quad b d\left(a^{2}+c^{2}\right)+a c(b+d)^{2}=\square, \quad M=(a b+b c+c d+d a) / f^{2} .
$$

Finding the second condition impossible if $b / d=2$ or 3 , Euler took $b / d=p^{2} / q^{2}$. Then must $p^{2} q^{2}\left(a^{2}+c^{2}\right)+a c\left(p^{2}+q^{2}\right)^{2}$ be a square, say that of $p q a+c m / n$. Thus $a / c$ is found, and we readily form the condition that ac and hence $a b c d$ shall be a square. By trial Euler found the two solutions ${ }^{307} a=64$, $b=9, d=4, c=49$ or $289, M=1469$ or 4589 ; also one of another type: $a=16, b=5, c=5, d=4, f=3, M=21$. He discussed at length the problem to find $b, d$ such that the initial second condition can be satisfied by choice of $a, c$.

Euler $x^{388}$ treated $x^{2}+y^{2}+z^{2}=\square, x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}=\square$. The first is satisfied if $x=p^{2}+q^{2}-r^{2}, y=2 p r, z=2 q r$. The second then becomes

$$
\begin{equation*}
\left(p^{2}+q^{2}\right)\left(p^{2}+q^{2}-r^{2}\right)^{2}+4 p^{2} q^{2} r^{2}=\square . \tag{1}
\end{equation*}
$$

Set $n=(p-r) / q$ and eliminate $r$. Then shall

$$
\left(p^{2}+q^{2}\right)\left\{2 n p+\left(1-n^{2}\right) q\right\}^{2}+4 p^{2}(p-n q)^{2}=\square=R^{2} .
$$

Set $R=\left(1-n^{2}\right) q^{2}+2 n p q+\alpha p^{2}$. The terms in $p^{2} q^{2}$ cancel if

$$
2\left(1-n^{2}\right) \alpha=1+2 n^{2}+n^{4} .
$$

${ }^{305}$ F. van Schooten had proposed to find rational sides of a triangle given the base $a$, altitude $b$ and ratio $m: n$ of the other sides ( $m z, n z$ ). Thus $b=2 m n x y, a=\left(m^{2}-n^{2}\right)\left(x^{2}+y^{2}\right)$, $z^{2}=\left(x^{2}+y^{2}\right)\left[(m \pm n)^{2} x^{2}+(m \mp n)^{2} y^{2}\right]$, falling under problem (i). The simplest solution is $x=3, y=5, m=28, n=17, a=33, b=28$.
${ }^{308}$ Novi Comm. Acad. Petrop., 17, 1772, 24; Comm. Arith., I, 450; Op. Om., (1), III, 172.
${ }^{307}$ Reproduced by A. Gérardin, l'intermédiaire des math., 16, 1909, 105-6.
${ }^{208}$ Acta Acad. Petrop., 3, I, 1782 (1779), 30; Comm. Arith., II, 457; Op. Om, (1), III, 453.

From the linear relation between $p^{4}$ and $p^{3} q$, we get

$$
p: q=8 n\left(1-n^{2}\right): 5-10 n^{2}+n^{4}
$$

J. A. Euler ${ }^{309}$ treated his father's ${ }^{308}$ problem. Multiply

$$
\left(p^{2}-1\right)^{2}+4 p^{2} \equiv\left(p^{2}+1\right)^{2}
$$

by $4 q^{2}$ and the like identity in $q$ by $\left(p^{2}+1\right)^{2}$ and add. Thus

$$
\left(q^{2}-1\right)^{2}\left(p^{2}+1\right)^{2}+4 q^{2}\left(p^{2}-1\right)^{2}+16 p^{2} q^{2}=\left(p^{2}+1\right)^{2}\left(q^{2}+1\right)^{2} .
$$

Hence we have three squares whose sum is a square. The sum of their products by twos is $4 q^{2}$ times

$$
\left(q^{2}-1\right)^{2}\left(p^{2}+1\right)^{4}+16 p^{2} q^{2}\left(p^{2}-1\right)^{2} .
$$

This is to be made a square. Set $A=\left(p^{2}+1\right)^{2}, B=4 p\left(p^{2}-1\right)$. Then $\left(q^{2}-1\right)^{2} A^{2}+q^{2} B^{2}$ is to be a square, say $\left(A q^{2}+v\right)^{2}$. Then $q^{2}=\left(A^{2}-v^{2}\right) / d$, where $d \equiv 2 A^{2}-B^{2}+2 A v$. Take $v^{2}=A^{2}-B^{2}$. Then $d$ is the square of $A+v$. Now $A^{2}-B^{2}=\left(p^{4}-6 p^{2}+1\right)^{2}$. Hence

$$
q=\frac{B}{A+v}=\frac{4 p\left(p^{2}-1\right)}{2 p^{4}-4 p^{2}+2}=\frac{2 p}{p^{2}-1} .
$$

Hence, after multiplication by $\left(p^{2}-1\right)^{2}$, we have the solution

$$
\begin{gathered}
x=\left(6 p^{2}-p^{4}-1\right)\left(p^{2}+1\right), \quad y=4 p\left(p^{2}-1\right)^{2}, \quad z=8 p^{2}\left(p^{2}-1\right), \\
\Sigma x^{2}=\left(p^{2}+1\right)^{6}, \quad \Sigma x^{2} y^{2}=16 p^{2}\left(p^{2}-1\right)^{2}\left[\left(p^{2}-1\right)^{4}+16 p^{4}\right]^{2} .
\end{gathered}
$$

For $p=2$, we get $35,72,96$. Next (p. 47) let $x=a m, y=b m, z=c n$, where $a^{2}+b^{2}=c^{2}, m=2 p q, n=p^{2}-q^{2}$. Then

$$
\Sigma x^{2}=c^{2}\left(p^{2}+q^{2}\right)^{2}, \quad \Sigma x^{2} y^{2}=m^{2}\left[4 a^{2} b^{2} p^{2} q^{2}+c^{4}\left(p^{2}-q^{2}\right)^{2}\right] .
$$

The latter is the square of $m\left(a^{4}+b^{4}\right)$ if $p=a, q=b$. Then

$$
x=2 a^{2} b, \quad y=2 a b^{2}, \quad z=c\left(a^{2}-b^{2}\right) \quad\left(a^{2}+b^{2}=c^{2}\right)
$$

is a solution. It may be obtained by using his father's notations and assuming that $p^{2}+q^{2}=c^{2}$. Then the condition (1) becomes

$$
c^{2}\left(c^{2}-r^{2}\right)^{2}+4 p^{2} q^{2} r^{2}=\square,
$$

which is satisfied if $r=c p / q$, since the left member becomes $c^{2}\left(p^{4}+q^{4}\right)^{2} / q^{4}$.
The problem ${ }^{309}$ to find four integers whose sum is a biquadrate and sum of any two a square reduces to finding a biquadrate $n^{4}$ which is a sum of two squares in three ways. Take as $n$ a product of two or more primes $4 k+1$.
J. Cunliffe ${ }^{308 b}$ noted that the problem to find three positive integers whose sum is a square and sums by twos are biquadrates is evidently equivalent to that to find three biquadrates half of whose sum is a square and the sum of any two exceeds the remaining one. Half the sum of the fourth powers of $m+n+s v, m+r v, n+v(r+s)$ is $A^{2}+2 B v+\cdots+\alpha^{2} v^{4}$, where

[^495]$A=m^{2}+m n+n^{2}, B=s(m+n)^{3}+m^{3} r+n^{3}(r+s), \alpha=r^{2}+r s+s^{2}$. Equate it to the square of $A+v B / A \pm \alpha v^{2}$ to get $v$ rationally.

Several ${ }^{310}$ found 7 numbers in arithmetical progression the sum of whose cubes is a biquadrate. Let $n x-3 x, n x-2 x, \cdots, n x+3 x$ be the numbers. Equating the sum of their cubes $7 n^{3} x^{3}+84 n x^{3}$ to $m^{4} x^{4}$, we get $x$. Or use $x, \cdots, 7 x$, the sum of whose cubes is $784 x^{3}$.

To find a rectangular parallelopiped whose edges, sum of edges, and sum of faces, are rational squares, several ${ }^{311}$ took $x^{2}, y^{2}, z^{2}$ as the adjacent edges, and $x^{2}+y^{2}+z^{2}=(x+y-z)^{2}$, whence $z=x y /(x+y)$. Then

$$
S \equiv 2 x^{2} y^{2}+2 x^{2} z^{2}+2 y^{2} z^{2}=\square
$$

if $x^{2}+x y+y^{2}=\square=(r x-y)^{2}$, which gives $x / y$. C. Wilder took $S=4 m^{2} y^{2} z^{2}$ [printed $S=4 m^{2}$ ], and $x^{2}=m y z\left(2-a^{2}\right) /(2 a)$. Then

$$
\Sigma x^{2}=x^{2}+\left(2 m^{2}-1\right) y^{2} z^{2} / x^{2}=\square
$$

if

$$
\left(\frac{2+a^{2}}{2 a}\right)^{2} m^{2}-1=\square=\left\{b-\left(\frac{2+a^{2}}{2 a}\right) m\right\}^{2}, \quad m=\frac{a\left(b^{2}+1\right)}{b\left(2+a^{2}\right)} .
$$

Eliminating $m$ from the assumed expression for $x^{2}$, we get $y$ in terms of $x$, $z, a, b$, which are arbitrary. [The solution is false as it satisfies neither of the proposed equations, but only the combination of them which was employed.]

To find three positive integers the sum of any two of which is a square and double the sum of all three is a biquadrate, R. Maffett and D. Robarts ${ }^{312}$ took $a^{2}, b^{2}, c^{2}$ as the sums by pairs. Then shall $a^{2}+b^{2}+c^{2}$ be a biquadrate. Take $a=3\left(p^{2}+r^{2}\right), \quad b=4\left(p^{2}-r^{2}\right), c=8 p r$. Then $\Sigma a^{2}=\left(5 p^{2}+5 r^{2}\right)^{2}$, which equals $\left(25 r^{2}\right)^{2}$ for $p=2 r$.

To find two integers whose sum, sum of squares, and sum of cubes, are all squares, and sum of biquadrates is a cube, J. Whitley ${ }^{313}$ used the numbers $x=2 r s, y=r^{2}-s^{2}$, whence $x^{2}-x y+y^{2}=\square$ if $r=4 s$. Call $X, Y$ the products of $x, y$ by $23=8+15$. Then $X=23 \cdot 8 s^{2}, Y=15 \cdot 23 s^{2}$ satisfy the first three conditions. Also $X^{4}+Y^{4}=23^{3} t s^{8}$, where $t=23\left(8^{4}+15^{4}\right)$, will be a cube if $s=t$. C. Gill used $x=b \sin A, y=b \cos A$ with the sum $a^{2}$. Then

$$
x^{3}+y^{3}=a^{2} b^{2}(1-\sin A \cos A)=c^{2}
$$

if $c=a b\left(1-\frac{1}{2} \sin A\right)$, $\cot \frac{1}{2} A=4$, whence $x=8 b / 17, y=15 b / 17$. By their sum, $b=17 a^{2} / 23$. The fourth condition is satisfied if $a=23^{2} .54721$.
E. Lucas ${ }^{313 a}$ proved that $2 v^{2}-u^{2}=w^{4}, 2 v^{2}+u^{2}=3 z^{2}$ imply

$$
u^{2}=v^{2}=w^{2}=z^{2}=1 .
$$

E. Lionnet ${ }^{314}$ desired a number $N$ which, as well as its biquadrate, is the sum of the squares of two consecutive integers. J. Lissençon wrote

[^496]$N=a^{2}+(a+1)^{2}$, whence
$$
N^{4}=A^{2}+B^{2}, \quad A=-4 a^{4}-8 a^{3}+4 a+1, \quad B=-8 a^{3}-12 a^{2}-4 a .
$$

Then $1=A-B$ gives $a(a+1)^{2}(a-2)=0$. The only answer, given by $a=2$, is $N=13,13^{4}=119^{2}+120^{2}$.
L. Bastien ${ }^{315}$ solved the system $y^{2}+z^{2}+t^{2}=2 x^{2}, y^{4}+z^{4}+t^{4}=2 x^{4}$ by eliminating $x$. Thus $y^{2}+z^{2}-t^{2}= \pm 2 y z, y \mp z= \pm t$. Let $y=z+t$. Substitute this value of $y$ in the first equation. We get $z t=(z+t+x)(z+t-x)$. Hence set $z=a b, t=c d, z+t+x=a c, z+t-x=b d, 2 b-c=h d, b-2 c=h a$. The solution is now evident.
A. Gérardin ${ }^{316}$ gave special cases in which $s^{4}-x, s^{4}-y, s^{4}-z$ are all squares or all cubes, where $s=x+y+z$.
L. Aubry ${ }^{317}$ proved the impossibility of the system

$$
g^{4}+9 f^{3} g=\square, \quad 9 f^{4}+3 f g^{3}=\square
$$

Gerardin ${ }^{318}$ solved the system $x^{4}+x^{2} y^{2}=a^{2}, y^{4}+x^{2} y^{2}=b^{2}, x+y=c^{2}$. M. Rignaux ${ }^{319}$ noted that $a=\alpha x, b=\beta y$, whence the system reduces to

$$
x^{2}+y^{2}=\alpha^{2}=\beta^{2}, \quad x+y=c^{2}
$$

and is easily solved.
E. Fauquembergue ${ }^{320}$ discussed the system $x^{4}-h y^{4}=\square, x^{4}+h y^{4}=\square$.
A. Gérardin ${ }^{321}$ discussed the system $\Sigma P^{4}=\Sigma U^{4}, P Q R=U V W$.
A. Cunningham ${ }^{322}$ solved $X^{4}-Z=A^{2}, X^{4}+Z=B^{2}$ by taking any odd integer $\alpha$ and any even integer $\beta$ and setting $X=\alpha^{2}+\beta^{2}$.

Euler, ${ }^{254}$ and Euler ${ }^{81}$ of Ch. XVI, made $x^{2} y^{2} \mp z^{2} v^{2}, x^{2} z^{2} \mp y^{2} v^{2}, y^{2} z^{2} \mp x^{2} v^{2}$ squares. Petrus ${ }^{12}$ of Ch. XV made $p^{2}+s^{2}, t^{2}+q^{2}, p s t q$ squares. Woepcke ${ }^{48}$ of Ch. XVI treated $\sigma^{4}+\phi \sigma^{2}=\sigma_{1}^{4}+\phi \sigma_{1}^{2}=\square$. Gérardin ${ }^{185}$ of Ch. XXII treated $x^{4}+m x^{2} y^{2}+y^{4}=a^{2}$ with other quartics.

[^497]
## CHAPTER XXIII.

## EQUATIONS OF DEGREE $\pi$.

Solution of $f=$ Const., where $f$ is a binary form.

## J. L. Lagrange ${ }^{1}$ noted that, in seeking integral solutions of

$$
A=B t^{n}+C t^{n-1} u+\cdots+K u^{n}
$$

where $A, \cdots, K$ are given integers, we may take $u$ relatively prime to $A$, and thus find integers $\theta, y$ such that $t=u \theta-A y$. Inserting the value of $t$, we see that $B \theta^{n}+C \theta^{n-1}+\cdots+K$ must be divisible by $A$. If such an integer $\theta$ exists, the proposed equation reduces, after division by $A$, to

$$
F(u, y) \equiv P u^{n}+Q u^{n-1} y+\cdots+V y^{n}=1
$$

where $P, \cdots, V$ are given integers. Set $u / y=x, F(x, 1)=z$. Then $1 / y^{n}=z$. The problem of solving $F=1$ in integers reduces to the examination of the real values $a$ of $x$ for which $z$ is zero or a minimum (whence $d z / d x=0$ ). For such an $a$, Lagrange employed the continued fraction for $a$ and two series of convergents and proved that $u / y$ must equal one of these convergents $l / L$, whence $u= \pm l, y= \pm L$. While a root of $z=0$ may lead to an infinitude of solutions, a root of $d z / d x=0$ furnishes only a limited number.
A. M. Legendre ${ }^{2}$ reproduced this method of Lagrange's, developing into a continued fraction each real root of $F(x, 1)=0$ and also the real part of each imaginary root and forming their various convergents $p / q$. The least of the $F(p, q)$ is the minimum of $F(u, y)$ for integral values $u, y$. In case the minimum is $\pm 1$, we have a solution of $F(u, y)= \pm 1$ and hence a solution of the initial equation $A=B t^{n}+\cdots$.
H. Poincaré ${ }^{3}$ noted that the problem reduces to the case of the representation of a number $N$ by a form in which the leading coefficient is unity: $x^{m}+A x^{m-1} y+\cdots$. We first solve the congruence $\xi^{m}-A \xi^{m-1}+\cdots \equiv 0(\bmod$ $N$ ) and then determine by Hermite's method whether or not two decomposable forms in $m$ variables are equivalent under $m$-ary linear transformation.
G. Cornacchia ${ }^{4}$ gave a method of solving in integers

$$
\begin{equation*}
\sum_{h=0}^{n} C_{h} x^{n-h} y^{h}=P, \tag{1}
\end{equation*}
$$

when $C_{0}$ and $C_{n}$ are positive and a root $x_{0}>P / 2$ of the corresponding congruence $\Sigma C_{h} x^{n-h} \equiv 0(\bmod P)$ is known. Take $y_{0}$ such that $x_{0} y_{0} \equiv \pm 1$ $(\bmod P)$. Apply the g.c.d. process to $P, x_{0}$, and let $x_{1}, x_{2}, \cdots, x_{m}=1$ be the remainders. Let $y_{1}, \cdots, y_{m}=1$ be the corresponding remainders from $P, y_{0}$. Then if (1) has relatively prime integral solutions $a, b$ such that $2 a b<P$, this solution is one of the above pairs $x_{i}, y_{m+1-i}$ or is a pair obtained

[^498]similarly from another root of the congruence. The process is simplified, applied to $x^{2}+q y^{2}=m$ and compared with the method of binary quadratic forms.

Conditions for an infinitude of solutions of $f(x, y)=0$.
C. Runge ${ }^{5}$ considered an irreducible polynomial $f(x, y)$ with integral coefficients (i. e., not a product of such polynomials), and the algebraic function $y$ defined by $f(x, y)=0$. By one system of conjugate developments of $y$ according to descending powers of $x$ is meant those obtained from a single development by replacing the single algebraic number, in terms of which all the coefficients are expressed rationally, by its conjugate values and the fractional power of $x$ by all its values. He proved that if the various developments of $y$ form more than one system of conjugates there is only a finite number of integral values of $x$ for which $f(x, y)=0$ is satisfied by rational values of $y$. Also that $f=0$ has an infinitude of pairs of integral solutions $x, y$ only when $x, y$ become infinite simultaneously and when the developments according to descending powers of one of these variables form a single system of conjugate developments. Hence necessary (but not sufficient) conditions for an infinitude of pairs of integral solutions $x, y$ of $f(x, y)=0$ are: (i) If $f$ is of degree $m$ in $x$ and $n$ in $y$, the coefficients of $x^{m}$ and $y^{n}$ are constants $a, b$. (ii) The algebraic function $y$ defined by $f(x, y)=0$ becomes infinite with $x$ with the order of $x^{m / n}$. If $c x^{\rho} y^{\sigma}$ is a term of $f$, then $n \rho+m \sigma \leqq m n$. (iii) The sum of the terms for which $n \rho+m \sigma=m n$
must be expressible in the form

$$
b \prod_{\beta}\left(y^{\lambda}-d_{\beta} x^{\mu}\right) \quad(\beta=1,2, \cdots, n / \lambda),
$$

where $\Pi\left(u-d_{\beta}\right)$ is a power of an irreducible function of $u$.
A. Boutin ${ }^{6}$ raised the question as to the types of equations such that, if $x_{i}, y_{i}(i=n-1, n-2)$ are two sets of integral solutions,

$$
\begin{equation*}
x_{n}=\alpha x_{n-1}+\beta x_{n-2}, \quad y_{n}=\alpha y_{n-1}+\beta y_{n-2} \tag{1}
\end{equation*}
$$

are also solutions. E. Maillet ${ }^{7}$ treated the properties of one or two recurring series $x_{n+p}=\alpha_{1} x_{n+p-1}+\cdots+\alpha_{p} x_{n}$ with rational (or integral) coefficients and proved that the only equations $F(x, y)=0$, where $F$ is without a rational divisor, with an infinitude of integral solutions given by a formula of recurrence (1) of the second order are either linear, quadratic

$$
A x^{2}+B x y+C y^{2} \pm H=0
$$

or

$$
\left(t v^{\prime} y-t^{\prime} v x\right)^{p}-\left(v u^{\prime} x-u v^{\prime} y\right)^{q}\left(t u^{\prime}-u t^{\prime}\right)^{p-q}=0,
$$

where $p, q$ are relatively prime integers. If we consider rational solutions, we obtain an analogous result.
E. Maillet ${ }^{8}$ proved theorems concerning arithmetically irreducible equations

$$
\begin{equation*}
F(x, y)=\phi_{n}(x, y)+\phi_{n-1}(x, y)+\cdots+\phi_{0}=0 \tag{2}
\end{equation*}
$$

[^499]where $\phi_{j}$ is homogeneous and of degree $j$. (I) Let $\phi_{n}(x, y)$ be arithmetically reducible; let $c_{1}$ be a simple real root of $\phi_{n}(1, c)=0$ of degree $\lambda$; let $\psi_{k}(1, c)$ be an irreducible factor of $\phi_{n}$, of degree $k(k<n)$ and with the root $c_{1}$. Then $F=0$ has, on the infinite branch whose asymptote has $c_{1}$ as angular coefficient, an infinitude of solutions only if one of the $\phi_{i}\left(1, c_{1}\right), i=n-1$, $\cdots, n-k$, is not zero. (II) There exists no irreducible equation $F(x, y)=0$ with integral coefficients having an infinitude of integral solutions on an infinite branch of $F=0$ such that the angular coefficient of the asymptote is rational and not zero, if this coefficient is a simple root of $\phi_{n}(1, c)=0$. If the real angular coefficients of the asymptotes of $F=0$ are all rational, not zero and distinct, then $F=0$ has only a finite number of integral solutions. By amplifying the case $k=2$, he obtains a complicated third theorem; also one on $F(x, y, z)=0$.
A. Thue ${ }^{9}$ proved that, if $U(x, y)$ is an irreducible homogeneous polynomial with integral coefficients and $c$ is a given constant, $U(p, q)=c$ has only a finite number of positive integral solutions $p, q$, when the degree of $U$ exceeds 2.
A. Thue ${ }^{10}$ considered homogeneous integral functions $P(x, y), Q(x, y)$, $R(x, y)$ of degrees $p, q, r$, with integral coefficients, $P(x, y)$ being irreducible. If $p>q, p>2, P=Q$ does not have an infinitude of pairs of integral solutions $x, y$. If $p>q>r, p<q+r, P+Q+R=0$ is not satisfied by an infinitude of pairs of relatively prime integers $x, y$.
E. Maillet ${ }^{11}$ completed a lacuna in the proof by Thue ${ }^{9}$ and gave the following generalization of his theorem. Let $\phi_{i}$ be a homogeneous polynomial of degree $i$ in $x, y$. While the coefficients of $\phi_{0}, \cdots, \phi_{s}$ need not be rational, let $\phi_{r}(r>s)$ have integral coefficients and contain a term in $x^{r}$ and one in $y^{r}$. If
$$
\phi_{r}(x, y)-\phi_{s}(x, y)-\phi_{s-1}(x, y)-\cdots-\phi_{0}=0
$$
is irreducible, it has an infinitude of integral solutions $x, y$ only when $s$ exceeds a specified quantity depending on the reducibility of $\phi_{r}=0$. When $\phi_{T}$ is irreducible, this quantity is $r_{1}-2$ or $r_{1}-1$, according as $r=2 r_{1}$ or $r=2 r_{1}+1$.

Maillet ${ }^{11 a}$ gave a practical method to find an upper limit to the absolute values of the integral solutions $x, y$ of an equation of type (2), subject to certain conditions on $\phi_{n}$ which imply that (2) has only a finite number of integral solutions.

Rational points on the plane curve $f(x, y, z)=0$.
D. Hilbert and A. Hurwitz ${ }^{12}$ treated homogeneous polynomials $f\left(x_{1}, x_{2}, x_{3}\right)$ of degree $n$ with integral coefficients such that the curve $f=0$ is of genus (or deficiency, geschlecht) zero. In view of results by M. Noether, ${ }^{13}$ we

[^500]can decide by rational operations whether or not $f=0$ is of genus zero and if so we can find by rational operations $n-1$ linearly independent ternary forms $\phi_{i}$ of degree $n-2$ with integral coefficients such that for arbitrary parameters $\lambda_{i}$ the curve $f=0$ is cut by the curve
$$
\lambda_{1} \phi_{1}+\cdots+\lambda_{n-1} \phi_{n-1}=0
$$
in $n-2$ points varying with the parameters $\lambda_{i}$. Set
$$
\Phi_{i}=\lambda_{i 1} \phi_{1}+\cdots+\lambda_{i n-1} \phi_{n-1} \quad(i=1,2,3),
$$
where the $\lambda_{i j}$ are arbitrary parameters. Transform $f=0$ by
$$
y_{1}: y_{2}: y_{3}=\Phi_{1}: \Phi_{2}: \Phi_{3}
$$

The result is $g\left(y_{1}, y_{2}, y_{3}\right)=0$, where $g$ is an irreducible form of degree $n-2$ in the $y$ 's with integral coefficients. Now give to the parameters $\lambda_{i j}$ such integral values that $g$ remains irreducible. Since our transformation is birational, every rational point on $f=0$ corresponds to a rational point on $g=0$ and conversely. Hence the initial problem is reduced to the equation $g=0$ also of genus zero, but of lower degree by two units. Ultimately we reach an equation of degree 1 or 2 . For a linear equation $l\left(u_{1}, u_{2}, u_{3}\right)=0$, we can evidently find three linear functions $\omega_{i}$ of the homogeneous parameter $t_{1} / t_{2}$ such that $u_{1}: u_{2}: u_{3}=\omega_{1}: \omega_{2}: \omega_{3}$ gives all rational solutions of $l=0$ when $t_{1}, t_{2}$ take all integral values. By applying the inverses of our transformations, we get the initial $f=0$ and solutions $x_{1}: x_{2}: x_{3}=\rho_{1}: \rho_{2}: \rho_{3}$, where the $\rho_{i}$ are forms of degree $n$ in $t_{1}, t_{2}$. The only missing solutions are those, finite in number and found rationally, which correspond to rational singular points of $f=0$, where our transformations cease to be birational. Second, if we reached a quadratic equation, it can be transformed rationally into $a_{1} u_{1}^{2}+a_{2} u_{2}^{2}+a_{3} u_{3}^{2}=0$, the $a$ s without square factors and relatively prime in pairs. It has integral solutions if and only if the $a$ 's are not all of like sign and if $-a_{2} a_{3},-a_{3} a_{1},-a_{1} a_{2}$ are quadratic residues of $a_{1}, a_{2}, a_{3}$, respectively (papers $114,116,119$ of Ch . XIII). When these conditions are satisfied, the conic has rational points and can be transformed birationally into a straight line; we proceed as before.
M. Noether ${ }^{14}$ had earlier proved that a rational curve can be transformed birationally into a straight line or conic; a curve of order $2 n$ with a ( $2 n-1$ )-fold point is counted as curve of odd order.
H. Poincaré ${ }^{15}$ proved the above result that any unicursal curve with rational coefficients is equivalent to a conic or a straight line, two curves being called equivalent if one can be transformed into the other by a birational transformation with rational coefficients. A curve $f=0$ of genus 1 (bicursal curve) with rational coefficients is equivalent to a curve of order $p$ ( $p \geqq 3$ ) if and only if $f=0$ has a rational group of $p$ points, i. e., a set of $p$ points such that every elementary symmetric function of their coordinates is rational.

[^501]J. von Sz . Nagy ${ }^{16}$ proved that any curve of genus 2 with rational coefficients is equivalent in general to a quartic curve and contains an infinitude of rational groups of two points.
J. von Sz. Nagy ${ }^{17}$ cited the known fact that a curve $C_{n}^{p}$ of order $n$ and genus $p>1$ has in general no birational automorphs besides identity, and never more than $84(p-1)$, and concluded that we can derive at most a finite number of rational points from one. The birational automorphs of non-hyperelliptic and hyperelliptic curves are discussed. An example shows that from a rational point we do not in general obtain all other rational points by means of the birational automorphs of the curve.
J. von Sz . Nagy ${ }^{18}$ wrote $Q_{n}$ for the g.c.d. of $n$ and $2 p-2$ and proved that a curve $C_{n}^{p}$ of order $n$ and genus $p$ contains infinitely many rational groups of $h Q_{n}$ points if $h$ is an integer for which $h Q_{n}>p-1$; it is equivalent to a curve $C_{m}^{p}$ for $m>p+1$ if and only if it contains a rational group of $m$ nonsingular points. In particular, they are equivalent if $m$ is a multiple of $Q_{n}$, and hence if $m=2 p-2, p>2$, and the curves are not hyperelliptic.
E. Maillet ${ }^{18 a}$ considered a polynomial $f(x, y)$ of degree $n>2$, irreducible, with integral coefficients, and such that the curve $f=0$ is unicursal (of genus 0 ). If there are at least $n-3$ simple rational points, there is an infinitude corresponding to the rational values of a parameter $t$, and $x=f_{2}(t) / f_{1}(t)$, $y=f_{3}(t) / f_{1}(t)$, where the $f_{i}$ are polynomials with integral coefficients having no common divisor, of degrees $n_{i} \leqq n$, one being of degree $n$ (cf. papers 12, 15). The curve has an infinite number of points with integral coordinates only when $f_{1}$ is a constant or of one of the forms $\alpha(M t+N)^{n}$, with $\alpha, M, N$ integers, or $\alpha\left(M t^{2}+N t+P\right)^{n / 2}$, where $n$ is even and $N^{2}-4 M P$ is positive and not a square, while $\alpha, M, N, P$ are integers. There are extensions to certain equations $f(x, y)=0$ of genus $>0$ and to certain unicursal surfaces.

For cubic curves of genus unity, see Levij ${ }^{377}$ and Hurwitz ${ }^{312}$ of Ch. XXI.

## Equations formed from linear functions.

For related papers, see Lagrange, ${ }^{142}$ Rados ${ }^{194 a}$; papers $313-23$ of Ch . XXI; and $\mathrm{Ch} . \mathrm{XX}$.
G. L. Dirichlet ${ }^{19}$ stated a theorem, which he regarded as remarkable for its simplicity and importance: if an equation

$$
\begin{equation*}
s^{n}+a s^{n-1}+\cdots+g s+h=0 \tag{1}
\end{equation*}
$$

with integral coefficients has no rational divisor and if at least one of its roots $\alpha, \beta, \cdots, \omega$ is real, and if we set

$$
\phi(\alpha)=x+\alpha y+\cdots+\alpha^{n-1} z,
$$

then the indeterminate equation

$$
\begin{equation*}
F(x, y, \cdots, z) \equiv \phi(\alpha) \phi(\beta) \cdots \phi(\omega)=1 \tag{2}
\end{equation*}
$$

${ }^{15}$ Math. Naturw. Berichte aus Ungarn, 26, 1908 (1913), 186 (168-195).
${ }^{17}$ Jahresbericht d. Deutschen Math.-Vereinigung, 21, 1912, 183-191.
${ }^{18}$ Math. Annalen, 73, 1913, 230-240, 600.
${ }^{18 a}$ Comptes Rendus Paris, 168, 1919, 217-20; Jour. Ecole Polyt., (2), 20, 1919, 115-56.
${ }^{19}$ Comptes Rendus Paris, 10, 1840, 285-8; Werke, I, 619-623.
has an infinity of integral solutions. Application is made to functions considered by Lagrange ${ }^{142}$ which repeat under multiplication. If such a function can take a given value, it takes the same value for an infinitude of sets of values of $x, \cdots, z$, under the assumption that the algebraic equation to which the function owes its origin has no rational divisor, but has at least one real root.
G. Libri ${ }^{20}$ stated that the conditions imposed on (1) that there be a real root and no rational factor are not necessary, it sufficing to have $h= \pm 1$.
J. Liouvill ${ }^{21}$ proved Libri's theorem false. For, if (1) is $s^{2}+1=0$, then (2) is $(x+y i)(x-y i)=x^{2}+y^{2}=1$, with only a finite number of integral solutions.

Dirichlet ${ }^{22}$ noted that his theorem remains true if (1) has only imaginary roots, provided $n>2$. The problem is that of the units of an algebraic domain.
P. Bachmann ${ }^{23}$ treated the solution of $N=1$, where $N$ is the norm of the general algebraic number determined by a root of an equation of degree $n$.
H. Poincare ${ }^{24}$ noted that, for $F$ defined by (2) by means of any equation (1), the problem to find integers $\beta_{i}$ such that $F\left(\beta_{1}, \cdots, \beta_{n}\right)$ shall equal any given integer $N$ reduces to the problem to form all complex ideals of norm $N$. In the solution of the latter one considers the congruences $s^{n}+a s^{n-1}+\cdots \equiv 0$ $(\bmod \mu), \mu$ any divisor of $N$.
E. Meissel ${ }^{25}$ considered the product, extended over the roots of $\theta^{5}=1$,

$$
V=(x, y, z, u, v)=\Pi\left(x+\theta y \rho+\theta^{2} z \rho^{2}+\theta^{3} u \rho^{3}+\theta^{4} v \rho^{4}\right), \quad \rho=\sqrt[8]{A}
$$

By the reciprocal solution of $V=1$ is meant $1 / V=(a, b, c, d, e)=1$, where

$$
5 a=\frac{\partial V}{\partial x}, \quad 5 A e=\frac{\partial V}{\partial y}, \quad 5 A d=\frac{\partial V}{\partial z}, \quad 5 A c=\frac{\partial V}{\partial u}, \quad 5 A b=\frac{\partial V}{\partial v} .
$$

For $2 \leqq A \leqq 7$, he gave two primary solutions $V_{1}=1, V_{2}=1$, accompanied by their reciprocal solutions. He stated that two primary solutions always exist and deduced the solutions $V_{1}^{m} V_{2}^{n}$. He conjectured that, if $p$ is a prime, the corresponding Pell equation of degree $p$ has $\frac{1}{2}(p-1)$ primary solutions.
A. Thue ${ }^{26}$ considered a homogeneous polynomial $F\left(x_{1}, \cdots, x_{n}\right)$ of degree $n-1$ such that $F=0$ can be given the form

$$
\begin{equation*}
P_{1} P_{2} \cdots P_{n-1}=Q_{1} Q_{2} \cdots Q_{n-1} \tag{3}
\end{equation*}
$$

where $P_{i}, Q_{i}$ are linear functions of $x_{1}, \cdots, x_{n}$ with integral coefficients. Set

$$
\begin{equation*}
a_{1} P_{1}=a_{2} Q_{1}, \quad a_{2} P_{2}=a_{3} Q_{2}, \cdots, a_{n-1} P_{n-1}=a_{1} Q_{n-1}, \tag{4}
\end{equation*}
$$

where the $a$ 's are any integers without common divisor. Then (4) if independent give $x_{i}=k \Delta_{i}(i=1, \cdots, n)$, where $\Delta_{i}$ is a homogeneous poly-

[^502]nomial of degree $n-1$ in $a_{1}, \cdots, a_{n-1}$. Finally we choose $k$ to make these $x$ 's integers.

If $F=0$ can be given the form (3), every set of integral solutions of $P_{i}=0, Q_{j}=0(i, j=1, \cdots, n-1)$ is evidently a solution of $F=0$. Conversely, if a certain number of integral solutions of $P_{i}=Q_{j}=0$ satisfy $F=0$, then $F=0$ can be given the form (3). In fact, if a polynomial $F\left(x_{1}, \cdots, x_{n}\right)$ of degree $m$ always vanishes simultaneously with the products $U=P_{1} \cdots P_{p}, \quad V=Q_{1} \cdots Q_{q}$ of linear functions of $x_{1}, \cdots, x_{n}$, such that not all the values for which any two are zero make a third zero, then $F \equiv A U+B V$, where $A$ and $B$ are polynomials in $x_{1}, \cdots, x_{n}$.
A. Palmström ${ }^{27}$ extended the preceding method to the equation

$$
\left|\begin{array}{llll}
P_{11} & P_{12} & \cdots & P_{1 n-1}  \tag{5}\\
P_{21} & P_{22} & \cdots & P_{2 n-1} \\
\cdot & \cdot & \cdot & \cdot \\
P_{n-11} & P_{n-12} & \cdots & P_{n-1 n-1}
\end{array}\right|=0
$$

where the $P$ 's are linear homogeneous functions of $x_{1}, \cdots, x_{n}$. For every set of integral $x$ 's satisfying (5) there exist $n-1$ relatively prime integers $a_{1}, \cdots, a_{n-1}$ satisfying

$$
\begin{equation*}
a_{1} P_{i 1}+a_{2} P_{i 2}+\cdots+a_{n-1} P_{i n-1}=0 \quad(i=1, \cdots, n-1) \tag{6}
\end{equation*}
$$

and conversely. From the latter, $x_{i} / x_{n}=\Delta_{i} / \Delta_{n}$, so that we may set $x_{j}=k \Delta_{j}$ ( $j=1, \cdots, n$ ) and choose $k$ to make the $x$ 's integral. Here the $a$ 's have any values for which $\Delta_{1}, \cdots, \Delta_{n}$ are not all zero. In case the $\Delta$ 's are all identically zero, so that only $p$ of the equations (6) are independent, we can assign arbitrary values to $n-p-1$ of the $x$ 's and determine the remaining $x$ 's by $p$ linear equations. He ${ }^{130}$ gave a detailed example.
G. Métrod ${ }^{27 a}$ found the number of ways to decompose a given number into a product of $n$ factors (including unity).

Product $P_{n}$ of $n$ consecutive integers not an exact power.
Chr. Goldbach ${ }^{28}$ argued that a $P_{3}$ is not a square since its root would be a multiple of $m$ and a divisor of $(m+1)(m+2)$, whence $m=1$ or 2 .
J. Liouville ${ }^{29}$ proved by use of Bertrand's postulate [Vol. I, Ch. XVIII] that $m(m+1) \cdots(m+n-1)$ is not a square or higher power if at least one factor $m, \cdots, m+n-1$ is a prime, or if $n>m-5$. The latter was proved similarly by E. Mathieu, ${ }^{30}$ who verified the theorem for any $n$ when $m \leqq 100$. In particular, $m!$ is not an exact power, a fact proved in the same way by W. E. Heal. ${ }^{31}$

Mlle. A. D. ${ }^{32}$ proved that a $P_{3}$ is not an exact power.
${ }^{27}$ Skrifter Udgivne af Videnskabsselskabet, Christiania, 1900 (1899), Math.-Naturw. Kl., No. 7 (German).
${ }^{27 a}$ L'intermédiaire des math., 26, 1919, 153-4. Cf. Minetola ${ }^{199-3}$ of Ch. III, and Cesàro ${ }^{20}$ of Ch. IX; also Index to Vol. I (under "Number," including $n=x^{a} y^{b}$ ).
${ }^{28}$ Corresp. Math. Phys. (ed., Fuss), 2, 1843, 210, letter to D. Bernoulli, July 23, 1724.
${ }^{29}$ Jour. de Math., (2), 2, 1857, 277. Cf. Moreau. ${ }^{50}$
${ }^{30}$ Nouv. Ann. Math., 17, 1858, 235-6.
${ }^{31}$ Math. Magazine, 1, 1882-4, 208-9.
${ }_{22}$ Nouv. Ann. Math., 16, 1857, 288-290. Proposed by Faure, p. 183.
G. C. Gerono ${ }^{33}$ proved that $P_{4} \neq \square$ by setting $(m+1)(m+4)=2 p$, whence $(m+2)(m+3)=2(p+1)$, while $p(p+1) \neq \square$. "P. A. G." ${ }^{34}$ gave a proof by use of

$$
m(m+1)(m+2)(m+3)+1=\{m(m+3)+1\}^{2} .
$$

Gerono ${ }^{35}$ proved that $P_{5}, P_{6}$ or $P_{7}$ is not a square.
V. A. Lebesgue ${ }^{36}$ proved that $P_{5}$ is not a square or cube.
A. Guibert ${ }^{37}$ proved that, if $8 \leqq n \leqq 17, P_{n} \neq \square$, while $P_{6}$ or $P_{9}$ or a product of any three integers in arithmetical progression is not a cube.
A. B. Evans ${ }^{38}$ and G. W. Hill ${ }^{39}$ proved that $P_{6} \neq \square$.
D. Andre ${ }^{40}$ proved that, if $n>1, P_{n} \neq y^{n}$ or $y^{n} \pm 1$.
A. B. Evans ${ }^{41}$ proved that $P_{5}, P_{6}$ or $P_{7}$ is not a square.
H. Bourget ${ }^{42}$ proved that $P_{5} \neq \square$.
R. Bricard ${ }^{43}$ proved that $P_{8} \neq \square$ by use of a Pell equation.
L. Aubry ${ }^{44}$ proved that $P_{4}$ is not a cube by treating the case in which a single one of the four numbers is divisible by 3 and the case in which two are divisible by 3 , necessarily the first and fourth, and examining in the second case the residues modulo 9 of the four numbers.
T. Hayashi ${ }^{45}$ proved that $P_{2}$ or $P_{4}$ is not a square or cube, $P_{3} \neq x^{n}, n \geqq 2$. Also (p. 166), $y(y+1)(2 y+1) \neq x^{n}, n \geqq 2$.
S. Narumi ${ }^{46}$ proved that $x(x+1) \cdots(x+n)=\square \neq 0$ is impossible if $n \leqq 202$.
T. Hayashi ${ }^{47}$ proved that $P_{5} \neq \square$.

Further properties of products of consecutive integers.
J . Liouville ${ }^{48}$ proved that, if $p$ is a prime $>5$,

$$
(p-1)!+1 \neq p^{m}, \quad\left\{\left(\frac{p-1}{2}\right)!\right\}^{2}+1 \neq p^{m}
$$

Berton $^{49}$ verified that $P \equiv a(a+h)(a+2 h)(a+3 h) \neq p^{4}$ since

$$
P=\left(a^{2}+3 a h+h^{2}\right)^{2}-h^{4}, \quad p^{4}+h^{4} \neq \square .
$$

Hence the area $\sqrt{P}$ of an inscriptible quadrilateral whose sides are in arithmetical progression is not a square.

[^503]C. Moreau ${ }^{50}$ repeated the first remark by Liouville. ${ }^{29}$
H. Brocard ${ }^{51}$ asked for values of $x$ making $1+x$ ! a square. He ${ }^{52}$ suggested that the only solutions are 4, 5, 7 .
E. Lucas ${ }^{53}$ noted that the product $P$ of the first $n$ primes is not of the form $a^{p} \pm b^{p}$, where $a$ and $b$ are positive integers and $p>1, P>2$.
E. Lionnet ${ }^{54}$ stated that no product $1 \cdot 3 \cdot 5 \cdots$ of consecutive odd numbers is a square or higher power. Moret-Blanc ${ }^{55}$ proved the last statement by Bertrand's postulate.

Moret-Blanc ${ }^{56}$ solved $y(y+1)(y+2)=x(x+1)$, proposed by Lionnet. Adding 1 to the product by 4 , we are to make $4 y^{3}+12 y^{2}+8 y+1=\square$, say $(m y-1)^{2}$. The discriminant of the quadratic in $y$ is to be rational. Thus $m=2 n, n^{4}-6 n^{2}-4 n+1=\square$, which holds for $n=3$. Thus solutions are $1 \cdot 2 \cdot 3=2 \cdot 3,5 \cdot 6 \cdot 7=14 \cdot 15$. G. C. Gerono (p. 432) noted that, since $2 x+1=2 n y-1$, the initial equation becomes $y^{2}-\left(n^{2}-3\right) y+n+2=0$ and proved that $n=3$.
E. Lionnet proposed and Moret-Blanc $c^{57}$ solved the problem to find $N$ such that both $N$ and $N / 2$ are products of two consecutive integers, the smaller factor of $N / 2$ being a product $x(x+1)$ of two consecutive integers. Thus

$$
2\left(x^{2}+x\right)\left(x^{2}+x+1\right)=y^{2}+y, \quad 8 x^{4}+16 x^{3}+16 x^{2}+8 x+1=(2 y+1)^{2} .
$$

Euler's process to deduce new solutions from $x=1$ leads only to $x=0$ or fractional values.
E. Lemoine ${ }^{58}$ asked if the product of three consecutive numbers (besides $2,3,4$ ) is of the form $p x^{3}$, where $p$ is a prime. H. Brocard (p. 304) noted that the problem reduces to $y^{3}-y=p x^{3}$, took $y=p$ and concluded that $x=2, y=3$. Several replies (p.369) show readily that 2, 3, 4 is the only solution.
E. B. Escott ${ }^{59}$ proved that $x(x+4)(x+6) \neq \square$.
G. de Rocquigny ${ }^{60}$ proposed for solution

$$
x(x+1) \cdots(x+5)=y(y+1)(y+2) .
$$

E. B. Escott ${ }^{61}$ noted the solutions $x=1$ or $-6, y=8$, besides the evident solutions $x=0,-1, \cdots,-5$. P. F. Teilhet ${ }^{62}$ proved that these are the only solutions by noting that the left member becomes $(z-4) z(z+2)$ for $z=(x+1)(x+4)$.
${ }^{50}$ Nouv. Ann. Math., (2), 11, 1872, 172.
${ }^{4}$ Nouv. Corresp. Math., 2, 1876, 287; Nouv. Ann. Math., (3), 4, 1885, 391.
${ }^{k}$ Mathesis, 7, 1887, 280.
${ }_{50}$ Nouv. Corresp. Math., $4,1878,123$; Thérie des nombres, 1891, 351, Ex. 4. Proof by P. Bachmann, Niedere Zablentheorie, I, 1902, 44-6.
4 Nouv. Ann. Math., (2), 20, $1881,515$.
${ }^{5}$ Ibid., (3), 1, 1882, 362. Invalid objection by G. C. Gerono, p. 520.
${ }^{56}$ Nouv. Añ. Math., (2), 20, 1881, 431-2. Same, Zeitschr. Math. Naturw. Unterricht, 13, 1882, 451.
${ }^{57}$ Nouv. Ann. Math., (2), 20, 1881, 375.
${ }^{58}$ L'intermédiaire des math., 2, 1895, 15.
${ }^{59}$ Ibid., 7, 1900, 211-3.
${ }^{60}$ Ibid., 9, 1902, 203.
${ }^{1}$ Ibid., 10, 1903, 132.
P. F. Teilhet ${ }^{63}$ stated for $m=3$ and several proved that, if $m$ is a prime, $n(n+1)(n+2)=m A^{2}$ is impossible.
A. Gérardin ${ }^{64}$ remarked that if $1+x!=y^{2}$ has solutions other than $x=4,5,7 ; y=5,11,71$, then $y$ has at least 20 digits.

## SUM of $n$th powers an $n$th power.

Euler (Ch. XXII, paper 187 and the one preceding it) expressed his belief that no sum of four fifth powers is a fifth power.
E. Collins ${ }^{65}$ noted that if $N=1+n+n^{2}+\cdots+n^{k-1}$ is divisible by a prime $p$, then $p \equiv 1(\bmod k)$, since $n^{k}=(n-1) N+1$. Henceforth, let this $N$ be a prime. Then, if $A$ is any integer not divisible by $N, A^{q}$ is congruent to a power of $n$ modulo $N$, where $q=(N-1) / k$, since $A^{q}$ is a root of $x^{k} \equiv 1$ $(\bmod N)$, and its roots are powers of $n$. Hence if $a_{1}^{q}+\cdots+a_{n}^{q}=A^{q}$, while $a_{1}, \cdots, a_{n}$ are not divisible by the prime $N$, the difference of some two of the $a_{i}^{q}$ is divisible by $N$. For example, if $n=2, k=3$, then $N=7, q=2$, whence if a sum of two squares (each prime to 7 ) is a square, their difference is divisible by 7. Again, let $N=1+5+5^{2}=31$; then $q=10$ and, if a sum of five tenth powers (not divisible by 31) be a tenth power, a difference of two of the powers is divisible by 31 . He verified that $q>n$ except when $k=2$, or $k=3, n=2$. He conjectured that a sum of $n$ numbers each an eth power is not an $e$ th power if $n<e$.
F. Paulet ${ }^{66}$ announced that no $n$th power is a sum of $n$th powers if $n>2$. A committee reported adversely, citing the known formula $6^{3}=3^{3}+4^{3}+5^{3}$.

0 . Schier ${ }^{67}$ made an erroneous discussion of $x^{n}+y^{n}+z^{n}=u^{n}$. First, let $n$ be an odd prime. Then $x+y+z=u+n d$. Subtract its $n$th power from the given equation. The new left member has the factor $y+z$ which is said to be divisible by the factor $n$ of the new right member. This admitted, the given equation would be impossible for $n$ a prime $>3$ and hence for any $n>3$. Only special sets of solutions are found for $n=3$ and $n=2$.
A. Martin ${ }^{68}$ found by tentative methods (Hart ${ }^{115}$ and Martin ${ }^{19}$ of Ch . XXI)

$$
\begin{array}{rlrl}
4^{5}+5^{5}+6^{5}+7^{5}+9^{5}+11^{5} & =12^{5}, & 5^{5}+10^{5}+11^{5}+16^{5}+19^{5}+29^{5} & =30^{5}, \\
\sum_{k=1}^{100} k^{3}-1^{3}-6^{3}-11^{3}-21^{3}-43^{3} & =294^{3}, & 1^{3}+3^{3}+4^{3}+5^{3}+8^{3} & =9^{3}, \\
\sum_{k=1}^{100} k^{4}-1^{4}-2^{4}-3^{4}-4^{4}-8^{4}-10^{4}-14^{4}-24^{4}-42^{4}-72^{4} & =212^{4} .
\end{array}
$$

Barbette ${ }^{198}$ of Ch . XXII noted that the first result is the only one involving fifth powers each $\leqq 12^{5}$.

Martin ${ }^{69}$ would by trial express $1^{n}+2^{n}+\cdots+x^{n}-b^{n}$ as a sum of distinct $n$th powers each $\leqq x^{n}$. For $n=5, x=11, b=12$, we get his ${ }^{68}$ first result.

[^504]Martin and G. B. M. Zerr ${ }^{70}$ multiplied the numbers 4, $5, \cdots, 12$ in the formula just cited by $42^{4}$ and obtained six numbers whose sum is a fifth power $42^{5}$ and sum of fifth powers is a fifth power.

Martin ${ }^{71}$ multiplied his ${ }^{68}$ first formula by $2^{5}$ and replaced the new third term $12^{5}$ by its value to get a formula for $24^{5}$. There is an analogous longer formula for $50^{5}$. Again,

$$
1^{6}+2^{6}+4^{6}+5^{6}+6^{6}+7^{6}+9^{6}+12^{6}
$$

$$
+13^{6}+15^{6}+16^{6}+18^{6}+20^{6}+21^{6}+22^{6}+23^{6}=28^{6} .
$$

Martin ${ }^{72}$ found sets of fifth powers whose sum is a fifth power.
G. de Rocquigny ${ }^{73}$ proposed for solution $(x-r)^{m}+x^{m}+(x+r)^{m}=y^{m}$. H. Brocard ${ }^{74}$ noted $x=4, r=1, y=6[m=3]$, and E. B. Escott ${ }^{74}$ noted $x=1, r=2, y=3$, for $m$ any odd number. Cf. Gelin, ${ }^{93}$ also Escott ${ }^{261}$ of Ch. XXI, and Bottari ${ }^{190}$ of $\mathrm{Ch} . \mathrm{XXV}$.
A. Martin ${ }^{75}$ found sixth powers whose sum is a sixth power by the tentative method of expressing $p^{6}-q^{6}$ as a sum of distinct sixth powers $\neq q^{6}$, or $S-b^{6}$ as a sum of sixth powers $\leqq n^{6}$, where $S=1^{6}+\cdots+n^{6}$. By each method he found his ${ }^{71}$ example, also that the sum of the sixth powers of $1,1,2,5,9,11,12,13,15,18,21,22,23,24$ is $29^{6}$ [false] and that of 1,2 , $2,4,5,6,8,9,10,12,14,15,18,19,27,33,49$ is $50^{6}$ (each with one repeated term). By combining these, he found eleven new sets of 29,31 (seven), 32 , 46, 47. He tabulated the values of $n^{6}$ and $1^{6}+\cdots+n^{6}$ for $n \leqq 228$.
C. Bianca ${ }^{76}$ noted that $s=a_{1}^{p}+\cdots+a_{n+1}^{p}$ is a $p$ th power if

$$
a_{1}: a_{2}: \cdots: a_{n+1}=b^{n}: b^{n-1} c: b^{n-2} c d: b^{n-3} c d^{2}: \cdots: b c d^{n-2}: c d^{n-1} \text {, }
$$

where $b^{p}+c^{p}=d^{p}$. For, if $a_{1}=k b^{n}, \cdots$, then $s=\left(k d^{n}\right)^{p}$.
A. Martin ${ }^{77}$ reported on sums of $n$th powers equal to an $n$th power.

* N . Agronomof ${ }^{78}$ proved that $x_{1}^{2 m+1}+\cdots+x_{k}^{2 m+1}=0$ is solvable in integers if $k=4^{n}+1$ and $n \geqq m$. He proved the identity

$$
\Sigma_{1}-\Sigma_{2}+\cdots+(-1)^{2 m+1} \Sigma_{2 m+2}=0,
$$

where $\Sigma_{j}$ denotes the sum of the $(2 m+1)$-th powers of all the sums of $2 m+2$ parameters taken $j$ at a time. A. Filippov ${ }^{78}{ }^{78}$ gave an account in French of this paper, with details for the case $m=2$.

[^505]Two equal sums of $n$th powers.
A. Desboves ${ }^{79}$ noted that $u^{5}+v^{5}=s^{5}+w^{5}$ has the complex solution

$$
u, v=2 x y \pm\left(x^{2}-2 y^{2}\right) ; \quad s, w=2 x y \pm\left(x^{2}+2 y^{2}\right) \sqrt{-1} .
$$

J. W. Nicholson ${ }^{80}$ recalled that, if $s=a_{1}+\cdots+a_{m}$,

$$
s^{n}=\Sigma\left(s-a_{1}\right)^{n}-\Sigma\left(s-a_{1}-a_{2}\right)^{n}+\cdots-(-1)^{m} \Sigma\left(a_{1}+a_{2}\right)^{n}+(-1)^{m} \Sigma a_{1}^{n} .
$$

Thus $11^{n}=9^{n}+8^{n}+5^{n}-6^{n}-3^{n}-2^{n}$ for $n=2$ or 1 [Euler ${ }^{2}$, Ch. XXIV]; etc.

Several writers ${ }^{81}$ determined the signs so that

$$
1^{n} \pm 2^{n} \pm 3^{n} \pm \cdots \pm\left(2^{n+1}\right)^{n}=1^{n} \pm 3^{n} \pm 5^{n} \pm \cdots \pm\left(2^{n+2}-1\right)^{n} .
$$

A. de Farkas ${ }^{82}$ proved it is impossible to find two different sets $x_{i}$ and $y_{i}$ such that for $a$ and $q$ are arbitrary

$$
\left(x_{1}+a\right)^{n}+\left(x_{2}+a q\right)^{n}+\left(x_{3}+a q^{2}\right)^{n}+\cdots=\left(y_{1}+a\right)^{n}+\left(y_{2}+a q\right)^{n}+\cdots .
$$

N. Agronomof ${ }^{33}$ argued the existence of integral solutions of the equation

$$
x_{1}^{\rho}+\cdots+x_{h}^{\rho}=y_{1}^{\rho}+\cdots+y_{g}^{\rho}, \quad h \geqq 2^{\rho-3}, \quad g \geqq 2^{\rho-3}, \quad \rho>4 .
$$

But, as shown by Filippov ${ }^{78}$ for the case $\rho=5, h=g=4$, the method leads only to the trivial solution $x_{1}==-x_{3}, x_{2}=-x_{4}, y_{1}=-y_{3}, y_{2}=-y_{4}$.
C. B. Haldeman ${ }^{83 a}$ gave special rational solutions of $s_{3}=s_{4}$ and $s_{8}=s_{n}$, where $s_{n}$ denotes a sum of $n$ fifth powers.

On $x^{n}+v^{n}=y^{n}+u^{n}$, see Steggall ${ }^{180}$ of Ch. XXII.

## Miscellaneous results on sums of like powers.

J. Hill ${ }^{84}$ noted that the sum of the cubes of $x^{2} / 2,2 x^{2} / 3,5 x^{2} / 6$ is a sixth power $x^{6}$. Cf. Emerson ${ }^{52}$ of Ch . XXI.
L. Euler ${ }^{85}$ stated that no sum of three biquadrates is divisible by 5 or 29 , which alone are exceptional. Cf. Gegenbauer ${ }^{126}$ of Ch . XXVI.
R. Elliott ${ }^{88}$ noted that $1^{5}+\cdots+n^{5}=\square$ if $F=\frac{1}{3}\left(2 n^{2}+2 n-1\right)=\square$ and took $n=x+1$. Then $9 F=6 x^{2}+18 x+9=\square=(a x-3)^{2}$ determines $x$. The anonymous proposer solved $F=\alpha^{2}$ for $n$; the radical must be a rational number 3c. Take $\alpha=p+q, c=p-q$. Then $p^{2}-10 p q+q^{2}=1$, whence $24 q^{2}+1=\square$, whose solution is known.
G. Libri ${ }^{87}$ expressed as a trigonometric sum the number of sets of solutions of $x_{1}^{a}+\cdots+x_{k}^{a}+1 \equiv 0(\bmod p)$, where $p$ is a prime an $+1\left[\operatorname{Libri}^{147}\right]$. Cf. pp. 224-5 of Vol. I of this History.

[^506]V. Bouniakowsky ${ }^{88}$ obtained the identity
$$
\left(10 \lambda^{2}+x\right)^{5}+\left(10 \lambda^{2}-x\right)^{5}+8\left(10 \lambda^{2}\right)^{5}=\left(10^{3} \lambda^{5}+10 \lambda x^{2}\right)^{2}
$$
from $\int\left\{(x+a)^{4}-(x-a)^{4}\right\} d x$ by setting $a=10 \lambda^{2}$.
E. Lucas ${ }^{88 a}$ stated that the sum of the cubes of the first $n$ (odd) integers is never a cube, fifth or eighth power (cube, fourth or fifth power). The sum of the cubes of three consecutive integers is never a square, cube or fifth power, except for $1^{3}+2^{3}+3^{3}=6^{2}, 3^{3}+4^{3}+5^{3}=6^{3}$ [correction, Aubry ${ }^{286}$ of Ch. XXI]. The sum of the first $n$ biquadrates is never a square, cube or fifth power. The sum of the first $n$ fifth powers is never a cube, fourth or fifth power.
E. Lucas ${ }^{89}$ asked for what values of $n$ the sum of the fifth powers of the first $n$ odd numbers is a square. The problem reduces to
$$
x^{4}-5 x^{2} y^{2}+7 y^{4}=3 z^{2}
$$
whose complete solution was given by L. Aubry. ${ }^{90}$
Lucas ${ }^{91}$ asked for what $n$ 's the sum of the fifth or seventh powers of 1 , $\cdots, n$ is a square. H. Brocard ${ }^{91}$ noted that the sum of the fifth powers is $\frac{1}{4} n^{2}(n+1)^{2} t$, where $t=\left(2 n^{2}+2 n-1\right) / 3$. To make $t=y^{2}$, we have
$$
(2 n+1)^{2}=6 y^{2}+3,
$$
which must have 9 as its final digit, whence $y=10 m \pm 1$. He noted the special solutions $y=n=1 ; y=11, n=13$. Cf. Moret-Blanc, ${ }^{95}$ Fortey. ${ }^{99}$
H. Brocard ${ }^{92}$ noted that the sum $n^{2}\left(2 n^{2}-1\right)$ of the cubes of the first $n$ odd numbers is a square for $n=1,5,29,169,985, \cdots$. As to Lucas, ${ }^{88 a}$ theorem that the sum $s$ of the squares of the first $n$ odd numbers is not a square, cube or fifth power, he stated that this is evident since $s=(2 n-1)(2 n)(2 n+1) / 6$. Lucas (p. 247-8) noted that this proof would require extensive developments; if $p$ is a product of three consecutive numbers, $p / 6$ is not a square if the first of the three numbers is odd, and also if it be even except for $2 \cdot 3 \cdot 4 / 6=2^{2}, 48 \cdot 49 \cdot 50 / 6=140^{2}$.

Abbe Gelin ${ }^{93}$ proved that $(x-1)^{2 n}+x^{2 n}+(x+1)^{2 n}=y^{2 n}$ is impossible and that the sum of like even powers of 9 or 12 consecutive integers is never an exact power (stated for 9 by Lucas, p. 248). The proof is by use of various properties of $\Sigma(N)$, obtained by adding the digits of $N$, then adding the digits of this sum, etc., until there results a sum with a single digit.
E. Lucas stated and H. Brocard, Radicke and E. Cesàro ${ }^{94}$ proved that

$$
\left\{1^{5}-3^{5}+5^{5}-\cdots-(4 x-1)^{5}\right\} /\{1-3+5-\cdots-(4 x-1)\}
$$

[^507]is always a square, but never a biquadrate.
Moret-Blanc ${ }^{95}$ found the $x$ 's for which (Lucas ${ }^{91}$ )
$$
1^{5}+\cdots+x^{5}=\left\{\frac{x(x+1)}{2}\right\}^{2}\left\{\frac{(2 x+1)^{2}-3}{6}\right\}=\square
$$

Hence $\left(3 u^{2}-1\right) / 2=v^{2}$ or $(3 u-2 v)^{2}-6(v-u)^{2}=1$, whose solutions are given by the convergents of odd rank in the continued fraction for $\sqrt{6}$.
E. Catalan ${ }^{96}$ noted that, if $p$ is an odd prime and $j$ is an odd integer $\leqq p-1$, the sum of the $\frac{1}{2}(p-1)$ th powers of $j$ integers relatively prime to $p$ is not divisible by $p$.
A. Berger ${ }^{97}$ proved that, if $s, m, n, g_{1}, \cdots, g_{s}$ are positive integers, and $\psi(n)$ is the number of positive integral solutions of $g_{1} x_{1}^{m}+\cdots+g_{s} x_{s}^{m}=n$,

$$
\lim _{n=\infty} \frac{\psi(1)+\cdots+\psi(n)}{n^{s / m}}=\left(g_{1} \cdots g_{s}\right)^{-1 / m} \frac{\Gamma(1+1 / m)^{s}}{\Gamma(1+s / m)} .
$$

L. Gegenbauer ${ }^{98}$ proved a generalization of Catalan's ${ }^{96}$ theorem. If $\lambda$ is one of the numbers $2,3,4$, and if $p$ is a prime $\equiv 1(\bmod \lambda)$, and $r$ an integer prime to $\lambda$ and $<p^{1 / t}$, where $t$ is the largest integer $\leqq(\lambda+1) / 2$, then the sum of the $(p-1) / \lambda$ th powers of $r$ integers relatively prime to $p$ is not divisible by $p$.
H. Fortey ${ }^{99}$ found that $1^{5}+\cdots+n^{5}=\square$ for $n=1,13,133,1321, \cdots$, by use of $3 y^{2}-2 x^{2}=1$. Cf. Moret-Blanc. ${ }^{95}$
E. Lemoine ${ }^{100}$ said that $A$ is decomposed into maximum $n$th powers if $A=a_{1}^{n}+\cdots+a_{p}^{n}$, where $a_{1}^{n}, a_{2}^{n}, a_{3}^{n}, \cdots$ are the largest $n$th powers $\leqq A$, $A-a_{1}^{n}, A-a_{1}^{n}-a_{2}^{n}, \cdots$, respectively. Similarly, consider the decomposition $A=\alpha_{1}^{n}-\alpha_{2}^{n}+\alpha_{3}^{n}-\cdots \pm \alpha_{p}^{n}$, where $\alpha_{1}$ is the least integer $\geqq \sqrt[n]{A}$ and $R_{1}$ the remainder $\alpha_{1}^{n}-A, \alpha_{2}$ is the least integer $\geqq \sqrt[n]{R_{1}}$ and $R_{2}$ the remainder, $\alpha_{3}$ the least integer $\geqq \sqrt[n]{R_{2}}$, etc., and call $\gamma_{p}$ the least number requiring $p$ powers. Then, for $n=2, \gamma_{1}=1, \gamma_{2}=3, \gamma_{3}=6=3^{2}-2^{2}+1^{2}, \gamma_{p+1}=\frac{1}{4} \gamma_{p}^{2}+1$. For $n=3$, he ${ }^{101}$ gave elsewhere the possible forms of the final power $a_{p}^{3}$.
L. Aubry ${ }^{102}$ proved that $-1^{3}+3^{3}-5^{3}+\cdots+(4 n-1)^{3}$ is never a square, cube or biquadrate.

Welsch and E. Miot ${ }^{103}$ noted cases in which $a^{n}+(a+1)^{n}+\cdots+(a+k)^{n}$ is of the form $l^{2}-m^{2}$ and hence is a sum of consecutive odd numbers of which the least is $2 m+1$.
C. Bisman ${ }^{104}$ noted that a sum of like even powers of $n^{2}+4$ numbers can be expressed as the algebraic sum of $n^{2}+5$ squares of which only one is taken negatively.

[^508]T. Suzuki ${ }^{105}$ noted that there are at least $(p-2)(p-1)^{n-2}$ solutions of
$$
a_{1}^{x_{1}}+\cdots+a_{n}^{x_{n}} \equiv 0 \quad(\bmod p)
$$
if two of the $a$ 's are primitive roots of the prime $p$. Also there are solutions if $a_{1}$ is a primitive root and if not every $a_{i} \equiv 1(\bmod p)$ for $i=2, \cdots, n$.

## Rational solutions of $x^{y}=y^{x}$.

L. Euler ${ }^{106}$ set $y=t x$ and deduced $x^{t-1}=t$. The graph is composed of $y=x$, a branch asymptotic to the positive $x$ and $y$ axes, and an infinity of isolated points. Among the rational solutions are $(x, y)=(2,4),\left(3^{2} / 2^{2}\right.$, $\left.3^{3} / 2^{3}\right),\left(4^{3} / 3^{3}, 4^{4} / 3^{4}\right)$.
D. Bernoulli ${ }^{107}$ noted that, for $x \neq y$, the only integral solution is 2,4 ; but that there is an infinitude of rational solutions.
J. van Hengel ${ }^{108}$ remarked that $r^{r+n}>(r+n)^{r}$ if $r$ and $n$ are positive integers either one $\geqq 3$. Thus if $a^{b}=b^{a}$, it remains to treat the cases $a=1$ or 2 . If $a=2, b>4$, whence $b=2+n$, we apply the above remark.
${ }^{*}$ C. Herbst ${ }^{109}$ noted that 2, 4 give the only solution in integers.

* A. Flechsenhaar ${ }^{110}$ and R. Schimmack ${ }^{111}$ discussed the rational solutions.
A. M. Nesbitt ${ }^{112}$ and E. J. Moulton ${ }^{113}$ discussed the graph of $x^{y}=y^{x}$.
A. Tanturri ${ }^{114}$ proved that 2,4 give the only solution in integers.

Product of factors $(x+1) / x$ equal to such a fraction.
Fermat ${ }^{115}$ proposed the problem to find in how many ways $(n+1) / n$ can be expressed as a product of $k$ such fractions, citing the case $n=8, k=10$, as suitable to be proposed to all mathematicians of his time. Tannery noted that of the decompositions of $9 / 8$ the difference of the factors is least and greatest in respectively
$\frac{90}{89} \cdot \frac{89}{88} \cdot \frac{88}{87} \cdot \frac{87}{86} \cdot \frac{86}{85} \cdot \frac{85}{84} \cdot \frac{84}{83} \cdot \frac{83}{82} \cdot \frac{82}{81} \cdot \frac{81}{80}, \quad \frac{9+1}{9} \cdot \frac{9^{2}+1}{9^{2}} \cdot \frac{9^{4}+1}{9^{4}} \cdots \frac{9^{256}+1}{9^{256}} \cdot \frac{9^{512}}{9^{512}-1}$.
V. Bouniakowksy ${ }^{116}$ noted that an irreducible fraction $a / b$ less than unity can be expressed in an infinitude of ways as a product of fractions of the form $x /(x+1)$. We may often find fewer than the $b-a$ fractions

[^509]used in
$$
\frac{a}{b}=\frac{a}{a+1} \cdot \frac{a+1}{a+2} \cdots \frac{b-1}{b} .
$$

Set

$$
\frac{a}{b}=\frac{p}{q} \cdot \frac{u}{u+1},
$$

whence

$$
u=\frac{a q}{b p-a q} .
$$

Consider the case $b p-a q=1$ and let $p=\alpha, q=\beta$ be the least solutions. Then

$$
\frac{a}{b}=\frac{\alpha}{\beta} \cdot \frac{\alpha \beta}{\alpha \beta+1} .
$$

Proceed similarly with $\alpha / \beta$. Many numerical examples are given.
A. Padoa ${ }^{177}$ noted the equivalence of

$$
\frac{n+1}{n}=\frac{x+1}{x} \cdot \frac{y+1}{y}, \quad(x-n)(y-n)=n(n+1) .
$$

Hence if $n$ is given we obtain all couples $x, y$ by finding all pairs of positive integers whose product is $n(n+1)$, and adding $n$ to each factor.
J. E. A. Steggall ${ }^{118}$ found positive integral solutions of

$$
\begin{equation*}
\frac{x+1}{x} \cdot \frac{y+1}{y}=\frac{z+1}{z}, \tag{1}
\end{equation*}
$$

by noting that $x y$ must be divisible by $x+y+1=a$, and hence $x(x+1)$ by $a$. Hence for any integer $x$, determine a factor $a>x+1$ of $x(x+1)$; then $y=a-x-1$, while $z=x-b$ where $b=x(x+1) / a$. T. W. Chaundy (pp. 74-5) deduced $(x-z)(y-z)=z(z+1)$ and set $z=p q, x-z=p_{1} q$, where $p, p_{1}$ are relatively prime. Hence $y-z=p q_{1}, p_{1} q_{1}=p q+1$.
G. Ascoli and P. Niewenglowski ${ }^{119}$ gave solutions of (1).
A. M. Legendre ${ }^{120}$ evaluated, up to $w=1229$,

$$
\frac{2}{3} \cdot \frac{4}{5} \cdot \frac{6}{7} \cdot \frac{10}{11} \ldots \frac{w-1}{w}
$$

$$
\text { OPtic formula } \frac{1}{x}+\frac{1}{y}=\frac{1}{a} ; \text { GEnERALIZATION. }
$$

An anonymous writer ${ }^{121}$ noted that, if three regular polygons of $x, y, z$ sides fill the space about a point, then $1 / x+1 / y+1 / z=1 / 2$. If there are four regular polygons of $x, y, z, z$ sides, then $1 / x+1 / y+2 / z=1$. The number of solutions is found, also for 5 or 6 polygons.

[^510]D. Andre ${ }^{122}$ deduced $x-a=d, y-a=e$, where $d e=a^{2}$, the pair of divisors $d=e=-a$ of $a^{2}$ being excluded. Züge ${ }^{123}$ gave $x=a+p^{2}, y=a+q^{2}$, where $p q=a$. F. Schilling ${ }^{124}$ noted that Züge's solution is incomplete and gave that due to Andre with a geometrical interpretation of the optic formula.
A. Thorin ${ }^{125}$ asked if $1 / a=1 / a_{1}+1 / a_{2}$ has integral solutions besides
$$
a=m n, \quad a_{1}=m(n+1), \quad a_{2}=m n(n+1) .
$$
A. Palmström, J. Sadier, and C. Moreau ${ }^{126}$ each gave the solution
$$
a=\lambda m n, \quad a_{1}=\lambda m(m+n), \quad a_{2}=\lambda n(m+n),
$$
and noted that
\[

$$
\begin{equation*}
\frac{1}{a}=\frac{1}{a_{1}}+\cdots+\frac{1}{a_{n}} \tag{1}
\end{equation*}
$$

\]

has the special solution

$$
a=\lambda \alpha_{1} \cdots \alpha_{n}, \quad a_{1}=\lambda s \alpha_{1}, \cdots, a_{n}=\lambda s \alpha_{n}, \quad s \equiv \sum_{i=1}^{n} \frac{\alpha_{1} \cdots \alpha_{n}}{\alpha_{i}} .
$$

Dujardin ${ }^{127}$ stated that, if $n=2$, all solutions are given by

$$
a_{2}=a+\lambda, \quad a_{1}=a+\frac{a^{2}}{\lambda} \quad\left(\lambda \text { a divisor of } a^{2}\right)
$$

while (1) may be written $A a_{n}=a\left(B a_{n}+C\right)$, where $A=a_{1} \cdots a_{n-1}$, and $B, C$ are integral functions of $a_{1}, \cdots, a_{n-1}[$ with $C=A]$. Then $B a=A-A C / \lambda$, where $\lambda=B a_{n}+C$. Hence give to $a_{1}, \cdots, a_{n-1}$ any values and choose a divisor $\lambda$ of $A C$. Take as $B$ and $a$ two integers whose product is $A-A C / \lambda$. If $\lambda-C$ is divisible by $B$, we get a solution.
M. Lagoutinsky ${ }^{128}$ stated that if $n=3$ the complete solution of (1) is given by formulas involving 13 parameters.
V. V. Bobynin ${ }^{129}$ discussed the expressing of fractions in the form $\Sigma 1 / x_{i}$ in the papyrus of Akhmim (Achmim), about the seventh century, and in the Liber Abbaci of Leonardo Pisano.
A. Palmström ${ }^{130}$ treated, as an example of a more general type, ${ }^{27}$

$$
\frac{1}{x_{1}}=\frac{1}{x_{2}}+\cdots+\frac{1}{x_{n}}
$$

which may be written in the form

$$
\left|\begin{array}{cccccc}
-x_{2} & x_{3} & 0 & 0 & \cdots & 0 \\
-x_{2} & 0 & x_{4} & 0 & \cdots & 0 \\
-x_{2} & 0 & 0 & x_{5} & \cdots & 0 \\
\cdot & & \cdot & \cdot & \cdot & \cdot \\
-x_{2} & 0 & 0 & 0 & \cdots & \cdot \\
x_{1}-x_{2} & x_{1} & x_{1} & x_{1} & \cdots & x_{1}
\end{array}\right|=0
$$

122 Nouv. Ann. Math., (2), 10, 1871, 298.
${ }_{123}$ Zeitschrift Math. Naturw. Unterricht, 26, 1895, 15-16.
${ }^{124}$ Ibid., 491-3.
${ }^{125}$ L'intermédisire des math., 2, 1895, p. 3.
2s Ibid., 299-302.
${ }^{187}$ Ibid., 3, 1896, 14.
${ }^{238}$ Ibid., 4, 1897, 175.
${ }^{189}$ Abh. Geschichte Math., IX, 1-13 (Suppl. Zeitsch. Math. Phys., 44, 1899).
${ }^{130}$ Skrifter Udgivne af Videnskabsselskabet, Christiania, 1900 (1899), Math.-Naturw. K., No. 7 (German). L'intermédiaire des math., 5, 1898, 81-3.

For integral solutions $x_{i}$ there exist relatively prime integers $a_{i}$ satisfying $-a_{1} x_{2}+a_{i} x_{i+1}=0(i=2, \cdots, n-1), \quad a_{1}\left(x_{1}-x_{2}\right)+a_{2} x_{1}+\cdots+a_{n-1} x_{1}=0$, and conversely. Hence

$$
x_{1}=k a_{1} \cdots a_{n-1}, \quad x_{j}=k a_{1} \cdots a_{n-1}\left(a_{1}+\cdots+a_{n-1}\right) / a_{j-1}
$$

$k$ being chosen to make the $x$ 's integers.
M. Lagoutinsky ${ }^{131}$ treated (1) for the case in which $a, a_{1}, \cdots$ have no common divisor. Call their l.c.m. $A$, and set $A / a=k, A / a_{i}=k_{i}$. Thus $k=\Sigma k_{i}$. Hence we take $k_{1}, \cdots, k_{n}$ to be any integers without a common divisor and find the l.c.m. $A$ of these $k_{i}$ 's and $k=\Sigma k_{i}$. Then the solution is $a=A / k, a_{i}=A / k_{i}$.

Züge ${ }^{132}$ solved $a x y+b x+c y+d \approx 0$ by multiplying by $a$. Thus $a x+c=P$, $a y+b=Q$, where $b c-a d=P Q$. For integral solutions, select the factors $P, Q$ so that $P \equiv c, Q \equiv b(\bmod a)$. For the special case $x y=a(x+y)$, the result by André ${ }^{122}$ follows.
P. Whitworth ${ }^{133}$ noted that each divisor of $N^{2}=(x-N)(y-N)$ yields a solution of $1 / x+1 / y=1 / N$.
P. Zühlke ${ }^{134}$ gave, for $1 / x+1 / y=2 / m, 2 x-m=p, 2 y-m=q, p q=m^{2}$. If $m$ is odd the resulting $x, y$ are integers.
E. Sos ${ }^{135}$ noted that the general solution of $1 / x=1 / x_{1}+1 / x_{2}$ is

$$
x=k y_{1} y_{2}, \quad x_{1}=k y_{1}\left(y_{1}+y_{2}\right), \quad x_{2}=k y_{2}\left(y_{1}+y_{2}\right)
$$

where $y_{1}, y_{2}$ are any relatively prime integers. Calling such a solution irreducible if $k=1$, and setting $x=p_{1}^{a_{1}} \cdots p_{\nu}^{a_{\nu}}$, where $p_{1}, \cdots, p_{\nu}$ are distinct primes, we find that there are $2^{n-1}$ essentially distinct irreducible solutions belonging to a given $x$, with $x_{2}, x_{1}$ counted the same as $x_{1}, x_{2}$; in all,

$$
\frac{1}{2}\left\{\prod_{k=1}^{v}\left(1+2 a_{k}\right)+1\right\}
$$

essentially distinct solutions belonging to $x$. For the complete solution of

$$
\begin{equation*}
\frac{1}{x}=\frac{1}{x_{1}}+\cdots+\frac{1}{x_{n}} \tag{2}
\end{equation*}
$$

$2^{n}-1$ parameters $y_{i}$ are introduced.
Sos $s^{136}$ noted that, if the $a$ 's are given integers,

$$
\begin{equation*}
\frac{a}{z}=\frac{a_{1}}{z_{1}}+\cdots+\frac{a_{n}}{z_{n}} \tag{3}
\end{equation*}
$$

has (not the only) solutions $z=a x, z_{i}=a_{i} x_{i}$, if (2) holds. The complete solution in positive integers, with g.c.d. unity, is obtained for (3). The method is similar to that for the case $n=2$. Set $z_{1}=Z Z_{1}, z_{2}=Z Z_{2}$, where $Z_{1}, Z_{2}$ are relatively prime. Then

$$
z=f Z, \quad f=\frac{a Z_{1} Z_{2}}{a_{1} Z_{2}+a_{2} Z_{1}} .
$$

[^511]Let $f=p / q$, where $p, q$ are relatively prime. Thus $Z$ is a multiple $z^{1} q$ of $q$ and $z=z^{1} p, z_{1}=z^{1} q Z_{1}, z_{2}=z^{1} q Z_{2}$.
A. Flechsenhaar ${ }^{137}$ and E. Schulte discussed $1 / a+1 / b=1 / c$. E. S6s (p. 113) treated (2). W. Hofmann ${ }^{138}$ discussed the integral solutions of

$$
\frac{1}{a}+\frac{1}{b}=\frac{1}{c}, \quad \frac{1}{a}-\frac{1}{b}=\frac{1}{b}-\frac{1}{c} .
$$

G. Lemaire ${ }^{139}$ transformed given decompositions $\Sigma 1 / f$ of $9 / 10$ into others.
R. Janculescu ${ }^{10}$ noted that in $1 / x+1 / y=1 / z, z$ will be integral only when the g.e.d. $d$ of $x$ and $y$ is a multiple of $x / d+y / d$.
D. Biddle ${ }^{141}$ solved each of $1 /(a \pm b)+1 /(c \pm a)=1 / a$.

## Miscellaneous single equations of degree $n>4$.

J. L. Lagrange ${ }^{112}$ noted that, if $a$ is a fixed $n$th root of unity, the product of two functions of the type

$$
p \equiv t+u a \sqrt[n]{A}+x a^{2} \sqrt[n]{A^{2}}+\cdots+z a^{n-1} \sqrt[n]{A^{n-1}}
$$

is of like form. Hence if we replace $a$ by the different $n$th roots of unity and form the product of the functions so obtained from $p$, we obtain a rational function $P$ of $t, u, \cdots, z, A$ such that the product of two functions of type $P$ is a third function of type $P$. We can find $P$ by eliminating $\omega$ between

$$
\omega^{n}-A=0, \quad t+u \omega+x \omega^{2}+\cdots+z \omega^{n-1}=l ;
$$

then $P$ is the term free of $l$ in the eliminant. For example, if $n=2$, $P=t^{2}-A u^{2}$. An application is to the solution of

$$
\begin{equation*}
r^{n}-A s^{n}=q^{m} . \tag{1}
\end{equation*}
$$

We seek to express each factor $r-a s A^{1 / n}$ as an $m$ th power $p^{m}$, where $a^{n}=1$, and $p$ is the above linear function. Then

$$
p^{m}=T+U a \sqrt[n]{A}+X a^{2} \sqrt[n]{A^{2}}+\cdots+Z a^{n-1} \sqrt[n]{A^{n-1}} .
$$

Hence $r=T, s=-U, X=0, \cdots, Z=0$. Thus (1) is solvable by this method if $X=0, \cdots, Z=0$ are solvable. Although only $n-2$ equations in $n$ variables, they do not always have rational solutions. For details on the case $n=3, m=2$, and Lagrange's extension of the method in his addition IX to Euler's Algebra where $a^{n}=1$ is replaced by any equation of degree $n$, see papers 161-6 of Ch. XXI; also Ch. XX.

Lagrange ${ }^{143}$ treated the problem to make $y=p / q$ an integer when $p=a+b x+\cdots, q=a^{1}+b^{1} x+\cdots$ are polynomials in $x$. By eliminating $x$,
${ }^{137}$ Unterrichtsblätter Math., 16, 1910, 41, 41-2.
${ }^{138}$ Ibid., 17, 1911, 14-15.
${ }^{139}$ L'intermédiaire des math., 18, 1911, $214-6$.
${ }^{140}$ Mathesis, (4), 3, 1913, 119-120.
${ }^{111}$ Math. Quest. Educat. Times, (2), 25, 1914, 61-3.
$1<2$ Mém. Acad. R. Sc. Berlin, 23, année 1767, 1769; Oeuvres, II, 527-532. Exposition by A. Desboves, Nouv. Ann. Math., (2), 18, 1879, 265-79; applications, 398-410, 433-444, 481-499; also by R. D. Carmichael, Diophantine Analysis, New York, 1915, 35-63. Cf. Dirichlet's; also Librist, s5 of Ch. XXV.
${ }^{14}$ Addition IV to Euler's Algebra, 2, 1774, 527-533. Oeuvres de Lagrange, VII, 95-8. Euler's Opers Omnia, (1), I, 579.
we get $0=A+B p+C q+D p^{2}+\cdots$. Replacing $p$ by $q y$, we see that $A$ must be divisible by $q$. Hence we take for $q$ the various factors of $A$ in turn and solve $q=a^{1}+b^{1} x+\cdots$ for rational $x$ 's. A special treatment is necessary when $q$ reduces to the constant $a^{1}$. G. Libri ${ }^{144}$ eliminated $x$ between the congruences $p \equiv 0, q \equiv 0(\bmod q)$ and obtained $D \equiv 0(\bmod q)$, where $D$ is a function of the coefficients of $p, q$. Next, seek the integral solutions of $q=d$ for each divisor $d$ of $D$ in turn, and then solve $y=p / q$. As another method he suggested (p. 317) the use of series.
A. J. Lexell ${ }^{144 a}$ found values of $p, q, r, s$ for which

$$
\frac{\lambda\left(p^{2}+s^{2}\right)\left(q^{2}+r^{2}\right)}{p q r s\left(p^{2}-s^{2}\right)\left(q^{2}-r^{2}\right)}=\square .
$$

L. Euler ${ }^{145}$ treated $v^{2} z^{2} r^{2}+\Delta x^{2} y^{2} s^{2}=\square$, where

$$
r=a x^{2}+2 b x y+c y^{2}, \quad s=a v^{2}+2 b v z+c z^{2} .
$$

To make $s$ have the factor $r$, set

$$
z=a g x+(f+b g) y, \quad v=(f-b g) x-c g y .
$$

Then $s / r=f^{2}+\left(a c-b^{2}\right) g^{2} \equiv t$. The proposed equation becomes

$$
v^{2} z^{2}+\Delta t x^{2} y^{2}=\square
$$

which is of type (2) of Euler ${ }^{143}, \mathrm{Ch}$. XXII. The case $b=0$ was treated in more detail.
G. Libri ${ }^{146}$ treated $a^{n} x^{n}+b x^{n-1}+\cdots+q=z^{n}$ with all coefficients positive. Set $z=a x+e$, whence $x^{n-1}\left(n a^{n-1} e-b\right)+\cdots+\left(e^{n}-q\right)=0$. Seek the least $e$ for which all the coefficients are positive and the greatest $e$ for which they are all negative. For each integer $e$ within these limits, seek the positive integral solutions $x$. If the coefficients in the given equation are not all positive, set $x=A+y$ and choose $A$ so that the coefficients of the resulting equation will all be positive.

Libri ${ }^{147}$ investigated the integral solutions $\geqq 0$ of $\phi(x, y, \cdots)=0$ for which $x<a, y<b, \cdots$, where $a, b, \cdots$ are given positive integers. Set

$$
X=x(x-1)(x-2) \cdots(x-a+1), \quad Y=y(y-1) \cdots(y-b+1), \cdots
$$

Let $F=0$ be the result of eliminating $x, y, \cdots$ between $\phi=0, X=0, Y=0$, $\ldots$. If the equation of condition $F=0$ is satisfied, take the equation, say $X_{1}(x)=0$, in one variable, preceding the final stage of elimination. Then if $X_{2}$ is the g.c.d. of $X_{1}$ and $X$, all possible integral values of $x$ occur among the roots of $X_{2}=0$; similarly for the other variables. The same method applies to a congruence $\phi \equiv 0(\bmod a)$. For $a$ a prime $p, X \equiv x^{p}-x(\bmod p), Y \equiv y^{p}-y$ $(\bmod p)$. Since

$$
\frac{1}{m} \sum_{k=0}^{m-1}\left(\cos \frac{2 k \pi}{m}+i \sin \frac{2 k \pi}{m}\right)^{n}=1 \text { or } 0
$$

${ }^{14}$ Jour. für Math., 9, 1832, 74-75.
${ }^{14 \boldsymbol{1 4 a}}$ Euler's Opera postums, 1, 1862, 487-90 (about 1766).
${ }^{145}$ Mém. Acad. Sc. St. Petersb., 9, 1819 [1780], 14; Comm. Arith., II, 414.
${ }^{146}$ Memoris sopra la teoria dei numeri, Firenze, $1820,24 \mathrm{pp}$.
${ }^{147}$ Mémorie sur la théorie des nombres, Mém. divers Savants Acad. Sc. de l'Institut de France (Math. Phys.), 5, 1838 (presented 1825), 1-75.
according as $n$ is divisible by $m$ or not, the number of roots of $\phi \equiv 0(\bmod m)$ is

$$
\frac{1}{m_{1}, y_{y}, \ldots=0} \sum_{k=0}^{m} \sum_{m}^{m-1} \cos \frac{2 k \phi(x, y, \cdots) \pi}{m} .
$$

When applied to $\phi=x^{2}+c$, this formula leads to Gauss' results on trigonometric sums. Again, $x^{2}+A y^{2}+B \equiv 0(\bmod p)$ has $p \pm 1$ sets of solutions.

Libri ${ }^{148}$ noted that the number of sets of positive integral solutions of $\phi(x, y, \cdots)=0$ and the number of sets in which $x, y, \cdots$ take the values $1, \cdots, n-1$ are approximately

$$
\sum_{x, y, \ldots=1}^{\infty} e^{-10 \alpha_{2} \alpha^{2}}, \quad \sum_{x, y, \ldots=1}^{n} e^{-100 \phi^{2}} \quad(s=x+y+\cdots),
$$

respectively. To apply the method of the preceding paper to the linear congruence $\phi=A x-1 \equiv 0(\bmod p), A$ not divisible by $p$, we use $x^{p-1}-1 \equiv 0$, or $(A x)^{p-1}-1$. Since the division of the latter by $\phi$ is exact, we get $x=A^{p-2}$. Next, for $\phi=x^{2}+q x+r \equiv 0(\bmod 2 p+1=$ prime $)$, we divide $x^{2 p}-1$ by $\phi$ and require that the remainder be divisible by $2 p+1$. Thus the conditions for two roots $\alpha, \beta$ [neither zero] are

$$
\frac{\beta^{2 p}-\alpha^{2 p}}{\beta-\alpha} \equiv 0, \quad \alpha \beta\left(\frac{\beta^{2 p-1}-\alpha^{2 p-1}}{\beta-\alpha}\right)+1 \equiv 0 \quad(\bmod 2 p+1),
$$

which by use of symmetric functions can be expressed in terms of $q$ and $r$. For the case $x^{2}-s \equiv 0(\bmod 2 p+1)$, the first condition is satisfied and the second reduces to $s^{p}-1 \equiv 0$. For $x^{2}+x+1 \equiv 0(\bmod 6 p+1)$, the first condition is equivalent to $(-3)^{3 p} \equiv 1$.
V. Bouniakowsky ${ }^{19}$ noted that there is an infinitude of solutions of

$$
x^{m} X^{n}+y^{m} Y^{n}=z^{m} Z^{n},
$$

where $m, n$ are relatively prime. Determine $\alpha, \beta$ so that $m \alpha-n \beta=1$. Let $a$ and $b$ be arbitrary and $c=a+b$. Then a solution is

$$
x=a^{a}, \quad y=b^{a}, \quad z=c^{a}, \quad X=b^{\beta} c^{\beta}, \quad Y=a^{\beta} c^{\beta}, \quad Z=a^{\beta} b^{\beta} .
$$

New solutions follow from the integral form of

$$
a^{m a} / a^{n \beta}+b^{m \alpha^{\prime}} / b^{n \beta^{\prime}}=c^{m_{a^{\prime \prime}}} / c^{n \beta^{\prime \prime}} .
$$

Similarly, if $p, q, r, \cdots$ are without a common factor, we may solve

$$
\sum_{i=1}^{n} A_{i} z_{i}^{p} y_{i}^{9} z_{i}^{+} \cdots=0
$$

by use of $\Sigma A_{i} a_{i}=0, p \alpha \pm q \beta \pm \cdots=1$, replacing $a_{i}$ by $a_{i}^{p a * \beta} \bar{p} \cdots \cdots$, throwing negative powers into the denominator and clearing of fractions.
G. C. Gerono ${ }^{150}$ noted that if $r$ is the radius of the circle inscribed in a triangle with sides $a, b, c$ and area $\Delta$ and if $x=a / r, y=b / r, z=c / r$, Heron's formula for $\Delta$, and $\Delta=\frac{1}{2} p r$, where $p$ is the perimeter, give

$$
(y+z-x)(x+z-y)(x+y-z)=4(x+y+z) .
$$

Call the factors $2 X, 2 Y, 2 Z$, respectively. Let $x, y, z$ be positive integers.

[^512]Then $X, Y, Z$ are positive integers for which $X Y Z=X+Y+Z$. If $X$ is the largest of $X, Y, Z$, then $X Y Z<3 X, Y Z=2$ or 1 . We may take $Y=2, Z=1$. Then $z=5, y=4, x=3$. See the next two papers, and 341 of Ch. XXI.

Housel ${ }^{151}$ proved that the sum of $n$ distinct positive integers equals their product only when the integers are $1,2,3$.
J. Murent ${ }^{152}$ discussed the positive integral solutions ( $a_{1}, \cdots, a_{n}$ ) of

$$
x_{1}+x_{2}+\cdots+x_{n}=x_{1} x_{2} \cdots x_{n} \quad(n>1)
$$

One solution is $(n, 2,1, \cdots, 1)$. Always at least two $a$ 's exceed unity. If $n>2$, at least one $a$ is unity; call $i$ the index of a solution ( $a_{1}, \ldots, a_{i}, 1$, $\cdots, 1$ ) with $a_{1}>1, \cdots, a_{i}>1$. Then $2^{i}-i \leqq n$; if $=n$, then $a_{1}=\cdots=a_{i}=2$. If $n=5=2^{3}-3$, there is a single solution $(2,2,2,1,1)$ of index 3 , while the only remaining solutions are ( $3,3,1,1,1$ ) and ( $5,2,1,1,1$ ) of index 2.
P. di San Robert ${ }^{153}$ noted that $F(x, y, z)=0$ can be solved by use of the slide rule only if reducible to $X(x)+Y(y)=Z(z)$, a necessary and sufficient condition for which is

$$
\frac{d^{2} \log R}{d x d y}=0, \quad R \equiv \frac{\partial F}{\partial x} \div \frac{\partial F}{\partial y} .
$$

S. Réalis ${ }^{154}$ noted that

$$
Q=\frac{\left(a^{2}+a\right)\left[(a+1)^{m-1}-a^{m-1}\right]}{m-1}
$$

is not an $m$ th power, being between $a^{m}$ and $(a+1)^{m}$, and that $m Q$ is not divisible by $(a+1)^{m}-a^{m}$.
E. Lucas ${ }^{155}$ noted that $x^{k}+x+k=y^{2}$ is impossible if $k$ is odd.
S. Réalis ${ }^{156}$ noted that, if $x y \neq 0,6 x y\left(3 x^{4}+y^{4}\right) \neq z^{3}$ or $4 z^{3}$. The impossibility (p. $524-5$ ) of

$$
x^{3}+y^{6}=9 z+7 \text { or } 7 z+5, \quad \sum_{i=1}^{7} x_{i}^{6}=9 x+8
$$

is easily verified by use of remainders modulo 9 or 7. M. Rochetti ${ }^{156 a}$ expressed

$$
3\left(\alpha^{3}+\beta^{3}+\gamma^{3}\right)^{2}\left\{(\alpha+\beta)^{3}+(\beta+\gamma)^{3}+(\gamma+\alpha)^{3}\right\}
$$

as a sum of three cubes.
A. Markoff ${ }^{157}$ gave complicated formulas for all positive integral solutions of $x^{2}+y^{2}+z^{2}=3 x y z$.
E. Fauquembergue ${ }^{158}$ proved that $1+3+3^{2}+\cdots+3^{n}=y^{2}$ only when $n=0,1,4$, by using the powers of $a+b \sqrt{-2}$ to treat $3^{n+1}=1+2 y^{2}$.

[^513]G. Cordone ${ }^{159}$ investigated polynomials $U, V$ in $x$ which satisfy
$$
P_{0}(x) U^{n}+P_{1}(x) U^{n-1} V+\cdots=R(x)
$$
identically in $x$, where the $P_{i}(x)$ are polynomials in $x$.
E. Maillet ${ }^{160}$ considered recurring series $u_{0}, u_{1}, \cdots$ of rational terms with the generating equation $f(x)=x^{q}+a_{1} x^{q-1}+\cdots+a_{8}=0$ and law of recurrence
\[

$$
\begin{equation*}
u_{n+q}+a_{1} u_{n+q-1}+\cdots+a_{q} u_{n}=0, \tag{2}
\end{equation*}
$$

\]

where $a_{1}, \cdots, a_{g}$ are rational. An algebraic equation with rational coeffcients is irreducible if and only if all the recurring series of rational terms having the equation as their generating equation admit the corresponding law of recurrence as an irreducible law. To apply this to diophantine equations, let

$$
\Delta_{q}(n)=\left|\begin{array}{llll}
u_{n+q-1} & u_{n+q-2} & \cdots & u_{n} \\
u_{n+q} & u_{n+q-1} & \cdots & u_{n+1} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot \\
u_{n+2 q-2} & u_{n+2 q-1} & \cdots & u_{n+q-1}
\end{array}\right|
$$

become $F\left(u_{n}, u_{n+1}, \cdots, u_{n+q-1}\right)$ when $u_{n+2 q-2}, \cdots, u_{n+q}$ are expressed in terms of $u_{n+\varepsilon-1}, \cdots, u_{n}$ by means of (2). It is known that the law (2) is reducible if and only if $\Delta_{q}(0)=0$. Hence $F\left(u_{0}, \cdots, u_{q-1}\right)=0$ has rational solutions if and only if $f(x)=0$ is reducible. If $u_{0}, \cdots, u_{q-1}$ give a rational solution, the same argument shows that $u_{n}, \cdots, u_{n+q-1}$ give a rational solution for $n$ arbitrary. We get all the rational solutions by taking in turn all the maximum divisors $\chi(x)=x^{t}+\cdots+c_{t}$, with rational coefficients, of $f(x)$, i. e., a divisor not dividing any other divisor of $f(x)$, and forming all the recurring series of rational terms having $\chi(x)=0$ as generating equation and any rational numbers as the first $t$ terms $u_{0}, u_{1}, \cdots, u_{t-1}$. Among the recurring series which together give all the rational solutions of $F=0$, those which give only a finite number of solutions are the ones whose generating functions are divisors $\theta(x)$, with rational coefficients, of $f(x)$, such that $\theta(x)=0$ has as its roots only distinct roots of unity. For example, let $q=3$ and $f(x)=x^{3}-\gamma$. Then

$$
F\left(u_{0}, u_{1}, u_{2}\right)=\gamma^{2} u_{\mathrm{d}}^{3}+\gamma u_{\mathrm{I}}^{3}+u_{2}^{3}-3 \gamma u_{0} u_{1} u_{2} .
$$

Let $\gamma$ be the cube of a rational number $\delta$, so that $f$ is reducible. The maximum divisors are $x-\delta$ and $x^{2}+\delta x+\delta^{2}$. To the first correspond the solutions $u_{0}, \delta u_{0}, \delta^{2} u_{0}$, where $u_{0}$ is any rational number. To the second correspond $u_{0}, u_{1},-\delta\left(u_{1}+\delta u_{0}\right)$, where $u_{0}$ and $u_{1}$ are any rational numbers. If $\gamma$ is not the cube of a rational number, there is no rational solution of $F=0$. Let (2) be an irreducible law for $u_{0}, u_{1}, \cdots$ and let $a_{q}= \pm 1$. Then $\Delta_{q}(0)=g \neq 0, F\left(u_{n}, \cdots, u_{n+q-1}\right)= \pm g$, so that we have rational solutions of the latter. There are similar results for integral solutions when the $a$ 's are integral.
D. Hilbert ${ }^{161}$ treated the diophantine equation $D= \pm 1$, where

$$
D=x_{0}^{2 n-2} \Pi\left(t_{i}-t_{k}\right)^{2} \quad(i=1, \cdots, n ; k=i+1, \cdots, n)
$$

is the discriminant of $x_{0} t^{n}+x_{1} t^{n-1}+\cdots+x_{n}=0$, with undetermined coefficients, and roots $t_{1}, \cdots, t_{n}$. By use of $x_{1}=0, \cdots, x_{n-2}=0$, it is readily proved that $D= \pm 1$ has rational solutions. The main theorem is: For $n>3, D= \pm 1$ is not solvable in integers; the only equations with integral coefficients and with the discriminant $\pm 1$ are $Q \equiv(u t+v)\left(u^{1} t+v^{1}\right)=0$ and the cubic $Q\left[\left(u+u^{1}\right) t+v+v^{1}\right]=0$, where $u, u^{1}, v, v^{1}$ are any integers for which $u v^{1}-u^{1} v= \pm 1$. The proof employs the theorem ${ }^{162}$ that the discriminant of an algebraic domain is always distinct from $\pm 1$ and the lemma (here proved by use of ideals): If an equation with integral coefficients is irreducible in the domain of rational numbers, its discriminant is an integer divisible by the discriminant of the domain determined by a root of the equation.
C. Störmer ${ }^{163}$ noted that, if $A, B, M_{i}, N_{j}$ are positive integers,

$$
A M_{1}^{x_{1}} \cdots M_{m}^{x_{m}}-B N_{1}^{y_{1}} \cdots N_{n}^{y_{n}}= \pm 1 \text { or } \pm 2
$$

has only a finite number of sets (if any) of integral solutions $x_{i}, y_{j}$, and that these can be found by solving a finite number of Pell equations.
E. Fauquembergue ${ }^{164}$ noted that $3 x^{2}=4 y^{3}-z^{8}$ has no solutions with $y, z$ relatively prime, since $\left(x+z^{3}\right)^{3}-\left(x-z^{3}\right)^{3}=(2 y z)^{3}$ gives $x=z^{3}, y=z^{2}$. On $x^{2}=z^{6}-4 y^{3}$, see Fuss ${ }^{11}$ of Ch. XXI.
G. B. Mathews ${ }^{165}$ noted that $x y(x+y)=z^{n}$ has no solution if $n=3 m$, while if $n=3 m \pm 1$ the general solution is ( $\lambda^{n} \xi, \lambda^{n} \eta, \lambda^{3} \zeta$ ), where ( $\xi, \eta, \zeta$ ) is the unique solution in which $x / y$ equals a given irreducible fraction, and the g.c.d. of $x$ and $y$ is not divisible by an $n$th power.
A. Cunningham ${ }^{166}$ solved in integers $N_{1} N_{3}=N_{2} N_{4}$, where $N_{\mathrm{r}}=x_{r}^{4}+4 y_{r}^{4}$; also

$$
\frac{N_{1} N_{3} N_{5} \cdots N_{2 r+1}}{N_{0} N_{2} N_{4} \cdots N_{2 r}}=\frac{N_{a}}{N_{b}} .
$$

He solved $M_{1} M_{3}=M_{2} M_{4}$, where $M_{r}=\left(x_{r}^{6}+3^{3} y_{r}^{6}\right) /\left(x_{r}^{2}+3 y_{r}^{2}\right)$.
S. O. Satunovsky ${ }^{167}$ discussed the solution in integers of

$$
a x^{m n}+a_{1} x^{m n-1}+\cdots+a_{m n}=b y^{n}, \quad b= \pm a / c^{m}
$$

P. F. Teilhet ${ }^{188}$ gave, for $m=1$, recurring series leading to all (an infinitude of) solutions of $x^{2 m}-y^{2 m}=x^{m} y^{m}-1$ and asked if there are solutions when $m>1$ other than $x=y=1$.

* H. Kühne ${ }^{169}$ noted that if the system of $n$ functions $x_{i}=\phi_{i}\left(\xi_{0}, \cdots, \xi_{n-1}\right)$ is equivalent to the system of $n$ functions $\xi_{i}=f_{i}\left(x_{0}, \cdots, x_{n-1}\right)$, the coefficients of the $\phi$ 's and $f$ 's belonging to the same domain, there exists between the $x$ 's and the $\xi$ 's a connection (Verknüpfung) and these connections have the group property. This concept leads to a process of solving all

[^514]diophantine equations in $n$ unknowns such that all the unknowns are expressible rationally in $n-1$ parameters. An instance is the method of solving $x^{3}+y^{3}+z^{3}+u^{3}=0$ used by Schwering ${ }^{73}$ and Kühne ${ }^{74}$ of Ch. XXI.
A. Cunningham ${ }^{170}$ found solutions of
\[

$$
\begin{equation*}
\left(x^{3}+y^{3}\right)\left(X^{3}+Y^{3}\right)=\xi^{3}+\eta^{3} \tag{3}
\end{equation*}
$$

\]

by expressing $n=\left(x^{3}+y^{3}\right) /(x+y)$ in the form $t^{2}+3 u^{2}$ in one of the three ways: $\left(\frac{1}{2} x-y\right)^{2}+3\left(\frac{1}{2} x\right)^{2}$ for $x$ even, $\left(x-\frac{1}{2} y\right)^{2}+3\left(\frac{1}{2} y\right)^{2}$ for $y$ even,

$$
\left(\frac{x+y}{2}\right)^{2}+3\left(\frac{x-y}{2}\right)^{2} \text { for } x, y \text { both odd }
$$

and by expressing $N=\left(X^{3}+Y^{3}\right) /(X+Y)$ in the form $T^{2}+3 U^{2}$. Then

$$
n N=A^{2}+3 B^{2}, \quad A=t T \mp 3 u U, \quad B=t U \pm u T .
$$

But $A^{2}+3 B^{2}$ is expressible in the form $\left(\xi^{3}+\eta^{3}\right) /(\xi+\eta)$ in one of three ways. Hence (3) is reduced to $(x+y)(X+Y)=\xi+\eta$. R. W. D. Christie ${ }^{17}$ noted the special solution

$$
\left(1+n^{3}\right)\left\{(2 n-1)^{3}+(n-2)^{3}\right\}=\left(n^{2}+2 n-2\right)^{3}+\left(2 n^{2}-2 n-1\right)^{3} .
$$

He ${ }^{172}$ noted that $10^{3}+30^{2}=\left(3^{3}+7^{2}\right)\left(3^{2}+4^{2}\right)$. Cunningham noted that

$$
A^{3}+B^{2}=\left(a^{3}+b^{2}\right)\left(c^{2}+d^{2}\right)
$$

is satisfied if $A=A_{1}^{2}, a=\alpha^{2}, A_{1}^{3}=\alpha^{3} c \mp b d, B=\alpha^{3} d \pm b c$.

* P. S. Frolov ${ }^{173}$ found the least solution of (4) for $x=1$.
A. Hurwitz ${ }^{174}$ discussed the positive integral solutions $x_{1}, \cdots, x_{n}$ of

$$
\begin{equation*}
x_{1}^{2}+\cdots+x_{n}^{2}=x x_{1} x_{2} \cdots x_{n}, \quad n \equiv 3, \tag{4}
\end{equation*}
$$

where $x$ is an integer. If $\xi=\left(x, x_{1}, \cdots, x_{n}\right)$ is a solution, then evidently $\xi^{\prime}=\left(x, x_{1}^{\prime}, x_{2}, \cdots, x_{n}\right)$ is a solution when $x_{1}^{\prime}+x_{1}=x x_{2} \cdots x_{n}$. Similarly, $\xi^{\prime \prime}=\left(x, x_{1}, x_{2}^{\prime}, x_{3}, \cdots, x_{n}\right)$ is a solution when $x_{2}^{\prime}+x_{2}=x x_{1} x_{3} \cdots x_{n}$. Call these solutions $\xi^{\prime}, \xi^{\prime \prime}, \cdots, \xi^{(n)}$ "neighbors " to $\xi$. Build the neighbors to each of these, etc. Then all such solutions are said to be "derived" from $\xi$. Call $\xi$ a "fundamental" solution if no one of its $n$ neighbors has a smaller sum $x_{1}+\cdots+x_{n}$. It is proved that $\xi$ is a fundamental solution if and only if $2 x_{i}^{2} \leqq x x_{1} \cdots x_{n}$ for $i=1, \cdots, n$; that every solution is either a fundamental solution or can be derived from another one; that there is no positive integral solution of (4) when $x$ is a given integer $>n$; that all positive integral solutions with $x=n$ can be derived from $x_{1}=\cdots=x_{n}=1$ (the case $n=3$ being due to Markoffirt). If $n \geqq 5$ and if $x, x_{1}, \cdots, x_{n}$ form a fundamental solution of (4) with $x_{1} \geqq x_{2} \geqq \cdots \geqq x_{n}$, the last $n-2-k$ of the $x_{i}$ 's have the value unity, where $k$ is determined by $2^{k} \leqq n<2^{k+1}$.
E. B. Escott ${ }^{175}$ cited two numerical equations $x^{7}+r x^{5}+s x^{3}+t x+k=0$ with rational roots [see Ch. XXIV幅]. "Charbonier" (18, 1911, 62-3) employed the roots $a, b,-a-b, c, d, e,-c-d-e$.

[^515]E. N. Barisien ${ }^{176}$ noted that $x=f(n), y=\phi(n)$ give solutions (but not necessarily all solutions) of the equation $F(x, y)=0$ obtained by eliminating $n$. Similarly when $x, y, z$ are functions of $n, m$. A. Cunningham ${ }^{177}$ gave the least solution $3,4,5$, and the general solution of
$$
\left(x^{4}+y^{4}+z^{4}\right)^{2}=2\left(x^{8}+y^{8}+z^{8}\right)
$$
E. B. Escott ${ }^{177 a}$ noted that, if $X=x^{2}+1$,
$$
\left(x^{3}+x^{2}+2 x+1\right)\left(x^{3}-x^{2}+2 x-1\right)=X^{3}-X-1 .
$$
A. Thue ${ }^{178}$ considered solutions $x, y, z$, relatively prime in pairs, of
$$
A x^{n}+B y^{n}+C z^{n}-x y z U(x, y, z)=0
$$
where $U$ is a homogeneous polynomial of degree $n-3$ whose coefficients, as well as $A, B, C$, are integers. Let $n$ be odd. Let $p, q, r$ be integers, not all zero, such that $p x+q y+r z=0$. Then
$\left(A r^{n}-C p^{n}\right) x^{n}+\left(B r^{n}-C q^{n}\right) y^{n}=x y E_{1}, \quad E_{1}=r^{n} z U-\frac{C}{x y}\left\{(p x)^{n}+(q y)^{n}+(r z)^{n}\right\}$, with two similar equations derived by permuting $x, y, z$ and $p, q, r$. Then
$$
a x=B r^{n}-C q^{n}, \quad b y=C p^{n}-A r^{n}, \quad c z=A q^{n}-B p^{n}
$$

Hence $A a x+B b y+C c z=0$, so that we have a second linear relation. Also $a y^{n-1}-b x^{n-1}=E_{1}$, with two similar equations. Let $u$ be the greatest of $x, y, z$ numerically; $\lambda$ the greatest of $p, q, r ; l$ of $A, B, C ; m$ the greatest of the coefficients of $U$, and $\delta=\frac{1}{2}(n-2)(n-1) m+\left(2^{n-1}+1\right) l$. He proved the following theorems. If $A B C \neq 0, n \geqq 3$, and if $p, q, r$ can be found such that $\lambda^{n-1}<u /(l \delta)$, then $a=b=c=0$. If our given function of degree $n$ is irreducible, we can determine a function $K \geqq l \delta$ of $A, B, C$ and the coefficients of $U$, such that no numbers $p, q, r$ exist for which $\lambda^{n-1}<u / K$. If

$$
A x^{n}+B y^{n}+C z^{n}=0
$$

has relatively prime solutions and if $n$ is odd and $>1$, there do not exist solutions $p, q, r$ not all zero of $p x+q y+r z=0$ for which $\lambda^{n-1}<u /\left\{\left(2^{n-1}+1\right) l^{2}\right\}$.
G. Candido ${ }^{179}$ considered a polynomial $f(x, y)$ with the factors $L=x+\alpha y$ and $\phi(x, y)$, where $\alpha$ is rational. Set $x+\alpha y=z^{n}, \phi=A$. Then $f(x, y)=A z^{n}$ has the solutions

$$
x=\frac{1}{2} v_{n}(p, q), \quad y=\frac{1}{2} \mu u_{n}(p, q), \quad z=\lambda+\alpha \mu, \quad p \equiv 2 \lambda+\alpha \mu, \quad q \equiv \lambda^{2}+\alpha \lambda \mu
$$ where $u_{k}, v_{k}$ satisfy $\left(\frac{1}{2} v_{k}\right)^{2}-\left(\frac{1}{4} p^{2}-q\right) u_{k}^{2}=q^{k}$. Similarly, if $f$ has the factor $Q=x^{2}+\beta x y+\gamma z^{2}$, where $\beta, \gamma$ are rational, take it as $z^{n}$. Each method is applied in detail to solve $L Q=A z^{3}$; in the particular case $x^{3}+y^{3}=A z^{3}$, the solutions are those obtained by Lucas ${ }^{198}$ of Ch. XXI.

A. Cunningham ${ }^{180}$ proved that if $4 x^{3}-y^{3}=3 x^{2} y z^{2}$ in positive integers, then $x=y, z=1$. He discussed (p. 28) $x^{5}+y^{5}=t^{2}+u^{2}$, a necessary and

[^516]sufficient condition ${ }^{181}$ being that $x+y$ and $N=\left(x^{5}+y^{5}\right) /(x+y)$ be 2. Since $N \equiv\left(x^{2}-3 x y+y^{2}\right)^{2}+5 x y(x-y)^{2}$, set $x=\xi^{2}, y=5 \eta^{2}$ and make $x+y=$ 22. E. Miot ${ }^{182}$ took $x^{5}+y^{5}=2^{k} p q r^{2}$, where $p$ is a prime $4 n+1$, whence $2^{k} p=s^{2}+t^{2}$, and multiplied the initial equation by $q^{5}$. L. Aubry obtained an infinitude of solutions by setting
$$
x-1=a n, \quad y-1=b n, \quad t-1=c n+d n^{2}, \quad u-1=e n+f n^{2} .
$$
"V. G. Tariste" ${ }^{183}$ noted that, if $x, y, z$ are $<10$,
$$
x^{n}+y^{n}+z^{n}+x y z=100 x+10 y+z
$$
holds only for $n=3$ and then $x, y, z$ are the digits of 370,407 or 952 . A. H. Holmes ${ }^{184}$ obtained special solutions with $n=1$ or 2 by assuming that $y z=100$ or $x z=10$.
A. Cunningham ${ }^{185}$ noted that every prime $p=X^{n}-Y^{n}$, with $n=12 m+7$, can be expressed in the forms $\left(x^{3} \pm y^{3}\right) /(x \pm y)$. Cf. Cunningham. ${ }^{187}$
G. Frobenius ${ }^{186}$ proved that $x^{2}+y^{2}+z^{2}=k x y z$ is solvable in positive integers only for $k=3$ and $k=1$, while the latter case reduces to the former by the substitution $x=3 X, y=3 Y, z=3 Z$. Cf. Hurwitz. ${ }^{174}$

Cunningham ${ }^{187}$ noted that, if $n>3, X^{n}-Y^{n}=x^{2}+x y+y^{2}$ has an infinitude of positive integral solutions. He noted (24, 1913, 85-6) cases when $x^{3}-y^{3}$ or $x^{7}-y^{7}$ is expressible in the form $Q^{2}+1$. He expressed (26, 1914, 50) the product of two numbers of type $x^{2}+x+1$ and $(27,1915,102)$ the product of three such factors in the form $A^{2}+3 B^{2}$ in several ways.
T. Kojima ${ }^{188}$ proved that if a rational function of several variables with integral coefficients equals an $n$th power for all integral values of the variables, it is an exact $n$th power.
H. Brocard ${ }^{189}$ stated that $x=y=1$ is the only integral solution of $x^{x}+y^{y}=x+y$, and that $x^{x}+y^{y}=x y$ has no positive integral solution. These problems were proposed by G. W. Leibniz. ${ }^{190}$
A. Cunningham ${ }^{191}$ gave several solutions of $\Pi\left(x_{i}^{2}+x_{i}+1\right)=z^{3}$.
E. Fauquembergue ${ }^{192}$ noted that the only solutions of $\left(4 x^{4}-1\right)(4 x-1)=y^{2}$ in integers are $x=0,1,2 ; \pm y=1,3,21$.
M. Rignaux ${ }^{193}$ gave two identities $x^{6}+y^{6}=z^{6}+w^{2}$.
W. Mantel ${ }^{194}$ proved that $x^{2}+y^{2}+z^{2}=x^{2} y^{2} t^{2}$ is impossible in integers; that, if $n=2,6,9,11,12, x_{1}^{2}+\cdots+x_{n}^{2}=x_{1} x_{2} \cdots x_{n}$ has no positive integral solutions, and gave the least solutions for $n=3(3,3,3), n=4(2,2,2,2)$,

[^517]$n=5(1,1,3,3,4), n=7,8,10$. He stated and L. de Jong proved that the g.c.d. of solutions $x, y, z$ of $x^{2}+y^{2}+z^{2}=x y z$ is 3 , and listed seven sets of solutions. Cf. Hurwitz ${ }^{174}$.
G. Rados ${ }^{194 a}$ proved that if a polynomial $F(x)$ of degree $n$ with integral coefficients decomposes with respect to every prime modulus into $n$ linear factors with integral coefficients, then $F(x)$ decomposes algebraically into $n$ linear factors with integral coefficients.
A. Korselt ${ }^{194 b}$ argued that, if $f(x, y)$ is a homogeneous function of degree $d>1$ with no multiple root, $f(x, y)=z^{n}$ is solvable in relatively prime integral rational functions $x, y, z$ of any parameters if and only if $d=2, n$ any, or $d=3, n=2$.
"V. G. Tariste" stated and R. Goormaghtigh ${ }^{195}$ proved that $x^{y}-y^{x}=x-y$ has only the integral solutions $x=y+1=1,2,3$.
M. Rignaux ${ }^{195 a}$ proved by the theory of quadratic forms that
$$
a^{2}+b^{2}+c^{2}=K a b c
$$
holds, when $c=1$, only for $K=3$. Cf. Hurwitz ${ }^{174}$.
F. Irwin ${ }^{195 b}$ gave a method to find the integral solutions of
$$
a x^{r}-b x y+y-c=0 .
$$

For $\left(x^{n}-1\right) /(x-1)=\square$, see Landau, p. 57 of Vol. I of this History.
On $p r\left(p^{2}-r^{2}\right): q s\left(q^{2}-s^{2}\right)$, see papers $67-77$ of Ch. IV, Euler ${ }^{81}$ of Ch. XVI, Euler ${ }^{18,19}$ of Ch. XVIII and Euler ${ }^{253}$ of Ch. XXII.

For $k^{2}+4 k \mu v=\square$, where $k=\left(\mu^{2}+1\right)\left(v^{2}+1\right)$, see Haentzschel ${ }^{144}$ of Ch. V.
By Hilbert ${ }^{54}$ of Ch. XIII an equation $f=0$ may have no rational solution, while $f \equiv 0\left(\bmod p^{e}\right)$ is solvable when $p$ is any prime. From one solution of $F(x, y, z)=0$, Cauchy ${ }^{150}$ of Ch. XIII found another. For $\left(f^{4}-k^{4}\right)\left(g^{4}-h^{4}\right)=\square$, see Euler ${ }^{28}$ and Gérardin ${ }^{85}$ of Ch. XV, Ward ${ }^{44}$ of Ch. XIX. On $f(x)=\square$ see Jacobi, ${ }^{152}$ etc., of Ch. XXII. Brunel ${ }^{68}$ of Ch. XXI solved $x_{1}^{n}+x_{2}^{n}=F$, where $F$ is a cyclic determinant of order $n$. Euler ${ }^{187}$ of Ch. XXII noted rational solutions of $a b c d(a+b+c+d)=1$.

Miscellaneous systems of equations of degree $n>4$.
C. Gill and T. Beverley ${ }^{196}$ found numbers whose sum is a $4 n$th power and such that if the square of each be added to their sum there results a square. Take $p x^{2 n}, q x^{2 n}, \cdots$ as the numbers and $x^{4 n}$ as their sum. The final conditions give $p^{2}+1=\square, q^{2}+1=\square, r^{2}+1=\square, \cdots$, which hold if

$$
p=\frac{y^{2}-x^{2 n}}{2 y x^{n}}, \quad q=\frac{a x^{2 n}-y^{2} / a}{2 y x^{n}}, \quad r=\frac{b x^{2 n}-y^{2} / b}{2 y x^{n}}, \cdots
$$

To make $p+q+\cdots=x^{2 n}$, take $y=(a+b+\cdots-1) /\left(2 x^{n}\right), 1 / a+1 / b+\cdots=1$.
J. Liouville ${ }^{197}$ stated that, if there be a finite number of sets of positive

[^518]integral solutions of $f\left(x_{1}, \cdots, x_{\mu}\right)=0, \cdots, F\left(x_{1}, \cdots, x_{\mu}\right)=0$, and we set $x_{i}=d_{i} \delta_{i}$ in all possible ways and write $\eta=+1$ or -1 according as $d_{1} \cdots d_{\mu}$ is a product of an even or odd number of primes (equal or distinct), then $\Sigma \eta$ is the number of sets of solutions of the given equations in which each $x_{i}$ is a square.
H. Delorme ${ }^{198}$ noted that the system $x^{2 m}=a y^{2 n}+1, x^{2 p+1}=b y^{2 q+1}+c$ is insolvable if $a+1$ and $c$ are divisible by 3 , while $b$ is not [since impossible modulo 3].
A. B. Evans ${ }^{199}$ found four integers $\left(a x^{5}, \cdots, d x^{5}\right)$ whose sum is a sixth power and the sum of any three a fifth power. Take $a+b+c+d=x$. Then the conditions are $x-a=p^{5}, \cdots, x-d=s^{5}$. Thus $x=\frac{1}{3}\left(p^{5}+q^{5}+r^{5}+s^{5}\right)$ is an integer if $p=3 m, q=3 m+1, r=3 m+2, s=3 m+3$, and then $a, b, c, d$ are also integers.
A. Desboves ${ }^{200}$ called $a$ a congruent number of order $m$ if the system
$$
x^{2 m}+a y^{2 m}=u^{2}, \quad x^{2 m}-a y^{2 m}=v^{2}
$$
has integral solutions. For $m=2$, the quotient of the expression found for $a$ by 16 is $x y\left(x^{2}-y^{2}\right)\left(x^{4}-6 x^{2} y^{2}+y^{4}\right) / 2$. Taking $x=2, y=1$, the latter becomes -21 . The least congruent number of order 2 is 21 . A. Gérardin ${ }^{201}$ remarked that it seems more logical to call $a$ a congruent number of order $m$ if $x^{m} \pm a y^{m}=\square$ hold simultaneously. Cf. papers 210, 222, and Ch. XVI.
L. Gegenbauer ${ }^{202}$ considered a set of positive integral solutions $x_{1}^{0}, \cdots, x_{\mu}^{0}$ of the system of equations $f_{1}\left(x_{1}, \cdots, x_{\mu}\right)=0, \cdots, f_{r}\left(x_{1}, \cdots, x_{\mu}\right)=0$, and any divisor $\delta_{\lambda}^{0}$ of $x_{\lambda}^{0}$, and called the product $\delta_{1}^{0} \cdots \delta_{\mu}^{0}$ a divisor-product belonging to the set $x_{1}^{0}, \cdots, x_{\mu}^{0}$. Let $\chi(x)$ be a function for which $\chi(x y)=\chi(x) \chi(y)$ for all values $x, y$ satisfying a definite condition. Let $X(n)=\Sigma \chi(d)$, where $d$ ranges over all divisors of $n$. Then
$$
\Sigma X\left(x_{1}^{0}\right) \cdots X\left(x_{\mu}^{0}\right)=\Sigma \chi\left(\delta_{1}^{0} \cdots \delta_{\mu}^{0}\right)
$$
where on the left the summation extends over those sets of solutions $x_{1}^{0}$, $\cdots, x_{\mu}^{0}$ which satisfy the condition mentioned, while on the right the summation extends over all the divisor-products belonging to these sets of solutions. If we take $\chi(x)=+1$ or -1 , according as $x$ is a product of an even or odd number of primes (equal or distinct) and note that $\Sigma \chi(d)=+1$ or 0 , according as $n$ is a square or not, we obtain the theorem stated by Liouville. ${ }^{197}$ Other special cases are obtained by taking $\chi(x)$ to be the number $\phi_{k}(x)$ of sets of $k$ integers $<x$ and prime to $x$, or $\mu(x)$ of Vol. I, Ch. 19, and noting that $\Sigma \phi_{k}(d)=n^{k}, \Sigma \mu(d)=0$ if $n>1$.

Several writers ${ }^{203}$ found two integers whose sum, difference and difference of squares are all twelfth powers (square, cube and biquadrate). Elsewhere ${ }^{204}$ was added the condition that the product of the nine roots of these powers shall be a square, cube and biquadrate.

[^519]G. B. M. Zerr ${ }^{205}$ found six positive integers $x_{i}$ such that each diminished by $\frac{5}{2}\left(x_{1}+\cdots+x_{6}\right)^{5}$ becomes a fifth power.

Several ${ }^{206}$ found three numbers in arithmetical progression whose sum is a sixth power.
E. Swift ${ }^{207}$ proved that $x=0, y=1250 a^{6}$ give the only integral solution of

$$
\begin{gathered}
x^{2}+y^{2}=\square, \quad \frac{5}{4}\left(x^{2}+y^{2}\right)=z^{3}, \quad x y=2 x^{3}, \quad 2(x+y)+\frac{x y}{x+y}=\square \\
\left(x^{4}+y^{4}\right)\left(x^{2}+y^{2}\right)-\left(x^{5}+y^{5}\right) \sqrt{x^{2}+y^{2}}=\square .
\end{gathered}
$$

A. Cunningham ${ }^{208}$ discussed $x^{2 n}+y^{2 n}+z^{2 n}=u^{4 n}+v^{4 n}+w^{4 n}(n=1,2)$ by use of the identity $a^{4}+b^{4}+(a+b)^{4}=2\left(a^{2}+a b+b^{2}\right)^{2}$. Employ the usual solution of $u^{2}+v^{2}=w^{2}$, and set $x=u^{2}-v^{2}-u v, y=2 u v, z=x+y$. Then

$$
\begin{gathered}
u^{8}+v^{8}+w^{8}=2 C^{2}, \quad C=u^{4}+u^{2} v^{2}+v^{4}, \quad 2 C^{2}=x^{4}+y^{4}+z^{4}, \\
u^{4}+v^{4}+w^{4}=2 C=x^{2}+y^{2}+z^{2} .
\end{gathered}
$$

$\mathrm{He}^{209}$ expressed two special sextics and two octics in the form $Y^{2}-q x Z^{2}$, where $Y, Z$ are functions of $x$, and $q=17,13,19,2$.
A. Gérardin ${ }^{210}$ discussed the solution of $x^{m}+A y^{p}=f^{2}, x^{m}-A y^{p}=g^{2}$. Thus $2 x^{m}=f^{2}+g^{2}$, so that $x$ is a sum of two squares.

Gérardin ${ }^{211}$ treated the system $x^{6}-1=4 y z, 8 y^{3 n}-1=x t$, by taking as $x, t$ the factors $2 y^{n}-1,4 y^{2 n}+2 y^{n}+1$ in either order, or $t=1$, or, for $y=2$, $x=2^{k}-1$ or $2^{2 k}+2^{k}+1$ where $n=k-1$.
E. N. Barisien ${ }^{212}$ noted that $x^{12}=r^{3}+s^{3}-t^{3}=u^{2}-v^{2}-w^{2}$ for $r=9 y^{4}$, $s=x^{4}+9 x y^{3}, t=3 x^{3} y+9 y^{4}$, where $u$, $v, w$ are sextic functions of $x, y$.
A. Cunningham ${ }^{213}$ noted that if $N_{m}=x^{m}-y^{m}$, and $m, n$ are primes both of the form $4 k \pm 1$, we can set $N_{m}=t_{m}^{2} \mp n u_{m}^{2}, N_{n}=t_{n}^{2} \mp m u_{n}^{2}$, simultaneously. He and R. F. Davis ${ }^{214}$ proved that we can express $\left(x^{14}+x^{7}+1\right) /\left(x^{2}+x+1\right)$ in the forms $A^{2}+3 B^{2}$ and $C^{2}+7 D^{2}$.

Cunningham ${ }^{215}$ investigated $N=\phi(x, y)=\phi\left(x^{\prime}, y^{\prime}\right)=\cdots$, where

$$
\boldsymbol{\phi}(x, y)=x^{\beta} y^{n} \pm x^{a} y^{m}
$$

and $x, y$ are relatively prime integers.
A. Gérardin ${ }^{216}$ gave solutions of the system

$$
2\left(x^{3}+y^{3}\right)=z^{3}+u^{3}+v^{3}, \quad 2\left(x^{2}+y^{2}\right)^{4}=\left(v^{2}-z^{2}\right)^{4}+\left(v^{2}-u^{2}\right)^{4}+\left(u^{2}-z^{2}\right)^{4}
$$

L. Aubry ${ }^{217}$ made $P(x+y)+Q x$ and $P(x+y)+Q y$ both $n$th powers.

[^520]A. Gérardin ${ }^{218}$ noted cases in which $s^{5}-x, s^{5}-y, s^{5}-z$ are squares, where $s=x+y+z ; s^{n}-x, \cdots, s^{n}-t$ are all cubes, where $s=x+y+z+t$, for $x, z=\mp\left(27 p^{9}+144 p^{3}\right)-108 p^{6}-63, \quad y=216 p^{6}+1, \quad t=126 \quad(s=1)$. He noted (pp. 197-8) cases when $P s^{n}+Q x^{m}+R y^{m}+\cdots, P s^{n}+Q x^{m}+R z^{m}+$ $\cdots, \cdots$ are all $p$ th powers, where $s=x+y+\cdots$.

Gérardin ${ }^{219}$ gave the general solution of his problem to make $s \pm x$, $s \pm y, \cdots, s \pm \alpha$ all $p$ th powers, where $s=x+y+\cdots+\alpha$.
R. Goormaghtigh ${ }^{220}$ gave solutions of $x+y+z=s, s^{2}-x^{2}=A^{p}, s^{2}-y^{2}=B^{p}$, $s^{2}-z^{2}=C^{p}$, where $p$ is 2 or any odd integer. $\mathrm{He}^{221}$ stated that, for $A<1000000, A=1+x+\cdots+x^{m}=1+y+\cdots+y^{n}$ holds only for

$$
31=1+5+5^{2}=1+2+2^{2}+2^{3}+2^{4}, \quad 8191=1+2+\cdots+2^{12}=1+90+90^{2},
$$

in addition to evident solutions if $x$ or $y$ is negative.
Despujols ${ }^{222}$ took $\phi_{1}^{2}+\phi_{2}^{2}=\left(a^{2}+b^{2}\right)^{n-1}$ in the identity

$$
\left(a^{2}+b^{2}\right)\left(\phi_{1}^{2}+\phi_{2}^{2}\right) \pm h=\left\{(a \pm b) \phi_{1}+(b \mp a) \phi_{2}\right\}^{2}, \quad h \equiv 2\left(a \phi_{1}+b \phi_{2}\right)\left(b \phi_{1}-a \phi_{2}\right),
$$ to obtain a congruent number ${ }^{201} h$ of order $n$. He stated that every congruent number of order $n$ is of the form $2 \theta^{2} \lambda \mu$, where $\theta^{2}\left(\lambda^{2}+\mu^{2}\right)=x^{n}$, and conversely.

On $x_{1}^{2} x_{2}^{2} x_{3}^{2} \pm x_{i}^{2}=\square(i=1,2,3)$ see p. 174, p. 186.

## papers not available for report.

P. Lackerbauer, Lehrsätze und Aufgaben über Gleichheiten als Beitrag zur höheren unbestimmetn Analysis, Progr. Münnerstadt, 1834.
G. A. Longoni, Sui problemi di analisi indeterminata, Monza, 1840.
C. F. Meyer, Ein diophantische Problem, Progr. Potsdam, 1867.

Poeschko, Auflösunggmethode unbestimmter Gl., Progr. St. Pölten, 1869.
J. Slavik, Solution of indeter. equations (Czech), Progr. Königgrätz, 1877.
F. M. Costa Lobo, Résolution des équations indéterminées, Coimbra, 1885.
C. Alasia, Elementi della teoria generale delle equazioni . . . e delle equazioni indeterminante, Napoli, 1891.
A. Zinna, L'analisi diofantea, Trapani, 1900.
H. Zuschlag, Diophantische Gleich., Berlin, 1908.
J. Edaljii, Note on indeterminate equations, Jour. Indian Math. Soc., 3, 1911, 115.
H. Verhagen, An equation in three unknowns, Nieuw Tijdschrift voor Wiskunde, 3, 1915-6, 307-14.
${ }^{218}$ L'intermédiaire des math., 23, 1916, 169-170.
${ }^{219}$ Ibid., 207-8.
${ }_{20} 1$ Ibid., 24, 1917, 23-24.
${ }^{2 m}$ Ibid., 88 (p. 153, correction).
${ }^{222}$ Ibid., 26, 1919, 14-15.

## CHAPTER XXIV.

## SETS OF INTEGERS WITH EQUAL SUMS OF LIKE POWERS.

If $t=\frac{2}{3}(a+b+c), a, b, c$ and $t-a, t-b, t-c$ have the same sum and same sum of squares; this double property shall be denoted by

$$
\begin{equation*}
a, b, c \stackrel{2}{=} t-a, t-b, t-c, \quad t=\frac{2}{3}(a+b+c) \tag{1}
\end{equation*}
$$

The separation of two sets of numbers by the symbol $\stackrel{n}{=}$ shall denote that they have the same sum of $k$ th powers for $k=1, \cdots, n$.

Chr. Goldbach ${ }^{1}$ noted that

$$
\alpha+\beta+\delta, \alpha+\gamma+\delta, \beta+\gamma+\delta, \delta \stackrel{2}{=} \alpha+\delta, \beta+\delta, \gamma+\delta, \alpha+\beta+\gamma+\delta .
$$

L. Euler ${ }^{2}$ remarked that $a, b, c, a+b+c \stackrel{2}{=} a+b, a+c, b+c$. This is the case $\delta=0$ of Goldbach's result, but it implies the latter since (Frolov ${ }^{7}$ ) each number may be increased by any constant $\delta$.

If $^{2 a} N$ be chosen so that $N, N-a_{1}, \cdots, N-a_{t}$ have the same sum as $n, n+a_{1}, \cdots, n+a_{t}$, then the sum of the squares of the former numbers equals that of the latter.
E. Prouhet ${ }^{3}$ noted that $1, \cdots, 27$ can be separated into three sets, two of which are $1,6,8,12,14,16,20,22,27$ and $2,4,9,10,15,17,21,23$, 25 , such that the sum and sum of squares of the numbers in any set are the same as for the other sets. As a generalization, it is stated that there are $n^{m}$ numbers separable into $n$ sets each of $n^{m-1}$ terms such that the sum of the $k$ th powers of the terms is the same for all the sets when $k<m$.
F. Pollock ${ }^{4}$ noted the fact, equivalent to (1), that

$$
p, p+a, p+2 a+3 n \stackrel{2}{=} p-n, p+a+2 n, p+2 a+2 n .
$$

F. Proth ${ }^{5}$ noted that

$$
a^{2}+a b+b^{2}, \quad c^{2}+c d+d^{2}, \quad(a+c)^{2}+(a+c)(b+d)+(b+d)^{2}
$$

and the numbers derived by interchanging $b$ and $c$ have the same sum and sum of squares.
E. Cesàro ${ }^{6}$ proved that if $a, \cdots, k$ form a rearrangement of $1, \cdots, 9$ and

$$
a, b, c, d \stackrel{2}{=} d, e, f, g \stackrel{2}{=} g, h, k, a,
$$

then $a=2, b=4, c=9, d=5, e=1, f=6, g=8, h=3, k=7$. Note that the three sets of four numbers each may be placed on the sides of a triangle, with $a, d, g$ at the vertices.
${ }^{1}$ Corresp. Math. Phys. (ed., Fuss), 1, 1843, 526, letter to Euler, July 18, 1750.
${ }^{2}$ Ibid., 549 , letter to Goldbach, Sept. 4, 1751. Special case by Nicholson ${ }^{80}$ of Ch. XXIII.
${ }^{2 a}$ New Series of Math. Repository (ed., T. Leybourn), 3, 1814, I, 75-77.
${ }^{2}$ Comptes Rendus Paris, 33, 1851, 225.
${ }^{4}$ Phil. Trans. Roy. Soc. London, 151, 1861, 414.
${ }^{3}$ Nouv. Corresp. Math., 4, 1878, 377-8.

- Ibid., 293-5. Question by F. Proth.
M. Frolov ${ }^{7}$ noted that $\Sigma a^{k}=\Sigma b^{k}, \Sigma a_{1}^{k}=\Sigma b_{1}^{k}, k=1, \cdots, n$, imply

$$
\Sigma(a+h)^{k}=\Sigma(b+h)^{k}, \quad \Sigma\left(a+a_{1}\right)^{k}=\Sigma\left(b+b_{1}\right)^{k}
$$

For $n=2$ there must be at least 3 terms $a$; for $n=3$, at least 4 . For $n=3$, the least terms are stated incorrectly ${ }^{7 a}$ to be $1,5,8,12$ and $2,3,10,11$. For $n=3$, there are examples when the $a$ 's and $b$ 's together give $1,2, \cdots, 2 m$.
J. W. Nicholson ${ }^{8}$ noted the identities

$$
3 a+3 b, 2 a+4 b, a, b \stackrel{3}{=} 3 a+4 b, a+3 b, 2 a+b ;
$$

$5 a+10 b, 4 a+11 b, 3 a+5 b, 2 a+8 b, 3 a+3 b, 2 a+6 b, a, b$

$$
\stackrel{5}{=} 5 a+11 b, 4 a+6 b, 3 a+10 b, 3 a+8 b, a+5 b, 2 a+3 b, 2 a+b,
$$

there being one more term on the left than on the right. But for $n=1$, $\cdots, 5$, the sum of the $n$th powers of the ten numbers $a \pm 32, a \pm 24, a \pm 18$, $a \pm 10, a \pm 4$ equals the sum of the $n$th powers of the ten $a \pm 30, a \pm 28$, $a \pm 16, a \pm 8, a \pm 6$.
A. Martin ${ }^{9}$ noted the special case of (1):

$$
a, b, 2 a+2 b \stackrel{2}{=} a+2 b, 2 a+b
$$

Also,

$$
\begin{gathered}
p, q, 2 p+2 q, 3 p+3 q \stackrel{2}{=} 3 p+2 q, 2 p+3 q, p+q ; \\
a+b+c, a+b-c, a-b+c,-a+b+c \stackrel{2}{=} 2 a, 2 b, 2 c .
\end{gathered}
$$

R. W. D. Christie ${ }^{10}$ noted that, if $t=e+f+g+h$,

$$
s+e, s+f, s+g, s+h, s-t \stackrel{2}{=} s-e, s-f, s-g, s-h, s+t .
$$

[Since we may reduce each term by $s$, we obtain an evident identity.]
A. Cunningham ${ }^{11}$ noted that $x+y, b, c^{2}=x, y, b+c$ if $x y=b c$. Next, if $a, b, c^{2}=x, y, z$, then

$$
a, b, c+k z, k c \stackrel{2}{=} x, y, z+k c, k z .
$$

Similarly a solution in two sets of $n$ numbers yields one in two sets of $n+1$ numbers. J. H. Taylor noted that if $a_{1}+a_{3}+\cdots+a_{2 r-1}=a_{2}+a_{4}+\cdots+a_{2 r}$, then

$$
a_{1}+1, a_{2}, a_{3}+1, a_{4}, \cdots, a_{2 r} \stackrel{2}{=} a_{1}, a_{2}+1, a_{3}, a_{4}+1, \cdots, a_{2 r}+1
$$

If $b_{1}+\cdots+b_{2 r}=2 r(n-r)-r$, then

$$
b_{1}, \cdots, b_{2 r}, n \stackrel{2}{=} b_{1}+1, \cdots, b_{2 r}+1, n-2 r .
$$

H. M. Taylor noted the generalization of (1):

$$
a_{1}, \cdots, a_{n} \stackrel{2}{=} t-a_{1}, \cdots, t-a_{n}, \quad t=\frac{2}{n}\left(a_{1}+\cdots+a_{n}\right) .
$$

R. W. D. Christie noted that $a b+c d, b c, a d \stackrel{2}{=} b c+a d, a b, c d$, and $n-1, n-2, n+3, n-4, n+5, n+6, n-7$

$$
\stackrel{\stackrel{2}{=}}{=} n+1, n+2, n-3, n+4, n-5, n-6, n+7 .
$$

[^521]A. Gérardin ${ }^{12}$ noted that $x^{3}+y^{3}+z^{3}=(x+1)^{3}+(y-2)^{3}+(z+1)^{3}$ is equivalent to $\Delta_{x}+\Delta_{z}=(y-1)^{2}$, where $\Delta_{x}=x(x+1) / 2$. He took $\Delta_{x}=1,3,6,10,15$, $\cdots$ in turn and found the possible $z$ 's $\leqq 100$ by use of a table of triangular numbers. He found 13 solutions like
$$
1^{3}+15^{3}+12^{3}=2^{3}+10^{3}+16^{3}, \quad 1+15+12=2+10+16 .
$$

The sum of the squares of $1,15,12$ exceeds that of $2,10,16$ by 10 . Consider two of our 13 solutions for which the ratio of the excesses mentioned is a square $m^{2}$; multiply the numbers of the first solution by $m$ and add to the second solution; in this way we get

$$
\begin{gathered}
2,4,20,22,33 \stackrel{3}{=} 1,6,16,26,32 ; \\
1,4,12,13,20 \stackrel{3}{=} 2,3,10,16,19 ; \\
3,4,15,20,23,26 \stackrel{3}{=} 2,5,17,18,22,27 ; \\
2,6,30,46,53,73 \stackrel{3}{=} 3,4,34,44,51,74 ; \\
2,6,44,58,63,91 \stackrel{3}{=} 1,8,40,60,65,90
\end{gathered}
$$

Others follow by adding two of these. From $x+y+z=x+2+y-4+z+2$, he got

$$
1,19,23,24,32,48 \stackrel{3}{=} 3,15,20,25,40,44
$$

Gérardin ${ }^{13}$ noted that $14,23,25,138 \stackrel{2}{=} 7,26,30,137$,

$$
\begin{gathered}
1, g+3,3 g+2,4 g+4 \stackrel{3}{=} 2, g+1,3 g+4,4 g+3 \\
2,12,15,35,38,48 \stackrel{5}{=} 3,8,20,30,42,47
\end{gathered}
$$

while $x+h, y+p, z^{\stackrel{3}{=}} x, y, z+h+p$ is impossible. [The last fact is a case of Bastien's ${ }^{48}$ evident theorem.]
H. B. Mathieu ${ }^{14}$ noted that

$$
l, l-m-a n, l+(a-1) m-n \stackrel{2}{=} l-m-n, l-a n, l+(a-1) m .
$$

U. Bini ${ }^{15}$ gave $a+b, c, d \underline{\underline{2}} c+d, a, b$ if $a b=c d$. [Cunningham. ${ }^{11 \text { ] }] ~}$
E. B. Escott ${ }^{16}$ showed how to find all solutions of

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}=\Sigma y_{i}, \quad \sum_{i=1}^{n} x_{i}^{2}=\Sigma y_{i}^{2} \tag{2}
\end{equation*}
$$

for $n=3$. Set $x_{i}=X_{i}+S, y_{i}=Y_{i}+S$, where $3 S=x_{1}+x_{2}+x_{3}$. But, if $\Sigma x_{i}$ is not divisible by 3 , take $S=\Sigma x_{i}, 3 x_{i}=X_{i}+S, 3 y_{i}=Y_{i}+S$. Thus

$$
\Sigma X_{i}=0=\Sigma Y_{i}
$$

Using these to eliminate $X_{3}$ and $Y_{3}$ from $\Sigma X_{1} X_{2}=\Sigma Y_{1} Y_{2}$, we get

$$
\begin{equation*}
X_{1}^{2}+X_{1} X_{2}+X_{2}^{2}=Y_{1}^{2}+Y_{1} Y_{2}+Y_{2}^{2} \tag{3}
\end{equation*}
$$

Hence the problem reduces to solving (3). To find all its solutions, let $N$ be any number all of whose prime factors are of the form $6 n+1$ or 3 , besides square factors common to $X_{1}, X_{2}, Y_{1}, Y_{2}$. Then represent $N$ in all ways in the form $x^{2}+x y+y^{2}$.

[^522]A. Gérardin ${ }^{17}$ noted that
$1, m+3,2 m-2,4 m+2,5 m-3,6 m-1$
$$
\stackrel{3}{=} 2, m-1,2 m+3,4 m-3,5 m+1,6 m-2
$$
$x, x+3, x+5, x+6, x+9, x+10, x+12, x+15$
$$
\stackrel{5}{=} x+1, x+2, x+4, x+7, x+8, x+11, x+13, x+14
$$
also the result due to G. Tarry:
c, $a+3 b, 2 a-b-c, 4 a+5 b-3 c, 5 a+b-4 c, 6 a+4 b-5 c$
$$
\stackrel{\stackrel{5}{=}}{=} b+c, a-b, 2 a+4 b-c, 4 a-3 c, 5 a+5 b-4 c, 6 a+3 b-5 c \text {. }
$$

Gérardin ${ }^{18}$ noted that $b^{2}+a b-a^{2}, a^{2}+2 a b-4 b^{2}, 4 b^{2}$ and $4 b^{2}$ have the same sum and sum of cubes as $a^{2}+a b-b^{2}, 4 b^{2}+2 a b-a^{2}, b^{2}$ and $b^{2}$.
G. Tarry ${ }^{19}$ gave
$b, a-3 b+2 c, 2 a+2 b-5 c, 2 a+4 b-7 c, 3 a-6 b+c, 3 a-4 b-c, 4 a-b-6 c$, $4 a+4 b-11 c, 5 a-9 b, 6 a+5 b-16 c, 8 a-11 b-4 c, 9 a+3 b-20 c, 10 a-10 b-9 c$, $10 a-5 b-14 c, 11 a-2 b-19 c, 11 a-21 c, 12 a-10 b-13 c, 12 a-8 b-15 c$, $13 a-3 b-22 c, 14 a-7 b-20 c$
$\stackrel{9}{=} c, a+3 b-4 c, 2 a-5 b+2 c, 2 a-3 b, 3 a+2 b-7 c, 3 a+4 b-9 c, 4 a-7 b$,
$4 a-2 b-5 c, 5 a+5 b-14 c, 6 a-10 b-c, 8 a+4 b-19 c, 9 a-11 b-6 c$,
$10 a-4 b-15 c, 10 a+b-20 c, 11 a-10 b-11 c, 11 a-8 b-13 c, 12 a-3 b-20 c$,
$12 a-b-22 c, 13 a-9 b-16 c, 14 a-6 b-21 c$.
Welsch ${ }^{20}$ stated that the general solution of (2) is
$x_{n-1}=\frac{1}{2}(a-X+\lambda), x_{n}=\frac{1}{2}(a-X-\lambda), \quad y_{n-1}=\frac{1}{2}(a-Y+\mu), \quad y_{n}=\frac{1}{2}(a-Y-\mu)$, with $x_{i}, y_{i}(i=1, \cdots, n-2)$ arbitrary, where
$X=\sum_{i=1}^{n-2} x_{i}, \quad Y=\sum_{i=1}^{n-2} y_{i}, \quad \lambda^{2}-\mu^{2}=(2 a-X-Y)(X-Y)-2 \sum_{i=1}^{n-2} x_{i}^{2}+2 \sum_{i=1}^{n-2} y_{i}^{2}$, and $\lambda, \mu$ are of the same parity as $a-X, a-Y$. E. B. Escott (pp. 213-4) noted that one can proceed as he ${ }^{16}$ had done for $n=3$.
H. B. Mathieu ${ }^{21}$ asked if the general solution is

$$
2 s u-u v+s t, s t+t v, s u-2 u v+t v \stackrel{2}{=} s t-u v, 2 s u-2 u v+s t+t v, s u+t v .
$$

Numerical solutions not of this type were cited in reply. ${ }^{22}$
A. Gérardin ${ }^{23}$ noted three cases of (1) in which $c=2 a+2 b=t$ [Martin $\left.{ }^{9}\right]$, and that $4 p^{2}-3 m p, 3 m^{2}+4 m p-4 p^{2}$ have the same sum and sum of cubes as $6 m^{2}-3 m p, 2 p^{2}+4 m p-6 m^{2}, 3 m^{2}-2 p^{2}$.
U. Bini ${ }^{24}$ set $y_{s}=x_{s}+r_{s}$ in (2), whence $\Sigma r_{s}=0$. By the latter, $r_{m}$ is eliminated from the quadratic equation, which is then treated as a quadratic for $r_{1}$. Next, let

$$
\begin{equation*}
x^{n}+y^{n}+z^{n}=u^{n}+v^{n}+w^{n} \quad(n=1,2,4), \tag{4}
\end{equation*}
$$

${ }^{17}$ Sphinx-Oedipe, 1908-9, 96; errata, 144.
${ }^{18}$ Ibid., 4, 1909, 44.
${ }^{19}$ Ibid., 176.
${ }^{20}$ L'intermédiaire des math., 16, 1909, 89-90. For $n=3$, ibid., 15, 1908, 280-1.
${ }^{21}$ Ibid., 16, 1909, 219-220.
z Ibid., 17, 1910, 72, 165.
${ }^{23}$ Assoc. franç. av. sc., 38, 1909, 143-5.
u Mathesis, (3), 9, 1909, 113-8; same method in Periodico di Mat., 25, 1910, 119-128.
where $x, y, z$ are not a permutation of $u, v, w$. Then $x+y+z=0$ and the equation given by $n=4$ is a consequence of the others. Replacing $z$ by $-x-y$ and $w$ by $-u-v$, we get

$$
x^{2}+x y+y^{2}=u^{2}+u v+v^{2} .
$$

Let $x_{1}, y_{1}, u_{1}, v_{1}$ be one solution; the general solution is

$$
\begin{gathered}
x=P_{1} x_{1}+P_{2} x_{2}, \quad y=P_{1} y_{1}+P_{2} y_{2}, \quad u=P_{1} u_{1}+P_{2} u_{2}, \quad v=P_{1} v_{1}+P_{2} v_{2}, \\
P_{1}=u_{2}^{2}+u_{2} v_{2}+v_{2}^{2}-x_{2}^{2}-x_{2} y_{2}-y_{2}^{2}, \\
P_{2}=2 x_{1} x_{2}+2 y_{1} y_{2}-2 u_{1} u_{2}-2 v_{1} v_{2}+x_{1} y_{2}+x_{2} y_{1}-u_{1} v_{2}-u_{2} v_{1},
\end{gathered}
$$

where $x_{2}, y_{2}, u_{2}, v_{2}$ are arbitrary. Various special solutions of (4) are given.
A. Gerardin ${ }^{25}$ noted that
$(f-2 g)^{k}+(4 f-g)^{k}+(3 g-5 f)^{k}=(4 f-3 g)^{k}+(2 g-5 f)^{k}+(f+g)^{k} \quad(k=1,2,4)$.
$\mathrm{He}^{26}$ gave $2 d+3 x, 4 d+2 x, d \stackrel{2}{=} d+2 x, 4 d+3 x, 2 d$.
Welsch ${ }^{27}$ stated that the general solution of (2) is

$$
\begin{array}{ll}
x_{n-2}=-\sum_{i=1}^{n-3} x_{i}+t+B D-A C, & y_{n-2}=-\sum_{i=1}^{n-3} y_{i}+t+A B-C D, \\
x_{n-1}=t+A B, \quad x_{n}=t-C D, & y_{n-1}=t+B D, \quad y_{n}=t-A C,
\end{array}
$$

with $x_{i}, y_{i}(i=1, \cdots, n-3)$ arbitrary [false if $n>3$, since in $\Sigma x_{i}^{2}=\Sigma y_{i}^{2}$ only the terms free of the $x$ 's and $y$ 's cancel].
E. N. Barisien ${ }^{28}$ gave the relations involving $1, \cdots, 32$ :
$1,8,10,15,20,21,27,30 \stackrel{2}{=} 4,5,11,14,17,24,26,31$

$$
\stackrel{2}{=} 2,7,9,16,19,22,28,29 \stackrel{\stackrel{2}{=}}{3}, 6,12,13,18,23,25,32 .
$$

C. Bisman ${ }^{29}$ gave six relations like the last, a numerical example of $\Sigma a^{k}=\Sigma b^{k}(k=1, \cdots, n)$ for each $n \leqq 9$, and three identities of the type $a-b, a-2 c, a+b+c, a+2 b-c \stackrel{3}{=} a+2 b, a+c, a-b-c, a+b-2 c$.
L. Aubry ${ }^{30}$ treated $\Sigma x_{i}=\Sigma u_{i}, \Sigma x_{i}^{3}=\Sigma u_{i}^{3}(i=1,2,3)$ by setting $x_{i}=1+y_{i} n$, $u_{i}=1+v_{i} n$, whence $\Sigma y_{i}=\Sigma v_{i}$. The cubic equation holds if

$$
n=3\left(\Sigma v_{i}^{2}-\Sigma y_{i}^{2}\right) /\left(\Sigma y_{i}^{3}-\Sigma v_{i}^{3}\right) .
$$

E. B. Escott ${ }^{31}$ applied his ${ }^{16}$ method to the last problem.
A. de Farkas ${ }^{32}$ noted that, if $\Sigma x, \Sigma x^{2}, \Sigma x^{3}$ and $x_{3}+3 x_{4}+\cdots+(m-1) x_{m}$ equal the analogous sums involving $y$ 's, then $x_{1}+a, x_{2}+a+d, \cdots, x_{m}+a$ $+(m-1) d$ have the same sum and sum of cubes as $y_{1}+a, \cdots$ [false].
G. Tarry ${ }^{33}$ stated that the first $2^{n}(2 a+1)$ integers can be separated into two sets each of $2^{n-1}(2 a+1)$ integers having the same sum of $t$ th powers for $t=1, \cdots, n$. For $a=1, n=3$, the first set is $1,3,7,8,9,11,14,16,17,18$, 22, 24.
${ }^{25}$ Assoc. franc. av. sc., 39, I, 1910, 44; Sphinx-Oedipe, 5, 1910, 182.
${ }^{28}$ Sphinx-Oedipe, 5, 1910, 177.
${ }^{27}$ L'intermédiaire des math., 18, 1911, 60 (for $n=3$ ), 205.
${ }^{28}$ Mathesis, (4), 1, 1911, 69.
${ }^{29}$ Ibid., 205-8, 264.
${ }^{30}$ L'intermédiaire des math., 19, 1912, 156-7. E. Miot (p. 3) gave two numerical solutions.
${ }^{31}$ Ibid., 263-4.
${ }^{22}$ Ibid., 182. His remark on p. 131 is the case $n=2$ of Frolov's ${ }^{7}$ first result.
${ }^{32}$ Ibid., 200.

Tarry ${ }^{34}$ gave (1) and noted that, for $x$ arbitrary,

$$
a, b, \cdots, h \stackrel{n}{=} p, q, \cdots, t
$$

imply

$$
a, \cdots, h, p+x, \cdots, \cdots, t+x^{n+1}=p, \cdots, t, a+x, \cdots, h+x .
$$

By use of this lemma he found
$6 a-3 b-8 c, 5 a-9 c, 4 a-4 b-3 c, 2 a+2 b-5 c, a-2 b+c, b$

$$
\stackrel{5}{=} 6 a-2 b-9 c, 5 a-4 b-5 c, 4 a+b-8 c, 2 a-3 b, a+2 b-3 c, c .
$$

H. B. Mathieu ${ }^{35}$ gave as the general solution of (2), for $n=3$,

$$
l \pm(a b+a c), \quad l(1-b d)+q a b \mp a c, \quad l(c d+1) \mp a b-q a c .
$$

L. Aubry (p. 234) noted that $x+y+z \stackrel{3}{=} u+v+w$ implies $x y z=u \imath v$. O. Birck $^{36}$ noted that, if $x+y+z=0$,

$$
\begin{aligned}
(i x-k y)^{n}+(i y-k z)^{n}+(i z-k x)^{n}=(i y-k x)^{n}+(i z-k y)^{n}+(i x-k z)^{n} \\
n=0,1,2,4 .
\end{aligned}
$$

"V. G. Tariste ${ }^{37}$ noted that
$(23 n+57 l)^{e}+(40 n-6 l)^{e}+(17 n-63 l)^{e}$

$$
\begin{array}{r}
=(23 n-57 l)^{e}+(40 n+6 l)^{e}+(17 n+63 l)^{e}, \\
e=2,4 .
\end{array}
$$

Further such cases were given by E. B. Escott and A. Gérardin. ${ }^{38}$
E. Miot ${ }^{39}$ stated that any $2^{n}(2 a+1)$ numbers in arithmetical progression can be separated into two equal sets having the same sum of $t$ th powers for $t=1, \cdots, n$, if $a>0, n>1$; while $t=1, \cdots, n-1$ if $a=0$. Hence, if in Tarry's ${ }^{33}$ example we replace $x$ by $a+(x-1) r$, we get

$$
a, a+2 r, a+6 r, \cdots, a+23 r \stackrel{3}{=} a+r, a+3 r, \cdots, a+22 r .
$$

Tarry ${ }^{40}$ noted that the number of terms in each member of the equations deduced in his ${ }^{34}$ lemma is $2 k-d$, if $k$ is the number of terms in each member of the given equations, while $x$ is expressible in $d$ ways as a difference of two numbers belonging to the same member. Given

$$
1,5,10,16,27,28,38,39 \stackrel{6}{=} 2,3,13,14,25,31,36,40
$$

take
$x=11=16-5=27-16=38-27=39-28=13-2=14-3=25-14=36-25$. Thus $d=8$,

$$
1,5,10,24,28,42,47,51 \stackrel{7}{=} 2,3,12,21,31,40,49,50 .
$$

E. Miot (p. 85) noted that
$1+n, 2+n, 10+n, 12+n, 20+n, 21+n$

$$
\stackrel{5}{=} n, 5+n, 6+n, 16+n, 17+n, 22+n .
$$

[^523]O. Birck (p. 182) took $x+y+z=0$ and
$\xi=i x-k y, \quad \eta=i y-k z, \quad \zeta=i z-k x, \quad \pi=i y-k x, \quad \kappa=i z-k y, \quad \rho=i x-k z$. Then
$n+\xi, n-\xi, n+\eta, n-\eta, n+\zeta, n-\zeta \stackrel{s}{=} n+\pi, n-\pi, n+\kappa, n-\kappa, n+\rho, n-\rho$.
O. Birck ${ }^{41}$ noted that
$$
\xi^{4}+\eta^{4}+\zeta^{4}=\pi^{4}+\kappa^{4}+\rho^{4}, \quad \xi+\eta+\zeta=\pi+\kappa+\rho, \quad \eta-\xi=\kappa-\pi \neq 0
$$
for
$$
\xi, \eta=i-\frac{1}{2}(x \pm y) ; \quad \kappa, \pi=i+\frac{1}{2}(x \pm y) ; \quad \zeta, \rho=k \pm x
$$
subject to the condition $k^{3}-i^{3}+\left(k-\frac{1}{4} i\right) x^{2}-\frac{3}{4} i y^{2}=0$. From one solution ( $i, k, x, y$ ) of the latter he derived two or more new solutions.
A. Gérardin ${ }^{42}$ noted that
\[

$$
\begin{aligned}
p(p+a+b), p^{2}+2 p(a+b) & +2 a b, p(a+b)+2 a b \\
& \stackrel{3}{=} a p, b p, p^{2}+p(a+2 b)+2 a b, p^{2}+p(2 a+b)+2 a b .
\end{aligned}
$$
\]

E. B. Escott ${ }^{43}$ noted that (4), for $n=2,4$, has the solutions

$$
\begin{array}{ll}
x=m^{2}+m n+3 n^{2}, & y=2 m^{2}-4 m n-n^{2}, \\
u=3 m^{2}-m n+n^{2}, & v=-m^{2}+4 m n+2 n^{2},
\end{array} \quad w=-2 m^{2}+3 n^{2},
$$

where $m, n$ are odd, and gave two analogous solutions. Gérardin gave (ibid.) a process to obtain solutions.

Crussol ${ }^{44}$ treated the last problem with the restriction $y+z=v+w$. The equations can be written in the form
$(x+p n)^{k}+(y+p m)^{k}+(z-p m)^{k}=(x-p n)^{k}+(y-p m)^{k}+(z+p m)^{k}, \quad k=2,4$, where $m, n$ are relatively prime. Thus

$$
x n=m(z-y), \quad 4 p^{2} n^{2}\left(n^{2}-m^{2}\right)=3 n^{2}(z+y)^{2}+\left(n^{2}-4 m^{2}\right)(z-y)^{2} .
$$

Set $s=3 \alpha^{2}-\beta^{2}\left(n^{2}-4 m^{2}\right)$. Then the solution is

$$
p=3 \alpha^{2}+\beta^{2}\left(n^{2}-4 m^{2}\right), \quad z+y=n s+2 \alpha \beta\left(n^{2}-4 m^{2}\right), \quad z-y=n s-6 \alpha \beta n^{2} .
$$

Crussol ${ }^{45}$ noted that the system

$$
(x+a)^{k}+(x-a)^{k}+(y+b)^{k}+(y-b)^{k}=(z+a)^{k}+(z-a)^{k}+(t+b)^{k}+(t-b)^{k}
$$

$$
k=2,4,6
$$

is equivalent to $x^{2}+y^{2}=z^{2}+t^{2}$ and

$$
6\left(a^{2}-b^{2}\right)=y^{2}+t^{2}-x^{2}-z^{2}, \quad 10\left(a^{2}+b^{2}\right)=y^{2}+t^{2}+x^{2}+z^{2} .
$$

Set $x=\alpha q-\beta p, y=\alpha p+\beta q, z=\alpha q+\beta p, t=\alpha p-\beta q$. Thus

$$
\begin{gathered}
3\left(a^{2}-b^{2}\right)=\left(\alpha^{2}-\beta^{2}\right)\left(p^{2}-q^{2}\right), \quad 5\left(a^{2}+b^{2}\right)=\left(\alpha^{2}+\beta^{2}\right)\left(p^{2}+q^{2}\right), \\
\alpha^{2}+\beta^{2}=5\left(\gamma^{2}+\delta^{2}\right), \quad \alpha=2 \delta+\gamma, \quad \beta=2 \gamma-\delta, \quad a=\gamma p+\delta q, \quad b=\gamma q-\delta p, \\
3\left(\gamma^{2}-\delta^{2}\right)\left(p^{2}-q^{2}\right)=2 \gamma \delta(2 p+q)(p-2 q) .
\end{gathered}
$$

The discriminant of this quadratic in $\gamma, \delta$ must be a square. The first of

[^524]three special solutions is $2,16,21,25 ; 5,14,23,24$, given by $p=\delta=3$, $\dot{q}=2, \gamma=5$.
G. Tarry ${ }^{46}$ republished his $^{34}$ results and noted that
$$
A_{1}, \cdots, A_{k} \stackrel{2 n}{=} B_{1}, \cdots, B_{k}, \quad A_{i}+A_{k-i}=2 h=B_{i}+B_{k-i}(i=1, \cdots, k)
$$
imply $A_{1}, \cdots, A_{k}{ }^{2 n+1} B_{1}, \cdots, B_{k}$, as shown by subtracting $h$ from every term of the given equations. A. Aubry concluded that
$$
A, B, C,-A,-B,-C \stackrel{5}{=} A^{\prime}, B^{\prime}, C^{\prime},-A^{\prime},-B^{\prime},-C^{\prime}
$$
if
\[

$$
\begin{array}{lll}
A=a b+a \beta+b \alpha-3 \alpha \beta, & B=-a b+a \beta+\alpha b+3 \alpha \beta, & C=2 a \beta+2 \alpha b, \\
A^{\prime}=a b+a \beta-b \alpha+3 \alpha \beta, & B^{\prime}=-a b+a \beta-\alpha b-3 \alpha \beta, & C^{\prime}=2 a \beta-2 \alpha b,
\end{array}
$$
\]

since $\Sigma A^{2}=\Sigma A^{\prime 2}, \Sigma A^{4}=\Sigma A^{\prime 4}$. Take $a=1, \alpha=2, b=3, \beta=4$ and add 32 to every term; thus

$$
1,12,21,43,52,63 \stackrel{5}{=} 3,7,28,36,57,61
$$

Aubry noted that $A_{1}+x, B_{1}+y^{\underline{2}} A_{1}, B_{1}, x+y$ if $A_{1} x+B_{1} y=x y$. Hence set
 $A=a b+b d+c d, B=a b+a c+c d$, whence

$$
A^{2}-A B+B^{2}=\left(a^{2}+a d+d^{2}\right)\left(b^{2}+b c+c^{2}\right)
$$

But $a^{2}+a d+d^{2}$ has besides 3 only prime factors of the form $6 k+1$. If $A^{2}-A B+B^{2}$ is divisible by $3, A+B=3 h$ and $A, B \stackrel{2}{=} A-h, B-h, 2 h$. Hence $A, B \stackrel{2}{=} \xi, \eta, \zeta$ is solvable if and only if $A^{2}-A B+B^{2}$ is a multiple of 3 or has at least two prime factors $6 k+1$.

Crussol ${ }^{47}$ solved $a, b, c, d \stackrel{3}{=} a_{1}, b_{1}, c_{1}, d_{1}$. After adding a suitable constant to each term we have $a+b+c+d=0$. Set

$$
\begin{gathered}
A=a+b=-c-d, \quad A_{1}=a_{1}+b_{1}=-c_{1}-d_{1}, \\
2 B=a-b, \quad 2 B_{1}=a_{1}-b_{1}, \quad 2 C=c-d, \quad 2 C_{1}=c_{1}-d_{1} .
\end{gathered}
$$

Then

$$
\begin{array}{r}
A^{2}+(B+C)^{2}+(B-C)^{2}=A_{1}^{2}+\left(B_{1}+C_{1}\right)^{2}+\left(B_{1}-C_{1}\right)^{2}, \\
A(B+C)(B-C)=A_{1}\left(B_{1}+C_{1}\right)\left(B_{1}-C_{1}\right) .
\end{array}
$$

The general solution of the latter is $A=\lambda p x, B+C=\mu q y, B-C=v r z$, $A_{1}=\mu r x, B_{1}+C_{1}=v p y, B_{1}-C_{1}=\lambda q z$. Then the former condition becomes $e x^{2}=f y^{2}+g z^{2}$, where $e=\mu^{2} r^{2}-\lambda^{2} p^{2}, f=\mu^{2} q^{2}-v^{2} p^{2}, g=v^{2} r^{2}-\lambda^{2} q^{2}$. From the evident solutions $(x, y, z)=(v, \lambda, \mu)$ and $(q, r, p)$, we get the general solution

$$
x=v\left(\alpha^{2} f+\beta^{2} g\right), \quad y=\lambda\left(\alpha^{2} f-\beta^{2} g\right)+2 \mu \alpha \beta g, \quad z=\mu\left(\alpha^{2} f-\beta^{2} g\right)-2 \lambda \alpha \beta f
$$

L. Bastien ${ }^{48}$ proved the impossibility of $x_{1}, \cdots, x_{n} \stackrel{n}{=} y_{1}, \cdots, y_{n}$ when the $x$ 's do not form a permutation of the $y$ 's. For, the elementary symmetric functions of the $x$ 's equal those of the $y$ 's, so that the $x$ 's are the roots of the same equation of degree $n$ as the $y$ 's.

[^525]E. N. Barisien ${ }^{49}$ noted that 1, 5, 9, 11, 15, 16 and $3,4,8,10,14,18$ and $2,6,7,10,14,18$ and $1,5,9,12,13,17$ have the same sum and sum of squares; also that
$$
3,4,8,11,15,16 \stackrel{3}{=} 2,6,7,12,13,17 .
$$
A. Aubry ${ }^{50}$ gave known and new solutions of $\Sigma a=\Sigma \alpha, \Sigma a^{2}=\Sigma \alpha^{2}$, and proved the impossibility of $x, y=\frac{3}{3} t, u, v$.
N. Agronomof ${ }^{51}$ noted the case $a+c+3=2 b$ of (1).
A. Gérardin ${ }^{52}$ gave a solution of $\Sigma A=\Sigma \Sigma, \Sigma A^{3}=\Sigma X^{3}$ :
$A=2 p^{2}-9 p q+6 q^{2}, \quad B=2 p q, \quad C=p q, \quad X=-p^{2}+9 p q-12 q^{2}$, $Y=2 p^{2}-10 p q+12 q^{2}, \quad Z=p^{2}-5 p q+6 q^{2}$.
N. Agronomof ${ }^{55}$ gave an 8 parameter solution of
$$
\sum_{i=1}^{4} x_{i}^{k}=\sum_{i=1}^{4} y_{i}^{k} \quad(k=1,2,3)
$$

For any solution of this system, we have

$$
\sum_{i=1}^{4}\left(x_{i}+z\right)^{k}+\sum_{i=1}^{4} y_{i}^{k}=\sum_{i=1}^{4}\left(y_{i}+z\right)^{k}+\sum_{i=1}^{4} x_{i}^{k} \quad(k=1,2,3,4),
$$

$z$ being arbitrary. Proceeding similarly, we can solve

$$
\sum_{i=1}^{\nu} x_{i}^{k}=\sum_{i=1}^{\nu} y_{i}^{k} \quad\left(\nu=2^{n-1} ; k=1, \cdots, n\right) .
$$

By specializing the solution first cited, he obtained solutions of

$$
\sum_{i=1}^{s} x_{i}^{k}=\sum_{i=1}^{4} y_{i}^{k} \quad(k=1,2,3 ; s=1 \text { or } 2 \text { or } 3)
$$

A. Filippov ${ }^{53 a}$ stated that the specialized solutions just mentioned are trivial since they reduce to $x_{i}=y_{i}$ or $y_{i}=0$.
A. Gerardin ${ }^{54}$ noted that $\Sigma x=\Sigma a, \Sigma x^{2}=\Sigma a^{2}$ if $a=3, b=2, c=1$,

$$
\begin{aligned}
& x=\left(u^{2}+2 u v+3 v^{2}\right) / D, \quad y=\left(3 u^{2}+8 u v+6 v^{2}\right) / D, \\
& z=\left(2 u^{2}+8 u v+9 v^{2}\right) / D, \quad D=u^{2}+3 u v+3 v^{2} .
\end{aligned}
$$

R. Goormaghtigh ${ }^{55}$ solved the same system by setting

$$
\begin{array}{lll}
x=P g+Q p, & y=P h+Q q, & z=P(k+l+m-g-h)+Q r, \\
a=P k+Q p, & b=P l+Q q, & c=P m+Q r .
\end{array}
$$

Then the equation obtained by eliminating $z$ between the proposed equations determines $P / Q$ as follows:

$$
\begin{aligned}
& P=p(k-g)+q(l-h)+r(g+h-k-l), \\
& Q=g^{2}+h^{2}+g h+k l+l m+m k-(g+h)(k+l+m) .
\end{aligned}
$$

[^526]An Equivalent Problem in the Theory of Logarithms.
The system of equations $\Sigma a_{i}^{k}=\Sigma b_{i}^{k}(k=1, \cdots, n)$ which we have been considering is equivalent to the system $\Sigma a_{1}=\Sigma b_{1}, \Sigma a_{1} a_{2}=\Sigma b_{1} b_{2}, \cdots$, $\Sigma a_{1} a_{2} \cdots a_{n}=\Sigma b_{1} b_{2} \cdots b_{n}$. Consider the equation having the roots $a_{1}, a_{2}$, $\cdots$ and that having the roots $b_{1}, b_{2}, \ldots$. Thus our problem is equivalent to the following: Find two equations of the same degree each having all its roots integral and the first $n$ coefficients of the one equal to the corresponding coefficients in the other.

The latter problem occurs in the investigation of rapidly converging series convenient for the computation of logarithms. In the familiar series

$$
\log \frac{m}{n}=2 M\left(k+\frac{1}{3} k^{3}+\frac{1}{5} k^{5}+\cdots\right), \quad k=\frac{m-n}{m+n},
$$

take, for example, $m=x^{2}, n=(x-1)(x+1)$. Then $\log (x+1)$ differs from $2 \log x-\log (x-1)$ by a series in $k=1 /\left(2 x^{2}-1\right)$. In general, we desire that $m$ and $n$ shall be polynomials in $x$ whose roots are all integers such that $k$ becomes a fraction whose numerator is a constant. We may remove the second terms of the polynomials by a linear substitution.
J. B. J. Delambre ${ }^{56}$ took $m=x^{3}+p x+q, n=x^{3}+p x-q$, and assumed that $m=0$ has the roots $a, b,-a-b$, and $n=0$ the roots $-a,-b, a+b$, whence $p=-a^{2}-a b-b^{2}, q=a^{2} b+a b^{2}$. For $a=b=1$, we have the formulas $m, n=x^{3}-3 x \pm 2$, ascribed to Borda.
J. E. T. Lavernède ${ }^{57}$ gave an extensive treatment of such polynomials, chiefly of degrees 3 and 4 , and noted the examples
$m=x^{2}(x+5)^{2}=x^{4}+10 x^{3}+25 x^{2}, \quad n=(x-1)(x+2)(x+3)(x+6)=m-36 ;$ $m=x^{2}(x-7)^{2}(x+7)^{2}, n=(x-3)(x+3)(x-5)(x+5)(x-8)(x+8)=m-14400$; $m, n=(x \pm 2)(x \pm 4)(x \pm 10)(x \mp 7)(x \mp 9)=x^{5}-125 x^{3}+3004 x \pm 5040$.
S. F. Lacroix ${ }^{58}$ quoted the preceding results and the following, attributed to Haros:

$$
m=x^{2}(x-5)(x+5), \quad n=(x-3)(x+3)(x-4)(x+4)=m+144 .
$$

John Muller ${ }^{59}$ had made only the following contribution to our subject: $\log (d+1)^{2}=\log d+\log (d+2)+\log \frac{d^{2}+2 d+1}{d^{2}+2 d}$,
$\log (d+3)^{2}=\log (d+1)^{2}+\log (d+4)-\log d-\log q$,

$$
q=\frac{d^{3}+6 d^{2}+9 d+4}{d^{3}+6 d^{2}+9 d}
$$

The latter is applied when $d=14$ to find $\log 17$, knowing $\log 15, \log 18$ and $\log 14$. Then $q=2025 / 2023$. Taking $a=2024, x=1$, we have $q=(a+x) /$ ( $a-x$ ), a series for the logarithm of which is found by subtracting the

[^527]series for $\log (1-x / a)$ from that for $\log (1+x / a)$. we take $d=x-2$, we obtain Borda's ${ }^{56}$ result. If in the first we take $d=x-1$, we obtain the example $m=x^{2}, n=x^{2}-1$ given before the report on Delambre. ${ }^{56}$ ]
W. Allman ${ }^{60}$ gave the result quoted under Delambre ${ }^{56}$ and the first two results cited under Lavernède.
T. Knight ${ }^{61}$ started with $x \equiv(x+n)\{x /(x+n)\}$, changed $x$ into $x+n^{\prime}$ in the fraction and multiplied by such a fraction as will restore equality:
$$
x \equiv(x+n) \cdot \frac{x+n^{\prime}}{x+n+n^{\prime}} \cdot \frac{x\left(x+n+n^{\prime}\right)}{(x+n)\left(x+n^{\prime}\right)} .
$$

In the final fraction change $x$ into $x+n^{\prime \prime}$ and restore equality by annexing the new factor

$$
\frac{x\left(x+n+n^{\prime}\right)\left(x+n+n^{\prime \prime}\right)\left(x+n^{\prime}+n^{\prime \prime}\right)}{(x+n)\left(x+n^{\prime}\right)\left(x+n^{\prime \prime}\right)\left(x+n+n^{\prime}+n^{\prime \prime}\right)}
$$

The expanded numerator has its first three terms the same as the corresponding terms of the expanded denominator, and also the fourth terms alike if $n^{\prime \prime}=n+n^{\prime}$. The rest of the paper is on the case $n=n^{\prime}=n^{\prime \prime}=$ $=-1$, and gives the general factor explicitly.

Secrétan ${ }^{62}$ noted that

$$
(x \mp 1)(x \mp 5)(x \pm 7)(x \pm 8)(x \mp 9)=x^{5}-110 x^{3}+2629 x \mp 2520 .
$$

E. B. Escott ${ }^{63}$ spoke of $a_{0} x^{n}+a_{1} x^{n-1}+\cdots$ and $a_{0}^{\prime} x^{n}+\cdots$ as having exactly their first $r$ terms alike if $a_{0}=a_{0}^{\prime}, \cdots, a_{r-1}=a_{r-1}^{\prime}, a_{r} \neq a_{r}^{\prime}$. He readily proved theorem (I): If $f$ and $g$ are two polynomials in $x$ having exactly their first $r$ terms alike, then $f(x) \cdot g(x+d)$ and $g(x) \cdot f(x+d)$ have exactly their first $r+1$ terms alike. Starting with $f=x-a, g=x$, and taking $d=-b$, we see that $(x-a)(x-b)$ and $x(x-a-b)$ have two terms alike. Taking the latter as $f$ and $g$, and $d=-c$, we see that (Knight)

$$
(x-a)(x-b)(x-c)(x-a-b-c), \quad x(x-a-b)(x-a-c)(x-b-c)
$$

have three terms alike. Proceeding similarly, we obtain theorem (II): If we form the equation whose roots are the sums of $a_{1}, \cdots, a_{n}$ taken 1,3 , $5, \cdots$ at a time, and that whose roots are the sums of the $a$ 's taken $2,4,6$, $\cdots$ at a time, we obtain two functions of degree $2^{n-1}$ having exactly their first $n$ terms alike. For special $a$ 's common factors occur and may be removed. Thus, if $n=4$ and if the $a$ 's are $a, b, a+b, a+2 b$, four of the eight roots will be common and the remaining ones are $0, a+3 b, 2 a+b, 3 a+4 b$, and $a, b, 2 a+4 b, 3 a+3 b$. If in (I) we take $g=P(x)=x(x+d)(x+2 d) \cdots$ $\{x+(n-1) d\}$ and $f=P+c$, and remove the common factor $P / x$, we obtain two functions $(P+c)(x+n d)$ and $(x+n d) P+c x$ of degree $n+1$ with exactly their first $n+1$ terms alike. Again, taking $g=P(x) \cdot P(x+a)$ and $f=g+c$ in (I), and removing the common factor $g /\{x(x+a)\}$, we get

$$
(x+n d)(x+a+n d)(g+c), \quad(x+n d)(x+a+n d) g+c x(x+a),
$$

[^528]having all terms alike except the last two in each. Taking $n=2$ or 3 and making suitable assumptions, we find that these functions have two common linear factors (pp. 148-50, with changed notations). Besides employing roots in three or more arithmetical progressions, leading to a solution of degree 7 (p. 152), various special methods are used.

Escott, after reading the proof-sheets of this chapter, pointed out its relation to the derivation of formulas for the computation of $\pi$ :

$$
\tan ^{-1} \frac{a}{x+\alpha}+\tan ^{-1} \frac{b}{x+\beta}+\cdots \equiv \tan ^{-1} \frac{p}{X}
$$

where $X$ is a real polynomial in $x$ whose degree equals the number of fractions in the left member. Since

$$
\tan ^{-1} \frac{a}{y}=\frac{1}{2 i} \log \frac{y+a i}{y-a i}
$$

it suffices to have $(x+\alpha+a i)(x+\beta+b i) \cdots \equiv X+p i$. Of the polynomials $m, n$ in the above problem on logarithms, we may employ here those containing only odd powers of $x$ and a constant term. If in Delambre's ${ }^{56}$ example we replace $a$ by -ai and $b$ by $-b i$, we have

$$
\begin{aligned}
& (x+a i)(x+b i)(x-a i-b i) \equiv x^{3}+\left(a^{2}+a b+b^{2}\right) x+a b(a+b) i, \\
& \tan ^{-1} \frac{a}{x}+\tan ^{-1} \frac{b}{x}-\tan ^{-1} \frac{a+b}{x} \equiv \tan ^{-1} \frac{a b(a+b)}{x^{3}+\left(a^{2}+a b+b^{2}\right) x} .
\end{aligned}
$$

By the former we have a product of factors like $x^{2}+a^{2}$ expressed as a sum of two squares (cf. note 13, p. 382 of Vol. I of this History). Escott noted that his ${ }^{63}$ general results include as special cases Goldbach's ${ }^{1}$ and Euler's ${ }^{2}$ formulas, the first identity by Nicholson ${ }^{8}$, the two formulas by J. H. Taylor, ${ }^{11}$ as well as the following (after reducing each term by such a constant that the sum of the terms in either member becomes zero ${ }^{16}$ ): Gérardin's ${ }^{13}$ $2, \cdots, 47$, Gérardin, ${ }^{17,42}$ Tarry, ${ }^{17}$ Miot, ${ }^{40}$ and Aubry. ${ }^{46}$

In Sphinx-Oedipe, $10,1915,30$, occur two examples of two sets of five numbers having equal sums of $k$ th powers for $k=1, \cdots, 4$, the numbers being functions of six parameters.

## CHAPTER XXV.

## WARING'S PROBLEM AND RELATED RESULTS.*

## Waring's problem.

E. Waring ${ }^{1}$ stated that every integer is a sum of at most 9 [positive integral] cubes, also a sum of at most 19 biquadrates, etc. Every integer $N$ of the proper form is a sum of a finite number of terms $t=a x^{m}+b x^{n}+c x^{r}+\cdots$ ( $N$ being a multiple of 3 if $t=3 x^{4}+6 x^{3}+24$ ). Cf. Maillet. ${ }^{14}$
J. A. Euler ${ }^{2}$ stated that, to express every positive integer as a sum of positive $n$th powers, at least $T=\nu+2^{n}-2$ terms are necessary, where $\nu$ is the largest integer $<(3 / 2)^{n}$. For $n=2,3,4,5,6,7,8, T=4,9,19,37$, $73,143,279$ [cf. Vacca ${ }^{18}$ ].
A. R. Zornow, ${ }^{3}$ at the suggestion of C. G. J. Jacobi, constructed a table of the least number of positive cubes composing each number $\leqq 3000$. The number of cubes was stated to be $\leqq 8$ except for 23 , $\leqq 7$ for numbers $>454$, $\leqq 6$ for numbers $>2183$. The final statement and the second for 239 (which requires 9 cubes) are erroneous. Corrections were made by Z. Dase, who computed a table extending to 12000 and communicated it to Jacobi. ${ }^{4}$ The largest number within the limits for which 7 cubes are required is 8042 ; for 8 cubes, 454 . Jacobi considered the problem to find all the decompositions of a given number into the least number of cubes. He tabulated the numbers $<12000$ which are sums of two cubes and those which are sums of three cubes.
C. A. Bretschneider ${ }^{5}$ constructed at Jacobi's suggestion, a table giving all the decompositions of numbers $\leqq 4100$ into a sum of biquadrates, and a companion table showing the numbers which equal the sum of a given number of biquadrates but not fewer. For 79, 159, 239, 319, 399, 379 and 559 , it is necessary to use 19 biquadrates; for the remaining numbers, at most 18. As far as $4096=4^{6}$, he verified that 37 fifth powers are needed, and 73 sixth powers. He repeated Euler's ${ }^{2}$ statement.
J. Liouville ${ }^{6}$ was the first to prove that every positive integer is the sum of a fixed number $N_{4}$ of biquadrates, in fact, of at most 53. He first proved that the product of any square by 6 is a sum of 12 biquadrates, in view of

$$
6 n^{2}=\sum_{4} x^{4}+\sum_{8}\left\{\frac{1}{2}(x \pm y \pm z \pm t)\right\}^{4}, \quad 2 n=\Sigma x^{2} .
$$

*A. J. Kempner read critically the reports in this chapter and compared them with the original papers except for $2,6,38 b, 44 a, 54,60-62,64,69,72$, which were not accessible to him. The statements concerning incorrect results in papers $6 a, 13$ and 17 are made on his authority.
${ }^{1}$ Meditationes algebraicae, Cambridge, 1770, 204-5; ed. 3, 1782, 349-350.
${ }^{2}$ L. Euler's Opera postuma, 1, 1862, 203-4 (about 1772).
${ }^{2}$ Jour. für Math., 14, 1835, 276-280.
4 Jour. für Math., 42, 1851, 41-69; Jacobi, Werke, VI, 322-354, and 429-431 for corrections of the Journal article.
${ }^{5}$ Jour. für Math., 46, 1853, 1-28.

- In his lectures at the Collège de France; printed in V. A. Lebesgue's Exercices d'Anslyse Numérique, Paris, 1859, 112-5. Cf. E. Maillet, Bull. Soc. Math. France, 23, 1895, bottom of p. 45.

But any number is of the form $6 p+r, r=0, \cdots, 5$, while $p$ is a sum $n_{1}^{2}+\cdots+n_{4}^{2}$ of four squares. By the earlier remark, $6 p$ is a sum of 48 biquadrates. Hence $N_{4} \leqq 48+5$.
E. Lucas ${ }^{6 a}$ gave the identity
(1) $6\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{2}=\Sigma\left(x_{i}+x_{j}\right)^{4}+\Sigma\left(x_{i}-x_{j}\right)^{4} \quad(i, j=1, \cdots, 4 ; i<j)$.
[It becomes Liouville's ${ }^{6}$ identity for $x_{1}=x+y, x_{2}=x-y, x_{3}=z+t, x_{4}=z-t$ ]. Lucas also gave the incorrect identity

$$
10\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{3}=\sum_{12}\left(x_{1} \pm x_{2}\right)^{6}
$$

Assuming that every integer is a sum of nine cubes, he stated incorrectly that it follows that every integer is a sum of at most 26 sixth powers.

Lucas ${ }^{7}$ noted the identities

$$
\begin{aligned}
24\left(x^{2}+y^{2}+z^{2}\right)^{2} & =2(x+y+z)^{4}+2 \sum_{3}(x+y-z)^{4}+\sum_{3}(2 x)^{4}, \\
10\left(x^{2}+y^{2}+z^{2}+u^{2}\right)^{3} & =\sum_{6}(x+y)^{6}+\sum_{6}(x-y)^{6}+4 \sum_{4} x^{6},
\end{aligned}
$$

the second being erroneous [Fleck ${ }^{23}$ ], since the left member exceeds the right by $60\left(x^{2} y^{2} z^{2}+x^{2} y^{2} u^{2}+x^{2} z^{2} u^{2}+y^{2} z^{2} u^{2}\right)$.
S. Réalis ${ }^{8}$ proved that 47 biquadrates are sufficient by using the result that any integer is a sum of 4 squares, one of which is arbitrary (under certain restrictions) and hence may be chosen a biquadrate.
E. Lucas ${ }^{9}$ reduced the number to 45 as follows. Let $k=6 p+r$. If $p=8 h+j(j=1,2,3,5$ or 6$), p$ is a 3, and, by (1), $k$ a sum of $3 \cdot 12+5$ biquadrates. If $p=8 h$ or $8 h+4, p-27$ is a 3$]$; then

$$
k=6 n_{1}^{2}+6 n_{2}^{2}+6 n_{3}^{2}+2 \cdot 3^{4}+r,
$$

so that at most $3 \cdot 12+2+5$ biquadrates are needed. Finally, if $p=8 h+7$, $p-14$ is a [3], so that

$$
k=6 n_{1}^{2}+6 n_{2}^{2}+6 n_{3}^{2}+3^{4}+3+r, \quad N_{4} \leqq 3 \cdot 12+4+5 .
$$

Lucas ${ }^{10}$ obtained the lower value $N_{4} \leqq 41$. Since $8 h+j(j=1,2,3,5$, or 6 ) is a $[3], 48 h+6 j$ is a sum of 36 biquadrates. By subtracting at most five of the biquadrates $1^{4}, 2^{4}, 3^{4}$ from any given number, we obtain one of these numbers $48 h+t(t=6,12,18,30,36)$. By the tables our theorem is true for numbers $\leqq 5 \cdot 3^{4}$.
E. Maillet ${ }^{11}$ proved that every positive integer is a sum of 21 or fewer cubes $\geqq 0$, five or more of which are 0 or 1 . He employed the identity

$$
\sum_{j=1}^{3}\left(\left\{\left(\alpha+x_{j}\right)^{3}+\left(\alpha-x_{j}\right)^{3}\right\}=6 \alpha\left(\alpha^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)\right.
$$

to conclude that $6 \alpha\left(\alpha^{2}+m\right)$ is a sum of at most six positive cubes if $0 \leqq m \leqq \alpha^{2}$ and if $m$ is a sum of three squares, i. e., if $m \neq 4^{h}(8 n+7)$. Under the similar conditions on $m^{\prime}, 6 A=6 \alpha\left(\alpha^{2}+m\right)+6 \alpha^{\prime}\left(\alpha^{\prime 2}+m^{\prime}\right)$ is a sum of at most twelve

[^529]positive cubes. For $\alpha$ and $\alpha^{\prime}$ odd and relatively prime and for every $A^{\prime}$ such that $\alpha<\alpha^{\prime}<\alpha^{2} / 8,8 \alpha \alpha^{\prime} \leqq A^{\prime} \leqq \alpha^{\prime 3}$, it is shown that there exist positive integers $m$ and $m^{\prime}$ satisfying the earlier conditions and also $\alpha m+\alpha^{\prime} m^{\prime}=A^{\prime}$. Hence every integral multiple $6 A$ of 6 , for which
$$
6\left(\alpha^{3}+\alpha^{\prime 3}\right)+48 \alpha \alpha^{\prime} \leqq 6 A \leqq 6\left(\alpha^{3}+\alpha^{\prime 3}\right)+6 \alpha^{\prime 3}, \quad \alpha<\alpha^{\prime}<\alpha^{2} / 8,
$$
with $\alpha, \alpha^{\prime}$ odd and relatively prime, is a sum of at most twelve positive cubes. Taking $\alpha=\gamma-2, \alpha^{\prime}=\gamma$, we see that the intervals obtained by varying $\gamma$ overlap if $\gamma$ exceeds a finite limit and is odd. Hence every multiple of 6 exceeding a certain finite limit is a sum of at most twelve positive cubes, whence $N_{3} \leqq 12+5$ (at least five cubes being 0 or 1 ).
G. Oltramare ${ }^{12}$ proved that any positive cube is the sum of 9 smaller cubes $\geqq 0$. Any number $N$ is the sum $a^{2}+b^{2}+c^{2}+d^{2}$ of four squares. Then $8 x^{3}+6 x N$ is the sum $s$ of the cubes of $x \pm a, x \pm b, x \pm c, x \pm d$. For $N$ odd, $N=2 x+1$, we have $N^{3}=1^{3}+s$. For $N_{1}=2^{k} N$, where $N$ is odd, we multiply the last formula by $2^{3 k}$.
G. B. Mathews ${ }^{13}$ argued that there is a considerable probability that all sufficiently large integers are expressible as sums of $p+1 p$ th powers, at least for some positive integers $p$. According to Kempner ${ }^{42}$, this is not true when $p$ is 6 or any power of 2 .
E. Maillet ${ }^{14}$ proved that if $\phi(x)=a x^{5}+a_{1} x^{4}+\cdots+a_{5}$ equals a positive integer for every integer $x \geqq \mu$, then every integer $n$ exceeding a certain function of $a, \cdots, a_{5}$ is the sum of a limited number $N$ of positive numbers $\phi(x)$ and a limited number of units, where $N$ is at most $6,12,96,192$ when $\phi$ is of degree $2,3,4,5$, respectively. For each function $\phi(x)$, the number of representations of $n$ obtained increases indefinitely with $n$.
E. Lemoine ${ }^{15}$ stated that every integer equals $p+s$, where $s$ is a cube or a sum of distinct cubes, while $p$ is one of the 24 numbers $0-6,8-17,27-33$.
L. Ripert ${ }^{16}$ proved this statement.
R. D. von Sterneck ${ }^{17}$ gave a table showing the number of cubes needed for the representation of all numbers $\leqq 40000$. From 8042 on, six cubes suffice. He stated incorrectly [ Fleck $^{20}$ ] that $3 k^{3}$ is not the sum of three cubes unless they are equal. He conjectured incorrectly [Kempner ${ }^{42}$ ] that always about ten of any thousand consecutive numbers are sums of two cubes.
G. Vacca, ${ }^{18}$ after citing Euler's statement, noted that $2^{n} \cdot \nu-1$ is the sum of $\nu-1$ numbers each $2^{n}$ and $2^{n}-1$ units. [Thus, for $n=2,7$ is the sum of $4,1,1,1$, but not a sum of fewer than 4 squares; for $n=3,23$ is the sum of 8,8 and seven units, but not a sum of fewer than 9 positive cubes; for $n=4,79$ is the sum of $16,16,16,16$ and 15 units, but not a sum of fewer than 19 biquadrates.]

[^530]E. Maillet ${ }^{19}$ erroneously concluded that there is an infinitude of integers not a sum of fewer than 128 eighth powers $>0$.
A. Fleck ${ }^{20}$ noted that in the proof by, Lucas ${ }^{10}$ it suffices to subtract at most three biquadrates unless the given number is $48 m+t, t=10,11,26$, $27,42,43$. For $t=10$, subtract $1^{4}+3^{4}$; we get $6 N$, where $N=4(2 m-3)$ is a 3 unless $2 m-3 \equiv 7(\bmod 8)$, i. e., $m=1+4 \mu$. In the latter case,
$$
48 m+10-5^{4}-3^{4}=6 \cdot 4(8 \mu-27)
$$
is a sum of 36 biquadrates since $4(8 \mu-27)$ is a 33 . Treating similarly the remaining $t$ 's, he concluded that $N_{4} \leqq 39$. He found that $N_{3} \leqq 13$ by employing Maillet's ${ }^{11}$ result and the formula, following from $r^{3} \equiv r(\bmod 6)$,
$$
6 N+r=6 N+r^{3}-6 k=r^{3}+6 \mu=r^{3}+\sum_{12} x^{3}
$$
E. Landau ${ }^{21}$ proved that every definite integral rational function of $x$ of degree $n$ with rational coefficients is a sum of 8 squares of integral rational functions with rational coefficients, and gave references to related problems.
A. Fleck ${ }^{22}$ proved that the square (cube) of every definite integral rational function of $x$ with rational coefficients is a sum of a finite determinable maximum number, independent of the degree and coefficients of the function, of fourth powers (sixth powers) of integral rational functions of degree $\leqq 1$ with rational coefficients, i. e., linear functions and constants.

Fleck ${ }^{23}$ remarked that Maillet's ${ }^{14}$ limit 192 for $N_{5}$ can easily be reduced by about 36, but that the new limit is still far above the ideal limit 37 suggested by tables. To show that $N_{6}$ is finite, he used the identity
$60\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{3}=\sum_{4}(a+b+c)^{6}+\sum_{12}(a+b-c)^{6}+2 \sum_{6}(a+b)^{6}$

$$
+2 \sum_{6}(a-b)^{6}+36 \sum_{1} a^{6} .
$$

Hence $60 n^{3}$ is a sum of 184 sixth powers. Thus if $m$ is any integer, $60 m$ is the sum of at most $184 N_{3}$ sixth powers. Since any integer is of the form $60 m+r, r=0,1, \cdots, 59$, we have $N_{6} \leqq 184 N_{3}+59$.
E. Landau ${ }^{24}$ lowered the limit for $N_{4}$ to 38. Setting $x_{4}=x_{3}$ in (1), we see that $6 n^{2}$ is a sum of 11 biquadrates if $n$ is representable in the form $x_{1}^{2}+x_{2}^{2}+2 x_{3}^{2}$, which is true if $n$ is any odd number $m$. Hence $6 m^{2}$ and $6 \cdot 16 m^{2}$ are sums of 11 biquadrates. As above, $8 k+j(j=1,2,3,5$ or 6$)$ is a sum of three squares at least one of which is odd. Hence 6 times such a number is a sum of $11+12+12$ biquadrates. By arguments of the type used by Fleck, ${ }^{20}$ we get $N_{4} \leqq 38$. Except for numbers $48 n+t, t=11,27,43$, he proved that 37 biquadrates suffice. For these cases, A. Wieferich ${ }^{25}$ showed that 37 suffice. Hence $N_{4} \leqq 37$.

[^531]E. Maillet ${ }^{28}$ proposed the following generalization of Waring's problem: Can $k$ be taken sufficiently large that there shall be integral solutions of
$$
\sum_{j=1}^{k} x_{j}^{n_{1}}=N_{1}, \quad \sum_{j=1}^{k} x_{j}^{n_{s}}=N_{2}, \quad \cdots, \quad \sum_{j=1}^{k} x_{j}^{n_{s}}=N_{a}
$$
where $n_{1}, \cdots, n_{a}$ have given values, and $N_{1}, \cdots, N_{a}$ any values satisfying suitable conditions? For $a=2, n_{1}=2, n_{2}=1, k=4$, there is always a solution (Cauchy, Ch. VIII, p. 284) if $N_{1}$ is odd and $N_{2}$ is odd and
$$
\sqrt{3 N_{1}-2}-1<N_{2}<\sqrt{4 N_{1}} .
$$
E. Maillet ${ }^{27}$ proved Waring's theorem for eighth powers, but gave no explicit limit for $N_{8}$. He proved in an elementary way that there is an infinitude of numbers each not a sum of $n$ or fewer $n$th powers.
A. Hurwitz ${ }^{28}$ proved that every integer is the sum of at most
$$
37(6 \cdot 4+60 \cdot 12+48+6 \cdot 8)+5039=36119
$$

8th powers, in view of $N_{4} \leqq 37$ and the identity

$$
\begin{aligned}
& 5040\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{4} \equiv 6 \sum_{4}(2 a)^{8}+60 \sum_{12}(a \pm b)^{8} \\
&+\sum_{45}(2 a \pm b \pm c)^{8}+6 \sum_{8}(a \pm b \pm c \pm d)^{8}
\end{aligned}
$$

In general, if there exists an identity (in $a, b, c, d$ )

$$
p\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{n}=\sum_{i=1}^{r} p_{i}\left(\alpha_{i} a+\beta_{i} b+\gamma_{i} c+\delta_{i} d\right)^{2 n}
$$

where $p, p_{1}, \cdots, p_{i}$ are positive integers and $\alpha_{1}, \cdots, \delta_{r}$ are integers, then

$$
N_{2 n} \leqq N_{n}\left(p_{1}+\cdots+p_{r}\right)+p-1,
$$

so that $N_{2 n}$ would be finite if $N_{n}$ is. He proved by use of the gamma function that there is an infinitude of positive integers each not the sum of $n$ or fewer $n$th powers.
J. Schur ${ }^{29}$ found the identity which proves $N_{10}$ finite:

$$
\begin{aligned}
22680\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{5}=9 \sum_{4}(2 a)^{10}+180 & \sum_{12}(a \pm b)^{10} \\
& +\sum_{48}(2 a \pm b \pm c)^{10}+9 \sum_{8}(a \pm b \pm c \pm d)^{10}
\end{aligned}
$$

A. Wieferich ${ }^{30}$ proved that $N_{3} \leqq 9$ [except for a limited set of integers arising from a case ${ }^{31}$ overlooked]. The proof consists in showing that any positive integer is the sum of three cubes together with $k=6 a^{3}+6 a m$, where $0<A$ and $m=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<A^{2}$. For, by Maillet, ${ }^{11} k$ is then a sum of 6 positive cubes.

[^532]E. Landau ${ }^{32}$ proved that every integer $z$ exceeding a fixed value is the sum of at most 8 positive cubes. He proved that there exists a prime $p$ not dividing $z$ such that $8 p^{9} \leqq z<12 p^{9}$ and such that $p^{2}(p-1)$ is not divisible by 3. Hence $\beta^{3} \equiv z\left(\bmod p^{3}\right)$ has positive integral solutions $\beta<p^{3}$. In $z=\beta^{3}+p^{3} M$, set $M=6 p^{6}+M_{1}$. Then
$$
7 p^{9}<p^{3} M<12 p^{6}, \quad p^{6}<M_{1}<6 p^{6} .
$$

By the paper of Wieferich, ${ }^{30}$ we can find an integer $\gamma, 0 \leqq \gamma<96$, such that $M_{1}-\gamma^{3}=6 m$, where $m=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$. For $z$ sufficiently large, $m<p^{6}$, so that $0 \leqq x_{i}<p^{3}$, and

$$
\begin{aligned}
& z=\beta^{3}+p^{3}\left(6 p^{6}+M_{1}\right)=\beta^{3}+(p \gamma)^{3}+6 p^{3}\left(p^{6}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right), \\
& z=\beta^{3}+(p \gamma)^{3}+\sum_{i=1}^{3}\left\{\left(p^{3}+x_{i}\right)^{3}+\left(p^{3}-x_{i}\right)^{3}\right\} .
\end{aligned}
$$

A. Wieferich ${ }^{33}$ proved that $N_{5} \leqq 59, N_{7} \leqq 3806$. He gave a table showing the least number of fifth powers required to represent each number $1, \cdots$, 3011.
D. Hilbert ${ }^{34}$ proved Waring's assertion that every positive integer $z$ is the sum of at most $N_{m}$ positive $m$ th powers, where $N_{m}$ is a finite number, not determined, depending upon $m$ but not upon $z$. He first proved, by use of a five-fold integral (a 25 -fold integral in the first paper,) the lemma (stated by Hurwitz, ${ }^{28}$ who was unable to prove it) that there exists for every $m$ (and $r=5$ ) an identity in the $x$ 's

$$
\left(x_{1}^{2}+\cdots+x_{r}^{2}\right)^{m}=\sum_{h} \rho_{h}\left(a_{1 h} x_{1}+\cdots+a_{r h} x_{r}\right)^{2 m}
$$

where the $a_{i h}$ are integers and the $\rho_{h}$ are positive rational numbers. It is a simple step to prove Waring's theorem for powers whose exponents are $2^{k}, k \geqq 2$. The case of any exponent is derived from this by an elementary, but long, discussion (not using calculus).
F. Hausdorff ${ }^{35}$ proved Hilbert's lemma by use of integrals involving exponentials, the method being more suitable for computing the $a$ 's and $\rho$ 's.
E. Stridsberg ${ }^{36}$ proved easily that Waring's theorem for $\mu$ th powers would follow if it were shown that, if $B$ is any real number, every positive integer $\geqq B$ can be written as $\Sigma \rho_{\lambda} P_{\lambda}^{\mu}$, where the $P$ 's are integers $\geqq 0$ and $\rho_{\lambda}$ is a positive rational number depending only on $\mu$. He noted that Hausdorff's elegant modification of Hilbert's proof can be reduced to an elementary study of binomial coefficients. Using symbolic powers of $h$, let $h^{2 \mu}$ denote $(2 \mu)!/ \mu$ ! for all even integers $2 \mu \geqq 0$, and $h^{2 \mu+1}=0$ for all odd integers $2 \mu+1 \geqq 1$. A theorem of Hausdorff's becomes the simple one that, if $f(x)$ is any polynomial which is never negative for a real value of $x$, then

[^533]$f(x+h)>0$ for $x$ real [cf. Hurwitz ${ }^{44}$ ], since
$$
f(x+h) \mathbf{\}}=\frac{1}{\Gamma(1 / 2)} \int_{-\infty}^{\infty} e^{-\alpha^{\beta / /} / f(x+\alpha) d \alpha}
$$
being true for $f(x+h)=h^{\nu}$. Hilbert's lemma is proved by use of
$$
\left(h_{1} x_{1}+\cdots+h_{r} x_{r}\right)^{m}=h^{m}\left(x_{1}^{2}+\cdots+x_{r}^{2}\right)^{m / 2},
$$
whence follows Hurwitz's theorem that Waring's theorem is true for $n=2 m$ if true for $n=m$. Finally, he simplified the second (elementary) part of Hilbert's proof of Waring's theorem.
A. Boutin ${ }^{37}$ gave the identities
$$
\sum_{3} \pm(x \pm y \pm z \pm u)^{4}=192 x y z u, \quad \sum_{m} \pm\left( \pm x_{1} \pm \cdots \pm x_{n}\right)^{n}=n!2^{n} x_{1} \cdots x_{n},
$$
the exterior sign being the product of the $n$ interior signs.
P. Bachmann ${ }^{38}$ gave an exposition of several of the preceding papers.
A. Fleck ${ }^{38}$ and $W$. Wolff ${ }^{388}$ proved that every definite quartic function of $x$ with rational coefficients is a sum of five squares of rational integral functions with rational coefficients.
E. Landau ${ }^{39}$ gave a new elementary proof that all numbers exceeding a certain limit and prime to 10 (or to the product of any two primes of the form $3 m+2$ ) are sums of at most 8 positive cubes. He here avoided the theory of the distribution of primes used in his ${ }^{32}$ former proof.
J. Kürschák ${ }^{40}$ generalized Liouville's ${ }^{6}$ identity (1) to give
$$
\Sigma\left(a_{0} \pm a_{1} \pm \cdots \pm a_{k}\right)^{4}=2^{k}\binom{3 k}{k}\left(a_{0}^{2}+\cdots+a_{3 k}^{2}\right)^{2},
$$
where on the left occur all possible combinations of signs and all sets of $k+1$ of the $3 k+1$ variables $a_{0}, \cdots, a_{\mathrm{zk}}$. For $m \geqq 3$, there is no identity
$$
\Sigma\left(a_{0} \pm a_{1} \pm \cdots \pm a_{k}\right)^{2 m}=C\left(a_{0}^{2}+\cdots+a_{n}^{2}\right)^{m} .
$$
A. Gerardin ${ }^{41}$ noted that $\left(x^{3}+9 y^{3}\right)^{3}$ is the sum of the cubes of $x^{3}, y^{3}$, $6 y^{3}, 8 y^{3}, 3 x^{2} y, 3 x y^{2}, 6 x y^{2}$. Also $\left(x^{3}+3 y^{3}\right)^{3}$ is the sum of the cubes of $x^{3}$, $3 y^{3}, 3 x y^{2}, 2 x^{2} y, x^{2} y$. L. Rouve remarked that the former is the sum of the cubes of $x^{3}, 3 x^{2} y, 9 y^{3}, 3 x y^{2}, 6 x y^{2}$.
A. J. Kempner ${ }^{12}$ considered the number $C(k, n)$ of the positive integers $\leqq k$ which are sums of $n$ or fewer positive $n$th powers, and the superior limit $S$ of $C(k, n) / k$ for $k=\infty$. He proved that $S<1 / n!$, whereas Hurwitz ${ }^{28}$ and Maillet ${ }^{27}$ had proved merely that $S<1$. It follows that there is an infinitude of positive integers of each of the forms $9 l, 9 l+1, \cdots, 9 l+8$, such that each is not a sum of fewer than four positive cubes. There is an infinitude of positive integers each not a sum of fewer than nine sixth

[^534]powers, and an infinitude each not a sum of fewer than $2^{q+2}$ powers, with the exponent $2^{q}$, for $q>1$. He lowered the known limit for $N_{6}$ to 970 by use of the identity
$$
120\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{3}=\sum_{8}(a \pm b \pm c \pm d)^{6}+8 \sum_{\mathrm{i} 2}(a \pm b)^{6}+\sum_{4}(2 a)^{6},
$$
for $c=d$ and for $d=0$, and the fact that every number is of one of the forms $a^{2}+b^{2}+k c^{2}$ for $k=1,2$. For the determination of upper limits for $N_{12}$ and $N_{14}$ from known limits for $N_{6}$ and $N_{7}$, he gave identities expressing $l\left(a^{2}+b^{2}+c^{2}\right)^{n}$ as a sum of $(2 n)$ th powers, for $n=6$ and 7 , where $l$ is a suitably chosen integer.
R. Remak ${ }^{43}$ noted that Stridsberg ${ }^{36}$ used integrals in a single place and applied the result proved by them only for the special case in which $f(\alpha)=g^{2}(\alpha)$. For this case Remak gave an elementary proof by use of the fact that a quadratic form in $n$ variables is definite if the determinant of the part involving the first $\nu$ variables (suitably chosen) is positive for $\nu=1,2$, $\cdots, n$. Hence the proof of Waring's theorem is reduced to algebraic processes.
A. Hurwitz ${ }^{44}$ gave a new elementary proof of the theorem, used by Hausdorff, ${ }^{35}$ Stridsberg ${ }^{36}$ and Remak, ${ }^{43}$ that if the real polynomial
$$
f(x)=c_{0}+c_{1} x+\cdots+c_{2 n} x^{2 n}
$$
not identically zero, is $\geqq 0$ for every real $x$, then
$$
f(x)+\frac{1}{1!} f^{\prime \prime}(x)+\frac{1}{2!} f^{(4)}(\dot{x})+\cdots+\frac{1}{n!} f^{(2 n)}(x)
$$
is positive for every real $x$; likewise for $f(x)+f^{\prime}(x)+\cdots+f^{(2 n)}(x)$.
L. Orlando ${ }^{44 a}$ amplified Hurwitz's ${ }^{44}$ proof.
G. Frobenius ${ }^{45}$ also gave an algebraic proof of Waring's theorem by altering Stridsberg's proof at the point where he had used integrals.
E. Schmidt ${ }^{46}$ used Minkowski's convex point sets in space of $q$ dimensions to give a more luminous exposition of Hilbert's first lemma.
G. Loria ${ }^{47}$ remarked that if Waring's minimum 19 for $N_{4}$ could be lowered to 16 [overlooking the facts noted by J. A. Euler], one would hope for a proof that every number is a sum of $n^{2}$ exact $n$th powers.
E. Landau ${ }^{48}$ pointed out errors in the same journal on sums of cubes.
W. S. Baer ${ }^{49}$ proved that every integer $\geqq 23 \cdot 10^{14}$ is a sum of 8 or fewer positive cubes, likewise every odd number $>175396368704$, and every number $\equiv 8(\bmod 16)$. The following numbers are sums of 7 or fewer positive cubes: every number 2744s (s odd), all sufficiently large multiples of 16 or 27 , all sufficiently large numbers $\equiv 0,8,16,24,28,36,44,48,56,64$

[^535](mod 72). He reduced the limit for $N_{6}$ to 478 , that for $N_{5}$ to 58 and gave a simpler proof that $N_{4} \leqq 37$. For $k=2744$, it is shown by elementary methods that every number $\equiv k(\bmod 2 k)$ is a sum of 7 or fewer positive cubes; hence if $C_{7}(x)$ denotes the number of positive integers $\leqq x$ which are decomposable into 7 or fewer positive cubes,
\[

$$
\begin{equation*}
\frac{1}{2 k}<\frac{C_{7}(x)}{x} \leqq 1 \text { for all sufficiently large } x \tag{2}
\end{equation*}
$$

\]

His transcendental methods enabled him to replace $1 /(2 k)$ by $13 / 72$. He ${ }^{50}$ later gave a direct elementary proof of the last result (2) for $k=4096$ by noting that the integers $k u$, where $u$ is positive and odd, can be decomposed into 7 positive cubes all of whose 7 bases exceed any assigned positive number $g$ for every $u$ exceeding a limit depending upon $g$.
E. Stridsberg ${ }^{51}$ gave a brief elementary proof of Hurwitz's lemma [Hilbert ${ }^{34}$ ] without the use of integrals (Remak, ${ }^{43}$ Frobenius ${ }^{45}$ ) or the gamma function. The proof is admitted to be otherwise essentially the same as $\mathrm{his}^{86}$ former proof.
G. H. Hardy and S. Ramanujan ${ }^{52}$ proved that the logarithm of the number of ways $n$ is a sum of $r$ th powers of positive integers (pearrangements of the same powers not being counted as distinct) is asymptotic to

$$
(r+1)\left\{\frac{1}{r} \Gamma\left(\frac{1}{r}+1\right) \cdot \zeta\left(\frac{1}{r}+1\right)\right\}^{r /(r+1)} n^{1 /(r+1)}
$$

where $\zeta$ denotes the Riemann zeta function, and $\Gamma$ the gamma function.
Hardy and J. E. Littlewood ${ }^{52 a}$ made use of the theory of analytic functions (cf. Ch. III ${ }^{221}$ ) to prove that every positive integer, which exceeds a certain number depending on $k$ alone, is a sum of at most $k \cdot 2^{k-1}+1$ positive $k$ th powers; for example, a sum of at most 33 biquadrates. The transcendental method leads not only to a proof of the existence of representations, but also to asymptotic formulas for their number. They since communicated to the author the improved result that at most $(k-2) 2^{k-1}+5$ positive $k$ th powers are necessary; this gives 9 cubes, 21 biquadrates, 53 fifth powers, 133 sixth powers, etc.

## Numbers expressible as sums of unlike powers.

D. Andre ${ }^{63}$ proved that every even integer is the sum of a cube $\neq 0$ and three squares (since every $8 n+3$ is a ${ }^{3}$ ). In general, if $s$ is odd, every even integer $>7^{*}$ is the sum of an sth power $\neq 0$ and three squares each $\neq 0$.
G. de Rocquigny ${ }^{54}$ noted that every integer except 1, 2, 3, 4, 5, 7, 8, $10,11,18$ is a sum of three cubes and three squares. He ${ }^{55}$ stated many

[^536]theorems like the following: Every integer $>36$ is a sum of four squares and four biquadrates each $\neq 0$; every integer $>14$ is a sum of four squares and four cubes $\neq 0$.
P. F. Teilhet ${ }^{56}$ verified that every integer up to 600 , except 23 , is a sum of two squares and two positive or zero cubes.
G. Lemaire ${ }^{57}$ noted that $3,6,7,11,15,19,22,23$ are not sums of any number of powers of distinct numbers.
G. Rabinovitch ${ }^{58}$ proved that every number $>23$ is expressible in one of the forms $a^{m}+b^{n}, a^{m}+b^{n}+c^{p}, \cdots$, where $a, b, \cdots$ are distinct, and $m$, $n, p, \cdots$ exceed unity.
A. Gérardin ${ }^{59}$ proved the theorems due to André. ${ }^{53}$

Every number a sum of three rational cubes.
S. Ryley ${ }^{60}$ solved $a=x^{3}+y^{3}+z^{3}$ by taking $x=p+q, y=p-q, z=m-2 p$. Then

$$
36 p^{2} q^{2}=6 a p-6 p m^{3}+36 p^{2}(m-p)^{2}
$$

will, for $p=a v^{2} / 6$, equal the square of $a v-a v^{2}\left(m-a v^{2} / 6\right)$ if $m^{3}=2 a v\left(m-a v^{2} / 6\right)$. Let $m=d v$. Then $v=6 a d / D$, where $D=3 d^{3}+a^{2}$. Hence
$x=\frac{\left(9 d^{6}-30 a^{2} d^{3}+a^{4}\right) D+72 a^{4} d^{3}}{6 a d D^{2}}, \quad y=\frac{30 a^{2} d^{3}-9 d^{6}-a^{4}}{6 a d D}, \quad z=\frac{6 a d^{2} D-12 a^{3} d^{2}}{D^{2}}$.
Reference is made to a less simple method in Leed's Correspondent, Quest. 211.
T. Strong ${ }^{61}$ showed how to express any number $a$ as sum of three or more rational cubes. Take $x, p-x, m-p, r, s, \cdots$ as the roots of the cubes. Thus

$$
\left(3 p^{2}-6 p x\right)^{2}=9 p^{2}(p-2 m)^{2}+12 a p-12 p\left(m^{3}+r^{3}+s^{3}+\cdots\right)
$$

The right member will be the square of $3 p(p-2 m)+2 c$ if

$$
p=c^{2} /(3 a), \quad c(2 m-p)=m^{3}+r^{3}+s^{3}+\cdots .
$$

Set $c=m n, r=m r^{\prime}, s=m s^{\prime}, \cdots$. The second condition gives

$$
m=\frac{6 a n}{3 a^{2}+n^{3}+r^{\prime 3}+s^{\prime 3}+\cdots}
$$

Hence giving any rational values to $n, r^{\prime}, s^{\prime}, \cdots$, we get rational values for $x=m-c /(3 p), m, p, r, s, \cdots$. Since we can in particular express 4 as a sum of three positive cubes, we can divide unity into three positive parts such that if each be increased by unity the sum is a cube [Evans, ${ }^{424}$ Davis, ${ }^{426}$ and Tebay ${ }^{428}$ of Ch. XXI].

Wm. Lenhart, ${ }^{62}$ to express $A$ as a sum of three cubes, selected any cube $r^{3}$ and from $A r^{3}$ subtracted a cube $s^{3}$ chosen by trial such that the difference

[^537]is a number $t$ found in his ${ }^{186}$ table (Ch. XXI) of numbers expressible as a sum of two positive rational cubes. Or, let $A r^{3}+s^{3}=t=a^{3}+b^{3}$. Then $A$ is the sum of the cubes of $a x, b x, c x$ if $c=p-s$ and
$$
\frac{1}{x^{3}}=\frac{t+c^{3}}{A}=\frac{p^{3}-3 p^{2} s+3 p s^{2}}{A}+r^{3}=\left(r+\frac{p s^{2}}{r^{2} A}\right)^{3}, \quad p=\frac{3 r^{3} A s}{r^{3} A-s^{8}} .
$$

Hence

$$
a x=\frac{a\left(r^{3} A-s^{3}\right)}{r d}, \quad b x=\frac{b\left(r^{3} A-s^{3}\right)}{r d}, \quad c x=\frac{s\left(2 r^{3} A+s^{3}\right)}{r d}, \quad d=r^{3} A+2 s^{3} .
$$

As an application, 2 and 4 are expressed as sums of three positive rational cubes. The same table is used tentatively to express $n+1$ or $n-1$ as a sum of $n$ cubes each $>1$ or each $<1$, with examples when $n=4,5,6$.

Several ${ }^{63}$ expressed any number $n$ as the sum of three rational cubes. Let their roots be $(1 \pm z) /(2 x),\left(a x^{2}-1\right) / x$. The sum of their cubes is $n$ if

$$
z^{2}=1-4 a x^{2}+4 a^{2} x^{4}-\frac{4}{3} a^{3} x^{6}+\frac{4}{3} n x^{3}
$$

Assuming that $z=1-2 a x^{2}+\frac{2}{3} n x^{3}$, we get $x=6 a n /\left(n^{2}+3 a^{3}\right)$.
Every positive number a sum of four positive rational cubes, etc.
G. Libri ${ }^{64}$ noted that if $m, n, r$ are solutions of $a x^{3}+b y^{3}+c z^{3}=0$, then $a X^{3}+b Y^{3}+c Z^{3}=d$ is solvable for $d$ arbitrary. Set $X=m p+q, Y=n p+s$, $Z=r p+t$. The new equation lacks $p^{3}$ and will lack $p^{2}$ and hence determine $p$ rationally in terms of $s, t$, if we take $q=-\left(b n^{2} s+c r^{2} t\right) /\left(a m^{2}\right)$.

If $A$ is a multiple of 24 , it is a sum of four cubes [not necessarily positive]:

$$
A=(q-p)^{3}+(-p-3 q)^{3}+2(p+q)^{3}, \quad q= \pm 1, \quad p=q-\frac{A}{24 q^{2}} .
$$

Next, let $A=24 x+b, 0<b<24$. If $b$ is one of the numbers $1,3,5,7,8,9$, $11,13,15,16,17,19,21,23, b^{3}-b$ is a multiple $24 u$ of 24 , whence $A=b^{3}+s$, where $s=24(x-u)$ is a sum of four cubes, so that $A$ is a sum of five cubes. If $b$ is not one of the above numbers, $b \pm 1$ is one of them. Hence every integer is a sum of six cubes one of which is 0 or 1 . If

$$
f=x^{3}+y^{3}+z^{3}+u^{3}, \quad F=A^{3}+B^{3}+C^{3}+D^{3}
$$

we have the identity in $r, s, t$,

$$
\begin{gather*}
f F \equiv(g-r-s-t)^{3}+(g+r)^{3}+(s-g)^{3}+(t-g)^{3}, \\
g=\frac{f F+(r+s+t)^{3}-r^{3}-s^{3}-t^{3}}{3\left\{(r+s+t)^{2}+r^{2}-s^{2}-t^{2}\right\}} . \tag{1}
\end{gather*}
$$

Every integer is the algebraic sum of 17 biquadrates, taken positively or negatively. The proof, similar to the above for cubes, follows from

$$
A=3\left(p+\frac{r}{2}\right)^{4}+\left(p-\frac{r}{2}\right)^{4}-(p+r)^{4}-3 p^{4}, \quad p=\frac{-4 A+3 r^{4}}{12 r^{3}}
$$

Again, if $p=-1-B / 480$,

$$
B=30(p+2)^{4}+2(p-2)^{4}-20(p+1)^{4}-12(p+3)^{4}
$$

These two quartic forms repeat under multiplication.
Libri ${ }^{65}$ proved that any positive rational number $m$ equals the sum of four positive rational cubes. In the identity

$$
\begin{equation*}
m=\left(\frac{m+6 q^{3}}{6 q^{2}}\right)^{3}+\left(\frac{m-6 q^{3}}{6 q^{2}}\right)^{3}-\left(\frac{m}{6 q^{2}}\right)^{3}-\left(\frac{m}{6 q^{2}}\right)^{3} \tag{2}
\end{equation*}
$$

we can reduce the right member to a sum of four positive cubes. In

$$
\begin{equation*}
a^{3}-b^{3}=a^{3}\left(\frac{a^{3}-2 b^{3}}{a^{3}+b^{3}}\right)^{3}+b^{3}\left(\frac{2 a^{3}-b^{3}}{a^{3}+b^{3}}\right)^{3} \tag{3}
\end{equation*}
$$

take $a=\left(m+6 q^{3}\right) /\left(6 q^{2}\right), b=m /\left(6 q^{2}\right)$. Then the sum of the first and third terms in (2) is a sum $\alpha^{3}+\beta^{3}$ of two positive cubes if $\left(m+6 q^{3}\right)^{3}>2 m^{3}$, where

$$
\alpha=\frac{m+6 q^{3}}{6 q^{2}} \cdot \frac{\left\{\left(m+6 q^{3}\right)^{3}-2 m^{8}\right\}}{\left\{\left(m+6 q^{3}\right)^{3}+m^{3}\right\}} .
$$

Now use (3) for $a=\alpha, b=m /\left(6 q^{2}\right)$. Then $\alpha^{3}-\left\{m /\left(6 q^{2}\right)\right\}^{3}$ is a sum of two cubes each positive if

$$
\left(m+6 q^{3}\right)^{3}\left\{\left(m+6 q^{3}\right)^{3}-2 m^{3}\right\}^{3}>2 m^{3}\left\{\left(m+6 q^{3}\right)^{3}+m^{3}\right\}^{3}
$$

which implies the preceding inequality and can be satisfied. Formula (1) is here repeated. It is stated that $3 x^{4}+y^{4}-z^{4}-3 u^{4}$ represents all rational numbers.
P. Tardy ${ }^{66}$ gave the generalization to $n$ factors of $4 a b=(a+b)^{2}-(a-b)^{2}$ and

$$
24 a b c=(a+b+c)^{3}-(a+b-c)^{3}-(a-b+c)^{3}+(a-b-c)^{3} .
$$

This formula had been given by C. F. Gauss. ${ }^{67}$
E. Rebout ${ }^{68}$ noted that, in this formula, also $24 a b c$ is a cube if $a=3$, $b=4, c=6$.
V. A. Lebesgue ${ }^{69}$ remarked that every positive rational number is a sum of four positive rational cubes:

$$
\begin{equation*}
n=\left(\frac{n}{6 m^{2}}\right)^{3}\left\{(2-a)^{3}+a^{3}(b-1)^{3}+b^{3}(c-1)^{3}+c^{3}\right\} \tag{4}
\end{equation*}
$$

where $m^{3}$ is a rational cube lying between $n / 6$ and $n / 12$, while

$$
a=1+6 m^{3} / n, \quad b=2-3 /\left(a^{3}+1\right), \quad c=2-3 /\left(b^{3}+1\right) .
$$

[^538]E. Lucas ${ }^{70}$ remarked that Lebesgue ${ }^{69}$ appears not to have guessed what seems to have led Euler to obtain formula (4), viz., the problem to express a number as a sum of two cubes. Any positive rational number $N$ is expressible in an infinitude of ways as a product or quotient of two sums of two positive rational cubes. To prove the former (which corresponds to Euler's theorem), employ the identities
\[

$$
\begin{gathered}
\left(6 L M+L^{2}-3 M^{2}\right)^{3}+\left(6 L M-L^{2}+3 M^{2}\right)^{3}=2^{2} 3^{2} L M\left(L^{2}+3 M^{2}\right)^{2} \\
(L+M)^{3}+(L-M)^{3}=2 L\left(L^{2}+3 M^{2}\right)
\end{gathered}
$$
\]

Divide their product (member by member) by $\left(L^{2}+3 M^{2}\right)^{3}$. Hence $2^{3} 3^{2} L^{2} M$ is expressed as a product of two sums of two cubes. Take $L=B b^{3}$, $M=2^{\lambda-3} 3^{\mu-2} A a^{3}$. We get a decomposition of $N=2^{\lambda} 3^{\mu} A B^{2}$, and we can choose $a^{3} / b^{3}$ to make all the cubes positive. As a corollary, E. Fauquembergue ${ }^{70 a}$ proved that the quadruple and square of $4 p^{6}+27 q^{6}$ are sums of two cubes, a problem proposed by Lucas.
G. Oltramare ${ }^{71}$ noted that every integer is a sum of five integral cubes.
R. Norrie ${ }^{72}$ gave the identity
$x=\left(\frac{c^{2}(d+2 x)}{2 d}\right)^{4}-\left(\frac{c^{2}(d-2 x)}{2 d}\right)^{4}+\left(\frac{2 c^{4} x-b^{4} d}{2 b c d}\right)^{4}-\left(\frac{2 c^{4} x+b^{4} d}{2 b c d}\right)^{4}, \quad d=c^{8}-b^{8}$.
He expressed (p. 58), 5, 17 and 41 as sums of five integral cubes, not all positive. Other solutions had been given by A. Cunningham. ${ }^{73}$

[^539]
## CHAPTER XXVI.

FERMAT'S LAST THEOREM, $a x^{r}+b y^{s}=c z^{t}$, AND THE CONGRUENCE $x^{n}+y^{n} \equiv z^{n} \quad$ (MOD $p$ ).*
For proofs of the impossibility of $x^{n}+y^{n}=z^{n}$ for $n=3$, 4, see Chs. XXI, XXII.

Leo Hebreus, ${ }^{1}$ or Lewi ben Gerson (1288-1344), proved that $3^{m} \pm 1 \neq 2^{n}$ if $m>2$, by showing that $3^{m} \pm 1$ has an odd prime factor. The problem had been proposed to him by Philipp von Vitry in the following form: All powers of 2 and 3 differ by more than unity except the pairs 1 and 2, 2 and 3 , 3 and 4, 8 and 9.

Fermat, ${ }^{2}$ commenting about 1637 on Diophantus II, 8 (to solve $x^{2}+y^{2}=a^{2}$ ), stated that "it is impossible to separate a cube into two cubes, or a biquadrate into two biquadrates, or in general any power higher than the second into two powers of like degree; I have discovered a truly remarkable proof which this margin is too small to contain." This theorem is known as Fermat's last theorem.

Claude Jaquemet ${ }^{3}$ (1651-1729), in a manuscript in the Bibliothéque Nationale de Paris and first attributed to Nicolas Malebranche ${ }^{4}$ (1638-1715), attempted to prove Fermat's last theorem. In $a^{z}=x^{z}+y^{2}$ we may suppose $x, y$ relatively prime. The quotient of $x^{2}+y^{z}$ by $x+y$ is

$$
Q=x^{2-1}-y x^{z-2}+y^{2} x^{2-3}-\cdots \pm y^{2-1}
$$

Then $x+y$ and $Q$ have no common divisor $d$ other than factors of $z$. For, it would divide

$$
Q-\left(x^{z-1}+y x^{z-2}\right)=-2 y x^{z-2}+y^{2} x^{z-3}-\cdots \pm y^{2-1}
$$

Adding $2 y x^{2-2}+2 y^{2} x^{2-3}$, we get $3 y^{2} x^{2-3}-\cdots$. Finally, we get $z y^{2-1}$. But $y$ is not divisible by $d$ since $x, y$ are relatively prime; hence $z$ is. Similarly, $x-y$ and $\left(x^{z}-y^{2}\right) /(x-y)$ have no common divisor not a factor of $z$.

Suppose that $a, x, y$ are relatively prime integers for which $a^{z}=x^{2}+y^{2}$, $z$ odd. As just proved, at most one of the powers is divisible by $z$. First let $x^{2}$ and $y^{z}$ be not divisible by $z$. Let $x^{z}=p^{2} q^{2}, y^{2}=r^{2} s^{2}$, where $r$ and $s$ are relatively prime, also $p$ and $q$. Then $a-p q=r^{2}, a-r s=p^{z}$. Thus the divisor $p-r$ of $p^{2}-r^{z}$ divides $p q-r s$. Dividing the latter by $p-r$, we get the remainder $p q-p s$ or $r q-r s$, neither zero, and " by continuing this process to infinity, we get no new remainders, so that $p-r$ is not a divisor of $p q-r s . "$ As pointed out by E. Lucas ${ }^{4 a}$ the last conclusion is wrong;

[^540]take any integer $k$ and set $p(q-s)=k(p-r)$. Then $p q-r s=(p-r)(s+k)$. The second case in which $a^{z}$ and $x^{2}$ are not divisible by $z$ differs from the preceding only as to signs.
L. Euler's ${ }^{5}$ theorems on the linear forms of the divisors of $a^{m} \pm b^{m}$ are cited under Euler ${ }^{5,6}$ of Ch. XVI of Vol. I of this History.

Lagrange's ${ }^{142}$ method for $r^{n}-A s^{n}=q^{m}$ is given in Ch. XXIII.
A. J. Lexell ${ }^{6}$ considered $a^{5}+b^{5}=c^{5}$. Set $x+y=a^{5}, x-y=b^{5}$. Then

$$
\frac{x^{2}-y^{2}}{4 x^{2}}=\left(\frac{z}{x}\right)^{5} \equiv \frac{a^{5} b^{5}}{c^{10}}, \quad x^{6}-4 x z^{5}=x^{4} y^{2}=\square
$$

Since the factors are relatively prime, $x=p^{2}, x^{5}-4 z^{5}=q^{2}$. Hence

$$
p^{10}-q^{2}=4 r^{5} s^{5}, \quad p^{5}+q=2 r^{5}, \quad p^{5}-q=2 s^{5}, \quad p^{5}=r^{5}+s^{5}
$$

N. Fuss $I^{7}$ noted that, if $1 \pm 4 x^{n}=\square$ is possible in rational numbers, $r^{n}+p^{n}=q^{n}$ would be possible in integers. To reduce the former to integers, set $x=p q / r^{2}$; then $r^{2 n} \pm 4 p^{n} q^{n}=\square$, say the square of $r^{n}+2 v$, where $v$ is prime to $r$. Then $\pm p^{n} q^{n}=v\left(r^{n}+v\right)$, whence $v=p^{n}, r^{n}+v=q^{n}$.
L. Euler ${ }^{8}$ multiplied $a^{n}+b^{n}=c^{n}$ by $4 a^{n}$ and added $b^{2 n}$. Thus

$$
\left(2 a^{n}+b^{n}\right)^{2}=4 a^{n} c^{n}+b^{2 n}=\square .
$$

Euler ${ }^{9}$ noted that he had failed in attempts to prove $x^{n}+y^{n}=z^{n}$ impossible if $n>2$.
C. F. Kausler ${ }^{10}$ proved that $x^{6}+y^{6}=z^{6}$ is impossible in integers. For, if possible, set $x=m n$, where $m$ is a prime. Of the forty cases, all are immediately excluded except two:

$$
z^{4}+z^{2} y^{2}+y^{4}=m^{6} n^{6} \text { or } m n^{6}, \quad z^{2}-y^{2}=1 \text { or } m^{5} .
$$

For the second alternatives, eliminate $z^{2}$. Then

$$
3 y^{4}+3 y^{2} m^{5}+m^{10}=m n^{6},
$$

and $m$ is a factor of $3 y^{4}$. If $y$ is divisible by $m, z$ is, and $x, y, z$ have a common factor. There remains the case $m=3$; then $z+y, z-y$ are $3^{5}, 1$ or $3^{4}, 3$ or $3^{3}, 3^{2}$, cases readily excluded. The first alternative is excluded by the lemma: There are no integers $y, z$ for which

$$
z^{4}+z^{2} y^{2}+y^{4} \equiv\left(z^{2}-y^{2}\right)^{2}+3 z^{2} y^{2}=\square .
$$

Sophie Germain ${ }^{11}$ (1776-1831) stated in her first letter to Gauss, Nov. 21, 1804, that she could prove that $x^{n}+y^{n}=z^{n}$ is impossible if $n=p-1$,
${ }^{5}$ Comm. Arith., I, 50-6, 269; II, 533-5.
${ }^{6}$ Euler's Opers postuma, 1, 1862, 231-2 (about 1768).
${ }^{5}$ Ibid., 241 (about 1778). Cf. Euler. ${ }^{8}$
${ }^{8}$ Ibid., 242 (about 1782).
' Ibid., 587; letter to Lagrange, March 23, 1775. Corresp. Math. Phys. (ed., P. H. Fuss), 1, 1843, 618, 623, letters to Goldbach, Aug. 4, 1753, May 17, 1755. Novi Comm. Acad. Petrop., 8, 1760-1, 105; Comm. Arith. Coll., I, 296.
${ }^{10}$ Nova Acta Acad. Sc. Petrop., 15, 1806, ad annos 1799-1802, 146-155.
${ }^{11}$ The first and third letters were published in Oeuvres philosophiques de S. Germain, Paris, 1879, 298. Cinq lettres de Sophie Germain à C. F. Gauss, publiées par B. Boncompagni, Berlin, 1880, 24 pp. Reproduced in Archiv Math. Phys., 65, 1880, Litt. Bericht 259, pp. 27-31; 66, 1881, Litt. Bericht 261, pp. 3-10. Reviewed, with Gauss, ${ }^{13}$ by S. Günther, Zeitschr. Math. Phys., 26, 1881, Hist.-Lit. Abt., pp. 19-26; Italian transl., Bull. Bibl. Storia Sc. Mat. e Fis., 15, 1882, 174-9.
where $p$ is a prime $8 k+7$. In her ${ }^{12}$ fourth letter, Feb. 20, 1807, she stated that if the sum of the $n$th powers of any two numbers is of the form $h^{2}+n f^{2}$, the sum of these two numbers is of that form. Gauss ${ }^{13}$ replied, April 30, 1807, that this is false, as shown by $15^{11}+8^{11}=h^{2}+11 f^{2}$, whereas

$$
15+8 \neq x^{2}+11 y^{2} .
$$

C. F. Gauss ${ }^{14}$ gave a sketch of a proof of the impossibility of $a^{5}+b^{5}+c^{5}=0$ and noted that the method is not applicable to seventh powers.
P. Barlow ${ }^{15}$ proved that if $n$ is a prime and $x^{n}-y^{n}=z^{n}$ is solvable in integers prime in pairs, then one of the four sets of conditions

$$
\begin{array}{c|c|c|c}
x-y=r^{n} & n^{n-1} r^{n} & r^{n} & r^{n} \\
x-z=s^{n} & s^{n} & n^{n-1} s^{n} & s^{n} \\
y+z=t^{n} & t^{n} & t^{n} & n^{n-1} t^{n}
\end{array}
$$

must hold. For, $\left(x^{n}-y^{n}\right) /(x-y)$ is not divisible by a factor $\neq n$ of $x-y$, and if divisible by $n$, the quotient is prime to $x-y$ and to $n$. Hence $z^{n}$ is divisible by $x-y$, and, if $n$ is a factor of $x-y$, by $n(x-y)$, while the quotient is prime to $n$ and to $x-y$. In the first case, $x-y=r^{n}$. In the second case, $n(x-y)=r^{n}=n^{n} r_{1}^{n}, x-y=n^{n-1} r_{1}^{n}$.

His attempt to prove $x^{n}-y^{n}=z^{n}$ impossible if $n>2$ involves the error (cf. Smith, ${ }^{79}$ Talbot ${ }^{88}$ ) that a sum of fractions in their lowest terms is not an integer if the denominator of each fraction has a factor not dividing all the remaining denominators.
N. H. Abel ${ }^{16}$ stated that, if $n$ is a prime $>2, a^{n}=b^{n}+c^{n}$ is impossible in integers when one or more of the numbers $a, b, c, a+b, a+c, b-c$, $a^{1 / m}, b^{1 / m}, c^{1 / m}$ are primes [cf. Talbot ${ }^{77}$, de Jonquières ${ }^{177}$ ]. If the equation is possible, then $a, b, c$ have factors $x, y, z$, respectively, such that either [cf. Barlow ${ }^{15}$ ]
$2 a=x^{n}+y^{n}+z^{n}$,
$2 b=x^{n}+y^{n}-z^{n}$,
$2 c=x^{n}+z^{n}-y^{n} ;$
$2 a=n^{n-1} x^{n}+y^{n}+z^{n}$,
$2 b=n^{n-1} x^{n}+y^{n}-z^{n}$,
$2 c=n^{n-1} x^{n}+z^{n}-y^{n}$;
$2 a=n^{n-1}\left(x^{n}+y^{n}\right)+z^{n}$,
$2 b=n^{n-1}\left(x^{n}+y^{n}\right)-z^{n}$,
$2 c=n^{n-1}\left(x^{n}-y^{n}\right)+z^{n} ;$
or values derived from the second set by permuting $a, b$, and $x, y$, and changing the signs of $c$ and $z$; or values derived from the third set by replacing $a$ by $b, b$ by $-c, c$ by $a, x$ by $y, y$ by $-z$, and $z$ by $x$. Thus $2 a$ must have one of the three forms listed, where $x, y, z$ have no common factor. Finally, $2 a \geqq 9^{n}+5^{n}+4^{n}$; the least one of $a, b, c$ cannot be less than $\left(9^{n}-5^{n}+4^{n}\right) / 2$. The editor, L. Sylow, remarked p. 338 that these theorems appear to contain some inaccuracies.

[^541]A. M. Legendre ${ }^{17}$ remarked that the French Academy of Sciences had offered one of its prizes for a proof of Fermat's last theorem, but without awarding the prize. He considered $x^{n}+y^{n}+z^{n}=0$ for $n$ a prime $>2$ and for relatively prime integers $x, y, z$ each $\neq 0$. He noted ( $\S \S 3,4$ ) that $x+y+z$ is divisible by $n$, and its $n$th power by $(x+y)(y+z)(z+x)$, by a proof criticized and completed by Catalan. ${ }^{91}$ Let
$$
\phi(y, z)=y^{n-1}-y^{n-2} z+y^{n-3} z^{2}-\cdots+z^{n-1}
$$
be the quotient of $y^{n}+z^{n}$ by $y+z$. Then (§7) $y+z$ and $\phi$ have the g.c.d. $n$ or are relatively prime according as $x$ is or is not divisible by $n$.

First, let $x$ be divisible by $n$. Then ( $(\S 8,10$ )

$$
\begin{array}{lll}
y+z=\frac{1}{n} a^{n}, & \phi(y, z)=n \alpha^{n}, & x=-a \alpha \\
z+x=b^{n}, & \phi(z, x)=\beta^{n}, & y=-b \beta  \tag{1}\\
x+y=c^{n}, & \phi(x, y)=\gamma^{n}, & z=-c \gamma
\end{array}
$$

where $a$ is an integer divisible by $n$, and each prime factor of $\alpha, \beta$ or $\gamma$ is of the form $2 k n+1$. Each prime factor of $\alpha$ is of the form $2 t n^{2}+1$ (§11), and $x$, assumed divisible by $n$, is divisible by $n^{2}$ (§ 13), both results being credited to Sophie Germain in the foot-note to § 22.

Second, let no one of the numbers $x, y, z$ be divisible by $n$. Methods applicable only in the special cases $n=3,5,7,11$, but not to $n=13$, etc., are given in §§ 14-20. To Sophie Germain is credited the proof (§§ 21-22) that, if $n$ is an odd prime $<100$,

$$
\begin{equation*}
x^{n}+y^{n}+z^{n}=0 \tag{2}
\end{equation*}
$$

has no integral solutions each prime to $n$. This proof is called "very ingenious, quite simple, and of an almost absolute generality." As noted above, $y+z$ is prime to $\phi(y, z)$, and their product equals $(-x)^{n}$; hence we may set

$$
\begin{array}{lll}
y+z=a^{n}, & \phi(y, z)=\alpha^{n}, & x=-a \alpha, \\
z+x=b^{n}, & \phi(z, x)=\beta^{n}, & y=-b \beta,  \tag{3}\\
x+y=c^{n}, & \phi(x, y)=\gamma^{n}, & z=-c \gamma,
\end{array}
$$

whence

$$
2 x=b^{n}+c^{n}-a^{n}, \quad 2 y=a^{n}+c^{n}-b^{n}, \quad 2 z=a^{n}+b^{n}-c^{n} .
$$

Theorem. If there exists an odd prime $p$ such that

$$
\begin{equation*}
\xi^{n}+\eta^{n}+\zeta^{n} \equiv 0 \quad(\bmod p) \tag{5}
\end{equation*}
$$

has no set of integral solutions $\xi, \eta, \zeta$, each not divisible by $p$, and such that $n$ is not the residue of the $n$th power of any integer modulo $p$, then (2) has no integral solutions each prime to $n$.

For, if $x, y, z$ are integers satisfying (2), they satisfy congruence (5), so that one of them, say $x$ is divisible by $p$. Then, by (4),

$$
b^{n}+c^{n}+(-a)^{n} \equiv 0 \quad(\bmod p)
$$

[^542]Hence $a, b$, or $c$ is divisible by $p$. But if $b$ were divisible by $p$, then, by (3), $y=-b \beta$ would be divisible by $p$, and hence by (2) also $z$ would be divisible by $p$, whereas $x, y, z$ have no common factor. Similarly, $c$ is not divisible by $p$. Hence
$a \equiv 0, \quad x \equiv 0, \quad z \equiv-y, \quad \phi(x, y) \equiv y^{n-1}, \quad \phi(y, z) \equiv n y^{n-1} \quad(\bmod p)$. Thus, by (3), $\gamma^{n} \equiv y^{n-1}, \alpha^{n} \equiv n y^{n-1}$. Hence $n \gamma^{n} \equiv \alpha^{n}(\bmod p)$. By the final equation (3), $\gamma$ is prime to $p$. Hence we can determine an integer $\gamma_{1}$ such that $\gamma \gamma_{1} \equiv 1(\bmod p)$. Thus $n \equiv\left(\alpha \gamma_{1}\right)^{n}(\bmod p)$, contrary to hypothesis.

The theorem applies if $n=7, p=29$, since the residues of the seventh powers modulo 29 are $\pm 1, \pm 12$, no two of which differ by unity, and no one of which is congruent to 7 . Similarly, for each odd prime $n<100$, S. Germain gave a $p$ for which the theorem applies.

The condition that $n$ shall not be a residue of an $n$th power requires that $p$ be of the form $m n+1$, where evidently $m$ is even. Legendre proved (§§ 23-28) that $m$ must be prime to 3 and that both conditions in the theorem hold if $p=m n+1$ is a prime and $m=2,4,8,10,14,16$ (but overlooked the exceptional character of $n=3$ when $m=14,16$; cf. Dickson ${ }^{195}$ ). He concluded that (1) has no solutions prime to $n$ for $n$ an odd prime <197.

He proved ${ }^{18}$ (§§ 38-47) that $x^{5}+y^{5}+z^{5}=0$ has no integral solutions and that if solutions of (2) exist for $n=7,11,13$ or 17 , they involve a great number of digits (§§ 29-37).

Schopis ${ }^{19}$ argued that, if $x^{5}-y^{5}=w^{5}$, where $x y w$ is prime to 5 , then

$$
x-y=u^{5},
$$

and

$$
x^{4}+x^{3} y+\cdots+y^{4}=u^{20}+5 u^{15} y+10 u^{10} y^{2}+10 u^{5} y^{3}+5 y^{4}
$$

is a fifth power, say $\left(u^{4}+z\right)^{5}$. Thus

$$
5 y A=z\left(5 u^{16}+10 u^{12} z+10 u^{8} z^{2}+5 u^{4} z^{3}+z^{4}\right), \quad A=u^{15}+2 u^{10} y+2 u^{5} y^{2}+y^{3} .
$$

Thus $z$ is divisible by 5 and the second member by 25 . Thus $A$ is divisible by 5 , which is seen to be impossible.
G. L. Dirichlet ${ }^{20}$ proved that there are no relatively prime integers $x, y$ such that $x^{5} \pm y^{5}=2^{m} 5^{n} A z^{5}, m$ and $n$ being positive integers, $n \neq 2$, and $A$ not divisible by 2,5 or a prime $10 k+1$. With the same restrictions on $A$, the theorem holds also if $n=0, m \geqq 0$, and $2^{m} A \equiv 3,4,9,12,13,16$, 21 , or $22(\bmod 25)$. If $n>0, n \neq 2$, and if $A$ is not divisible by 2,5 or a prime $10 k+1$, there exist no relatively prime integers $x, y$ such that $x^{5} \pm y^{5}=5^{n} A z^{5}$. The last shows that $x^{5} \pm y^{5}=z^{5}$ is impossible in integers (since one of the unknowns, say $z$, must be divisible by 5 ); the proof is analogous in the two cases $z$ even and $z$ odd, whereas Legendre ${ }^{18}$ employed two methods.

[^543]A. M. Legendre ${ }^{21}$ stated that the discussion of (2), at least for special exponents $n$, can be facilitated by a consideration of the cubic equation whose roots are $x, y, z$; for integral roots, the discriminant must be a perfect square. He was not entitled to conclude that $x+y+z$ and $x y z$ are divisible by $n^{2}$, as he had not proved that one of the unknowns is divisible by $n$.
V. Bouniakowsky ${ }^{22}$ argued that if $x^{m}+y^{m}+z^{m}=0$, where $m$ is a prime and $x, y, z$ are integers with no common factor, and if $N$ is chosen so that $m=\phi(N)-1$ (which is possible for each prime $m<31$, except $m=13$ ), then $x y z(x y+x z+y z)$ is divisible by $N$. But he used Euler's theorem $x^{\phi(N)} \equiv 1(\bmod N)$ which is valid only when $x$ is prime to $N$.

Dirichlet ${ }^{23}$ proved by descent that (2) is impossible in integers for $n=14$, also the impossibility of

$$
t^{14}-u^{14}=2^{m} \cdot 7^{1+n} w^{14} .
$$

G. Libri ${ }^{24}$ considered the number $N_{2}$ of sets of positive solutions <n of $x^{3}+y^{3}+1 \equiv 0(\bmod n)$, for a prime $n=3 p+1$. The equation for the three periods of $n$th roots of unity is found in the form

$$
z^{3}+z^{2}-\frac{1}{3}(n-1) z-\frac{1}{27}\left[n N_{2}+3-(n+2)^{2}+9 n\right]=0 .
$$

Comparing this with the known cubic, we get $N_{2}=n \pm a-2$, where

$$
4 n=a^{2}+27 b^{2}
$$

[Pepin ${ }^{109}$ ]. Since $a$ is comprised between zero and $r=(4 n-27)^{1 / 2}$, we have $N_{2} \leqq n-r-2$. Hence $N_{2}$ increases indefinitely with $n$, and from a certain limit on, $x^{3}+y^{3}+1 \equiv 0(\bmod n)$ is always solvable with neither $x$ nor $y$ divisible by $n$. Having $N_{2}$, we can find the number of positive solutions <n of $x^{3}+y^{3}+u^{3}+1 \equiv 0(\bmod n)$.

If $n$ is a prime $8 m+1$, so that $n=a^{2}+16 b^{2}$ in a single way, the same method of proof shows that the number of solutions of $x^{4}+y^{4}+1 \equiv 0(\bmod n)$ is $n \pm 6 a-3$, which increases with $n$. It is stated that one can prove [Pellet, ${ }^{128,}{ }^{244}$ Dickson ${ }^{199}$, Cornacchia, ${ }^{217}$ Mantel ${ }^{277}$ ] that a limit to the prime $p$ can be assigned such that, after passing it, the number of solutions of $x^{n}+y^{n}+1 \equiv 0(\bmod p)$ will always increase. Hence it is futile to try to prove $u^{n}+v^{n}=z^{n}$ impossible by trying to show that one of the unknowns is divisible by an infinitude of primes.
E. E. Kummer ${ }^{25}$ considered $x^{2 \lambda}+y^{2 \lambda}=z^{2 \lambda}$, where $\lambda$ is a prime, and $x, y, z$ are relatively prime by pairs. We may take $y$ even. The third of four possible cases is

$$
z+y=u^{2 \lambda}, \quad z-y=w^{2 \lambda}, \quad z \pm x=2 p^{2 \lambda}, \quad z \mp x=2^{2 \lambda \mu-1} \lambda^{2 \lambda \mu-1} q^{2 \lambda},
$$

This is the only possibility if $\lambda=8 n+1$, or if $2 \lambda+1$ is a prime. If the initial equation is solvable in integers, so is $r^{2 \lambda}+s^{2 \lambda}=2 q^{2 \lambda}$. As auxiliary to the

[^544]proofs, it is shown ${ }^{26}$ that if
$$
\frac{a^{n} \pm b^{n}}{a \pm b}=(a \pm b)^{n-1} \mp n(a \pm b)^{n-3} a b+\frac{n(n-3)}{2}(a \pm b)^{n-5} a^{2} b^{2} \mp \cdots
$$
and $a \pm b$ have a common factor, it divides the last term $\pm n(a b)^{(n-1) / 2}$, and hence is the prime $n$ if $a$ and $b$ are relatively prime. Since the coefficients $n, n(n-3) / 2, \cdots$ are divisible by $n$, the exponent of the highest power of $n$ dividing $a^{n} \pm b^{n}$ exceeds by unity that in $a \pm b$.
F. Paulet ${ }^{27}$ attempted to prove Fermat's last theorem, but concluded without proof that $\alpha=\beta$ in $\alpha c r=\beta s$, where
$$
\alpha=b m x^{2}-(p-q) a, \quad \beta=a r+(p-q) c+s .
$$

In his second proof he equated corresponding summands of equal sums.
G. Lame ${ }^{28}$ proved that $x^{7}+y^{7}+z^{7}=0$ is impossible in relatively prime integers. One of the unknowns, say $x$, is divisible by 7 (Legendre ${ }^{17}$ ). It is shown that $x+y+z=7 A P, P=\mu \nu \rho$, where $\mu, \nu, \rho, 7$ are relatively prime integers such that

$$
z+y=7^{6} \mu^{7}=a, \quad z+x=\nu^{7}=b, \quad x+y=\rho^{7}=c .
$$

He made use of the lemma (pp. 197-8) that [Bouniakowsky ${ }^{34}$ ]

$$
(x+y+z) / \sqrt[7]{7(x+y)(z+x)(z+y)}=A=\square .
$$

Thus $A$ must be a square $B^{2}$. Then

$$
\Sigma a=27 B^{2} P, \quad \Sigma a^{2}+\Sigma a b=B D, \quad a b c=7^{6} P^{7}, \quad 3 \Sigma a^{4}+10 \Sigma a^{2} b^{2}=2^{4} B^{4} .
$$

Eliminating $a, b, c$, we get an equation whose solution is shown to depend upon the impossible equation

$$
U^{8}-3 \cdot 7^{4} U^{4} V^{4}+2^{4} 7^{5} V^{8}=W^{4}
$$

For simplifications of this proof, see Lebesgue ${ }^{30}$ and Genocchi. ${ }^{55}$
A. Cauchy ${ }^{28}$ reported on Lame's preceding paper and stated that his lemma is obtained by taking $n=7$ in the generalization that $(x+y)^{n}-x^{n}-y^{n}$ is algebraically divisible not only by $n x y(x+y)$ but also (if $n>3$ ) by $q=x^{2}+x y+y^{2}$, and if $n=6 k+1$ by $q^{2}$.
V. A. Lebesgue ${ }^{30}$ simplified Lamés ${ }^{28}$ proof by use of the lemma that

$$
p^{2}=q^{4}-2^{2 a 3} \cdot 7^{4} q^{2} r^{2}+2^{4 a+47^{7}} r^{4}
$$

is impossible in odd integers $p, q, r$, relatively prime in pairs, $r \neq 0$, if $a$ is a positive integer.

Lebesgues ${ }^{31}$ proved that if $X^{n}+Y^{n}=Z^{n}$ is impossible in integers, then $x^{2 n}+y^{2 n}=z^{2}$ is impossible.

[^545]J. Liouville ${ }^{32}$ noted that if $u^{n}+v^{n}=w^{n}$ is impossible in integers not zero, then $z^{2 n}-y^{2 n}=2 x^{n}$ is impossible.

Cauchy ${ }^{33}$ expressed $(x+y)^{n}-x^{n}-y^{n}$ in terms of $x^{2}+x y+y^{2}$ and $x y(x+y)$ for $n$ odd $\leqq 13$.
V. Bouniakowsky ${ }^{34}$ proved for $m=2,3,4,5,6,7$ that

$$
\sqrt[m]{A}+\sqrt[m]{B}=R
$$

is impossible if $R$ is rational and the radicals irrational. For $m=7$ set $C=(A B)^{1 / 7}$. We get $R^{7}-A-B=7 R C\left(R^{2}-C\right)^{2}$, which implies the lemma of Lame ${ }^{28}$ (Cauchy ${ }^{29}$ ). For, by setting $A=a^{7}, B=b^{7}, R=a+b, C=a b$, we get

$$
(a+b)^{7}-a^{7}-b^{7}=7 a b(a+b)\left(a^{2}+a b+b^{2}\right)^{2}
$$

E. E. Kummer ${ }^{35}$ submitted to Dirichlet about 1843 the manuscript giving what he then believed to be a complete proof of Fermat's last theorem. Dirichlet declared that the proof would be correct if it were shown not only that every number $a_{0}+a_{1} \alpha+\cdots+a_{\lambda-1} \alpha^{\lambda-1}$ (where $\alpha$ is a primitive $\lambda$ th root of unity and the $a$ 's are ordinary integers) is always a product of indecomposable numbers of that form, as shown by Kummer, but also that this were possible in only one way, which is unfortunately apparently not the case.

Frizon ${ }^{36}$ announced a uniform process applicable to prime exponents $\leqq 31$.
V. A. Lebesgue ${ }^{37}$ supplemented Dirichlet's ${ }^{20}$ results by proving that, if $A$ has no prime factor $10 m+1$ and no factor which is a fifth power, $x^{5}+y^{5}=A B^{5} u^{5}$ is impossible in integers if $A$ is a multiple of 5 , or if $A \equiv \pm 2$, $\pm 3, \pm 4, \pm 6, \pm 8, \pm 9, \pm 11$, or $\pm 12(\bmod 25)$. A like treatment is apparently not applicable to the remaining cases $A \equiv \pm 1, \pm 7(\bmod 25)$. The equation $x^{10} \pm y^{10}=A z^{5}$ is impossible if $A$ has no prime factor $10 m+1$. As auxiliary propositions, $a^{2}=b^{4}+50 b^{2} c^{2}+125 c^{4}$ is impossible, while

$$
a^{2}=b^{4}+10 b^{2} c^{2}+5 c^{4}
$$

which can be reduced by descent to the case in which $b$ and $c$ are odd, is impossible if $c=5 \cdot 2^{i} \cdot h^{2}$.
E. Catalan ${ }^{38}$ expressed his belief that $x^{m}-y^{n}=1$ holds only for $3^{2}-2^{3}=1$.
S. M. Drach ${ }^{39}$ argued that $x^{n}+y^{n}=z^{n}$ is impossible in integers if $n=2 m+1>1$. For, by Euler's Algebra, 2, Ch. 12,

$$
Y=c^{m} q^{n}+\Sigma A_{i} q^{n-2 i} p^{2 i} c^{m-i} a^{i}, \quad Z=a^{m} p^{n}+\Sigma A_{i} p^{n-2 i} q^{2 i} a^{m-i} c^{i}
$$

satisfy $a Z^{2}-c Y^{2}=\left(a p^{2}-c q^{2}\right)^{n}$ if $A_{i}=\binom{n}{2 i} . \quad$ Take $a=z, Z=z^{m}, c=y, Y=y^{m}$.

[^546]Then

$$
z^{n}-y^{n}=x^{n}=\left(z p^{2}-y q^{2}\right)^{n}, \quad x=z p^{2}-y q^{2} .
$$

Then $Z / z^{m}$ and $Y / y^{m}$ give

$$
\begin{aligned}
1= & p^{n}\left[1+\Sigma A_{i}\left(\frac{q^{2} y}{p^{2} z}\right)^{i}\right]=q^{n}\left[1+\Sigma A_{i}\binom{p^{2} z}{q^{2} y}^{i}\right] \\
& 2 z^{n / 2}, 2 y^{n / 2}=(p \sqrt{z}+q \sqrt{y})^{n} \pm(p \sqrt{z}-q \sqrt{y})^{n}
\end{aligned}
$$

From the sum and difference of the resulting values of $p \sqrt{z} \pm q \sqrt{y}$,

$$
\frac{p \sqrt{z}}{q \sqrt{y}}\left\{\left(z^{n / 2}+y^{n / 2}\right)^{1 / n}-\left(z^{n / 2}-y^{n / 2}\right)^{1 / n}\right\}=\{()+()\}
$$

Developing the difference of the two members by the binomial theorem, we get a series in $y / z$ with every coefficient negative if $n>1$. Next, the case $n=2 m$ is treated at length.
C. G. J. Jacobi ${ }^{40}$ gave a table of the values of $m^{\prime}$ for which $1+g^{m}=g^{m^{\prime}}$ $(\bmod p)$, where $p$ is a prime $\leqq 103,0 \leqq m \leqq 102$, and $q$ is a primitive root of $p$.

0 . Terquem ${ }^{41}$ proved the theorem of Lebesgue ${ }^{31}$ and the corollary of Liouvill ${ }^{32}$.
A. Vachette ${ }^{42}$ noted that $x^{m}-y^{n}=(x y)^{p}$ is impossible in integers. For $p=m n$, set $z=(x y)^{n}$ and take $n=m$. Thus $x^{m}-y^{m}=z^{m}$ is impossible if $z$ is a power of $x y$.
J. Mention ${ }^{43}$ proved the formula [cf. Kummer ${ }^{25}$ ]:

$$
\begin{equation*}
a^{n}+b^{n}=(a+b)^{n}-n a b(a+b)^{n-2}+\frac{n(n-3)}{2} \cdot a^{2} b^{2}(a+b)^{n-1}-\cdots \tag{6}
\end{equation*}
$$

V. A. Lebesgue ${ }^{44}$ obtained (6) by applying Waring's formula to the quadratic equation with roots $a, b$. Applying it to the cubic with the roots $\alpha, \beta, \gamma$, we get $(\alpha+\beta+\gamma)^{n}$. For $n=7$, the lattor result is said to have been employed [in papers 28-30] to prove the impossibility of $x^{7}+y^{7}=z^{7}$ by a method simpler than that for exponents 3 and 5.
G. Lame ${ }^{45}$ claimed to have proved that, if $n$ is an odd prime, $x^{n}+y^{n}=z^{n}$ is not satisfied by complex integers

$$
\begin{equation*}
a_{0}+a_{1} r+\cdots+a_{n-1} r^{n-1} \tag{7}
\end{equation*}
$$

where $r$ is an imaginary $n$th root of unity and the a's are integers.
J. Liouville ${ }^{48}$ pointed out the lacuna in Lame's proof that he had not shown that a complex integer is decomposable into complex primes in a single manner.

Lame (p. 352) admitted the lacuna and believed (on the basis of extensive tables of factorizations) that it could be filled; he affirmed (pp. 569-572) that the ordinary laws for integers hold for complex integers when $n=5$.

[^547]Lamé stated (p. 888) that Fermat's equation is impossible for a series of exponents including $n=5,11,13$.

Lame ${ }^{47}$ presented his arguments in two long memoirs.
O. Terquem ${ }^{48}$ suggested a subscription to Lame for his ${ }^{45}$ proof (!) declaring it the greatest discovery of the century in the mathematical world.
E. E. Kummer ${ }^{49}$ pointed out the falsity of Lame's ${ }^{45}$ assumption that every complex integer can be decomposed into primes in a single way.
L. Wantzel ${ }^{50}$ proved that Euclid's g.c.d. process holds for complex integers $a+b \sqrt{-1}$ [already proved by C. F. Gauss ${ }^{51}$ ] and for complex integers formed from an imaginary cube root of unity, and stated that a like result holds for complex integers (7), with $n$ arbitrary, since the norm (or modulus) of ( 7 ) is $<1$ when $a_{0}, \cdots, a_{n-1}$ are between 0 and 1 [erroneous, Cauchy ${ }^{62}$ ].
A. Cauchy ${ }^{52}$ showed that the final statement by Wantzel ${ }^{50}$ is false for $n=7$ and for any prime $n=4 m+1 \geqq 17$. He pointed out lacunæ in the proposed proof by Lame ${ }^{45}$ of Fermat's last theorem. He defined the factorial of (7) to be its product by the complex members obtained from it by replacing $r$ by the remaining primitive $n$th roots of unity, and obtained upper limits for such factorials [norms]. He $e^{53}$ proved that any common factor of $M_{h}=A r^{h}+B$ and $M_{k}$ divides $M_{0}$ if $A$ and $B$ are relatively prime.

Cauchy ${ }^{34}$ attempted to prove the false theorem that the norm of the remainder obtained on dividing one complex number (7) by another can always be made less than the norm of the divisor. He concluded (falsely) that a product of complex integers (7) can be decomposed into complex primes in a single manner, and that the other laws of divisibility of integers hold for these complex integers.

Cauchy ${ }^{55}$ noted (erroneous) conclusions which follow from the assumption that his preceding theorems hold for a given number $n$; in particular, errors relating to the factors $A+r^{i} B$ of $A^{n}+B^{n}$. He promised to discuss later the objections which can be raised against proofs in his preceding paper.

Cauchy ${ }^{58}$ further developed the subject and admitted at the end of his final paper that his ${ }^{54}$ basal theorem is false, failing for $n=23$.

Cauchy ${ }^{57}$ obtained results most of which are included in Kummer's general theory. In the fifth paper, p. 181 (Oeuvres, p. 364), he stated that $a^{n}+b^{n}+c^{n}=0$ is impossible in relatively prime integers not divisible by

[^548]the odd prime $n$ if
$$
1+2^{n-4}+3^{n-4}+\cdots+\left(\frac{n-1}{2}\right)^{n-4}
$$
is not divisible by $n$ [i. e., if the Bernoullian number $B_{(n-3) / 2}$ is not divisible by $n$ ], or if a certain number $\omega$ (p. 359) is prime to $n$. Cf. Genocchi, ${ }^{64}$ Kummer. ${ }^{65}$
E. E. Kummer ${ }^{58}$ proved that $x^{\lambda}-y^{\lambda}=z^{\lambda}$ is impossible for the series ${ }^{50}$ of real primes $\lambda$ for which (A) the number of non-equivalent ideal complex numbers formed from an imaginary $\lambda$ th root $\alpha$ of unity is not divisible by $\lambda$ and (B) every complex unit $E(\alpha)$, which is congruent modulo $\lambda$ to a rational integer, equals the $\lambda$ th power of another complex unit. These two conditions are satisfied if $\lambda=3,5,7$, but probably not for $\lambda=37$.
G. L. Dirichlet ${ }^{60}$ noted that Kummer's condition (A) relates to a theory closely analogous to the fact that a number $m$ for which $D$ is a quadratic residue is not always represented by $x^{2}-D y^{2}$, but by one of several quadratic forms, and similarly for the forms in $\lambda-1$ variables defined by norms of complex integers based on $\alpha$.

Kummer ${ }^{61}$ proved that, for the domain defined by an imaginary $\lambda$ th root $\alpha$ of unity, where $\lambda$ is an odd prime, the number of classes of ideals is the product $H=h_{1} h_{2}$ of the two integers

$$
h_{1}=\frac{P}{(2 \lambda)^{\mu-2}}, \quad h_{2}=\frac{D}{\Delta},
$$

where $\mu=(\lambda-1) / 2$, and $P, D, \Delta$ are defined as follows. Let $\beta$ be a primitive root of $\beta^{\lambda-1}=1$, and $g$ a primitive root of $\lambda$. Then

$$
P=\prod_{j=1}^{\mu} \phi\left(\beta^{2 j-1}\right), \quad \phi(\beta)=1+g_{1} \beta+g_{2} \beta^{2}+\cdots+g_{\lambda-2} \beta^{\lambda-2}
$$

where $g_{i}$ is the least positive residue of $g^{i}$ modulo $\lambda$. Next,

$$
e(\alpha)=\sqrt{\frac{\left(1-\alpha^{o}\right)\left(1-\alpha^{-o}\right)}{(1-\alpha)\left(1-\alpha^{-1}\right)}}
$$

is a complex unit (a divisor of 1 ). Then, if $l x$ denotes the real part of $\log x$,

$$
D=\left|\begin{array}{llll}
l e(\alpha) & l e\left(\alpha^{0}\right) & \cdots & l e\left(\alpha^{\mu-2}\right) \\
l e\left(\alpha^{\alpha}\right) & l e\left(\alpha^{\alpha^{2}}\right) & \cdots & l e\left(\alpha^{\alpha^{\mu-1}}\right) \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot \\
l e\left(\alpha^{\alpha^{\mu-2}}\right) & l e\left(\alpha^{\alpha^{\mu-1}}\right) & \cdots & l e\left(\alpha^{\alpha^{2 \mu-4}}\right)
\end{array}\right|
$$

${ }^{58}$ Berichte Akad. Wiss. Berlin, 1847, 132-9.
59 "I prove that it is impossible for an infinitude of primes $\lambda$, but do not know for just which $\lambda^{\prime}$ 's the assumptions hold." That these $\lambda$ 's are infinite in number was believed, but not proved, by Kummer. He called the remaining primes exceptional (as 37, etc.). The same statements were made in 1847 in letters to Kronecker (Kummer, ${ }^{25}$ pp. 75, 84). In his Vorlesungen über Zablentheorie, 1, 1901, 23, Kronecker stated that Kummer proved the impossibility of $x^{\lambda}+y^{\lambda}=z^{\lambda}$ for an infinitude of primes $\lambda$ and at first believed that his proof applied to nearly all $\lambda^{\prime} s$, but later believed the contrary. Kummer, ${ }^{25}$ p. 32, is elsewhere quoted as believing it probable that there are approximately as many regular primes as irregular (exceptional) primes. A. Wieferich, Taschenbuch für Mathematiker u. Physiker, Leipzig, 2, 1911, 108-111, stated that Kummer proved Fermat's last theorem for an infinite series of exponents.
${ }^{60}$ Berichte Akad. Wiss. Berlin, 1847, 139-141; Werke, Il, 254-5.
${ }^{4}$ Berichte Akad. Wiss. Berlin, 1847, 305-319. Same in Jour. für Math., 40, 1850, 93-138;

Let $\epsilon_{1}(\alpha), \cdots, \epsilon_{\mu-1}(\alpha)$ be units such that products of powers of them multiplied by $\pm \alpha^{m}$ give all the units. Then

$$
\Delta=\left|\begin{array}{ccc}
l \epsilon_{1}(\alpha) & \cdots & l \epsilon_{\epsilon_{\mu-1}}(\alpha) \\
\cdots \epsilon_{1}\left(\alpha^{\alpha^{\mu-2}}\right) & \cdots & l_{\epsilon_{\mu-1}\left(\alpha^{\alpha^{\mu-2}}\right)}
\end{array}\right| .
$$

It is shown that $h_{1}$ is divisible by $\lambda$ if and only if $\lambda$ divides the numerator of one of the first ( $\lambda-3$ )/2 Bernoullian numbers $B_{1}=1 / 6, B_{2}=1 / 30, \cdots$; while if $h_{2}$ is divisible by $\lambda$ also $h_{1}$ is, but not conversely. He proved that if $\lambda$ is not a divisor of $H$, condition (B) of Kummer ${ }^{58}$ is satisfied. Hence if $\lambda$ is an odd prime not dividing the numerator of any one of the first ( $\lambda-3$ )/2 Bernoullian numbers, $x^{\lambda}+y^{\lambda}=z^{\lambda}$ is impossible in integers.

The French Academy of Sciences ${ }^{62}$ offered as a prize a gold medal of value 3000 francs for a proof of Fermat's last theorem. After several postponements of the date fixed for the award, the prize was finally (C. R., 44, 1857, 158) awarded to Kummer for his investigations on complex numbers, though he had not been a competitor.

Kummer ${ }^{63}$ proved by use of prime ideals that, if $\lambda$ is an odd prime not dividing the numerator of any one of the first $(\lambda-3) / 2$ Bernoullian numbers, $u^{\lambda}+v^{\lambda}+w^{\lambda}=0$ has no solution in integers, nor in complex integers

$$
a_{0}+a_{1} \alpha+a_{2} \alpha^{2}+\cdots+a_{\lambda-2} \alpha^{\lambda-2},
$$

where $\alpha$ is an imaginary $\lambda$-th root of unity. Thus there is no solution for $\lambda<100$, except perhaps for $\lambda=37,59,67$. This proof has been given in modern form, by use of Dedekind's ideals, by Hilbert. ${ }^{153}$
A. Genocchi ${ }^{64}$ proved that, if $n$ is an odd prime,

$$
-2 B_{(n-3) / 2} \equiv 1+2^{n-4}+\cdots+\left(\frac{n-1}{2}\right)^{n-4}
$$

and noted that this, in connection with a statement by Cauchy, ${ }^{57}$ shows that $x^{n}+y^{n}+z^{n}=0$ is impossible in integers not divisible by the odd prime $n$ when $n$ is not a divisor of the numerator of the Bernoullian number $B_{(n-3) / 2}$, the last one of the Bernoullian numbers in Kummer's condition. .

Kummer ${ }^{65}$ noted that his assumption that $B_{n}$ is not divisible by $\lambda$ for $n=(\lambda-3) / 2$ (as well as for smaller $n$ 's) corresponds to Cauchy's ${ }^{57}$ condition

$$
1^{\lambda-4}+2^{\lambda-4}+\cdots+\left(\frac{\lambda-1}{2}\right)^{\lambda-4} \neq 0 \quad(\bmod \lambda) .
$$

If not both $B_{(\lambda-3) / 2}$ and $B_{(\lambda-5) / 2}$ are divisible by $\lambda$, one of the solutions $x, y, z$ of $x^{\lambda}+y^{\lambda}=z^{\lambda}$ must be divisible by $\lambda$. Proof by Kummer, ${ }^{78}$ pp. 61- 5 .

[^549]H. Wronski ${ }^{66}$ pretended that the impossibility of $x^{n}+y^{n}=z^{n}, n>2$, follows from his ${ }^{67}$ results on $z^{n}-N v^{n}=M u^{n}$.
F. Landry ${ }^{68}$ proved Legendre's ${ }^{17}$ statement for $p=m n+1, m=10$ and 14 , when $n>3$, noting that $\left(14^{7} \pm 1\right) /(14 \pm 1)$ are primes.

Landry ${ }^{69}$ employed two primes $\phi$ and $\theta=2 t \phi+1$, and an integer $\epsilon$ belonging to the exponent $\phi$ modulo $\theta$. The congruence $1+\epsilon^{x} \pm \epsilon^{y} \equiv 0$ $(\bmod \theta)$ can be reduced to $1+\epsilon \pm \epsilon^{2} \equiv 0$ unless $x=\phi$ or $x=0$, whence $2 \phi \equiv \pm 1$. By use of the substitutions $\epsilon=\epsilon_{1}^{-1}, \epsilon=\epsilon_{1}^{1 / \varepsilon}$, etc., we can reduce $1+\epsilon+\epsilon^{2} \equiv 0$ to a similar congruence with $z$ replaced by the integral residues modulo $\phi$ of

$$
z, \quad 1-z, \quad \frac{1}{z}, \frac{z-1}{z}, \frac{1}{1-z}, \frac{z}{z-1} .
$$

Excluding $z=1$ or 2, these six expressions are incongruent modulo $\phi$ unless $\phi$ is of the form $6 l+1$ and then they reduce to two for two special values of $z$. If all three relations $1+\epsilon-\epsilon^{z} \equiv 0,1-\epsilon+\epsilon^{z} \equiv 0,1-\epsilon-\epsilon^{z} \equiv 0$ are impossible for a single one of the above six values, then $1+\epsilon-\epsilon^{2} \equiv 0$ is impossible for all six.

For Landry's third memoir (on primitive roots), see Vol. I, p. 119, p. 190 of this History; for his fifth memoir (on continued fractions), see Landry ${ }^{69}$ of Ch. XX above.

Landry ${ }^{70}$ recurred to the exception arising if $2^{\phi} \equiv \pm 1(\bmod \theta)$, where $\theta$ is a prime $2 k \phi n+1, n$ a prime $>2$. For $\phi=5,7,11,13,17,19$, he found all the cases in which $2^{\phi} \mp 1$ has such a factor $\theta$. For example, if $\phi=11$, only when $n=31, \theta=683$. Aside from these exceptions, $1+\epsilon \pm \epsilon^{z} \equiv 0$ does not hold for $z=\phi$ or $z=0$ when $\phi \leqq 19$; nor for $z=2, \frac{1}{2},-1$, or $z=3,1-3$, $\frac{1}{3}$, etc., except for a few special values of $\theta$.

Landry ${ }^{71}$ proved that, if $\theta$ is a prime $2 k \phi n+1(n>3), 1+\epsilon \pm \epsilon^{2} \equiv 0$ $(\bmod \theta)$ are each impossible for $\phi=5,7,11,13,17,19$, aside from the exceptions for $\phi=11,13,17$ noted by Landry, ${ }^{70}$ and the new exceptions, arising for $\phi=19: \theta=761, n=5, k=4 ; \theta=647, n=17, k=1 ; \theta=419, n=11$, $k=1$.
H. E. Heine ${ }^{71 a}$ considered $P^{m}-D Q^{m}=1$, where $P, Q, D$ are polynomials in $x$.
L. Calzolari ${ }^{72}$ noted that any given numbers $x, y, z$ can be expressed in the form $x=v+w, y=u+w, z=u+v+w$ [since we may take $u=z-x$,

[^550]$v=z-y, w=x+y-z]$. Let $x^{n}+y^{n}=z^{n}$, and set $x=z-u, y=z-v$. Then
$$
z^{n}-n(u+v) z^{n-1}+\binom{n}{2}\left(u^{2}+v^{2}\right) z^{n-2}-\cdots+(-1)^{n}\left(u^{n}+v^{n}\right)=0 .
$$

Hence $u^{n}+v^{n}$ is divisible by $z$. Similarly, $\alpha=u^{n}+(v-u)^{n}$ is divisible by $x$, and $\beta=v^{n}+(u-v)^{n}$ by $y$. His argument that Fermat's equation is impossible if $n$ is odd and $>3$ is unsatisfactory. By Cotes' theorem,

$$
u^{n}+v^{n}=(u+v) \Pi\left(u^{2}-2 u v \cos \lambda \pi / n+v^{2}\right),
$$

where $\lambda=1,3,5, \cdots, n-2$. The $\lambda$ th quadratic function has the factors

$$
u+v \pm 2 \sqrt{u v} \cos \lambda \pi /(2 n)
$$

But $u^{n}+v^{n}$ has the factor $z=u+v+w$, whence

$$
w=2 \sqrt{u v} \cos \lambda \pi /(2 n)
$$

Similarly, since $\alpha$ is divisible by $x=u+(v-u)+w$, and $\beta$ by $y=v+(u-v)+w$,

$$
w=2 \sqrt{u(v-u)} \cos \frac{\lambda^{\prime} \pi}{2 n}, \quad w=2 \sqrt{v(u-v)} \cos \frac{\lambda^{\prime \prime} \pi}{2 n},
$$

whereas the one is real and the other imaginary. He also claimed that the first $w$ is symmetrical in $u$, $v$, while the third $w$ is not. He made also the error of assuming that an even factor of a product of an odd by an even number must divide the latter.
J. A. Grunert ${ }^{73}$ proved that, if $n>1$, there are no positive integral values satisfying $x^{n}+y^{n}=z^{n}$ unless $x>n, y>n$, simultaneously. Set $z=x+u$ and apply the binomial theorem; hence $y^{n}>n x^{n-1} u$.
L. Calzolari ${ }^{74}$ considered a triangle whose sides are integral solutions of $x^{n}+y^{n}=z^{n}, n$ odd $>1$. Thus $z^{2}=x^{2}-a x y+y^{2} \equiv P_{2}$ for a suitable value of $a$. It is stated that the polynomial $P_{n} \equiv x^{n}+y^{n}$ is divisible by $P_{2}$, the polynomial quotient $P_{n-2}$ is divisible by $P_{2}$, etc., and finally the symmetric quotient $P_{1}=x+y$ equals $z$, which is impossible. If $n=2 m, P_{2}^{m} \equiv P_{n}, a=0, m=1$.
G. C. Gerono ${ }^{75}$ considered the integers $x, y$ for which $a^{x}-b^{y}=1$ for primes $a, b$. If $a>2$, then $b=2, a=2^{n}+1$, and $x=1, y=n$ when $n>1$, with also $x=2, y=3$ when $n=1$. If $a=2$, then $b=2^{n}-1, x=n, y=1$.
E. E. Kummer ${ }^{76}$ proved that for any relatively prime integral solutions of $x^{\lambda}+y^{\lambda}=z^{\lambda}$, where $\lambda$ is any odd prime, and $x y z$ is prime to $\lambda$,

$$
\begin{equation*}
B_{(\lambda-i) / 2} P_{i}(x, y) \equiv 0 \quad(\bmod \lambda) \quad(i=3,5, \cdots, \lambda-2), \tag{8}
\end{equation*}
$$

where $B_{j}$ is the $j$ th Bernoullian number and $P_{i}(x, y)$ is the homogeneous polynomial of degree $i$ for which

$$
\left(\frac{d^{i} \log \left(x+e^{v} y\right)}{d v^{i}}\right)_{v=0}=\frac{P_{i}(x, y)}{(x+y)^{i}} .
$$

He proved that Fermat's equation is impossible in integers for odd prime exponents which satisfy the following three conditions:

[^551](i) The factor $h_{1}$ of the class number $H$ is divisible by $\lambda$, but not by $\lambda^{2}$.
(ii) For $\mu, g, e(\alpha)$ defined as by Kummer ${ }^{61}$, and for the integer $\nu<(\lambda-1) / 2$ such that $B_{\nu} \equiv 0(\bmod \lambda)$, there exists an ideal with respect to which as modulus the unit
$$
E_{\nu}(\alpha)=\prod_{k=0}^{\mu-1} e\left(\alpha^{\alpha^{k}}\right)^{-2 k \nu}
$$
is not congruent to a $\lambda$ th power, whence the second factor $h_{2}$ of $H$ is not divisible by $\lambda$.
(iii) The Bernoullian number $B_{\nu \lambda}$ is not divisible by $\lambda^{3}$.

All three conditions are satisfied when $\lambda=37,59,67$, the values $<100$ for which he had not previously proved Fermat's theorem. [But Kummer (pp. 46-50) repeatedly used an earlier ${ }^{76 a}$ congruence involving logarithms which is not true in all cases, as noted by F. Mertens. ${ }^{76 b}$ The remark that this error vitiates also the present paper, and two further criticisms were made by H. S. Vandiver. ${ }^{76 c}$ First, Kummer (p. 42, bottom) relied on his paper in Jour. de Math., 16, 1851, 473, where he reduced $h_{1}$ modulo $\lambda$, but not modulo $\lambda^{n}, n>1$, as now needed. Second, Kummer (p. 53) employed a decomposition of $\Psi_{r}(\alpha)$ which holds only when it contains only ideals of the first degree. Although the theorem on p. 61 is really subject to this restriction, it is applied (p.67) to ideals $\theta_{r}(\alpha)$ which are not proved to be of the first degree. Kummer, ${ }^{76 a}$ p. 120, had given the different decomposition when there occur ideals not all of the first degree.]
H. F. Talbot ${ }^{77}$ proved (I) If $n$ is odd $>1, a^{n}=b^{n}+c^{n}$ is impossible in integers if $a$ is a prime [Abel ${ }^{16}$ ]; (II) If $n$ is any integer $>1$, and if $a^{n}=b^{n}-c^{n}$ is possible when $a$ is a prime, then $b-c=1$. For (I), $(b+c)^{n}>b^{n}+c^{n}=a^{n}$, $b+c>a ; b<a, c<a, b+c<2 a$. Hence $b+c$ is not divisible by the prime $a$, contrary to the given equation. Similarly for (II). Generalizations are given. If $a$ is a prime and $m<n, a^{m}=b^{n}+c^{n}$ is impossible if $n$ is odd, while $a^{m}=b^{n}-c^{n}$ is impossible if $b-c>1$.
K. Thomas ${ }^{78}$ attempted to prove Fermat's last theorem.
H. J. S. Smith ${ }^{79}$ gave numerous references on Fermat's last theorem, noted that Barlow's ${ }^{15}$ proof was erroneous, and reproduced the proof by Kummer ${ }^{63}$ for regular primes.
A. Vachette ${ }^{80}$ proved (6) and concluded that, if $a, b$ are integers and $n$ is a prime $>2,(a+b)^{n}-a^{n}-b^{n}$ is divisible by $n a b(a+b)$, and gave several expressions for the quotient. Set

$$
A_{k}=(x+1 / x)^{k}-x^{k}-1 / x^{k}, \quad a=x+1 / x .
$$

Then $A_{6 n+7}$ is proved divisible by $\left(a^{2}-1\right)^{2}$ [Cauchy ${ }^{29}$. There are proofs (pp. 264-5) of (6) by induction on $n$ and by Waring's formula.
F. Paulet ${ }^{81}$ gave an erroneous proof of Fermat's last theorem.

[^552]L. Calzolari ${ }^{82}$ attempted a proof, starting as before. ${ }^{74}$
P. G. Tait ${ }^{83}$ stated that if $x^{m}=y^{m}+z^{m}$ has integral solutions when $m$ is an odd prime, then $x \equiv y \equiv 1, z \equiv 0(\bmod m)$.
H.F. Talbot ${ }^{84}$ noted that Barlow ${ }^{15}$ made the same error in his proof of the impossibility of $x^{n}-y^{n}=z^{n}$ as for the case $n=3$ (p. 139), where he stated that, if $r, s, t$ are relatively prime in pairs,
$$
\frac{t^{2}}{s r}-\frac{s^{2}}{t r}-\frac{9 r^{2}}{s t} \neq 6
$$
since each fraction is in its lowest terms and each denominator has a factor not common with the other denominators, and hence the algebraic sum of the fractions is not an integer (by the false Cor. 2, Art. 13). On the contrary, we have
$$
\frac{7}{2 \cdot 3}+\frac{8}{3 \cdot 5}+\frac{3}{2 \cdot 5}=2
$$
A. Genocchi ${ }^{85}$ abbreviated Lamé's ${ }^{28}$ proof for $n=7$. Let $x, y, z$ be roots of $v^{3}-p v^{2}+q v-p q+r=0$. Then $x^{7}+y^{7}+z^{7}=0$ is equivalent to
$$
p^{7}-7 r\left(p^{4}-p^{2} q+q^{2}\right)+7 p r^{2}=0
$$

After excluding the trivial case $p=0$, we may change $q$ to $p^{2} q, r$ to $p^{3} r$, and get $7 r^{2}-7 r\left(1-q+q^{2}\right)=-1$. The radical in the expression for the root $r$ must be rational. Thus $\left(1-q+q^{2}\right)^{2} / 4-1 / 7$ is a square. Set $2 q-1=s / t$. Then

$$
7^{2}\left(s^{4}+6 s^{2} t^{2}\right)-7 t^{4}=(7 u)^{2} .
$$

Proof of the impossibility of the latter is not given.
Gaudin ${ }^{86}$ attempted to prove that, if $n$ is an odd prime, $(x+h)^{n}-x^{n}=z^{n}$ is impossible in rational numbers. Treating $x / h$ as a new variable, we are led to the case $h=1$. To avoid the author's complicated formulas, take $n=5$. Then

$$
(x+1)^{5}-x^{5}=5 x(x+1)\{x(x+1)+1\}+1
$$

is of the form $10 t+1$. Since $z^{5}$ is of that form, $z=10 s+1$ and

$$
z^{5}=5 \cdot 10 s\{10 s[10 s(10 s \cdot \overline{2 s+1}+2)+2]+1\}+1
$$

which is said never to equal the first expression. His remaining two arguments are trivial.
I. Todhunter ${ }^{87}$ proved Cauchy's ${ }^{29}$ theorem and that, if $q=x^{2}+x y+y^{2}$, $b=x y(x+y)$,

$$
\frac{(x+y)^{2 m}+x^{2 m}+y^{2 m}}{2 m}=\frac{q^{m}}{m}+\Sigma \frac{(m-r-1)(m-r-2) \cdots(m-3 r+1)}{(2 r)!} q^{m-3 r} b^{2 r},
$$

${ }^{82}$ Annali di Mat., 6, 1864, 280-6.
${ }^{83}$ Proc. Roy. Soc. Edinburgh, 5, 1863-4, 181.
${ }^{4}$ Trans. Roy. Soc. Edinburgh, 23, 1864, 45-52.
${ }^{2 s}$ Annali di Mat., 6, 1864, 287-8.
${ }^{26}$ Comptes Rendus Paris, 59, 1864, 1036-8.
${ }^{\text {t7 }}$ Theory of Equations, 1861, 173-6; ed. 2, 1867, 189; 1888, 185, $188-9$.
$\frac{(x+y)^{2 m+1}-x^{2 m+1}-y^{2 m+1}}{2 m+1}$

$$
=q^{m-1} b+\Sigma \frac{(m-r-1)(m-r-2) \cdots(m-3 r)}{(2 r+1)!} q^{m-3 r-1} b^{2 r+1},
$$

summed for $r=1,2, \cdots$. The first formula had been given earlier. ${ }^{88}$
Housel ${ }^{89}$ proved Catalan's ${ }^{38}$ empirical theorem that two consecutive integers, other than 8 and 9 , can not be exact powers [with exponents $>1$ ].
E. Catalan ${ }^{90}$ stated this theorem and those given under Catalan. ${ }^{122 a}$

Catalan ${ }^{91}$ set $p=x+y+z, P=p^{n}-x^{n}-y^{n}-z^{n}$ and proved that the quotient $Q$ of $P$ by $(x+y)(y+z)(z+x)$ is (for $n$ odd $>3$ )

$$
\begin{aligned}
& p^{n-3}+H_{1} p^{n-4}+H_{2} p^{n-5}+\cdots+H_{n-3} \\
+ & y^{n-3}+H_{1}\left(x^{2}, z^{2}\right) y^{n-5}+H_{2}\left(x^{2}, z^{2}\right) y^{n-7}+\cdots+H_{(n-3) / 2}\left(x^{2}, z^{2}\right) \\
+ & x^{n-3}+H_{1}\left(y^{2}, z^{2}\right) x^{n-5}+H_{2}\left(y^{2}, z^{2}\right) x^{n-7}+\cdots+H_{(n-3) / 2}\left(y^{2}, z^{2}\right),
\end{aligned}
$$

where $H_{1}=p, H_{2}=\Sigma x^{2}+\Sigma x y, H_{3}=\Sigma x^{3}+\Sigma x^{2} y+x y z, \cdots$,

$$
H_{q}(x, z)=x^{q}+z x^{q-1}+z^{2} x^{q-2}+\cdots+z^{q} .
$$

If $n$ is a prime the coefficients of $P$ and $Q$ are divisible by $n$. Also,

$$
Q-\frac{n\left(x^{n-1}-z^{n-1}\right)}{x^{2}-z^{2}} \equiv n(y+z)(x+y) \phi
$$

where $\phi$ is a polynomial in $x, y, z$ with integral coefficients.
G. C. Gerono ${ }^{92}$ proved that, if $x$ or $y$ is a prime, $x^{m}=y^{n}+1$ holds in positive integers $>1$ only when $x=n=3, y=m=2$. See Carmichael. ${ }^{226}$
A. Genocchi ${ }^{93}$ stated that $x^{4}+6 x^{2} y^{2}-y^{4} / 7=z^{2}$ is impossible in integers. Hence $x^{7}+y^{7}+z^{7}=0$ is not satisfied by values of $x, y, z$ which are roots of a cubic equation with rational coefficients, a generalization of Lame's ${ }^{28}$ theorem.
E. Laporte ${ }^{94}$ would deduce Fermat's last theorem from the fact that the series of powers higher than the second are formed by the summation of terms of arithmetical progressions preceded by extraneous terms.

Moret-Blanc ${ }^{95}$ proved that the only positive integral solutions of

$$
x^{y}=y^{x}+1
$$

are $y=0 ; y=1, x=2 ; y=2, x=3$. A. J. F. Meyl ${ }^{96}$ showed that the only positive integral solutions of $(x+1)^{y}=x^{y+1}+1$ are $x=0, x=y=1, x=y=2$.

[^553]F. Lukas ${ }^{97}$ set $y=x-a, z=x-b, a<b$, in $y^{n}+z^{n}=x^{n}, n>2$. Hence
$$
x^{n}-\binom{n}{1}(a+b) x^{n-1}+\binom{n}{2}\left(a^{2}+b^{2}\right) x^{n-2}-\cdots+(-1)^{n}\left(a^{n}+b^{n}\right)=0 .
$$

Let $w_{1}, \cdots, w_{n}$ be its roots, all positive. Then

$$
\Sigma w_{1}=n(a+b), \quad \frac{1}{n} \Sigma w_{1}^{2}=a^{2}+b^{2}+2 n a b=\text { integer },
$$

which are said to be impossible if $n>2$. This error was noted in Jahrbuch Fortschritte der Math., 7, 1875, 100.
T. Pepin ${ }^{98}$ proved that $x^{7}+y^{7}+z^{7}=0$ is not satisfied by integers not divisible by 7 , by use of the fact that $u^{2}=x^{4}+7^{3} y^{4}$ has no integral solutions with $y \neq 0$ (proved by descent). He proved (pp. 743-7) that the first equation has no solution in which one of the unknowns is divisible by 7.
J. W. L. Glaisher ${ }^{99}$ expressed Cauchy's ${ }^{29}$ theorem in a new form. Let $n$ be odd and set $x=c-b, y=a-c$. Then

$$
(x+y)^{n}-x^{n}-y^{n}=(b-c)^{n}+(c-a)^{n}+(a-b)^{n} \equiv E_{n} .
$$

Then $E_{n}$ is algebraically divisible by $E_{3}=3 x y(x+y)$. If $n=6 m \pm 1, E_{n}$ is divisible by $E_{2}=2\left(x^{2}+x y+y^{2}\right)$. If $n=6 m+1, E_{n}$ is divisible by $E_{4}=\frac{1}{2} E_{2}^{2}$.

Glaisher ${ }^{100}$ expressed $(x+y)^{n}-x^{n}-y^{n}$, for $n$ odd $\leqq 13$, in terms of $\beta=x^{2}+x y+y^{2}$ and $\gamma=x y(x+y)$. [Earlier by Cauchy. ${ }^{33}$ ]
T. Muir ${ }^{101}$ noted that $x, y,-x-y$ are the roots of $w^{3}-\beta w+\gamma=0$. Hence by Waring's formula for the sum of like powers of the roots,

$$
\frac{(x+y)^{2 m+1}-x^{2 m+1}-y^{2 m+1}}{2 m+1}=\beta^{m-1} \gamma+\frac{(m-2)(m-3)}{1 \cdot 2 \cdot 3} \beta^{m-4} \gamma^{3}
$$

$$
+\frac{(m-3) \cdots(m-6)}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5} \beta^{m-7} \gamma^{5}+\cdots
$$

He gave a similar formula for $(x+y)^{2 m}+x^{2 m}+y^{2 m}$. For three variables, set

$$
\beta=\Sigma x^{2}+\Sigma x y, \quad \gamma=\Sigma x^{2} y+2 x y z, \quad \delta=x y z(x+y+z) .
$$

Then $x, y, z,-x-y-z$ are the roots of $w^{4}-\beta w^{2}+\gamma w-\delta=0$. Thus $(x+y+z)^{2 m+1}-x^{2 m+1}-y^{2 m+1}-z^{2 m+1}$

$$
=\Sigma(-1)^{r+s+t-1} \frac{(2 m+1) \cdot(r+s+t-1)!}{r!s!}(-\beta)^{r} \gamma^{s} \delta^{t},
$$

summed for all integral solutions $\geqq 0$ of $2 r+3 s+4 t=2 m+1$. Since $s>0$, the sum has the factor $\gamma=\frac{1}{3}\left\{(x+y+z)^{3}-x^{3}-y^{3}-z^{3}\right\}$.

Glaisher ${ }^{102}$ noted that Newton's identities give a recursion formula for $x_{1}^{n}+\cdots+x_{m}^{n}$, extended Cauchy's theorem to negative exponents, and gave recursion formulas for and factors of the sum of the $p$ th powers of all the quantities $\pm a_{1} \pm \cdots \pm a_{n}$ in which $r$ of the signs are negative.

[^554]A. Desboves ${ }^{103}$ noted that $a X^{m}+b Y^{m}=c Z^{n}$ has integral solutions if and only if $c$ is of the form $a x^{m}+b y^{m}$; we can find a function $c$ of $a, b$ and as many parameters as one pleases such that integral solutions exist. Next, let $n=m$. Then we can find $a, b, c$ so that there are two sets of solutions and these determine $a: b: c$. There exists such an equation with three sets of solutions if and only if
$$
P^{m}+Q^{m}+R^{m}=U^{m}+V^{m}+T^{m}, \quad P Q R=U V T
$$
have integral solutions $\neq 0$. We can solve $X^{4 m}-a^{2} Y^{4 m}=Z^{2}$ if
$$
a=\frac{(x+y i)^{4 m}-(x-y i)^{4 m}}{2 i},
$$
viz., by $X=x^{2}+y^{2}, Y=1$.
A. E. Pellet ${ }^{104}$ considered, for $p$ a prime, the congruence
$$
A t^{m}+B u^{n}+C \equiv 0(\bmod p), \quad A B C \neq 0(\bmod p) .
$$

Let $d$ be the g.c.d. of $m, p-1 ; d_{1}$ that of $n, p-1$. Set $x \equiv t^{m}$. Then $x$ must satisfy the two congruences.

$$
x\left(x^{(p-1) / d}-1\right) \equiv 0, \quad(A x+C)\left[\left(\frac{-A x-C}{B}\right)^{(p-1) / d_{1}}-1\right] \equiv 0(\bmod p)
$$

Conversely, to each of the $\mu$ common roots of the latter two congruences correspond $d d_{1}$ sets of solutions of the proposed congruence, which therefore has $\mu d d_{1}$ sets of solutions. For $m=n=2$, the two congruences have at least one common root, since the second is not $x^{(p-1) / 2}+1 \equiv 0$, being of higher degree. Hence $A t^{2}+B u^{2}+C \equiv 0(\bmod p)$ is solvable (Lagrange, ${ }^{9}$ etc., of Ch . VIII).
R. Liouville ${ }^{105}$ claimed that $X^{n}+Y^{n}=Z^{n}$ is impossible if $n>1$ and $X, Y$, $Z$ are polynomials in a variable $t$. Set $\alpha=X / Z$. Then

$$
U=\int \frac{\alpha^{n-1} d \alpha}{\sqrt[n]{1-\alpha^{n}}}=\int_{Y}^{Z}\left(\frac{X}{Z}\right)^{n-1} d\left(\frac{X}{Z}\right)
$$

is a polynomial in $\sqrt[n]{1-\alpha^{n}}=Y / Z$. Since $d U / d t$ is the argument of the second integral,

$$
Z^{2} \frac{d}{d t}\left(\frac{X}{Z}\right)=-Z^{2}\left(\frac{Y}{X}\right)^{n-1} \frac{d}{d t}\left(\frac{Y}{X}\right)
$$

must be the product of $Y$ by a polynomial $A$. Hence

$$
A+\frac{Z^{2} Y^{n-2}}{X^{n-1}} \frac{d}{d t}\left(\frac{Y}{Z}\right)=0
$$

Thus $X^{n-1}$ divides $Z^{2} d(Y / Z)$. Call the quotient $B$ and set $P=Y / Z$. Then

$$
\frac{d P}{d t}=\frac{B}{Z^{2}} X^{n-1}, \quad \frac{d P}{d t} \div\left(1-P^{n}\right)^{(n-1) / n}=B Z^{n-3} .
$$

But in the latter, the left member is infinite for a root of $P^{n}=1$, while the

[^555]right member remains finite. This argument was called insufficient by E. Netto. ${ }^{108}$
A. Korkine ${ }^{177}$ modified the last proof. Let $Z$ be a polynomial in $t$ whose degree $m$ is not less than the degrees of $X$ and $Y$. Then one of the latter is of degree $m$, say $Y$. Let $m-\lambda(\lambda \geqq 0)$ be the degree of $X$. Differentiate $(Y / X)^{n}+(Z / X)^{n}+1=0$ with respect to $t$. Then, since $Y, Z$ have no common factor,
$$
\frac{X Y^{\prime}-Y X^{\prime}}{Z^{n-1}}=\frac{Z X^{\prime}-X Z^{\prime}}{Y^{n-1}}
$$
is an integral function. As the degrees of the numerators are $\leqq 2 m-\lambda-1$ and that of the denominators is $m(n-1)$, we have
$$
2 m-\lambda-1-m(n-1) \geqq 0, \quad m(3-n) \geqq \lambda+1, \quad n<3 .
$$
A. Lefébure ${ }^{18}$ separated into two classes the primes $p=2 k n+1$. Into the first class, put the $p$ 's such that the algebraic sum of any three residues of $n$th powers modulo $p$ cannot be a multiple of $p$. Into the second class, put the $p$ 's for which the algebraic sum of three residues is a multiple of $p$. It is claimed that all the $p^{\prime}$ 's in the first class are divisors of one of the integers satisfying $x^{n}+y^{n}=z^{n}$, so that every $p$ is a divisor of $x, y$ or $z$, or is in the second class. Hence if the first class is infinite, the equation is impossible. But the first class is not finite when the second is infinite [correction by Pepin ${ }^{109}$.
T. Pepin ${ }^{109}$ noted that Libri ${ }^{24}$ long ago pronounced judgment on an attempted proof like Lefébure's. ${ }^{108}$ To prove Libri's assertion on
$$
x^{3}+y^{3}+1 \equiv 0(\operatorname{med} p=3 h+1),
$$

Pepin showed (by use of Gauss, Disq. Arith., art. 338, on the equation for the three periods of roots of unity) that the number of sets of solutions of the congruence in positive integers $<p$ is $p+L-8$, where $L$ is determined by $L^{2}+27 M^{2}=4 p$ and $L \equiv 1(\bmod 3)$. Hence 7 and 13 are the only primes $3 h+1$ which cannot divide a sum of three cubes without dividing one of them.
O. Schier ${ }^{110}$ claimed to prove $x^{n}+y^{n}=z^{n}$ impossible in relatively prime integers if $n$ is an odd prime. We have $x+y \equiv z(\bmod n)$. Expand by the binomial theorem

$$
(x+y)^{n}=(z+n k)^{n},
$$

cancel $x^{n}+y^{n}$ with $z^{n}$, and divide by the factor $n$. Thus

$$
x y\left(x^{n-2}+y^{n-2}\right)+\frac{n-1}{2} x^{2} y^{2}\left(x^{n-4}+y^{n-4}\right)+\cdots=z^{n-1} n k+\cdots+n^{n-1} k^{n} .
$$

Hence also the left member must be divisible by $n$. It is stated that this divisibility depends on that of the factors $x y$ and $x+y$ occurring in every

[^556]term. Hence $n$ divides $x$ or $y$. For, if $x+y$ and hence $z$ is divisible by $n$, set $x=z+n k-y$ in the initial equation; the result is said to hold only if $y$ is a multiple of $n$.
F. Fabre ${ }^{111}$ proposed the question of the divisibility of $(x+y)^{n}-x^{n}-y^{n}$ by $x^{2}+x y+y^{2}$ and M. Dupuy proved (ibid., 1881, 282-3) that $n$ must be of the form $6 a \pm 1$.

If ${ }^{112}(\Sigma a)^{2 n+1}=\Sigma a^{2 n+1}$ is true for $n=1$ it is true for any $n$, since

$$
(a+b)(a+c)(b+c)=0
$$

A. E. Pellet stated and Moret-Blanc ${ }^{113}$ proved that $A t^{3}+B u^{2}+C \equiv 0$ ( $\bmod 7$ ) is solvable if $A B C$ is prime to 7.
E. Cesàro ${ }^{114}$ proved that if $\psi(n)$ is the number of sets of positive integral solutions of $A x^{a}+B y^{\beta}=n$, where $A$ and $B$ are positive integers,

$$
\psi(1)+\cdots+\psi(n)=\frac{n^{1 / a+1 / \beta}}{A^{1 / a} B^{1 / \beta}} \int_{0}^{1} \sqrt[a]{1-x^{\beta}} d x
$$

The ratio of $\psi(n)$ to the number of solutions of $x^{a}+y^{\beta}=n$ is $A^{-1 / \alpha} B^{-1 / \beta}$, in mean. Hence, for $\alpha=\beta=1, \psi(n)=n /(A B)$, in mean. For $\alpha=\beta=2$, $\psi(n)=\pi /(4 \sqrt{A B})$, in mean. The mean of the sum of the $p$ th powers of all the positive integral values which $x$ can take in $x^{k}+y^{k}=n$ is found (p. 229).
C. M. Piuma ${ }^{115}$ noted that, if no one of the coefficients $A, B, C$ is divisible by the prime $m=p q+1$, then $A x^{p}+B y^{q}+C \equiv 0(\bmod m)$ has integral solutions if and only if $A z+B z_{1}+C \equiv 0(\bmod m)$ has solutions for which $z \equiv x^{p}, z_{1} \equiv y^{Q}$ are solvable for $x, y$, i. e., if

$$
z\left(z^{q}-1\right) \equiv 0, \quad z_{1}\left(z_{1}^{p}-1\right) \equiv 0(\bmod m)
$$

are solvable. Thus the initial congruence has solutions if and only if $P \equiv 0(\bmod m)$, where $P$ is the resultant of the equations corresponding to the last two and $A z+B z_{1}+C=0$, so that $P$ is a product of $(p+1)(q+1)$ linear factors.

For $q=2$, there are solutions if $C+A$ or $C-A$ is divisible by $m$, or if any one of the products $-B C,-B(C+A),-B(C-A)$ is a quadratic residue of $m$. In particular, $A x^{3}+B y^{2}+C \equiv 0(\bmod 7)$ is solvable if no one of the coefficients is divisible by 7. Cf. Pellet. ${ }^{113}$
E. Catalan, P. Mansion and de Tilly ${ }^{116}$ gave adverse reports on two manuscripts submitted for the prize offered for 1883 by the Belgian Academy (p. 101) for a proof of Fermat's last theorem.
E. de Jonquières ${ }^{177}$ proved that in $a^{n}+b^{n}=c^{n}, n>1$, the greater of $a, b$ is composite. Set $c=a+k, b>a$. Then, by the binomial theorem,

[^557]$b^{n}=(a+k)^{n}-a^{n}$ is divisible by $k$. But if $k \geqq b, c^{n} \geqq(a+b)^{n}>a^{n}+b^{n}$. Hence $b^{n}$ is divisible by an integer $k, k>1, k<b$. Similarly, if $a$ is a prime $<b$, then $c-b=1$. He ${ }^{188}$ stated that if $a^{n}+b^{n}=c^{n}$ and $a$ or $b$ is a prime, the least of the two is a prime and the greater is composite and differs from $c$ by unity.
G. Heppel ${ }^{119}$ proved that, if $n$ is a prime $>3,(x+y)^{n}-x^{n}-y^{n}$ is divisible by $n x y(x+y)\left(x^{2}+x y+y^{2}\right)$ and found the coefficients of the general term of the quotient.
P. A. MacMahon ${ }^{120}$ employed his generalization of Waring's formula in Proc. Lond. Math. Soc., 15, 1883-4, p. 20, to prove the identity
$$
S(x, y)+S(y, x)=\Sigma(-1)^{b+1} \frac{(a+b-1)!(a+3 b)}{a!b!}\left(x^{2}+x y+y^{2}\right)^{a}\{x y(x+y)\}^{b},
$$
summed for the integral solutions of $2 a+3 b=n$, where
$$
S(x, y)=\frac{(x+2 y) x^{n}+(-1)^{n+1}(x-y)(x+y)^{n}}{(x-y)(x+2 y)(2 x+y)}\left\{2 y(x+y)-x^{2}\right\} .
$$

He gave a similar identity for three variables. The right member of the initial identity becomes $5 x y(x+y)\left(x^{2}+x y+y^{2}\right)^{2}$ if $n=7$ [cf. Cauchy $\left.{ }^{29}\right]$.
E. Catalan ${ }^{121}$ stated that if $p$ is an odd prime,

$$
(x+y)^{p}-x^{p}-y^{p} \equiv p x y(x+y) P^{2},
$$

where $P$ is a polynomial with integral coefficients, holds only if $p=7$ and $P=x^{2}+x y+y^{2}$. He ${ }^{122}$ proved this by taking $x=y=1$. Thus $2^{p-1}-1=p N^{2}$, where $N$ is an integer. Set $t=(p-1) / 2$. Since $2^{t}-1$ and $2^{t}+1$ are relatively prime, having the difference 2 , one of them is a square. The first is of the form $4 n+3$ and is not a square. Hence $2^{t}+1=M^{2}$. Thus the factors $M+1, M-1$ of $2^{2}$ are powers of 2 and their difference is 2 . Hence $M-1=2$, so that $p=7, N=3$ or $p=3, N=1$.

Catalan ${ }^{122 a}$ stated the empirical theorems: (I) $(x+1)^{x}-x^{x}=1$ is impossible in integers except for $x=0$ or 1 . (II) $x^{y}-y^{x}=1$ is impossible except for $x=1, y=0$ or $x=3, y=2$. (III) $x^{p}-1=P$, where $p$ and $P$ are primes, is satisfied only by $x=2, p=3, P=7$. (IV) $x^{n}-1=P^{2}$ is impossible if $P$ is a prime. (V) $x^{2}-1=p^{m}$, for $p$ a prime, is satisfied only by $x=3, p=2, m=3 ; x=2, p=3, m=1$. (VI) $x^{p}-q^{\nu}=1$, where $p$ and $q$ are primes, is impossible except when $x=y=3, p=q=2$. (VII) $x^{3}+y^{3}=p^{2}$, where $p$ is a prime, is impossible except when $x=2, y=1, p=3$. (VIII) $x^{n}=\left\{\left(2^{n-2}-1\right)^{n}+1\right\} / 2^{n-2}$ is impossible except when $n=3, x=1$. Cf. Gegenbauer. ${ }^{133}$
G. B. Mathews ${ }^{12 s}$ proved for special primes $p$ that $x^{p}+y^{p}=z^{p}$ is impossible if no one of $x, y, z$ is a multiple of $p$. The method was suggested by

[^558]Gauss' remarks for $p=3$ (Werke, 2, 1863, 387-391). Since $z \equiv x+y(\bmod p)$,

$$
D=(x+y)^{p}-x^{p}-y^{p} \equiv 0\left(\bmod p^{2}\right), \quad D=p x y(x+y) \phi(x, y) .
$$

The equivalent congruence $x y z \phi(x, y) \equiv 0(\bmod p)$ is proved insolvable for $p=3,5,11,17$ unless at least one of the three unknowns is divisible by $p$. The method leaves in doubt the case $p=3 n+1$ since the factor $x^{2}+x y+y^{2}$ of $\phi$ has real roots.
E. Catalan ${ }^{124}$ stated 16 theorems on $a^{n}+b^{n}=c^{n}, n$ a prime $>3$. If $a$ is a prime, then $a \equiv 1(\bmod n) ; a^{n} \equiv 1(\bmod n b)$; every prime factor of $c-a$ divides $a-1 ; a+b$ and $c-a$ are relatively prime; also $2 a-1$ and $2 b+1$;

$$
n b^{n-1} \leqq a^{n} \leqq n(b+1)^{n-1} ;
$$

$a$ and $b$ exceed $n$; $a^{n}-1$ is divisible by $n b(b+1)\left(b^{2}+b+1\right)$. Next, no one of $a+b, c-a, c-b$ is a prime. If $a+b=c_{1}^{n}, c-a=b_{1}^{n}, c-b=a_{1}^{n}$, then $c$ is divisible by $n$. The $\phi$ [of Mathews ${ }^{123}$ ] is

$$
H_{1} x^{p-3}+H_{2} x^{p-4} y+\cdots+H_{1} y^{p-3}, \quad H_{k}=\frac{1}{p}\left[\binom{p-1}{k} \pm 1\right]
$$

the sign being plus if $k$ is even.
Catalan ${ }^{125}$ stated the same theorems. Also, if $a^{n}+b^{n}=c^{n}$, where $a, b, c$ are relatively prime in pairs, and $a+b$ is divisible by $n$, it is divisible by $n^{n-1}$; if $a+b$ is divisible by a prime $p \neq n$, it is divisible by $p^{n}$; if $a+b$ is divisible by a power $>n^{n-1}$ of $n$, it is divisible by $n^{2 n-1}$; if $a+b$ is divisible by a power $>p^{n}$ of a prime $p \neq n$, it is divisible by $p^{2 n}$.
L. Gegenbauer ${ }^{126}$ proved that 17, 29 and 41 are the only primes $p=4 \mu+1$ not dividing a sum of three biquadrates prime to $p$. Cf. Euler ${ }^{83}$ of Ch. XXIII.
C. de Polignac ${ }^{127}$ proved that $a^{n}-2^{k}= \pm 1$ is impossible unless $a=3$, $n=1$ or 2 .
A. E. Pellet ${ }^{128}$ found by use of inequalities in the theory of roots of unity that $x^{q}+y^{q} \equiv z^{q}(\bmod p)$, where $p$ is a prime $q \omega+1$, has solutions $x, y, z$ each not divisible by $p$ for every $\omega$ exceeding a certain limit (not specified) for which $q \omega+1$ is a prime [Libri ${ }^{24}$ ].
P. Mansion ${ }^{129}$ considered $x^{n}+y^{n}=z^{n}$, where $x, y, z$ are relatively prime, $x<y<z, n$ an odd prime. By de Jonquières, ${ }^{177} y$ is composite. It is proved here that $z$ is composite. The proof that $x$ is composite is erroneous, as later admitted.
M. Martone ${ }^{130}$ attempted to prove Fermat's last theorem.

[^559]F. Borletti ${ }^{131}$ proved that, if $n$ is a prime $>2, x^{n}+y^{n}=z^{n}$ has no positive integral solutions if $z$ is a prime, and $x^{2 n}-y^{2 n}=z^{2 n}$ has no integral solution if one of the unknowns is a prime; $x^{n} \pm y^{n}=2^{a n}$ is impossible if $n>1$, and $x, y$ are odd and relatively prime.
E. Lucas ${ }^{132}$ proved Cauchy's ${ }^{29}$ result. Set $q=a^{2}+a b+b^{2}$,
$$
r=a b(a+b), \quad S_{n}=(a+b)^{n}+(-a)^{n}+(-b)^{n} .
$$

Then $S_{n+3}=q S_{n+1}+r S_{n}$. Hence, by Waring's formula, $S_{n}$ is divisible by $q^{2} r$ if $n=6 m+1$; by $q$, and not by $r$, if $n=6 m+2$; by $r$, and not by $q$, if $n=6 m+3$; by $q^{2}$, and not by $r$, if $n=6 m+4$; by $q r$ if $n=6 m+5$; by neither $q$ nor $r$ if $n=6 \mathrm{~m}$. As a generalization, if $p$ is a prime,

$$
\left(1+x+x^{2}+\cdots+x^{p-2}\right)^{n}-1-x^{n}-x^{2 n}-\cdots-x^{(p-2) n}
$$

is divisible by $Q=1+x+\cdots+x^{p-1}$ if $n$ is odd and prime to $p$, and by $Q^{2}$ if $n=2 p+1$. For $p$ arbitrary, let $\phi(x)=0$ be the equation for the primitive $p$ th roots of unity. Then without details it is stated that

$$
\left\{\phi(x)-x^{\lambda}\right\}^{n}-\phi\left(x^{n}\right)
$$

is divisible by $\phi(x)$ for $n$ odd and prime to $p$. [Apparently the term $x^{\lambda n}$ should be added, and $\lambda$ taken to be the degree of $\phi(x)$, which degree is the number of integers $<p$ and prime to $p$.]
L. Gegenbauer ${ }^{133}$ proved that, if $\alpha$ is a positive integer with at least one odd factor $>1$, and $q$ is a prime, $x^{a}+y^{a}=q^{n}$ has positive integral solutions only when $q=2, n=a \alpha+1, x=y=2^{a}$, or $\alpha=q=3, n=2+3 a, x=2 \cdot 3^{a}, y=3^{a}$. Hence $3^{2}$ is the only power of an odd prime representable as a sum of the $\alpha$ th powers of two relatively prime integers. A special case of this gives the seventh empirical theorem of Catalan. ${ }^{122 a}$ It is proved that if $q$ is a prime, $x^{a+1}-q^{n}=1$ is possible only for $x=2, n=1, a+1$ a prime, or $x=3$, $a=1, q=2, n=3$. Hence a prime other than $2^{n}-1$ is not followed by a power, while $3^{2}$ is the only power followed by a power of a prime. These imply the third, fourth, fifth and sixth empirical theorems of Catalan.
A. Rieke ${ }^{134}$ attempted to prove $x^{p}+y^{p}=z^{p}$ impossible if $p$ is an odd prime $>3$. He proved and used (6). From an equation of degree $t=(p-1) / 2$ in a quantity $m$ admitted to be doubtless irrational, he drew (p. 241) the meaningless conclusion "that $m^{t}$ has the factor $p$, and $m$ the factor $p^{1 / t}$, and indeed for all values of $m$."
D. Varisco ${ }^{135}$ failed to prove Fermat's last theorem since he concluded (p. 375) that there is a unique set of solutions $\sigma_{1}=0$, etc., of

$$
\lambda_{1}-\sigma_{1}=2 u d, \quad \lambda_{1} d_{1}-\sigma d=\eta, \quad \sigma-\lambda=2 u d_{1}, \quad \sigma_{1} d_{1}-\lambda d=\eta,
$$

whereas the four equations are linearly dependent and have further sets of solutions. The fault seemed irreparable to O. Landsberg. ${ }^{136}$

[^560]A. Rieke ${ }^{137}$ again attempted to prove $x^{p}+y^{p}=z^{p}$ impossible, but again confused ( p . 251-2) algebraic and arithmetical divisibility, even for $p=3$ (p. 253).
E. Lucas ${ }^{188}$ proved (p. 267, p. 275) the theorem of Cauchy, ${ }^{29}$ and (p. 3701) the formulas (1), (3), (4) of Legendre ${ }^{17}$, with the aim to show that, when $x, y, z$ are relatively prime in pairs, no one of them is a prime or a power of a prime [cf. Markoff ${ }^{157}$ ]. He proved (p. 341) the first result due to Jaquemet. ${ }^{3}$
D. Mirimanoff ${ }^{139}$ found in terms of the units a necessary and sufficient condition that the second factor [Kummer ${ }^{61}$ ] of the class number be divisible by $\lambda$. He treated in detail the case $\lambda=37$.
J. Rothholz ${ }^{140}$ used the theorem of Kummer ${ }^{25}$ on the divisors of $a^{n} \pm b^{n}$ to show (?) that $x^{2 n} \pm y^{2 n}=z^{2 n}$ has no integral solutions if $n$ is a prime $4 k+3$ or if one of the numbers $x, y, z$ is a prime and $n$ is an odd prime; $x^{n}+y^{n}=z^{n}$ is impossible if $x, y$ or $z$ is a power of a prime, the prime not being $\equiv 1$ $(\bmod n)$, while $n$ is an odd prime; $x^{n}+y^{n}=(2 p)^{n}$ is impossible if $n$ and $p$ are odd primes; $x^{n} \pm y^{n}=z^{n}$ is impossible if $x, y$ or $z$ has one of the values $1, \cdots, 202$. The history of the theorem is discussed at length. On p. 29 are pointed out two errors in the proof by Rieke. ${ }^{134}$

* W. L. A. Tafelmacher ${ }^{141}$ proved Abel's formulas and congruencial corollaries from them. In the second paper he proved that Fermat's equation is impossible for $n=3,5,11,17,23,29$ and, in case $x+y-z \equiv 0$ $\left(\bmod n^{4}\right)$ for $n=7,13,19,31$ [but with proofs valid only when no one of $x, y, z$ is divisible by $n$, since the argument pp. 273-8 does not suffice to exclude the case in which one of these numbers is divisible by $n$ ].
H. Teege ${ }^{142}$ proved that $x^{5}+y^{5}=1$ has no rational solutions by setting $x+y=p / q, x / y=t, t+1 / t=z,(q / p)^{5}=s$. Then

$$
x^{4}-x^{3} y+\cdots+y^{4}=s(x+y)^{4}, \quad(s-1) z^{2}+(4 s+1) z+4 s+1=0
$$

Since $z$ is rational, $(4 s+1)^{2}-4(s-1)(4 s+1)=m^{2}$. Set $m=5 \mu$. Then $4 s+1=5 \mu^{2}$. Let $\mu=b / a$, where $a$ and $b$ are relatively prime. Thus

$$
4 q^{5}+p^{5}=5 p^{5} b^{2} / a^{2} .
$$

Hence $a^{2}$ divides $5 p^{5}$. The impossibility of this equation is proved by considering the cases $a$ divisible or not divisible by 5 .
H. W. Curjel ${ }^{143}$ proved that if $x^{z}-y^{t}=1$ and $x, y$ are primes, then $z$ is a prime, $t$ is a power of 2 , and $x$ or $y$ equals 2 .

Several ${ }^{144}$ proved by use of cube roots of unity the known result that, if $n$ is odd and not a multiple of $3,(x+y)^{n}-x^{n}-y^{n}$ is divisible by $x^{2}+x y+y^{2}$.
S. Levänen ${ }^{145}$ discussed $x^{5}+y^{5}=2^{m} z^{5}$, for $x, y, z$ without common factor,

[^561]and $m$ not divisible by 5 (since $x^{5}+y^{5}=z_{1}^{5}$ is impossible by Legendre ${ }^{18}$ ). By the residues of $z^{5}, x^{5}+y^{5}$ modulo 25, we see that $m$ is not in the set $2,4,7,9,12, \cdots, 2 n+[(n-1) / 2]$. For $z$ divisible by 5 , we have $z=5 t r$, $x+y=2^{m} 5^{4} t^{5}$. Proceeding as did Legendre, we find that the equation is impossible.
D. Mirimanoff ${ }^{146}$ proved by use of ideals that $x^{37}+y^{37}+z^{37}=0$ is impossible in integers.
H. Dutordoir ${ }^{147}$ expressed his belief that $a^{n}+b^{n}=c^{n}$ is impossible in integers if $n$ is a rational number other than 1 and 2. The fact that it is impossible when $n=1 / 2$ and one of $a, b, c$ is not a perfect square is a case of the impossibility of
$$
\sqrt{a}+\sqrt{b}=\sqrt{c}+\sqrt{d},
$$
when $c$ is different from $a$ and $b$, and one of the four numbers $a, \cdots, d$ is not a square (Euclid, Elements, X, 42).
A. S. Bang ${ }^{148}$ pointed out errors in various elementary proofs of special cases of Fermat's last theorem.
G. Korneck ${ }^{149}$ claimed to prove Fermat's last theorem by means of the Lemma: If $n$ and $k$ are relatively prime ( $n$ odd) and divisible by no square $>1$, then in every solution in integers of $n x^{2}+k y^{2}=z^{n}, x$ is divisible by $n$. E. Picard and H. Poincaré ${ }^{150}$ pointed out the falsity of this Lemma by citing the examples $n=3, k=1, x=y=z=4$, and $n=5, k=3, x=1, y=3$, $z=2$. The Jahrbuch Fortschritte der Math., 25, 1893, 296, pointed out that § 3 of Korneck's paper shows a lack of knowledge of the nature of algebraic numbers.

Malvy ${ }^{151}$ noted that, if $a$ is a primitive root of a prime $p=2^{n}+1$, and if in $a^{2 \mu+1}+1 \equiv a^{h}(\bmod p)$ we give to $\mu$ the values $1,2, \cdots, 2^{n-1}$, we obtain for $h$ as many even as odd values. If in $a^{4 \mu+2}+1 \equiv a^{h}$ we give to $\mu$ the values $1, \cdots, 2^{n-2}$, we obtain $\alpha$ even and $\beta$ odd values for $h$, while if $p=17, a=3$ or $p=257, a=5$, we have $\alpha=\beta$.
E. Wendt ${ }^{152}$ proved that if $n$ and $p=m n+1$ are odd primes,

$$
r^{n}+s^{n}+t^{n} \equiv 0(\bmod p)
$$

has only solutions in which $r, s$ or $t$ is divisible by $p$ if and only if $p$ is not a divisor of

$$
D_{m}=\left|\begin{array}{ccccc}
1 & \binom{m}{1} & \binom{m}{2} & \cdots & \binom{m}{m-1} \\
\binom{m}{m-1} & 1 & \binom{m}{1} & \cdots & \binom{m}{m-2} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\binom{m}{1} & \binom{m}{2} & \binom{m}{3} & \cdots & \cdot \\
\hline
\end{array}\right|,
$$

[^562]which is the resultant of $x^{m}=1,(x+1)^{m}=1$. For, if we multiply the congruence by $\omega^{n}$, where $\omega t \equiv 1$, we obtain a congruence of the form $x+1 \equiv y$ $(\bmod p)$, where $x$ and $y$ are $n$th powers, so that their $m$ th powers are congruent to unity.

He proved Legendre's ${ }^{17}$ result concerning the cases $m=2,4,8,16$. If $m=2^{i} n^{k}$ can be chosen so that $m n+1$ is a prime not dividing $D_{m}$, where $\nu$ is not divisible by the prime $n$, then $a^{n}=b^{n}+c^{n}(n>2)$ is not solvable in integers all prime to $n$. If $m n+1$ is a prime dividing neither $D_{m}$ nor $n^{m}-1$, the same conclusion holds. [This result differs only in form from that by Sophie Germain ${ }^{17}$ ].
D. Hilbert ${ }^{153}$ gave a simplification of Kummer's ${ }^{63}$ proof of Fermat's theorem for regular prime exponents, and a proof that $\alpha^{4}+\beta^{4}=\gamma^{2}$ is impossible in complex integers $a+b i$.
G. B. Mathews ${ }^{154}$ noted that, if $p$ is an odd prime, and $x, y, z$ are solutions of $x^{p}+y^{p}+z^{p}=0$, it is possible to choose $k$ in an infinitude of ways such that $k p+1=q$ is a prime not a factor of $x, y, z$, or $y^{p}-z^{p}$, etc., and such that $k$ is not divisible by 3. Then, since $x^{p}, y^{p}, z^{p}$ are distinct roots of $t^{k} \equiv 1$ $(\bmod q)$, their sum is divisible by $q$. Let $r=e^{2 \pi i / k}$ and $P_{k}=\Pi\left(r^{a}+r^{\beta}+r^{\gamma}\right)$, where the product extends over all triples of roots $r^{a}, r^{\beta}, r^{\gamma}$ of $x^{k}=1$. Then $P_{k}= \pm u_{k}^{k}$, where $u_{k}$ is a positive integer. Thus $u_{k} \equiv 0(\bmod q)$ if and only if three roots of $x^{k} \equiv 1(\bmod q)$ have a sum divisible by $q$. Hence if it could be proved that for a given $p$ there is an infinitude of primes $k p+1$ for which $u_{k} \equiv 0(\bmod q)$ is not satisfied, Fermat's theorem would follow [Libri ${ }^{24}$ ].
E. de Jonquières ${ }^{155}$ noted that, if $n>2$, it is not possible to express $c$ and $b$ as algebraic functions of $p, q$ such that $c^{n}-b^{n}$ becomes $(p q)^{n}$ identically, and stated that this does not imply the impossibility of integral solutions.
G. Speckmann ${ }^{156}$ discussed $T^{x}-D U^{x}=m^{x}$.
V. Markoff ${ }^{157}$ noted that Lucas ${ }^{138}$ proof of Abel's ${ }^{18}$ theorem that $a^{n}=b^{n}+c^{n}$ ( $n$ an odd prime) is impossible when $a, b$ or $c$ is a prime is incomplete as the case $a=b+1$ is not treated. He asked if $(x+1)^{n}=x^{n}+y^{n}$ is impossible.
P. Worms de Romilly ${ }^{158}$ stated that $a^{p}+b^{p}=c^{p}, p$ a prime $>2$, implies

$$
\begin{gathered}
c=x+y+z, \quad b=x+z, \quad a=x+y, \\
x=\frac{1}{2} M(P+Q) p^{v+1} q^{u+1}, \quad y=P=p^{p(v+1)-1}, \quad z=Q=q^{p(u+1)}, \\
M p^{v+1} q^{u+1}=2^{\mu} a^{\theta}-1, \quad 2^{\mu a} a^{a}=P+Q,
\end{gathered}
$$

$p$ and $q$ odd and relatively prime, $q>1$, and $u, v, \theta, \mu, \alpha$ integers $\geqq 0$. [Since $c-b=y$ is a power of $p$, Fermat's equation is impossible by Abel's ${ }^{16}$ result.]

[^563]If $m$ is a prime $6 k+1,(\alpha+1)^{m-1} \equiv 1, \alpha^{m-1} \equiv 1\left(\bmod m^{2}\right)$ do not hold simultaneously. If $m$ is a prime, the integers $u$, not divisible by $m$, which satisfy

$$
\left(u^{m}+1\right)^{m}-u^{m^{2}} \equiv 1\left(\bmod m^{2}\right)
$$

are of the form $u=a m-1$.
P. F. Teilhet ${ }^{159}$ found $A$ for which $x^{n}-A y^{n}=1$ by taking $x=y^{n}+1$, or, when $n$ is even, $x=y^{n}-1$. H. Brocard (pp. 116-7) found special solutions when $n=3, n=5$. T. Pepin (pp. 281-3) noted that we may apply to $x^{n}-A y^{n}$ the method of Lagrange in his Additions to Euler's Algebra to find the minima of any homogeneous polynomial in $x, y$.
W. L. A. Tafelmacher ${ }^{160}$ treated $x^{3}+y^{3}=z^{2}$ and proved $x^{6}+y^{6}=z^{6}$ to be impossible.
H. Tarry ${ }^{161}$ mentioned a mechanical device of double-entry tables for solving indeterminate equations, in particular, $x^{m}+y^{m}=z^{n}$.
F. Lucas ${ }^{162}$ used Cauchy's ${ }^{29}$ theorem to prove that, if $x, y$ are relatively prime and $m$ is an odd prime, when $x+y$ is prime to $m$ it is prime to

$$
Q=\left(x^{m}+y^{m}\right) /(x+y),
$$

but when $x+y$ is divisible by $m, m(x+y)$ is prime to $Q / m$. From this he deduced Legendre's formulas (1) and (3).

Axel Thue ${ }^{163}$ noted that, if $L, M, N$ are functions of $x$ such that $L^{n}-M^{n}=N^{n}$ for all values of $x$, where $n>2$, then $a L=b M=c N$, where $a, b, c$ are constants. If $A^{n}-B^{n}=C^{n}$, then

$$
\left(A^{n}+\alpha B^{n}\right)^{3}-\left(\alpha A^{n}+B^{n}\right)^{3}=(\alpha-1)^{3}(A B C)^{n}, \quad \alpha^{3}=1 .
$$

If $p^{n}-q^{n}=r^{n}$, then $x^{3}-y^{3}=z^{3}(p q r)^{n}$ for

$$
\begin{aligned}
& x=p^{3 n}+3 p^{2 n} q^{n}-6 p^{n} q^{2 n}+q^{3 n}, \\
& y=p^{3 n}-6 p^{2 n} q^{n}+3 p^{n} q^{2 n}+q^{3 n}, \quad z=3\left(p^{2 n}-p^{n} q^{n}+q^{2 n}\right) .
\end{aligned}
$$

E. Maillet ${ }^{164}$ considered, for $a, b, c, x, y, z$ integers not divisible by the odd prime $\lambda$, the equation

$$
a x^{\lambda t}+b y^{\lambda t}=c z^{\lambda^{t}} .
$$

A necessary condition for solutions is that the congruence

$$
a+b \eta^{\lambda^{t}} \equiv c(\alpha+\beta \eta)^{\lambda^{t}} \quad\left(\bmod \lambda^{t+1}\right)
$$

have a solution $\eta$ such that $0<\eta<\lambda, \alpha+\beta \eta \equiv 0(\bmod \lambda)$, where $\alpha c \equiv a$, $\beta c \equiv b(\bmod \lambda)$. This is applied to show that $x^{\lambda}+y^{\lambda}=z^{\lambda}$ is impossible for $\lambda=197$, hence extending Legendre's limit to $\lambda<223$. By the method of Kummer it is shown that, if $\lambda$ is a prime $>3$,

$$
x^{\lambda^{t}}+y^{\lambda^{t}}+z^{\lambda^{t}}=0
$$

is impossible in complex integers, formed from a $\lambda$ th root of unity, relatively prime by twos and prime to $\lambda$, if $\lambda^{t-1}$ is the highest power of $\lambda$ dividing the

[^564]number of classes of these complex integers, and hence for a value of $t$ exceeding a certain limit depending on $\lambda$. $\mathrm{He}^{165}$ later proposed the problem that the last theorem be proved without the restriction that $x, y, z$ are prime to $\lambda$.
I. P. Gram's ${ }^{166}$ paper was not available for report.
E. Maillet ${ }^{167}$ applied Kummer's methods to $x^{\lambda}+y^{\lambda}=c z^{\lambda}$, where $\lambda$ is a regular prime. The equation is impossible in integers if $c=\lambda$. It is impossible in real relatively prime integers not divisible by $\lambda$ if $c=A \lambda^{2}$, $s=k \lambda+\beta \geqq 1, \beta=0$ or 1 , when $A=1$ or $r_{1}^{b_{1}} \cdots r_{i}^{b_{i}}$, where $r_{1}, \cdots, r_{i}$ are distinct primes $\neq \lambda$, belonging to exponents $f_{1}, \cdots, f_{i}$ modulo $\lambda$ such that
$$
\frac{1}{f_{1}}+\cdots+\frac{1}{f_{i}} \leqq \frac{\lambda-3}{\lambda-1}
$$
in particular, if $A=r_{1}^{b_{1}}, r_{1} \equiv 1(\bmod \lambda)$. For $r$ a prime and $b<\lambda$, the equation with $c=r^{b}$ is impossible in real integers if $r^{b} \equiv-1+t \lambda\left(\bmod \lambda^{2}\right)$, where $t$ has at least one of the values $1, \cdots, \lambda-1$; or if $\lambda=5,7,17, r^{b} \equiv 4\left(\bmod \lambda^{2}\right)$; or if $\lambda=11, r^{b} \equiv 5$ or $47\left(\bmod 11^{2}\right)$; or if $\lambda=13, r^{b} \equiv 17\left(\bmod 13^{2}\right)$. Finally, $x^{7}+y^{7}=c z^{7}$ is impossible in real integers for $c$ a prime of one of the forms $49 k \pm 3, \pm 4, \pm 5,6,-8, \pm 9, \pm 10,-15, \pm 16,-22, \pm 23$ or $\pm 24$.
H. J. Woodall ${ }^{168}$ noted that $x^{m}+y^{m}-1$ is divisible by $x y$ if $y=x^{m}-1$ ( $m$ even) or if $x=2, y=2^{m}-1$ ( $m$ odd).
T. R. Bend $z^{169}$ stated that $x^{n}+y^{n}=z^{n}$ has integral solutions if and only if $\alpha^{2}=4 \beta^{n}+1$ has rational solutions [Euler ${ }^{8}$ ], as follows from
$$
\left(\frac{2 y^{n}+x^{n}}{x^{n}}\right)^{2}=4\left(\frac{y z}{x^{2}}\right)^{n}+1
$$

He proved Abel's ${ }^{16}$ formulas, also $x+y \equiv z(\bmod 3)$ and (p.30)

$$
(x+y)^{n}-x^{n}-y^{n} \equiv 0\left(\bmod n^{3}\right),
$$

when no one of $x, y, z$ is divisible by $n$.
F. Lindemann ${ }^{170}$ attempted to prove that $x^{n}=y^{n}+z^{n}$ is impossible if $n$ is an odd prime. He later (p.495) recognized the error in the computation, but stated that his work gives the first proof of Abel's ${ }^{16}$ statement that if $x, y, z$ are $\neq 0$ and relatively prime in pairs

$$
2 x=p^{n}+q^{n}+r^{n}, \quad 2 y=p^{n}+q^{n}-r^{n}, \quad 2 z=p^{n}-q^{n}+r^{n}
$$

if no one of $x, y, z$ is divisible by $n$, while, if $z$ is divisible by $n$,

$$
2 x, 2 y=p^{n}+q^{n} \pm n^{n-1} r^{n}, \quad 2 z=p^{n}-q^{n}+n^{n-1} r^{n} .
$$

If $x+y+z$ is divisible by $n^{\lambda}$, then, in (2), $\alpha \equiv \beta \equiv \gamma \equiv 1\left(\bmod n^{\lambda-1}\right)$.
D. Gambioli ${ }^{171}$ proved de Jonquières ${ }^{117}$ theorems, and the fact that in $x^{n}+y^{n}=z^{n} \quad(n>1), z$ is composite if $n$ has an odd factor, or if $x$ and $y$ are

[^565]composite; but erred in his proof that the least unknown is composite. Hè gave abstracts of the papers by Calzolari, ${ }^{72}$ Dirichlet, ${ }^{23}$ Kummer, ${ }^{63}$ and Legendre, ${ }^{17}$ a list (191-2) of references on Bernoullian numbers and ideal complex numbers, and (189-191) a short proof of the impossibility of $x^{5}+y^{5}=z^{5}$. In an appendix (ibid., 17, 1902, 48-50) he quoted Kummer ${ }^{49}$ and Liouville ${ }^{46}$ on the insufficiency of the proofs by Lame, ${ }^{45}$ and Cauchy. ${ }^{54-56}$

Soons ${ }^{172}$ proved theorems stated by Catalan. ${ }^{90}$
P. Stäckel ${ }^{173}$ proved Abel's theorem as given by Lindemann. ${ }^{170}$
G. Candido ${ }^{174}$ proved a theorem of Catalan. ${ }^{121}$

* D. Gambioli's ${ }^{175}$ paper was not available for report.
P. Whitworth ${ }^{178}$ noted that if $\Sigma 1 / x=0, \Sigma x=1$, then $\Sigma x^{n}=x^{n}+y^{n}+z^{n}$ equals a series in $x y z$.
P. V. Velmine ${ }^{177}$ (W. P. Welmin) proved that, if $m, n, k$ are integers $>1$, there exist rational integral functions $u, v, w$ of a variable which satisfy $u^{m}+v^{n}=w^{k}$ only for the cases $u^{m} \pm v^{2}=w^{2}, u^{3}+v^{3}=w^{2}, \pm u^{4}+v^{3}=w^{2}$ (when the solution is easy), and $u^{5}+v^{3}=w^{2}$, the complicated formulas for whose solution are not proved to give all solutions. Cf. Korselt. ${ }^{282}$
D. Mirimanoff ${ }^{178}$ studied $P(x)=(x+1)^{l}-x^{l}-1$ where $l$ is a prime $>3$. Since it is unaltered when $x$ is replaced by $-1-x$, a root $\alpha$ of $P(x)=0$ implies the roots

$$
\begin{equation*}
\alpha, 1 / \alpha,-1-\alpha,-1 /(1+\alpha),-1-1 / \alpha,-\alpha /(1+\alpha) \tag{9}
\end{equation*}
$$

all of which are distinct unless $\alpha=0$ or -1 or $\alpha^{2}+\alpha+1=0$. Now $P$ has the factors $x(x+1)$ and $x^{2}+x+1$. Set

$$
E(x)=\frac{P(x)}{l x(x+1)\left(x^{2}+x+1\right)^{\prime}}
$$

where $\epsilon=1$ if $l \neq 1(\bmod 3), \epsilon=2$ if $l \equiv 1(\bmod 3)$. Then $E(x)=0$ has only distinct imaginary roots which fall into sets of six. Thus $E(x)=\Pi e_{j}(x)$, where each $e_{j}(x)$ is of the form $x^{6}+1+3\left(x^{5}+x\right)+t\left(x^{4}+x^{2}\right)+(2 t-5) x^{3}$, where $t$ is real. If $E(x)$ has a factor which is irreducible in the domain of rational numbers, the factor is a product of certain of the $e_{j}(x)$.
A. S. Werebrusow ${ }^{179}$ denoted $u^{2}+u v-v^{2}$ by $(u, v)$. Then $x^{5}-1 y^{5}=A z^{5}$ becomes

$$
(x+y)\left(x^{2}-x y+y^{2}, x^{2}-2 x y+y^{2}\right)=A z^{5} .
$$

This decomposes into two equations, one being the second factor equated to $A_{1} z_{1}^{5}$, the other being $x+y=A_{0} z_{0}^{5}$, where $A_{0} A_{1}=A, z_{0} z_{1}=z$, and $z_{1}$ is a product of primes $5 n+1$. Multiplying ( $u, v$ ) by $1=9^{2}-5 \cdot 4^{2}$ and its powers,

[^566]we conclude that for each power we get six representations of a prime by $(u, v)$; but only three representations of 5 . A composite number has $2^{p}$ representations if $p$ is the number of its distinct prime factors $5 n \pm 1$.

Take $z_{1}=(a, b)$. We get $u, v$ such that $z_{1}^{s}=(u, v)$ by using

$$
(a, b)(\sigma, \tau)=(a \sigma+b \tau, b \sigma+a \tau+b \tau) .
$$

Then

$$
\begin{equation*}
(x-y)^{2}=v s+(u+v) t, \quad(x+y)^{2}=(4 u-v) s+(v-3 u) t . \tag{10}
\end{equation*}
$$

The product of the square root of the last sum by ( $s, t$ ) gives $A z_{0}^{5}$, so that we have the general form of $A$. Taking $x+y$ arbitrary, we get $x-y$ and then $s, t$ by (10):

Mirimanoff ${ }^{180}$ considered
(11)

$$
x^{\lambda}+y^{\lambda}+z^{\lambda}=0
$$

for the case in which no one of the integral solutions $x, y, z$ is divisible by the odd prime $\lambda$. By use of Kummer's congruences (8), he proved that (11) is impossible in integers prime to $\lambda$ if at least one of the Bernoullian numbers* $B_{\nu-1}, B_{\imath-2}, B_{\nu-3}, B_{\nu-4}$ is not divisible by $\lambda$, where

$$
\nu=(\lambda-1) / 2 ;
$$

also, for every $\lambda<257$. In terms of Kummer's $P_{i}(t)=P_{i}(1, t)$, he defined the polynomials

$$
\begin{equation*}
\phi_{i}(t)=(1+t)^{\lambda-i} P_{i}(t) \equiv \sum_{k=1}^{\lambda-1}(-1)^{k-1} k^{i-1} t^{k} \quad(i=2,3, \cdots, \lambda-1) \tag{12}
\end{equation*}
$$

modulo $\lambda$. Thus Kummer's criterion (8) is equivalent to the following. If (11) has solutions prime to $\lambda$, each of the six ratios $t=x / y, \cdots, z / x$ satisfies the congruences

$$
\begin{equation*}
\phi_{\lambda-1}(t) \equiv 0, \quad B_{(\lambda-i) / 2} \phi_{i}(t) \equiv 0(\bmod \lambda) \quad(i=3,5, \cdots, \lambda-2) . \tag{13}
\end{equation*}
$$

An equivalent criterion not involving Bernoullian numbers is that each of the six ratios satisfies the congruences

$$
\begin{equation*}
\phi_{\lambda-1}(t) \equiv 0, \quad \phi_{\lambda-i}(t) \phi_{i}(t) \equiv 0(\bmod \lambda) \quad(i=2,3, \cdots, \nu) . \tag{14}
\end{equation*}
$$

E. Maillet ${ }^{181}$ proved by Kummer's methods that $x^{a}+y^{a}=a z^{a}(a>2)$ has no real integral solutions $\neq 0$ if $a$ is divisible by 4 ; or if $a$ is even and divisible by a prime $4 n+3$; or if $2<a \leqq 100, a \neq 37,59,67,74$; or if $a$ has no prime factor $>17$. Likewise for $x^{a}+y^{a}=b a z^{a}$ if $a$ is divisible by 4 and $b$ is not; or if $a$ is of the form $4 n+2$ and has a prime factor $\lambda=4 h+3$ such that $b$ is not divisible by $\lambda^{\lambda-1}$; or if $a=p^{i}, b<p, p$ being a prime $\geqq 5$ not exceptional in the sense of Kummer; or if $a=3^{i}, b=2$ or $4, i \geqq 2$. Probably the second equation is impossible in integers $\neq 0$ if $b=1$ or $2, a>2$ or $a>3$, respectively.
R. Sauer ${ }^{182}$ proved that $x^{n}=y^{n}+z^{n}, n>2$, does not hold if $x$ or $y$ or $z$ is a power of a prime.
U. Bini ${ }^{183}$ noted that, if $x+y+z=0$ and $k=2 m+1, s=x^{k}+y^{k}+z^{k}$ is divisible by $x y z$. If $1 / x+1 / y+1 / z=0$ and $k=3 h+2, s$ is divisible by

[^567]$x+y+z$, and $x^{n} y^{n}+x^{n} z^{n}+y^{n} z^{n}$ is divisible by $(x y z)^{3}$ if $n \geqq 5$. Proofs ${ }^{184}$ have been given of the first result and the fact that, if $x+y+z=0, s$ is a function of $x y z$ and $x y+x z+y z$.

* G. Cornacchia ${ }^{185}$ treated the congruence $x^{n}+y^{n} \equiv z^{n}(\bmod p)$.
P. A. MacMahon ${ }^{186}$ noted that the integral solutions of $x^{n}-a y^{n}=z$ may be obtained by the development of $a^{1 / n}$ into a continued fraction.
F. Lindemann ${ }^{187}$ again ${ }^{170}$ proved Abel's formulas and, after treating at great length each of the three cases, concluded that Fermat's equation is impossible in integers. A. Fleck ${ }^{188}$ pointed out a serious error and various minor errors. I. I. Iwanov ${ }^{189}$ noted errors, also in Lindemann's ${ }^{170}$ first proof, where in (67) the modulus $n^{6}$ should be $n^{5}$.
A. Bottari ${ }^{190}$ proved that if $x, y, z$ are positive integers in arithmetical progression such that $x^{n}+y^{n}=z^{n}$, then either $n=1$ and $x=y / 2=z / 3$ or $n=2$ and $x / 3=y / 4=z / 5$. If $x, y, z, t$ are positive integers in arithmetical progression such that $x^{n}+y^{n}+z^{n}=t^{n}$, then $n=3, x / 3=y / 4=z / 5=t / 6$. Cf. Cattaneo. ${ }^{192}$
J. Sommer ${ }^{191}$ omitted the restriction that $n$ is a regular prime in stating that Kummer proved that $x^{n}+y^{n}=z^{n}$, for $n>2$, is not solvable in complex integers based on an $n$th root of unity. He gave the proof for $n=3$ and $n=4$.
P. Cattaneo ${ }^{192}$ gave a brief proof of the results of Bottari, ${ }^{190}$ but included the false solution $n=1, x=y / 2=z / 3=t / 4$.
A. S. Werebrusow ${ }^{193}$ failed in his proof of Fermat's last theorem, the error being indicated by L. E. Dickson and others (ibid., pp. 174-7).

Werebrusow ${ }^{194}$ stated that $(x+y+z)^{n}-x^{n}-y^{n}-z^{n}$ has, for $n$ odd, the factor $n(x+y)(x+z)(y+z)$. While this is true for $n$ an odd prime, it fails for $n=9, x=y=z=1$ (ibid., 16, 1909, 79-80).
L. E. Dickson ${ }^{195}$ noted that, if $\alpha$ is a common root of the congruences

$$
\begin{equation*}
z^{m} \equiv 1, \quad(z+1)^{m} \equiv 1 \quad(\bmod p) \tag{15}
\end{equation*}
$$

of Wendt, ${ }^{152}$ the numbers (9) are common roots and are distinct if $2^{m}-1$ is not divisible by $p$. They are the roots of a sextic in $z$ which is unaltered when $z$ is replaced by $1 / z$ or by $-1-z$. The sextic must divide $z^{m}-1$ modulo $p$. Set $x=z+1 / z, m=2 \mu$. The sextic becomes

$$
C(x)=x^{3}+3 x^{2}+\beta x+2 \beta-5 .
$$

From $z^{\mu}-1 / z^{\mu}=0$ we get $f\left(x^{2}\right)=0$, where $f(\omega)$ is of degree $\frac{1}{2} \mu-1$ or $(\mu-1) / 2$

[^568]according as $\mu$ is even or odd. Thus $f\left(x^{2}\right)$ must be divisible by
$$
S(x)=C(x) C(-x)=x^{6}+(2 \beta-9) x^{4}+\left(\beta^{2}-12 \beta+30\right) x^{2}-(2 \beta-5)^{2} .
$$

Hence $\mu \geqq 7$. For $\mu=7, f\left(x^{2}\right)=x^{6}-5 x^{4}+6 x^{2}-1$ must be congruent to $S(x)$, whence $p=2$. For $\mu=8, f\left(x^{2}\right)=x^{6}-6 x^{4}+10 x^{2}-4$, whence $p=17$, contrary to $n>1$. The cases $\mu=10,11,13$ are readily treated. The conclusion is that, if $n$ and $p=m n+1$ are odd primes, $m$ being prime to 3 and $m \leqq 26$, the congruence $\xi^{n}+\eta^{n}+\zeta^{n} \equiv 0(\bmod p)$ has no integral solutions each prime to $p$, except for $n=3, m=10,14,20,22,26 ; n=5, m=26 ; n=31$, $m=22$. A direct examination of (15) was made for $m=28,32,40,56,64$. By use of these results and the theorem of S. Germain, ${ }^{17}$ it was shown that Fermat's equation is impossible in integers prime to $n$ for every odd prime exponent $n<1700$.

Dickson ${ }^{196}$ proved the last theorem for $n<7000$ by extending the range of the $m$ 's to include all values $<74$, as well as 76 and 128.

Dickson ${ }^{197}$ factored certain numbers $m^{m}-1$ for use in the last paper.
Dickson ${ }^{198}$ discussed the following problem: Given an odd prime $n$, to find the odd prime moduli $p$ for which $x^{n}+y^{n}+z^{n} \equiv 0(\bmod p)$ has no solutions each prime to $p$. We may take $p=m n+1$, where $m$ is not divisible by 3, since otherwise such solutions are evident. The general results are applied to the cases $n=3,5,7$. For $n=3$, the only values of $p$ are 7 and 13 [cf. Pepin ${ }^{109}$ ]. For $n=5, p=11,41,71,101$ [verified up to 1000 by Legendre ${ }^{17}$ ]. For $n=7, p=29,71,113,491$.

Dickson ${ }^{199}$ proved, by use of Jacobi's functions of roots of unity, that if $e$ and $p$ are odd primes such that

$$
p \geqq(e-1)^{2}(e-2)^{2}+6 e-2 \text {; }
$$

then $x^{e}+y^{e}+z^{e} \equiv 0(\bmod p)$ has integral solutions $x, y, z$, each prime to $p$. In particular this establishes the conjecture by Libri. ${ }^{24}$ Also, $x^{4}+y^{4} \equiv z^{4}$ $(\bmod p)$ has solutions prime to $p$ for every prime $p=4 f+1$ exceeding 17 [and different ${ }^{200}$ from 41].
P. Wolfskehl ${ }^{201}$ bequeathed to the K. Gesellschaft der Wissenschaften zu Göttingen one hundred thousand marks to be offered as a prize for a complete proof of Fermat's last theorem. It may be noted that Wolfskeh ${ }^{202}$ was the author of a paper on the related subject of the class number for complex numbers formed of eleventh or thirteenth roots of unity.

[^569]No mention will be made here of numerous ${ }^{203}$ recent false proofs ${ }^{204}$ of Fermat's last theorem, published mostly as pamphlets. Errors in some of these have been noted by A. Fleck, ${ }^{205}$ B. Lind ${ }^{241}$ (p. 48), J. Neuberg, ${ }^{206}$ and D. Mirimanoff. ${ }^{207}$
E. Schönbaum ${ }^{208}$ gave a historical introduction to and exposition of the elements of the theory of algebraic numbers; also Kummer's proof, in simplified form, of Fermat's last theorem for the case of regular primes.

* A. Turtschaninov ${ }^{209}$ proved and slightly generalized Abel's ${ }^{16}$ theorem
* F. Ferrari ${ }^{210}$ discussed the infinitude of solutions of each of

$$
x^{n} \pm y^{n}=z^{n+1}, \quad x^{2 n+1} \pm y^{2 n+1}=z^{2 n} .
$$

A. Thue ${ }^{211}$ stated that there are no [not an infinite number of] integral solutions of any of the equations, with $n>2, h$ and $k$ given positive integers, $x^{n}+(x+k)^{n}=y^{n}, \quad x^{2}-h^{2}=k y^{n}, \quad(x+h)^{3}+x^{3}=k y^{n}, \quad(x+h)^{4}-x^{4}=k y^{n}$. These results are consequences of the theorem (pp. 27-30) that, if $r>2$ and $a, b, c$ are any positive integers, $c \neq 0$, there is not an infinitude of pairs of positive integral solutions $p, q$ of $b p^{r}-a q^{r}=c$.
A. Hurwitz ${ }^{212}$ proved that, if $m$ and $n$ are positive integers not both even, $x^{m} y^{n}+y^{m} z^{n}+z^{m} x^{n}=0$ has integral solutions $\neq 0$ if and only if $u^{t}+v^{t}+w^{t}=0$ has such solutions, where $t=m^{2}-m n+n^{2}$. Cf. Bouniakowsky, ${ }^{149} \mathrm{Ch}$. XXIII.

Hurwitz, ${ }^{213}$ after citing Dickson's ${ }^{199}$ proof by cyclotomy, gave an elementary, but long, proof that, if $a, b, c$ are integers $\neq 0$ and $e$ is an odd prime,

$$
a x^{e}+b y^{e}+c z^{e} \equiv 0(\bmod p)
$$

has $A$ sets of solutions $x, y, z$ each not divisible by the prime $p$, where

$$
\frac{A}{p-1}>p+1-(e-1)(e-2) \sqrt{p}-\eta^{e} \quad(\eta=0,1 \text { or } 3)
$$

Hence $A>0$ when $p$ exceeds a limit depending on $e$.
A. Wieferich ${ }^{214}$ proved that if $x^{p}+y^{p}+z^{p}=0$ is possible in integers prime to $p$, where $p$ is an odd prime, then $2^{p-1}-1$ is divisible by $p^{2}$. He deduced this criterion from the conditions (13) derived by Mirimanoff ${ }^{180}$

[^570]from Kummer's criterion. Shorter proofs have since been given by Mirimanoff ${ }^{223}$ and Frobenius. ${ }^{228}$
P. Mulder ${ }^{215}$ noted that if $n$ is an odd prime and $a^{n}+b^{n}$ is divisible by $n$, it is divisible by $n^{2}$. Proof as by Kummer. ${ }^{25}$

Chr. Ries ${ }^{216}$ argued that $a^{2 n}+b^{2 n}=c^{2 n}(n>1)$ is impossible in integers by considering the two factors of $a^{2 n}$ whose difference is $2 b^{n}$, but assumed that every prime factor of $2 b^{n}$ divides $b$.
G. Cornacchia ${ }^{217}$ employed the theory of roots of unity to investigate the number of sets of solutions of $x^{n}+y^{n} \equiv 1(\bmod p)$, where $p$ is a prime of the form $n k+1$. There are proper solutions for $n=3$ if $p \neq 7,13$; for $n=4$, if $p \neq 5,13,17,41$; for $n=6$, if $p \neq 7,13,19,43,61,97,157,277$; for $n=8$, if , $\neq 17,41,113$; for $n$ any odd prime if $p>(n-2)^{2} n(n-1)+2(n+3)$. For $p$ a prime $n k+1, x^{n}+y^{n}+z^{n} \equiv 0(\bmod p)$ has proper solutions for $n=4$ if $p \neq 5,17,29,41$ [Gegenbauer ${ }^{126}$ ]; for $n=6$, if $p \neq 13,61,97,157,277$, $31,223,7,67,79,139$; for $n=8$ if $p \neq 17,41,113,89,233,137,761$. He proved a theorem like that of Dickson, ${ }^{199}$ but with a limit

$$
p>(e-2)^{2} e(e-1)+2(e+3)
$$

which is larger than Dickson's if $e>3$.
A. Flechsenhaar ${ }^{218}$ considered, for $n$ a prime $>3$,

$$
\begin{equation*}
x^{n}+y^{n}-z^{n} \equiv 0\left(\bmod n^{2}\right) \tag{16}
\end{equation*}
$$

for $x, y, z$ prime to $n$. We may set $x<n, y<n, x+y=z$. Multiply (16) by $\rho_{1}^{n}$ and $\rho_{2}^{n}$ in turn, where $\rho_{1} x \equiv 1, \rho_{2} y \equiv 1(\bmod n)$. Hence the solvability of (16) implies that of

$$
\begin{equation*}
1+b^{n}-(b+1)^{n} \equiv 0, \tag{17}
\end{equation*}
$$

$$
c^{n}+1-(c+1)^{n} \equiv 0 \quad\left(\bmod n^{2}\right),
$$

where $b \equiv \rho_{2} x, c \equiv \rho_{1} y$, whence $b c \equiv 1(\bmod n)$. These conditions continue to hold after $b$ is replaced by $b-n$, and $c$ by $c-n$. We get

$$
1+(n-t-1)^{n}-(n-t)^{n} \equiv 0, \quad t=b \text { or } c .
$$

Since these have the form of ( 17 ), it is stated that $(n-b-1)(n-c-1) \equiv 1$, whence $b+c+1 \equiv 0(\bmod n)$, by a false analogy, as no proof had been given that, for every pair of solutions $b, c$ of (17), we have $b c \equiv 1$.

Admitting $b+c+1 \equiv 0, b c \equiv 1, b \neq c$, we have $n=6 m+1$. Solutions $b, c$ then exist and are tabulated for $n$ a prime $\leqq 307$. But (p. 274) for $n$ a prime $6 m-1$, (16) has no solutions prime to $n$.
J. Nemeth ${ }^{219}$ noted that $x^{k}+y^{k}=z^{k}, x^{l}+y^{l}=z^{l}$ have no common sets of positive solutions if $k, l$ are distinct positive integers.
J. Kleiber ${ }^{220}$ stated that if $n$ is an odd prime, $x, y, z$ are relatively prime, and $y, z$ not divisible by $n, x^{n}+y^{n}=z^{n}$ implies that

$$
x+\epsilon^{i} y=\left(p+\epsilon^{i} q\right)^{n} \quad\left(i=0,1, \cdots, n-1 ; \epsilon^{n}=1\right),
$$

which readily give $y=0$. But he had assumed that the laws of factorization of integers hold for numbers involving $\epsilon$, had not specified the kind of

[^571]quantity whose $n$th power is $x+\epsilon y$, and in giving the quantity the notation $p+\epsilon q$ had not specified the nature of $p$ and $q$.

Welsch ${ }^{221}$ repeated a proof due to Catalan. ${ }^{121}$
D. Mirimanoff ${ }^{222}$ considered the relation of $F=x^{l}+y^{l}+z^{l}=0$ to cubic congruences. Let $x, y, z$ be the roots of $t^{3}-s_{1} t^{2}+s_{2} t-s_{3}=0$. Thus $F=\phi\left(s_{1}, s_{2}, s_{3}\right)$, where $\phi$ is a polynomial of degree $l$ with integral coefficients. We have $s_{1} \equiv 0(\bmod l)$. Let $x, y, z$ be prime to $l$. By Legendre, ${ }^{17} s_{1}^{l}-F$ is divisible by $l(x+y)(x+z)(y+z)=l\left(s_{1} s_{2}-s_{3}\right)$; call the quotient $P\left(s_{1}, s_{2}, s_{3}\right)$. Since $s_{1} s_{2}-s_{3}$ is prime to $l$, and since $s_{1}^{2}$ is divisible by $l^{l}, F=0$ gives $P\left(0, s_{2}, s_{3}\right) \equiv 0(\bmod l)$. Hence if $F=0$ has solutions prime to $l$,

$$
t^{3}+s_{2} t-s_{3} \equiv 0 \quad(\bmod l)
$$

subject to $P \equiv 0$, has three roots. For $l=3$, then $P=1$ and $F=0$ is impossible in integers prime to $l=3$. For $l=5, P=-s_{2}$; but if $s_{2} \equiv 0$, the discriminant of the cubic congruence is $-27 s_{3}^{2}$, a quadratic non-residue of $l$, so that it does not have three roots. The same argument applies to $l=11$. For $l=17$, the discriminant is a residue and there are three roots or no root; the first case is excluded by the fourth criterion of Cailler (ibid., 10, 1908, 486 ; see p. 255 of Vol. I of this History) for cubic congruences. The method fails for $l=3 m+1$, since we may now have $s_{2} \equiv 0$.

Mirimanoff ${ }^{223}$ employed Euler's expression for $1-2^{p-2}+3^{p-2}-\cdots \pm y^{p-2}$ as a polynomial in $y$ to obtain a short proof of the final congruence used by Wieferich to prove his criterion that $2^{p-1} \equiv 1\left(\bmod p^{2}\right)$.
B. Lind ${ }^{224}$ proved that $x^{2}+y^{3}=z^{6}$ is impossible in integers. If $x^{n}+y^{n}=z^{n}$ is impossible, so are $Z^{2 n}-X^{2}=4 Y^{n}$ and $s(2 s+1)=t^{2 n}$. The last equation implies $s=t_{1}^{2 n}, 2 s+1=t_{2}^{2 n}, t_{1} t_{2}=t$, whence $t_{2}^{2 n}-1=2\left(t_{1}^{2}\right)^{n}$, a case of Liouville's ${ }^{32}$ equation. For a simpler proof, see Kempner. ${ }^{281}$
J. Westlund ${ }^{225}$ noted that, if $n$ is an odd prime,

$$
x^{n}+y^{n}=(x+y-y)^{n}+y^{n}=(x+y)^{n}-n(x+y)^{n-1} y+\cdots
$$

is divisible by $n^{2}$ if by $n$. Hence $x^{n}+y^{n}=n z^{n}$ is impossible if $z$ is prime to $n$.
R. D. Carmichael ${ }^{226}$ proved that, if $p$ and $q$ are primes, $p^{m}-q^{n}=1$ only for $m=1, q=2, p=2^{n}+1 ; m=q=2, n=p=3 ; n=1, p=2, q=2^{m}-1$.
A. Fleck ${ }^{227}$ distinguished cases $A$ and $B$ according as none or one (say $x$ ) of the integral solutions $\neq 0$ of $x^{p}+y^{p}+z^{p}=0$ is divisible by the odd prime $p$. Set $s=x+y+z$. Then

| (A) $y+z=a^{p}$, | $z+x=b^{p}$, | $x+y=c^{p}$, | $s=-a b c p^{3} G M$, |
| :--- | :--- | :--- | :--- |
| (B) $y+z=p^{2 p-1} a^{p}$, | $z+x=b^{p}$, | $x+y=c^{p}$, | $s=-a b c p^{2} G M$. |

He considered the six quantities

$$
\begin{array}{ll}
y^{2}+y z+z^{2}=G J, & x^{2}-y z=G J_{1}, \\
z^{2}+z x+x^{2}=G K, & y^{2}-z x=G K_{1}, \\
x^{2}+x y+y^{2}=G L, & z^{2}-x y=G L_{1},
\end{array}
$$

[^572]and proved that (i) $s$ has no factor other than a divisor of $G$ in common with one of these six expressions; (ii) any two of the six have no common factor other than a divisor of $G$, so that $J, \cdots, L_{1}$ are relatively prime in pairs; (iii) $J, \cdots, L_{1}$ are products of primes of the form $6 \mu p+1$; (iv) $x^{3 p} \equiv y^{3 p} \equiv z^{3 p}\left(\bmod G J K L J_{1} K_{1} L_{1}\right)$.
G. Frobenius ${ }^{228}$ gave a simple proof of the criterion of Wieferich, ${ }^{214}$ using Mirimanoff's ${ }^{180}$ formulation of Kummer's criterion to show that
$$
\sum_{r, s=0}^{\lambda-1}(-1)^{r-s}(r-s)^{\lambda-2} t^{s}
$$
is congruent modulo $\lambda$, for every $t \neq 0, \pm 1$, to both
$$
c=\phi_{p-1}(1), \quad \frac{1+t}{1-t} c
$$
whence $c \equiv 0(\bmod \lambda)$, so that $2^{\lambda-1} \equiv 1\left(\bmod \lambda^{2}\right)$.
A. Gérardin ${ }^{229}$ gave a brief history and extensive bibliography of the subject. He conjectured that Fermat's last theorem could be proved by showing that the difference or the sum of two $n$th powers ( $n>2$ ) is always comprised between two consecutive $n$th powers.
P. Bachmann ${ }^{230}$ gave an account of results obtained hy elementary methods, chiefly those by Abel, ${ }^{16}$ Legendre, ${ }^{17}$ Wendt, ${ }^{162}$ and Dickson. ${ }^{195}$ " The remark ( p .461 ) that all primes $<100$ are regular wats corrected on p. 480.
H. Stockhaus ${ }^{231}$ gave a lengthy exposition of known mothouls for exponents $3,5,7$, with suggestions of doubtful value on the general mae.

* K. Rychlik ${ }^{232}$ gave a proof for exponents 3, 4, 5.
* Ed. Barbette ${ }^{233}$ proved some inequalitics.
F. Bernstein ${ }^{234}$ proved Fermat's theorem under assumptions mider than those of Kummer. ${ }^{76}$ The second case (that in which one of the three numbers is divisible by the prime exponent $l$ ) is proved by means of the assumption that the class number of the field $k(Z)$ of the ${ }^{\prime \prime \prime}$ th roots uf unity is divisible by $l$, but not by $l^{2}$; and again by means of the assumption that $k(Z)$ contains no class belonging to the exponent $l^{2}$, while the class number of $k\left(\zeta+5^{-1}\right)$ is prime to $l$, where $\zeta^{l}=1$. The first case (that. in which the three numbers are prime to $l$ ) is proved from the assumptions (i) that the second factor $h_{2}$ of the class number of $k(\zeta)$ is divisible $h y l$, and (ii) if $l^{m}$ is the highest power of $l$ dividing $h_{2}$, then in the "Teilklassenkïrler" of the $l^{4}$ th degree every ideal of $k(\zeta)$, whose $l$ th power is a principal ideal in $k(\zeta)$, is itself a principal ideal. [See Vandiver's ${ }^{296}$ criticisms.]
${ }^{288}$ Sitzungsber. Akad. Wiss. Berlin, 1909, 1222-4. Reprintexd in Jour. fur Math., 1:N, 1414
$314-6$.
${ }^{229}$ Historique du dernier théorème de Fermat, Toulouse, 1910, 12 pp. Fixtruct in Aman. frang. av. sc., $39, \mathrm{I}, 1910,55-6$. All of his references are found in the premat chapher
${ }^{220}$ Niedere Zahlentheorie, 2, 1910, 458-476.
${ }^{211}$ Beitrag zum Beweis des Fermatschen Satzes, Leipzig, 1910, (א) pp.
${ }^{223}$ Casopis, Prag, 39, 1910, 65-86, 185-195, 305-317 (Bohemian).
${ }^{23}$ Le dernier théorème de Fermat, Paris, 1910, 10 pp .
${ }^{24}$ Göttingen Nachrichten, 1910, 482-488, 507-516.

Ph. Furtwängler ${ }^{35}$ proved, in extension of Kummer's ${ }^{76}$ work, that if $\alpha^{l}+\beta^{l}+\gamma^{2}=0$, where $\alpha, \beta, \gamma$ are numbers, prime to $L=(\zeta-1)$, of the field $k(\zeta), \zeta^{l}=1$, and if $\alpha \equiv a, \beta \equiv b, \gamma \equiv c(\bmod L)$, where $a, b, c$ are rational, and if $k(\zeta)$ contains no ideal belonging* to the exponent $2 j+1$ modulo $L$, then, if $x, y$ are any two of $a, b, c$,

$$
\left[\frac{d^{2 j+1} \log \left(x+e^{v} y\right)}{d v^{2 j+1}}\right]_{v=0} \equiv 0 \quad(\bmod l) .
$$

By Mirimanoff, ${ }^{180}$ this congruence can not hold when $j=1,2,3$ or 4 . Hence if $k(\zeta)$ does not contain ideals belonging to each of the exponents $3,5,7,11$, Fermat's equation is impossible in numbers prime to $l$ in $k(\zeta)$. The same conclusion holds if the class number $H$ is at most divisible by $l^{3}$.
E. Hecke ${ }^{236}$ proved that $x^{l}+y^{l}+z^{l}=0$ is impossible in integers $x, y, z$, each not divisible by the odd prime $l$, if the first factor $h_{1}$ of the class number $H$ of the field defined by an $l$ th root of unity is divisible by $l$, but not by $l^{2}$.
D. Mirimanoff, ${ }^{237}$ making use of his ${ }^{180}$ criterion, proved that if $x^{p}+y^{p}+z^{p}=0$ has solutions prime to $p$, each of the six ratios $x / y, \cdots$ is a root $t$ of

$$
\prod_{i=1}^{m-1}\left(t+\alpha_{i}\right) \sum_{i=1}^{m-1} \frac{R_{i}}{t+\alpha_{i}} \equiv 0 \quad(\bmod p), \quad R_{i}=\frac{\phi_{p-1}\left(-\alpha_{i}\right)}{\left(1-\alpha_{i}\right)^{p-1}},
$$

where $\alpha_{1}, \cdots, \alpha_{m-1}$ are the roots $\neq 1$ of $z^{m}=1$. For $m=2$ or 3 , at least two of the six ratios are incongruent, so that our congruence, being of degree $<2$, is an identity; taking $t=-1$ and applying

$$
q(m)=\frac{m^{p-1}-1}{p} \equiv \sum_{i=1}^{m-1} \frac{R_{i}}{1-\alpha_{i}} \quad(\bmod p),
$$

we get $q(m) \equiv 0$. Besides Wieferich's $q(2) \equiv 0$, we have $q(3) \equiv 0$. Thus the initial equation is impossible in integers prime to $p$ for all prime exponents $p$ such that either $q(2)$ or $q(3)$ is not divisible by $p$; in particular, for all prime exponents of the form $2^{a} 3^{b} \pm 1$ or $\pm 2^{a} \pm 3^{b}$.
G. Frobenius ${ }^{238}$ proved the last two criteria and deduced (13) from (8) more simply than had Mirimanoff. ${ }^{180}$ Set $b^{2 n}=(-1)^{n-1} B_{n}, b^{2 n+1}=0$, $b^{1}=-\frac{1}{2}$, so that the Bernoullian numbers are given symbolically by $(b+1)^{n}-b^{n}=0(n>1)$. Set

$$
\begin{gathered}
F(x, y)=\sum_{r=0}^{p-1}\binom{y}{r}(x-1)^{r}, \\
\underline{F(x, y) x^{m}=\sum_{r}\binom{y+m}{r}(x-1)^{r}+(x-1)^{p} G(x, y),} \\
m x G_{m}(x)=G(x, m b)-G(0, m b) \frac{x^{m}-1}{x-1}, \\
m F(x)=F(x, m b)-\{F(0, m b)-m p q\}(x-1)^{p-1} .
\end{gathered}
$$

[^573]Then

$$
F(x)\left(x^{m}-1\right)+\sum_{n=1}^{p-1} \frac{1-x^{n}}{n}=(x-1)^{p} x G_{m}(x),
$$

from which the results of the paper follow. The six ratios of the three solutions prime to $p$ of Fermat's equation satisfy the congruence $G_{m}(x) \equiv 0$ $(\bmod p)$ of degree $m-2$. Hence, if $m=2$ or $3, G_{m}$ vanishes identically. But $G_{m}(1) \equiv\left(1-m^{p-1}\right) / p$.
A. Fleck ${ }^{239}$ proved, as an extension of his ${ }^{227}$ theorem (iii), that the prime factors of $J_{1}, K_{1}, L_{1}$ are of the form $6 \nu p^{2}+1$. Hence $J, \cdots, L_{1}$ are all of the form $6 \mu p^{2}+1$. For any prime factor $j$ of the form $6 \mu p+1$ of $J$, $(t y)^{6 \mu} \equiv(t z)^{6 \mu} \equiv 1(\bmod j)$, where $t=1$ in case $A, t=p$ in case B. A like result is said to hold for the prime factors of $K$ or $L$.
E. Dubouis ${ }^{240}$ defined, in honor of Sophie Germain, a " sophien" of a prime $n$ to be a prime $\theta$, necessarily of the form $k n+1$, for which $x^{n} \equiv y^{n}+1$ $(\bmod \theta)$ is impossible in integers prime to $\theta$. He stated that Pepin ${ }^{109}$ proved that the sophiens of $n$ are finite in number, whereas Pepin proved this only for $n=3$. If the resultant of $a^{k}=1,(a+1)^{k}=1$ is not divisible by $\theta$, then $\theta$ is a sophien of $n$ [Wendt ${ }^{152}$ ].
B. Lind ${ }^{241}$ gave an exposition of various papers dealing with Fermat's last theorem without the use of complex integers or ideals, but unfortunately interpolated careless remarks of his own. Of the results claimed by Lind to be novel, equations (19)-(26) are correct, but long known, while (27) is not proved, viz., that $x+y-z \equiv 0(\bmod 9)$ if $x^{n}+y^{n}=z^{n}$, it being proved only for modulus 3 . This error gave rise to later errors in his inequalities (p.32) and his equations (95), (106b). His attempt (pp. 61-5) to prove by use of congruences Fermat's last theorem contains several serious errors besides the dependence on (27). The bibliography is quite extensive.
J. Joffroy ${ }^{242}$ noted that, if $F=x^{37}+y^{37}-z^{37}=0$ for integers $x<y<z$, then $x>P+1=1919191$. For, $x^{37}-x=P m, P=2 \cdot 3 \cdot 5 \cdot 7 \cdot 13 \cdot 19 \cdot 37$; so that

$$
F+P m_{1}=x+y-z, \quad m_{1}>0 .
$$

T. Hayashi ${ }^{243}$ proved that if, for $n$ an odd prime, $x^{n}+y^{n}=n z^{n}$, or if $x^{n}+y^{n}=z^{n}$ for $z$ divisible by $n$, then $b_{0}+b_{1}+\cdots+b_{s} \equiv 0\left(\bmod n^{2}\right)$, where $s=(n-1) / 2$, and the $b$ 's are the coefficients of the polynomial $Y$ satisfying the identity

$$
4^{\xi^{n}-1} \frac{\xi-1}{\xi-1}=Y^{2}-(-1)^{n} n Z^{2}
$$

where

$$
Y=b_{0} \xi^{a}+b_{1} \xi^{n-1}+\cdots+b_{s}, \quad Z=c_{0} \xi^{a-1}+\cdots+c_{\Delta-1},
$$

[^574]while
\[

$$
\begin{gathered}
\eta=b_{0} y^{s}-b_{1} y^{s-1} x+\cdots+(-1)^{s} b_{s} x^{s} \\
x \zeta=c_{0} x y^{s-1}-c_{1} x^{2} y^{s-2}+\cdots+(-1)^{-1} c_{s-1} x^{s}
\end{gathered}
$$
\]

are such that $\eta^{2}-(-1)^{8} n(x \zeta)^{2}$ has as divisors only 2 and numbers of the form $r^{2}-(-1)^{3} n t^{2}$. The initial equations are both impossible if $n=5$ or 13 .
A. E. Pellet ${ }^{244}$ considered for a prime $p=h n+1$, having $g$ as a primitive root, the number $h N_{3}$ of times that

$$
g^{i n}+g^{j n}+g^{k n} \equiv 0 \quad(\bmod p) \quad(i, j, k=0,1, \cdots, h-1)
$$

By use of the equation for the $n$ periods of the $p$ th roots of unity it is shown that $p N_{3}$ has the limits $h^{2} \pm \sqrt{(p-h)^{3}}$, whence [error ${ }^{245}$ ] the inferior limit is positive if $h>n \sqrt{n}$. Hence in that case, $x^{n}+y^{n}+1 \equiv 0(\bmod p)$ has solutions prime to $p$. Cf. Libri. ${ }^{24}$
D. Mirimanoff ${ }^{246}$ reproduced his ${ }^{237}$ paper and used his first formula to obtain results concerning $q(5)$ and $q(7)$. Also he proved that $\phi_{p-1}(t)$ is divisible by $p$ not only when $t$ is one of the six ratios $\tau=x / y, \cdots$, but also for $t=-\tau$ and $t=-\tau^{2}$. Finally, he proved Sylvester's formula for $q(m)$ [Vol. I, Ch. IV of this History].
A. Thue ${ }^{247}$ proved that, if $n$ is a prime $>3$, and $\epsilon$ is an imaginary $n$th root of unity, and each $B_{i}$ is an integer numerically $\leqq K>0$,

$$
\left|B_{0}+B_{1} \epsilon+\cdots+B_{n-2} \epsilon^{n-2}\right| \geqq \frac{\tan \pi /(2 n)}{\{(2 n-3) K\}^{(n-3) / 2}},
$$

if not every $B_{i}=0$. Next, for $R$ an integer, let $P Q=R^{n}$, where

$$
P=\sum_{i=0}^{n-2} A_{i} \epsilon^{i}, \quad Q=\Sigma B_{i} \epsilon^{i}, \quad\left|A_{i}\right| \leqq S, \quad\left|B_{i}\right| \leqq T .
$$

Then for a suitably chosen $k$ and integers $f_{i}, g_{i}$ such that

$$
\left|f_{i}\right|<2\left\{k[(2 n-3) T]^{1 / n}+1\right\}, \quad\left|g_{i}\right|<2\left\{k[(2 n-3) S]^{1 / n}+1\right\},
$$

we have $P / R=-B / A$, where $A=\Sigma f_{i} \epsilon^{i}, B=\Sigma g_{i} \epsilon^{i}$. It is stated that application can be made to Fermat's equation

$$
a^{n}=c^{n}-b^{n}=\Pi\left(c-\epsilon^{i} b\right) .
$$

If $a^{n}+b^{n}=c^{n}$ for relatively prime integers ( $p$. 15), we can find positive integers $p, q, r$, each $<\sqrt{3 c}$, such that $p a+q b=r c$. Hence

$$
(a r)^{n}+(b r)^{n}=(p a+q b)^{n}
$$

whence $q^{n}-r^{n}$ is divisible by $a$.
Thue ${ }^{248}$ proved that if $y^{n}=x^{n}+1, n>3$, the most general solution of

$$
A^{n}+B^{n}=\left(c_{0}+c_{1} y+\cdots+c_{n-1} y^{n-1}\right)^{n}
$$

where $A, B$ and each $c$ are integral functions of $x$, is

$$
f^{n}+(f x)^{n}=(f y)^{n}
$$

where $f$ is an arbitrary integral function of $x$.

[^575]* D. N. Ranucci wrote a pamphlet, Risoluzione dell'equazione

$$
x^{n}-A y^{n}= \pm 1
$$

con una nuova dimostrazione dell' ultimo teorema di Fermat, Roma, 1911, 23 pp .
F. Mercier ${ }^{248 a}$ noted that we may take $x<y<z$ if $n>1$, whence

$$
x^{n}=z^{n}-y^{n}=(z-y)\left(z^{n-1}+y z^{n-2}+\cdots\right)>(z-y) n y^{n-1}>n y^{n-1}
$$

$n / x<(x / y)^{n-1}<1, n<x$. This lemma, instead of helping him to prove Fermat's last theorem, led him to commit the error of saying that $3^{n}+y^{n}=z^{n}$ is solvable when $n$ is any integer $>1$ because it is solvable when $n=2$.

Ph. Furtwängler ${ }^{249}$ proved by use of Eisenstein's law of reciprocity for residues of $l$ th powers, where $l$ is an odd prime, that every integral divisor $r$ of $x_{i}$ satisfies

$$
\begin{equation*}
r^{l-1} \equiv 1 \quad\left(\bmod l^{2}\right) \tag{18}
\end{equation*}
$$

if $x_{1}, x_{2}, x_{3}$ are relatively prime solutions $\neq 0$ of $x_{1}^{l}+x_{2}^{l}+x_{3}^{l}=0$ and $x_{i}$ is prime to $l$. Since one of the $x$ 's is divisible by 2 , we have the criterion of Wieferich. Next, every factor $r$ of $x_{i} \pm x_{k}$ satisfies (18) if $x_{i}+x_{k}$ and $x_{i}-x_{k}$ are prime to $l$. Since one of the $x$ 's is divisible by 3 unless all three are congruent modulo 3 , it follows from the two theorems that, if the $x$ 's are all prime to $l$, (18) holds for $r=3$, which is the criterion of Mirimanoff.
S. Bohniček ${ }^{250}$ proved that integral numbers of the domain of the $2^{n}$ th roots of unity do not satisfy Fermat's equation with the exponent $2^{n-1}$, $n>2$.
H. Berliner ${ }^{251}$ considered $x^{p}=y^{p}+z^{p}$ for $x, y, z$ not divisible by the prime $p>2$. In Abel's formulas $2 x=a^{p}+b^{p}+c^{p}, \cdots$, we may take $a>b>c$. Then $a=b+c \pm 2^{k} e p$, where $2^{k}$ is the highest power of 2 dividing $a b c$, while $e p$ is an odd multiple of 3 . For every $p, a<3(b+c)$; for $p \geqq 5, a<3 b$; for $p \geqq 31, a<3^{1 / 5}(b+c)$; for $p \geqq 37, a<3^{2 / 9} b$. If $p \geqq 5, b>3 p$; if $p \geqq 37$, $b>6 p+1$.
L. Carlini ${ }^{252}$ proved that $x^{n}+y^{n}=z^{n}(n>2)$ is not satisfied by three binary forms in $u$, v, identically in the variables $u$, $v$. Hence a like result holds for polynomials in one or more variables.
J. Plemelj ${ }^{253}$ proved $x^{5}+y^{5}+z^{5}=0$ impossible in $R(\sqrt{5})$ more simply than had Dirichlet. ${ }^{20}$

* B. Bernstein ${ }^{254}$ gave some properties of numbers satisfying $x^{n}+y^{n}=z^{n}$. The latter is proved impossible under certain assumptions on $x, y, z$.
R. D. Carmichael ${ }^{255}$ proved that, if $x^{p}+y^{p}+z^{p}=0$ has integral solutions each not divisible by the odd prime $p$, there exists a positive integer $s<(p-1) / 2$ such that

$$
(s+1)^{p^{2}} \equiv s^{p^{2}}+1 \quad\left(\bmod p^{3}\right)
$$

[^576]We may (pp. 402-3) replace this condition by the simpler one ${ }^{284}$

$$
(s+1)^{p} \equiv s^{p}+1 \quad\left(\bmod p^{3}\right),
$$

as noted by G. D. Birkhoff. The test fails for $p=6 n+1$ since the congruence has a root. $\mathrm{He}^{255 a}$ stated that $x^{6} \pm y^{6} \neq \square$.

N . Alliston ${ }^{256}$ noted that $x^{r} \pm y^{r}=z^{m}$ has integral solutions if $r, m$ are relatively prime positive integers. R. Norrie (pp. 33-4) treated the same problem.
R. Niewiadomski ${ }^{257}$ considered $d_{n}=z^{n}-x^{n}-y^{n}$. If $d_{n}=0$ for $n$ an odd prime, then $d_{2 n+1}$ is divisible by $(x+y)(z-x)(z-y)$. He gave linear relations between $d_{n+1}, d_{n}, d_{n-1}$ and expressions for $d_{n}$ when $d_{1} \equiv 0\left(\bmod n^{k}\right)$ and when $d_{2}=0$. G. Métrod (pp. 215-6) treated the latter case.
E. Landau ${ }^{258}$ noted that the assumptions

$$
x^{p-1} \equiv y^{p-1} \equiv 1 \quad\left(\bmod p^{2}\right), \quad x+y=m p
$$

where $p$ is an odd number $>1$ not dividing $m$, lead to a contradiction. In fact,

$$
1 \equiv x^{p-1} \equiv(m p-y)^{p-1} \equiv-(p-1) m p y^{p-2}+1 \quad\left(\bmod p^{2}\right)
$$

requires that $p$ divide $(p-1) m y^{p-2}$ and hence also $m$.
E. Miot ${ }^{259}$ gave a false expression for the g.c.d. of $2^{x}-1,3^{x}-1$.
H. Kapferer ${ }^{280}$ proved Fermat's theorem for the exponents 6 and 10 by showing by descent that $t^{2}=\left(z^{2} \pm y^{2}\right)^{2}-(y z)^{2}$ is impossible.
H. C. Pocklington ${ }^{261}$ noted that $x^{2 n}+y^{2 n}=z^{2}$ is impossible for all values of $n$ for which $x^{n}+y^{n}=z^{n}$ is impossible. For, if the former has solutions, it has solutions with $x$ prime to $y$ and with $y$ even. Thus $x^{n}=u^{2}-v^{2}$, $y^{n}=2 u v$. Hence $u+v=\alpha^{n}, u-v=\beta^{n}$ and $u, v$ equal $2^{n-1} \gamma^{n}, \delta^{n}$ in some order. Thus $\alpha^{n} \pm \beta^{n}=(2 \gamma)^{n}$.
J. E. Rowe ${ }^{262}$ proved that if $x^{n}+y^{n}=z^{n}$, where $x, y, n$ are odd, then $x+y$ is divisible by $2^{n}$ [evident since the quotient of $x^{n}+y^{n}$ by $x+y$ is composed of $n$ terms and hence is odd]. From this main theorem $I I^{\prime}$ we obtain his theorem $I^{\prime}$ by changing the sign of $y$.

Ph. Maennchen ${ }^{263}$ reported on the history of the theorem. Several (p. 294) proved that $2^{n}+1$ is an exact power only for $2^{3}+1=3^{2}$.
W. Meissner ${ }^{264}$ proved that $x^{p}+y^{p}=z^{p}$ is impossible in integers not divisible by the odd prime $p$ if there exists no integer $v<p$ for which

$$
(v+1)^{p}-v^{p} \equiv 1 \quad\left(\bmod p^{3}\right), \quad v^{8} \equiv 1 \quad(\bmod p)
$$

[cf. Carmichael ${ }^{255}$ ]; also if $p=3^{k} 2^{m} \pm 1$ or $3^{k} \pm 2^{m}$; also if $p$, but not $p^{2}$, is a

[^577]divisor of a number of one of these four forms; and if $p^{2}$ divides one of the four forms, provided $k$ and $m$ are divisible by $p$.

The congruence $5^{x}+7^{y}+11^{2} \equiv 0(\bmod 13)$ was solved by several writers. ${ }^{265}$
T. Suzuki ${ }^{266}$ found the 12 sets of solutions of $5^{x}+8^{y}+11^{z} \equiv 0(\bmod 13)$.
L. Aubry ${ }^{267}$ noted that, if $m$ is prime to $n, x^{m}+y^{m}=z^{n}$ has the solution $x=A^{u} a, y=A^{u} b, z=A^{v}$, where $n v-m u=1, a^{m}+b^{m}=A$. For $m=3, n=2$, he gave a solution involving two parameters.
A. Gérardin ${ }^{267 a}$ gave integral solutions of $x^{3}-y^{2}=z^{n}$ for $2 \leqq n \leqq 8$.
H. S. Vandiver ${ }^{268}$ wrote $q(r)$ for $\left(r^{p-1}-1\right) / p$ and proved that if

$$
x^{p}+y^{p}+z^{p}=0
$$

is satisfied by integers not divisible by the prime $p$, then

$$
q(5)(t-1)(t+2)\left(t+\frac{1}{2}\right) \equiv 0 \quad(\bmod p)
$$

is satisfied by each of the six values $t=x / y, \cdots, z / y$, and either $q(2) \equiv 0$ $\left(\bmod p^{3}\right), q(3) \equiv 0(\bmod p)$, or else $q(2) \equiv q(3) \equiv q(5) \equiv 0(\bmod p)$ and, if $p \equiv 2(\bmod 3), q(7) \equiv 0(\bmod p)$.
E. Swift ${ }^{269}$ proved that neither of $x^{6} \pm y^{6}$ is a square.
H. S. Vandiver ${ }^{270}$ proved that if $x^{p}+y^{p}+z^{p}=0$ is satisfied in integers prime to $p$, then $q(5) \equiv 0(\bmod p)$ and $1+\frac{1}{2}+\frac{1}{3}+\cdots+1 /[p / 5] \equiv 0$ $(\bmod p)$.
G. Frobenius ${ }^{277}$ proved that, if Fermat's equation has integral solutions each prime to the prime exponent $p$, then $q(m)$ is divisibie by $p$ for $m=11$ and $m=17$, and, in case $p \equiv 5(\bmod 6)$, also for $m=7,13,19$. Moreover,

$$
\sum_{l=1}^{m-1}\left\{\frac{(l / m+h)^{p-1}-h^{p-1}}{p-1}\right\} x^{l}
$$

vanishes identically modulo $p$ for $m \leqq 22$ and $m=24,26$. Here the symbolic power $h^{\lambda}$ is to be replaced by the Bernoullian number $b_{\lambda}$.
J. G. van der Corput ${ }^{272}$ proved the impossibility of $x^{5}+y^{5}=A z^{5}$ for $A=1$ and other values.
R. Guimaräes ${ }^{273}$ gave a bibliography and discussed the history of Fermat's last theorem, including Wronski's $s^{66}$ pretentions.
N. Alliston ${ }^{274}$ proved that Fermat's theorem for odd exponents implies that $b^{4 n+2}+c^{4 n+2}=\square$ is impossible if $n>0$.

[^578]P. Montel ${ }^{275}$ proved that if $m, n, p$ are integers for which $1 / m+1 / n+1 / p$ $<1$, it is impossible to find three integral functions of a variable such that $x^{m}+y^{n}+z^{p}=0$; in particular, $x^{m}+y^{m}+z^{m} \neq 0$ if $m>3$.
P. Kokott ${ }^{276}$ proved that $x^{11}+y^{11}+z^{11}=0$ is impossible in integers prime to 11 , using residues modulo 11 of symmetric functions of $x, y, z$.
W. Mantel ${ }^{277}$ proved that if $n>3$ and $p$ are primes, $x^{n}+y^{n}+z^{n} \equiv 0$ $(\bmod p)$ is impossible in integers prime to $p$ unless $p=(6 k n-n-3) /(n-3)$.
E. T. Bell stated and F. Irwin ${ }^{278}$ proved that if $x^{n}-y^{n}$ is a prime $2^{a} r+1$ for $r$ a prime $>2$ and $n>2$, then $n=3, x=2, y=1$.
A. Gérardin ${ }^{279}$ proved that $10^{k}+1=z^{n}$ is impossible in integers if $n>1$.
H. H. Mitchell ${ }^{280}$ treated the solution of $c x^{\lambda}+1=d y^{\lambda}$ in a Galois field.
A. J. Kempner ${ }^{281}$ gave a simple proof that $a^{2 n}-1=2 b^{n}$ has only the integral solutions $a= \pm 1, b=0$ [Liouville, ${ }^{32}$ Lind ${ }^{224}$ ].
A. Korselt ${ }^{282}$ proved, without using integrals as had R. Liouville, ${ }^{105}$ that $x^{m}+y^{n}+z^{r}=0$ is not solvable in relatively prime integral rational functions of a variable $t$ if each exponent exceeds 2 or if one exponent is 2 and the others exceed 3 , the case ${ }^{282 a} x^{3}+y^{5}+z^{2}=0$ not being decided. In all the remaining cases, the initial equation is solvable Cf. Velmine, ${ }^{177}$ Montel. ${ }^{275}$

* J. Schur ${ }^{283}$ gave a simpler proof of Dickson's ${ }^{199}$ theorem.
L. Aubry ${ }^{284}$ proved that $a \cdot 10^{k}+1 \neq z^{n}$ if $0<a<10, k>1$, and $n$ is a prime $>1$.
E. Maillet ${ }^{285}$ considered $a^{m}+b^{m}=c^{m}$ for $m=n / p$, where $n, p$ are relatively prime positive integers and $p>1$. It has integral solutions each $\neq 0$ if and only if

$$
a_{2}^{m} a_{1}^{n}+b_{2}^{m} b_{1}^{n}=c_{2}^{m} c_{1}^{n}
$$

has integral solutions each $\neq 0$ such that $a_{1}, b_{1}, c_{1}$ are prime to $p$ and relatively prime in pairs, while $a_{2}, b_{2}, c_{2}$ are relatively prime in pairs and have no prime factors other than those of $p$. The last equation can be given a similar form in $a_{1}^{1}, b_{1}^{1}, c_{1}^{1}, a_{2}^{1}, b_{2}^{1}, c_{2}^{1}$, which are relatively prime in pairs, while any prime factor $\lambda$ of $a_{2}^{1}, b_{2}^{1}$ or $c_{2}^{1}$ is a divisor of $p$ such that $m \leqq 1 /(\lambda-1)$. In particular, if $m>1 /(\mu-1)$, where $\mu$ is the least prime factor of $p$, Fermat's equation with the exponent $m$ is equivalent to one with the exponent $n$. This is also the case if one of $a_{2}, b_{2}, c_{2}, a_{2}^{1}, b_{2}^{1}, c_{2}^{1}$ is an exact $p$ th power and hence if $p$ has at most two distinct prime factors. Corresponding results hold for $a^{m_{1}}+b^{m_{s}}=c^{m_{3}}$, with any fractional exponents, and with $a, b, c$ relatively prime in pairs.

[^579]For reports on $q_{u}=\left(u^{p-1}-1\right) / p$, see Ch. IV of Vol. I of his History. There are additional notes by $*$ E. Haentzschel ${ }^{286}$ on $2^{p-1} \equiv 1\left(\bmod p^{2}\right)$, $p=1093$, and H. E. Hensen ${ }^{287}$ on the computation of $q_{u}$.
L. E. Dickson ${ }^{288}$ gave an account of the history of Fermat's last theorem and the origin and nature of the theory of algebraic numbers.
F. Pollaczek ${ }^{289}$ proved that, if $x^{p}+y^{p}+z^{p}=0$ has integral solutions prime to $p$, then $q_{u}$ is divisible by $p$ if $u \leqq 31$ for all primes $p$ except a finite number; also, $x^{2}+x y+y^{2} \equiv 0(\bmod p)$ is impossible.
W. Richter ${ }^{290}$ proved Korselt's ${ }^{282}$ result for the special case $m=n=r$. There exist rational integral functions $x, y, z$ of $t$ satisfying $f \equiv x^{n}+y^{n}+z^{n}=0$ if and only if the genus $\frac{1}{2}(n-1)(n-2)-d-r$ of the curve is zero, where $d$ is the number of double points and $r$ the number of cusps. But $d=r=0$ since $\partial f / \partial x=0$, etc., hold only for $x=y=z=0$. Hence $n=1$ or 2 .
H. S. Vandiver ${ }^{291}$ gave an expression for the residue modulo $\lambda^{n}$ of Kummer's ${ }^{61}$ first factor $h_{1}$ of the number of classes of ideals in the domain defined by a $\lambda$ th root of unity. In terms of Bernoulli numbers we can infer necessary and sufficient conditions that $h_{1}$ be divisible by any given power of $\lambda$. He ${ }^{292}$ stated that if $x^{p}+y^{p}+z^{p}=0$ holds for integers not divisible by the prime $p$, then $23^{p-1} \equiv 1\left(\bmod p^{2}\right)$ for $p \equiv 1(\bmod 11)$, and that the Bernoulli number $B_{s}$ is divisible by $p^{2}$ for $s=(t p+1) / 2, t=p-4$, $p-6, p-8, p-10$.
A. Arwin ${ }^{293}$ gave a method to solve $(x+1)^{p}-x^{p} \equiv 1\left(\bmod p^{2}\right), p$ a prime.

Vandiver ${ }^{294}$ derived from one source the theorems of Furtwängler ${ }^{249}$ and the criterion of Kummer ${ }^{76}$ for solutions prime to $p$ of $x^{p}+y^{p}=z^{p}$.
P. Bachmann ${ }^{295}$ gave an almost complete reproduction of the papers by Abel, ${ }^{16}$ Legendre, ${ }^{17}$ Dirichlet, ${ }^{20}$ Kummer, ${ }^{61}$ Wendt, ${ }^{152}$ Mirimanoff, ${ }^{180,}{ }^{246}$ Dickson, ${ }^{195-6,199}$ Wieferich, ${ }^{214}$ Frobenius, ${ }^{228,}{ }^{238}$ and Furtwängler. ${ }^{249}$

Vandiver ${ }^{296}$ employed the first factors $h_{1}$ and $k$ of the class numbers of the fields of the $p^{n}$ th and $p^{n-1}$ th roots of unity respectively, and the value of $k_{1}=h_{1} / k$ due to J. Westlund, ${ }^{297}$ and proved that $k_{1}$ is divisible by $p$ if and only if at least one of the first $(p-3) / 2$ Bernoulli numbers is divisible by $p$. Bernstein's ${ }^{234}$ first assumption in his second case therefore implies that $p=l$ is a regular prime (so that his result forms no extension over Kummer ${ }^{61}$ ), while the assumptions in his first case do not as claimed include those of Kummer. ${ }^{76}$ It is shown that 101, 103, 131, 149, 157 are the only irregular primes between 100 and 167.

[^580]The Encyclopedie des sc. math., I, 3, p. 473, cited the criteria $q(2) \equiv 0$, $q(3) \equiv 0(\bmod p)$, without stating that the unknowns are prime to $p$.

On $u^{3}+v^{3}=h p^{3}$, where $h$ is a prime, see Baer ${ }^{224}$ of Ch. XXI. Thue ${ }^{236}$ of Ch. XXI proved that $x^{6}+y^{6} \neq z^{6}$, also that $x^{6}+y^{3} \# z^{2}$ if $z$ is not divisible by 3 .

References (all included in the present account) on Fermat's last theorem occur in the following places: Nouv. Corresp. Math., 5, 1879, 90; Zeitschrift Math.-naturw. Unterricht, 23, 1892, 417-8; Ball's Math. Recreations and Essays, 1892, 27-30; ed. 4, 1905, 37-40; l'intermédiaire des math., 2, 1895, 26, 117-8, 359, 427; 12, 1905, 11-12; 13, 1906, 99; 14, 1907, 258; 15, 1908, 217; 17, 1910, 34, 278; 18, 1911, 255.
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- into squares, 296, 305
- of two forms $x^{2}$-e $y^{2}$, 346-8, 355
Concordant forms, 472-7
Configuration, 149, 592
Congruence, 19, $33,87,408$, $673,678,684,687,692-3$, $700,758,761,766,771-2$, 775 (see lineor, quadratic)
$-x^{n}+y^{n}+z^{n} \equiv 0,734$,

736, 750, 753, 756-7, 762-5, 769, 770, 774
$-1+g^{m} \equiv g^{n}, 739,743,756$
$-A t^{m}+B u^{n}+C v^{l} \equiv 0$, 749, 751, 764, 773-4
Congruent number, 174,435 , 459-472, 615
—— of order $n, 472,701-3$

- to a sum, every number, 86, 87
Continuant, 18̨3, 244, 254, 381
Continued fraction, 19, 21, 32, 47-49, 51-54, 68, 72, 75, 93-94, 99, 149, 182, 198, 219, 233, 237-8, 240, $242-4,250,267-8,295,344$, $350-3,355-8,361,364-5$, 367-372, 374-401, 408-412, 417-8, 473, 540, 587, 641, 673, 686, 762
- bracket notation in, 49, 149, 240, 357
- -, negative, 379, 381

Contravariant, 431
Covariant, 120, 133, 161, 568
Cremona transformation, 85, 320
Cube, 6, 8, 23, 25, 28, 33, 35, 38, 177-180, 187, 246, 251-2, 255-7 (see difference, every, numbers, sum)

- not a sum of 2 cubes, 545-550
- of sum of $n$ numbers plus any one a cube, 607-12
Cubes, equal sums of, 550562
-, relations between, 562-6, 613
Cubic equation, 220, 545613, 661 (see discriminant)
- form, binary, $538,575,662$
-     - made a cube, 566-9
-     - a square, 569 572, 640
- -, ternary, 588-595, 695
- function made square, 457
- residues, 575

Cuttaca, 42, 58
Cyclic method, 63, 346-8, 349, 386
Cyclotomy, 243, 251, 295, 370-2, 376, 398, 736, 750, 753-4, 763, 765, 769, 770

Decomposition into maximum squares, 309,310

-     - triangular numbers, 32
-     - powers, 686

Definite polynomial, 720, 722, 723-4

Denumerant, 123, 134-5
Derivatives of Arbogast, 120, 129, 133, 158
Descent, indefinite, 228, 256, 276, 353, 465, 533, 546, $548,550,574,576,615-9$, 632, 634, 636-8, 738, 748
Determinant, 75, 76, 82-84, 89-93, 95, 121, 125, 244, 291, 314, 416, 556, 594, 679, 689, 695, 741-2, 756
Diagonal number, 342
Diametral number, 167, 170, 342
Difference of 2 squares, 4025, 420, 426, 535, 549
———biquadrates not a square, 615-20
Differences of order $n, 13,14$, 15, 117, 124, 231-2, 366

-     - three squares, 446, 450, 452, 454, 505
-     - two biquadrates, product of two, equal to third, 470
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- cubes, 535, 549, 578581, 607, 662
Differential operator, 134, 154, 162
Digits, 20, 27, 33, 38, 52, 138, $166,309,310,379,459$, 685, 699
Discordant forms, 473
Discriminant of cubic, 548, 595, 662, 736
- equal unity, 695-6

Distributions, 145, 162-3
Divisor with odd conjugate, 130
-product, 701
Divulsions, 101
Dodecahedral, 16, 23
Double equalities, $80,443,445$
Elementary divisor, 83, 90
Elliptic function, 25, 113, 146, 209, 220, 224, 235, 246-7, 249, 250, 262, 265, 285, 293, 295-6, 301, 305, 309, $310,315-8$, 333 , 378, 389, 411, 457, 482, 501, 569, 572, 640-1, 644

- integral, 482,641
- parameter, 592-3

Epicycloid, 254
Equation linear in 1 unknown, 401, 690-1, 700

- quadratic in $x$ and in $y$, 474, 625, 639-642
- with like first $n$ coefficients, 714-6
- polynomial coefficients, 695, 743 (see Pell)
$-x^{m}+y^{n}=z^{l}$ with $x, y, z$ polynomials, 760, 774-5
- $u^{x}-v^{y}=1,731,738$, 744, 747, 752-5, 766
$-a x^{m}+b y^{n}=c z^{2}, 698,737-$ 8, 749, 754-5, 757-9, 761-2, 764, 766, 769, 771-6
- $x^{v}=y^{z}, 687$
$-1 / x_{1}+\ldots+1 / x_{n}=$ 1/a, 688-691
Equivalent, 91, 96, 677
Euclid's g.c.d. process, 45-49, $52,53,61,93,95,352$
Every number a sum of certain numbers, 14, 22-5, 30, 144, 160, 429, 717, 719 (see binomial, congruent, figurate, geometrical, polygonal, pyramidal, sum of squares, triangular, Waring)
-     -         -             - four positive rational cubes, $727-9$
-     -         -             - nine cubes, 23, 717-725
—————three rational cubes, 726-7
—— represented by $\alpha^{2}+$ $2 \beta^{2}+3 \gamma^{2}+6 \dot{\delta}^{2}, 263,270$
-     -         - $3 x^{4}+y^{4}-z^{4}-$ $3 u^{4}, 728$
- odd number represented by $2 x^{2}+y^{2}+z^{2}, 260,264$
Exceptional prime, 741
Factorial, 9, 124, 126, 143, L32, 679-682, 722
Factoring, 395-7, 763
Factors of $(x+y)^{n}-x^{n}$ $y^{n}, 737-8,745-8,751-5$, 760-1
Farey numbers, 149
Fermat's theorem, 55, 171, 238, 251, 281
Fermat's last theorem $x^{n}+$ $y^{n} \neq z^{n}, 731-775$ (see algebraic, Bernouillian, class, congruence, equation, factors, polynomial, regular)
———, $n=3,545-550,767$
- $-7, \quad n=4, \quad 615-620$, 757, 761
$-7-n=5,732-3,735$, 738, 755, 760-1, 771, 773
———, $n=6,732,758,772-$ 3, 776
- $-n=7,663,737$, 739, 746-8, 761
———, $n=10,772$
———, $n=11,774$
———, $n=14,736$
———, $n=37,745,755-6$, 769
———, $n=59, \quad n=67$, 745
-     - , $n$ even, 736-7, 7545, 765, 772-3
- $-n$ fractional, 738, 756, 774
- $-x, y, z$ polynomials, 749, 750, 757, 760, 770-1, 774, 775
———, criterion of Kummer, 744, 761, 785, 767, 775
-     -         -             - Mirimanoff, 761, 768-9, 771
-     -         - Wieferich, 764, 766-8, 771, 775-6
Feuerbach's circles, 201
Figurate number, 5, 7-9, 13, $14,17,18,22,23,29,33-5$, 39
- -, every number a sum of, 13
-     - generalized, 9

Finite number of solutions, 674-5, 764
Fourth power (see biquadrate)

Gamma function, 95, 97, 721, 725
Generating function, 76, 137, $139,148,152-3,157,160$ (101-164, implicitly)
Genus of curve, 169, 592-3, 675-7,775
Geometrical methods, 55-6, $64,66,68,73,87,95,98$, 166, 174-5, 219, 255, 274, 297, 318, 341, 388, 396, 425, 434, 471, 513, 542-3, 546-7, 555-7, 576 590-3, 596, 642, $644,675-6,687$ (see genus, lattice, tangent)
progression, 105, 441, 443, 451, 453, 456, 602-3

- -, every number a sum
of terms of a, 105, 110, 112, 164
Girard's theorem, 228
Gitter (see lattice)
Gnomon, 1
Gonal (see polygonal)
Greatest common divisor, 50, 51, 73, 74, 313, 772 (see Euclid)
Group, 696, 774
Harmonical progression, 4357
Heptagonal, 2, 6, 10, 28
Hermitian form, 289
Heron angle, 199
- parallelogram, 207
-, problem of, 485-7
- triangle, 191

Hexagon, central, 545
Hexagonal, 2, 6, 8, 18, 19, $20,25,31,38,39$
Hexahedral, 16
Hyperbolic function, 389
Hyperelliptic curve, 677
Icosahedral, 16, 23
Ideals (see algebraic)
Indices, $305-6,357,394$
Infinite products, $13,28,31$, 101-5, 113-6, 137, 140-1, 146, 148-9, 163, 234, 245, 313, 317

- series, 13, 16, 19, 20, 24, $26,31,33,71,98,101-6$,
$108,111,113,115-6,119$, $120,127,137,140-1,143$, $146,148-9,155,160,162-3$, $235-6,240,243,245,254$, 262, 265, 277, 283, 285, 292, 297, 305, 313, 333, 337-8, 380, 399, 403, 411, 562, 714-6
Integration, 51, 256, 266, $566,685,722-3,749,751$
Invariant, $92,433,571,592-3$, 643-4
Inverse tangent, 395, 716
Irrational, 93-99
Irreducible, 674, 695
Isobaric function, 132
Jacobi symbol (see Legendre)
Julian period, 61, 62
Kinots, 144
Latin square, 154
Lattice, 51, 52, 66, 68, 87, $95,98,160,162,168,236$, 241, 245, 257, 724
Legendre-Jacobi symbol (m/n), 248, 253, 263-4, $305,308-9,312-4,325-7$, 370, 372, 386, 431
Lemniscate, 389, 398
Like powers, relations between, 585,648 , 682-6, 705-716
Limit, 97, 155, 158, 254, 272, $377,399,400,404,675,686$, 723
Linear congruence in one unknown, 47, 52, 54-64, 693
—————, improper or imaginary solutions of, 55
—— in several unknowns, 86-88
- congruences in $n$ unknowns, 83, 88-93, 423-4, 426
- difference equation, 107111, 115, 158, 368
- differential equation, 144, 393
Linear equation in 2 unknowns, 41-71, 91
-     -         -             - , number of solutions, 50-1, 64-71, 130
- in 3 unknowns, 52, 55, 71-73
— - — - number of solutions, $121,126,128$, $130,132,141,145,152,160$ (101-164, implicitly)
-- in $n$ unknowns, 41, 43, 73-77, 133, 143, 161
—— - - number of solutions, 109, 114, 119, 122, 125-7, 130-1, 134, $140,142,155-6,164$
Linear equations, system of, in 2 unknowns, 66-8
— ———in $n$ unknowns, $73,77-86,150,342$ (see multipartite)
-     - ————, number of solutions, $106,123,144$, 149
-     -         -             -                 -                     - fundamental solution, 75-6, 83-4
ible solution, 85
- form, 93-99
- forms, system of, 84-86, 90, 93-98
-96 , sum of powers of, 95 ,
-- functions made squares, 440, 443-458
- -, product of, 677-9
- inequality, $52,135,153$, 156, 161
Logarithms, 714-6, 741,744-5
Lucas' $u_{n}, v_{n}, 542-3,698$
Magic square, 6, 118, 134, 154, 156, 163
Malfatti's circles, 197
Matrix, $82-85,90,91,95,134$, 139, 153
-, augmented, 83, 84, 90
-, rank of, 84, $90,91,95$
Mean value, 28, 32, 140, 234, 246, 311, 411, 751 (see asymptotic)
Minimum, 94-99, 288, 364, 374, 408, 540, 673
Mobius' function $\mu, 701$
Modul of Dedekind, 92
Modular equation, 389
- system, 85, 91

Multipartite, $123,145,147$, 150-2, 160-2, 163

Node, 139
Norm, 283, 296, 373, 398, 570, 593-4, 677-8, 740
Number and its square sums of 2 consecutive squares, 477, 488-9, 670
Number of divisors, 67, 129, $139,142,162,235-6,238-9$, 242-3, 248, 250, 265, 297, 313, 403-4
—— Fibonacci, 439
—— form $4 a b\left(a^{2}-b^{2}\right), 459$

-     -         - -, quotient a square, 474, 494-5, 661
—— sets of $k$ integers $<x$ and prime to $x, 701$
——solutions of $u_{1} \ldots u_{k}$ $=n, 157,403,679$
$--1 x^{a}+B y^{b}=n$, 751
Numbers a sum of 2 rational cubes, $572-8,729$
-     -         - cubic functions, 578
-     -         - unlike powers, 725-6

Oblique triangle, 214-6 (see rational)
——, automedian, 205, 439

- -, linear relation between angles of, 213-4
——, rational angle-bisectors, 209-213
__- medians, 202-9, 212, 428
Octahedral, 16, 23
Optic formula $1 / x+1 / y=$ $1 / a, 688-691$
Orthogonal substitutions, 530-2

Pack of cards, 157
Parallelogram, rational sides and diagonals, 205-6
一, Heron, 207
-8 , ratio of areas given, 486
Parallelopiped, 267, 487, 502, 613, 670
Partition, 101-164, 250, 270 (see bipartition, circulating, circulator, combinations, combinatory, composition, distributions, generating, multipartite, permutation, separations, symmetric, variations, wave)
-, compound, 123, 141
-, conjugate, 121, 124, 136, 139, 154, 163
-, double, 123
-, graph of, 118, 134, 137, $139,141,142,147,151-4$, 158, 160

- into squares, 296
-, modulo $M, 88$
-, new definition of, 161
-, perfect, 143, 145
-, regularized, 139, 141-2, 152
-, self-conjugate, 136-7, 141
Pell equation, 341-400
- -, upper limits for solutions, 399, 400
-     - in polynomials, 389, 390, 393-4, 397, 743
Pentagon inscribed in circle, 202, 221
Pentagonal, 1, 2, 5, 6, 8, 10, $11,13,16,18-20,22,23,25$, $26,28,29,31,33-35,37$, 113, 147
Permutation of letters, 114 , 131, 147, 155, 157, 162
Pile of bullets, 25
Planude, problem of, 485-7
Polygon, 56, 147, 386, 543, 688
-, rational inscribed, 221
Polygonal divisors, 32
- number, 1-7, 9-22, 24, 2839, 117, 147
——, central, $5,10,12,16$
-     - equal square, $3,10,11$, 13, 38
— , number of ways $a, 3$, 7, 11
— - of second order, 5,10
- -, sum of powers of, 30,34
- numbers, g.c.d. of two, 36
-     - of $m$ sides, every num-
ber a sum of $m, 6,12-14$, 16-18, 29-32, 309
-, sum of, $2,5,19,20,22$, $25,26,28,29,34,35,37$
- residues, 33

Polyhedral, 16, 17, 24
Polynomial in $a+b$ and $a b$ equal to $a^{n}+b^{n}, 737$, 739,745 (see equation)
Primes, 11, 36, 148, 234, 252, 260-1, 264, 266, 396, 681

- sum of two, 282289

Prize, 312, 641, 734, 742, 751, 763
Probability, 28, 158, 214
Product of 2 forms a like form, 431, 470, 570, 594-5, $678,691,697,727-8$

- consecutive integers, $9,56,393,679-682$
- factors $(x+1) / x, 687-8$

Products by twos plus $n$ made squares, 513-520
Pronic, 5, 6, 232-3, 350, 407
Pulverizer, 41-44, 59, 348
Pyramid, rational, 221-4
Pyramidal number, 1-5, 7, 9, $10,14,16-18,20,25,30,34$ - -, central, 5

- -, every number a sum of, $14,23,30$
——, not a cube, 25, 34
Pyramidi-pyramidal, 7
Quadratic congruence, 19 , $279,280,282-8,295-7$, $299-303,325-7,384,408$, 693, 749
- equation in $x, y, 412,485$ (see equation)
- in $n \geqq 3$ unknowns, 419-434
Quadratic form, binary, 11, $17,26,94,184,233,236$, $239,242,247,254,260-3$, $265,269,273-4,331,356$, $359,362,364-5,367,370$, $372,374-9,381,386,391-2$, 398, 401-2, 404-6, 408, 410-1, $417-8,430,507$, 536-7, 541-2, 549, 553-4, 559, 578-9, 619, 637, 657, 697, 699, 707, 712, 733, 741,760 (see composition)
- -, ternary, 17, 260, 264-5, $272-3,282,287,291,294-5$, $379,422,424,429,430-1$
- in $n \geqslant 4$ variables, 263, 288, 308, 311, 313, 330, 332, 335-7, 387, 431, $433,543,724$ (see every) function $=$ cube, 28 , 533-9
$--=$ squáre, $10,13,19$, 341-401, 404-7, 438, 445, 459-532
- $=$ constant, 407-412
-residue, 231, 241, 253, 279, 282, 284, 287, 292, 296, $299,301,325-6,365,370-1$, $378,421-4,432,476,630$, 751, 766
Quadrilateral, 201, 211, 216$221,223,255,449,680$
Quartic equation, 465, 485, 615-671
- form a square, 567,632 , 627-644, 732, 746-8
——, 571
Quaternion, 297
Quotity, 119
Rational group of points, 676-7
Rational oblique triangle, 191-214, 220, 668
- -, circumscribed circle, 191, 195-6, 200-1, 211
-     - -, escribed circles, 195, 200-1, 213
- -, Feuerbach's circles, 201
-     -         - inscribed circle, 194-7, 200-1, 208, 211, 215, 693
————, isosceles, 201, 211
-     - , Malfatti's circles, 197
-     - perimeter, 193, 195-7, 199, 200-1, 212
- -, rational anglebisectors, 210-3
-     -         - medians, 207-9, 212-3, 511
———, sides in arithmetical progression, 192, 196-9, 200-1, 214-5
Rectangles, ratio of area given, 485-7
Recurring series, 36, 75, 110, 366, 391, 674, 695-6
Reduced multiplier, 41
Regular prime, 741, 745, 757, 759, 762, 767, 775
Remainders, 57
Representation by squares, 296, 305
Right triangle, 165-190, 273, 459, 463
——, area given, 465,615
-     - not a square, 462 , 615-620
- formed from 2 numbers, 166
——, primitive, 166, 459
——, problems involving area of, 166, 175-181, 498, 533, 617, 634
-     -         - sides, but not area, 184-8, 620-7
- -, product of sides divisible by sixty, 171
- -, rational angle-bisectors, 188-9
- triangles, areas in given ratio, 174, 474, 494-5
- -, number of, with given side, 172
- -, of equal area, 172-4, 525
———— hypotenuses, 225
——, tables of, 189, 190
- with given difference or sum of legs, 181-4
Roots of unity (see cyclotomy)

Satin, 87, 245
Seminvariant, 124, 142, 571, 643
Separations, 151, 156, 161
Series of L. Pisano, 170
Slide rule, 694
Sophien, 769
Spherical triangle, rational, 224
Square, 1-4, 7, 8, 12, 16, 20, $26,27,31,32,176$ (see decomposition, differences, every, number, sum)

- roots (see approximation)

Squares in arithmetical progression, 186, 435-440, 443, $446,489,492,498,527$, 604, 617, 635

- geometrical progression, 441
-, sum of two less third a square, 507-9
-, sums by twos squares, 497-502, 529
-, linear functions of, made squares, 502-511
Sum and difference of two squares not squares, 618
- of any 2 of 4 integers a cube, 561
- consecutive integers, 139, 159, 160, 162
- cubes of numbers in arithmetical progression a cube, 582-5, 685

585-8, 685

- 2 cubes a square, 572 , 578-581, 587, 600, 752, 758
- 3 cubes a square, 566 , 605-6
-     -         - a sum of 2 squares, 588
- $n$ cubes less $g$ a square, 607-612
-     - divisors, 19, 24, 31, $125,140,244,246,250$, 264, 266, 269, 285, 289, 296, 305-317, 329-339
——mm-gonal numbers (see polygonal)
- 2 squares, $11,15,23$, 27, 32, $33,36-38,68$, 225-257, 308, 317, 321, $322,345,348-9,359,364-5$, 372, 373-4, 383, 385-7, 394, $399,400,405,407,533,703$, 716 - - a square, 23, 190, 446, 466, 483, 497, 527, 601-2, 613 (see right triangle)
-     - — $\leqq N, 234,236$, 249, 253-7
- 3 squares, $11,15,17$, 21, 23, 233, 244, 259-274, 276, 278-9, 282, 322, 335, 350, 385, 605, 718, 720
-     - a square, 222, 249, 260-2, 265-9, 271-4, 443, 456, 502-5, 668-9
-     -         - a sum of two, 244, 267-8, 272-274, 384, 434
———— $\leqq N, 271-3$
- 4 squares, $6,15,18,24$, 33, 233, 250, 261, 267, 270, $273,275-303,307-8,310$, 312, 314, 316-7, 320-2, 329, 330, 339, 428, 529, 649, 666, 718-9
-     - with given algebraic sum of roots, 25,278 -9, 284, 289, 291-4, 319
- $n$ squares, 17,22 , 25-27, 32, 37, 253, 273-5, 305-323, 329, 331-2, 334-5, 339, 453, 544, 585, 660, 664, 705-712, 720
——— a square, 318-323, 425, 434, 509, 612
-     - -, power of, 319, 321-2
-     - squares a biquadrate, 620-7, 665-7, 670
Summation over divisors, 329-339
Sums of 2 squares, two equal, 206, 225-7, 229, 232-3, 237, 245, 248, 252-4, 256-7, $268,273,283,345,347$, 426-8, 436, 447, 450, 452, 455, 457, 492, 494-5, 497, 499, 500, 504, 525
-     - -, quotient of, 252-3
- 3 squares, two equal, 260, 264, 267-9, 270-4, 284, 299
- — - , product of two, a sum of 3 squares, 263, 267-271, 273
of 3 squares, 261
-     - 4 squares, two equal,

277-8, 284, 291-2, 298-9, 303

-     - , product of two, a sum of 4 squares, 277, 281, 283, 291, 293, 298, 302-3, 530-1
- $n$ squares, product of two, 285, 318, 323
- 一, quotient of two, 314
Symbols, $p^{r}{ }_{m}, 1,3 ; P^{r_{m}}, 2,4 ;$ $\Delta_{r} \Delta(r), \Delta_{1} \Delta^{\prime}, 6 ; \Delta_{-m}, 16 ;$ $\frac{\square}{m}, \frac{2}{7},\left[\frac{3}{3}, \frac{4}{4}, 6 ; f^{\dagger} n_{1} 7\right.$; $(\bar{m}), 7 ;[n], 54 ; O(x), 255$; (a/b) of Legendre and Jacobi, 366, 370; ( $a, b$, in continued fractions 49 357 ; $(a / b)_{4}, 370 ; \stackrel{n}{=}, 705$; $q(m), 768$
Symbolic, 30, 154, 722, 768, 773
Symmetric function, 101, 122, 144-5, 154, 160
Syzygy, 76, 161, 571, 643
Table, 2, 12, 15, 20, 34, 38, 51, 104-5, 117, 125, 127-9, 133, 136, 141, 144, 155, 163, 179, 183, 189, 190, 192, 195-6, 198-200, 219, 225, 232-3, 236-7, 241, 251-2, 257, 271, 274-5, 290, 297, 353-358, 363, 366, $368-370,373,375$, 377, 379, 380, 386, 388, $389,391,394,396,398-400$, 407, 435, 448, 45.9, 462, 464, 471, 473, 485, 494, 538-9, 541, 564, 573-4, 634-5, 650, 653, 656, 683, 688, 717, 719, 739, 722
T'ai-yen rule, 57, 59, 60
Tangent method, 174, 558, 576, 590-2, 595, 661
Tangential, 591-2
Tetradecagonal, 5
Tétragone, 7
Tetrahedral, 4, 7, 23, 25, 36
Tetrahedron, 502
-, rational, 220, 222-4
Theta functions, 113, 254, 273-4, 300, 303, 314, 316, 378, 398
Toroid, 566
Transversion, 137
Triangle (see oblique, rational, right)
— of Pascal, 4, 9
—— Tartaglia, 36
Triangular number, 1-39, 103, 130, 152, 248, 260, 276, 289, 292, 342-4, 401, 407, 435, 574, 587, 664, 707
- equal to a difference of biquadrates, 35
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-     -         - a pentagonal number, 18, 19, 22, 33,35
-     - a square, $3,7,10$, $13,16,26,27,31,32,38$
———————of a triangular number, $27,36,37$
- not a biquadrate, 8,10 , 17, 22, 25, 36
———a cube, $10,17,25,33$
- numbers, consecutive, 2 , $27,30,33,38$
- , difference of, $9,24,26$, 33-35
- -, product of, 12, 29, 31, 33-36, 38
- , sum of squares of, 5 , 12, 23, 26, 27, 33
- -, sum of two, 2, 9, 11, $12,15,24,26,27,30-32,34$, 36-38
— — - - three, 6, 11-13, $15-18,20,24,26,28,29$, 31, 33-35, 37, 38
-     -         - four, $19,20,23-26$, 32
-     -         - n, 4, 19, 22-24, $28,30,32,34-37,130$
- certain and squares, $2,5,12,15,20,23$, 26, 36-38
-     -         -             -                 -                     - gives every number, $11,15,23$, 24, 26
Triangular-pyramid, 2, 4, 9
Trianguli-pyramidal, 7
Triangulo-triangular, 7
Trigone, 7
Trihedral angle, rational, 221, 224, 502
Triple equation, 445
Unicursal curve, 642, 676-7 - surface, 677

Unit, 396, 399, 412, 536, 578, 594, 741-2, 755

Variations, 140, 154
Virgins, 79, 106, 123 (see Coeci)

Waring's problem, 717-725
Wave, 119, 121, 124-5, 135, 155, 159
Wilson's theorem, 56-7, 232, 243, 255
Weierstrass' normal form of quartic, 224, 644
Wunder Zahl 666, 5, 6
Zeta function, 725
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