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Abstract— Robotic manipulation of everyday objects and task are represented in terms of hand, grasp and task frames.
execution of household chores is one of the most desired (andThe grasp is defined as a desired task-suitable relationship
challenging) skills for future service robots. Most of the current between the robot hand and the object being manipulated

research in robotic grasping is limited to pick-and-place tasks, . . .
without paying attention to the whole range of different tasks whereas the task is defined under the well establisfesk

needed in human environments, such as opening doors, inter- Frame Formalism(1, 7, 8], as a desired motion that must be
acting with furniture, household electrical appliances, etc. In applied to the object. The concept gfasp frame introduced
this article, a new framework is presented, extending the well by [9], along with the concept ofiand frame are used for
establishedTask Frame Formalism (TFF) [1] with new elements  g|ating the grasp with the task into a common framework.

that allow to integrate grasp and task into a common approach. .
The grasp is defined as a desired task-suitable relationship On the one hand, the grasp frame is used as the goal for

between the robot hand and the object being manipulated. The hand control. On the other hand, it is related to the task,
task is defined under the TFF, which allows to specify tasks for through the object structural model. The grasp frame all@ys
sensor—guideq compliant inter_action. Some guidelines for sensor- transform the desired task motion, given in object coordisna
based execution of tasks defined under the proposed framework to robot motion, given in robot coordinates, as long as a

are also given. Two different examples of manipulation tasks are . . . .
presenteg, making use of the prop?osed approgch and disparate S“'tat?'e sen§0r-b§sed estimation of the hand_—to-objmﬂwe
sensor information: door opening by vision and force control, POSE is provided, in order to overcome execution problenes du
and book grasping by tactile and force integration. to modelling errors, grasp uncertainties, sliding, etcvifiga
good estimation of the hand-to-object pose, the task fraame c
be estimated in robot coordinates during execution, fahigw
Autonomous robots need advanced manipulation skills snsensor-based task frame tracking approach [1], allovwriag t
order to be useful for the end-user [2]. Most of current redea robot to adapt its motion to the particular object mechanism
in robotic manipulation is limited to pick and place taskssven if no detailed model is present. Two examples of sensor-
without paying attention to the whole range of differentkgas guided compliant physical interaction tasks, based on the

needed in human environments. Apart from grasping obje@mposed framework, are presented.

for pick and place, a service robot working in cooperatiothwi  Although the concepts of task, grasp and hand frames are
humans needs a complete repertoire of tasks, including-op@et new, they have never been considered into a common
ing doors, interacting with furniture and household eleatr approach. To the best of our knowledge there are no practical
appliances, switching on/off the lights, etc. approaches in the robotics community that consider thepgras
Most of the research in robotic grasping community aims ghd the task as a related problem in a sensor-based control
finding a set of contacts on the object in order to obtain forcamework. This may be a reason of the few contributions
closure grasps [3]. Force-closure guarantees that the geas found in task-oriented grasping. The purpose of our apgroac

compensate forces in any direction, but is a too restrictive to motivate task-oriented grasping by answering thefoll
condition in the sense that it would be much more natural fag fundamental questions:

plan a grasp which can generate the force required for the
task, instead of all the possible forces. This is known in the *
literature as task-oriented grasping, and has receivediitie
attention [4, 5, 6]. However, the grasp depends completely o
the intended task, and vice versa. At the same time that the’
task dictates the way the hand must be arranged around an
object, also the grasp dictates the actions that can beysafel
performed with it. °
Our purpose is to develop an approach where grasp and
task are jointly considered in a general framework, based on
multisensor information for real-time and real-life degehle In section Il, the sensor-based framework for physical
physical interaction. In this framework, the grasp and thateraction is defined. Section Ill gives some hints for task

I. INTRODUCTION

How can everyday tasks be specified in a common
framework, including both the grasp and the task, and
allowing for sensor-based control?

How can a robot plannify a physical interaction task, from
the grasping part to task execution, making use of this
framework?

How can a robot combine its sensors and control its mo-
tors for performing the grasp and the task in a dependable
manner?



oriented grasp planning and sensor-guided task execution.
sections 1V and V, a door opening task combining force and
visual feedback, and a book grasping task combining force
and tactile sensors are presented. Conclusions and firtese |
are given in section VI.

II. A FRAMEWORK FOR PHYSICAL INTERACTION [ .-

Our framework for describing physical interaction tasks is
based on therask Frame Formalisn{TFF), because of its
suitability for all kinds of force-controlled actions. Itas
first devised by Mason [7], and then reviewed in [1]. In this
formalism, thetask frameis defined as a cartesian coordinate ..
system, given in object coordinates, where the task is difine - J
in terms  of VeIQCIty_and force reference?’ according to thl—? . 1. Considered frames: Task framE)( grasp frame @), hand frame
natural constraints imposed by the environment. The ta@% object frame ©) and end-effector framer)
frame is a concept widely used in task planning and control
[10, 8]. However, its relation with the grasp has never been
considered. In our framework, we extend the task franpmse estimation techniques should be used in order to d@stima
with the concepts ohand and grasp frame, which are used the hand frame pose with respect to the end-effector. The han
as auxiliary entities for relating the task with the grasp iframe can be seen as a particlieature frameas defined in
a common framework. This approach opens the door to[B4]. As stated by the authors, a feature frame can indicate
new problem of unified grasp and task planning that wistither aphysical entity like the fingertip surface for example,
be addressed in the next point, allowing for purposive grasp anabstract geometry propertyas, for example, the middle
execution, as well as to perform the task in a grasp-depéndpaint between thumb and index finger in opposition.
manner. The grasp frame() is a frame given in object coordinates,

Regarding grasp planning, research can be classified iatud related to the task frame through object kinematicss Thi
two groups: analytical and qualitative approaches. Théygna frame is set to parts of the object which are suitable for
ical approach usually makes use of a detailed model of the @vasping and task execution. It can also bphagsical entity
ject and plans a desired contact point and contact forcesfdr e like a button surface, or aabstract geometry propertyike
of the fingers [11]. The main problem of this approach is thide symmetry axis of a handle.
difficulty to perform these grasps in real robotic systemthwi Thetask-oriented grasjs then defined as a desired relative
constrained robotic hands. The qualitative approach defiree pose (possibly under-constrained) between the hand frache a
grasp as a predefined hand posture (hand preshape) applietti¢ograsp frame. If this desired relative pose is achievesl, t
the object along a given approaching direction [12, 13]sThtask defined in the task frame, can be transformed to the hand
approach is much more suitable for practical implemematidrame, through the grasp frame, allowing the robot to make
on real robots and it is the one adopted in the examples of tkii® motion needed for the task.
work. The concept ofyrasp frame[9] is revisited, and plays
a crucial role in this framework: the grasp frame is the beid
between the grasp and the task. In our framework, a task-oriented grasp is any kind of
contact between the robot system and the environment, kapab
of transmitting a force. More concretely, a task-orienteasg

We make use of three different frames for task-oriented defined as a desired relative positioning (6 DOFs) between
grasping: thetask frame the hand frameand thegrasp frame the hand frame and the grasp frame. Constrained and free
(see Figure 1). degrees of freedom for the grasp are also indicated. For the

The task frameX) is a frame given in object coordinatesconstrained DOFs, the hand frame must completely reach the
thus linked to theobject frame(O), where the task is specifieddesired relative pose with respect to the grasp frame. Hexvev
according to the TFF [1]. The programmer has to chooser free degrees of freedom, there is no particular relgivee
a suitable task frame, where the axis match theural used as reference. Instead, the robot may select a suitadde p
constraintsimposed by the environment. according to manipulability, joint limit avoidance, etcor~

The hand frame K) is a frame attached to the robot han@&xample, for pushing a button, a rotation around the normal
(or tool) and it is used for control. It is also related witlethto the contact surface may be considered as a free DOF.
control strategy used for making contact. As the control is Let T, G, H and E be the task, grasp, hand and end-
done at the hand frame, it is necessary to link it with theffector frames respectively? My, “M; and "M are
robot end-effector framg£), normally through robot hand homogeneous matrices relating end-effector frame to hand
kinematics. In the case of a robot holding a tool [2], the harfthme, grasp frame to task frame and hand frame to grasp
frame could be placed in the tool tip, but the tool model arfdame respectively, beingM; = ['R; ‘t;], where’R; is

9B. The framework

A. Task frame, hand frame and grasp frame



P = “one-finger preshage
Mg = Lixa

S. = diag(1,1,1,1,1,0)
S¢ = diag(0,0,1,0,0,0)
v*=(0,0,0,0,0,0)

f* =(0,0,10 N,0,0,0)

P = “precision preshapge
HMG = Iyxa

S. = diag(1,1,1,0,1,1)

S¢ = diag(0,0,0,0,0,0)

v* = (0,0,0,0,0,0.01 rad/s
f*=1(0,0,0,0,0,0)

P = “power preshape
AMg =Lix4

S. =diag(1,1,1,1,0,1)
St = diag(0,0,1,0,0,0)
v* =1 (t)

£+ =(0,0,10 N,0,0,0)

Fig. 2. Some task examples supported by the task-orientegiggaBamework. First: pushing a button, with a force refeenSecond: turning on a tap,
with a velocity reference. Third: ironing task, with a velycand force reference.

the 3 x 3 rotation matrix between framesand j, and ‘t; A suitable force controller must convert the force refegasnc
represents the position of framjewith respect to frameé. Let on force-controlled DOFs to velocities, so that the task is
P = {mg,m1,...,m,} be the hand posturen; being the finally described as a desired velocity given in the task &am
angle for each of thes motors of the hand. 77.. For task execution, the desired velocity is converted
A task-oriented grasp is defined as: from the task frame, to the robot end-effector frame as:
G={P,H,G,"Mg,S.} €N 5 ="Wy - HWg- "Wy .7} 3

whereS. is a6 x 6 diagonal selection matrix which indicates where "Wj is the 6 x 6 screw transformation matrix
the controlled degrees of freedom for the task-orientedpgraassociated téM, [15].
The task is defined as a velocity/force reference in the taskWhereas®? My and “M; can be computed from robot
frame: kinematics and object model respectively (see Section III)
HM (the estimated relative pose between the robot hand
T = {T,v*,£*,S¢} (2) and the part of the object being manipulated) depends on the
particular execution and should be estimated online by the
whereS; is a6 x 6 diagonal selection matrix, where a valugobot sensors. The error betﬂe\en the desired relative pose,
of 1 at the diagonal elemertindicates that the corresponding”’ M, and the estimated poséM, can be due to execution
DOF is controlled with a force reference, whereas a valwrors such as bad positioning, poor sensory information,
of 0 indicates it is controlled with a velocity reference. Asliding, etc. and can be seen as a grasp quality measure. In
velocity reference is suitable for tasks where a desiredanot this sense, the robot must always estimate the grasp quality
is expected, whereas a force reference is preferred fomaigna during task execution in order to constantly improve thesgra
interaction with the environment, where no object motion isy means of the model, world knowledge, vision sensors,
expected, but a force must be applied (for polishing a sarfag¢actile sensors, force feedback, etc. The task frame, dicapr
for example).v* and f* are, respectively, the velocity andto its definition, must be always aligned with the natural
force reference vectors. decomposition of the task. Thus, sensors must provide an



estimation of the task frame position and orientation dyrin By structural model we mean a set of different object parts
task execution (sensor-based tracking of the task frame [Ihat are assembled together. Each part can be defined on its
The estimation off M, is the key for computing the taskown reference frame, which is independent from the other
frame in robot coordinates, thus allowing the transforovati parts. A set of relations can defined between the parts, in
of the task specification into robot motion. terms of constrained and free degrees of freedom, i.e. amoti
Figure 2 shows three examples of daily tasks that can genstraint can defined with each frame. With this approach,
specified with the proposed framework. The first is an exampgach of the frames defining the structure of the object can be
of a task where a dynamic interaction with the environment issed as the task frame.
desired. Instead of specifying a velocity, the task is deedr ~ As an example, Figure 3 shows a door structural model.
as a desired force to apply to a button, alafigaxis of the It is composed of two parts: the door table, defined in frame
task frameT. The hand frame is set to the fingertip, so tha? -which is also the object reference frame- and the handle,
it is used to make contact with the button, where the graggfined in frameD’. The relation between the handle and the
frame, G, has been placed. For this example, the robot mapor table can be known, and represented as an homogeneous
choose the most suitable rotation aroufidaxis of the hand transformation matriX’M/,. The model can also include the
frame. Thus, this motion is set to be a free DOF. degrees of freedom (motion constraint) for each part. In the
In the second example, a rotation velocity abdutxis of example of Figure 3, the fram@’ is fixed with respect to
the task frame7’, is desired in order to turn on the tap. Thé), but the frameO has one degree of freedom: a rotation
grasp frame(7, is set to a part suitable for grasping, whereadroundY” axis, which corresponds to the task of opening the
the hand frame is set to the middle point between thunglpor. Thus, the task can be naturally specified to the robot by
and index fingers in a precision preshape. For performing theans of a frame in the object hierarchy (the task frame) and
grasp, the hand frame must match with the grasp frame, uptie degree of freedom that must be activated on it.
a rotation aboul” axis, which is set to be a free DOF. 2) Planning the hand posture and hand framEhe grasp
Finally, the third example shows a task (ironing) where bolanning algorithm must ensure that the hand posture is
a velocity and a force reference is needed. Axisof the appropriate for generating the desired force on the object
task frameT’, is force-controlled in order to make some forcéhrough the task-oriented grasp. The hand frame should be
against the ironing board. At the same time, aXisndY are Set to a part of the hand (or tool) so that the reaching process
velocity-controlled in order to follow a particular trajecy, (moving the hand towards the grasp frame) is done naturally.
f(¢). Regarding the grasp, a power preshape is adopted, wi@r example, for pushing a button, the hand frame could be
a free DOF around” axis of the hand frame/. set to the fingertip that would be used for making contact
(physical entity. However, for a power grasp on a handle, it
IIl. TASK-ORIENTED GRASP PLANNING AND EXECUTION  would be more natural to set the hand frame to the middlepoint
Usually, it is the programmer who specifies the task ipetween the fingertips and the palm (the grasp centre, an
advance according to the requirements. However, for rob@Bstract geometry propentyas shown in Figure 2 (ironing
designed to work autonomously in home environments, it i8sk).
desirable to provide an automatic way to build the neces-3) Planning the grasp frameThe grasp frame must be
sary control entities, such as task frame, grasp framegfoget to a part of the object suitable for performing the deisire
and velocity references, etc. In this section, a task-tetkn task motion. Normally, the planner should look for handles
grasp planning and execution methodology, based on thethe case of big objects, or appropriate contact surfages f
proposed framework, is presented. Our goal is not to descrigmall objects, although the choice of a particular graspéra
here a complete grasp planning algorithm, but to give sordepends on the hand preshape and hand frame. The desired
guidelines about how to use the proposed framework for thelative pose between the hand frame and the grasp frame also
specification and sensor-guided execution of interactisks. depends on the particular choice of both frames, but, ndymal
it should be set to the identity matrix, as the goal is to align
A. Task-oriented grasp planning both frames.
1) Planning the task framefor autonomously planning the .
taslz, the robgt must know the current state o¥ Ifhe worEIJd, ar'ij’d Task execu'uon. . )
the state to reach after manipulation. The plan must describ The task execution process can be divided into two stages:
clearly the desired motion that must be applied to the world A reaching/grasping phase, where the hand of the robot
objects, so that the task frame and force/velocity refaenc ~ must be moved towards the handle until the grasp is
are set naturally according to the natural constraintsait ¢~ executed successfully.
be difficult to find a general method for automatically setin + An interaction phase, where the hand is in contact with
the task frame for all kind of tasks. However, if we consider  the object and the task motion must be performed through
manipulation of everyday articulated objects with tratistzal robot motion.
and revolute joints, such as doors, drawers, buttons, le¢c. t The reaching task can be performed by servoing the hand
task frame can be set naturally from the objsttuctural frame towards the grasp frame. It can be done in open loop
model if a good estimation of the object pose with respect to the



robot is available. Closed loop is more adequate if we wa
to deal with the uncertainties of non-structured environtse
Normally, a visual servoing framework is adopted to close tt
loop during reaching [16].

Regarding the interaction phase, it is worth noting that tt
robot hand is in contact with the environment, and any kir
of uncertainty (errors in the models, bad pose estimatitm) e
may produce very big forces that can damage the environm:
or the robot. When the robot is in contact with the enviror
ment, it is extremely important to design a controller the
can deal with unpredicted forces and adapt the hand moti
accordingly.

Therefore, a control law based on multiple sensor inform " N\ _—
tion, including force feedback, is desired. More conckgtel
sensors should continuously provide information about tl
relative pose between the hand (hand frame) and the gras
part (grasp frame). The object or task model can give tl
relationship between the task and the grasp frame, wher
hand frame pose with respect to the end-effector can
derived from robot hand kinematics. The most important
source of error comes from the particular grasp, i.e. fromFig. 3. The vision task is to align hand frarfté and grasp frame.
the relationship between the hand and the grasp frame. This
relationship must be estimated during execution in order to

easily transform the task specification, from object cauatks .
to robot coordinates. A. Planning the task, hand and grasp frame

Open door

The best sensor to estimate this relationship is vision. A

robot could be observing its hand and the object simultane-The structural model of the door is shown in Figure 3. The

ously, while applying model-based pose estimation tearesq task of pulling open the door can be specified naturally as

[17]. Another interesting sensor is a tactile array, which rotation around” axis of frameO, but also as a negative

provides detailed local information about contact, andldoutranslation velocity alongZ axis of the frame. The second

be used to detect grasp mistakes or misalignments. In deneaffernative has the advantage that we can“Set; = L.,

the best solution is to combine several sensor modalities fgithout the need to know the door model. We adopt this

getting a robust estimation. In the next sections, resuitthe approach in order to make the solution valid for other doors.

execution of two different tasks, performed with two digfiet Thus,7" = G, and we setv* to be a negative translation

robotic systems under the proposed framework, are prakentelocity alongZ axis (the desired opening velocity). As there

one of them (section IV) combines vision and force sensdg N0 need for force references for this tagk, = 0 and

for opening a door with a parallel jaw gripper, whereas thes = Ogx6-

other (section V) combines tactile and force feedback ireord For the para||e| jaW gripper' there are very few manipumtio

to grasp a book from a bookshelf. possibilities. We consider only one possible task-origiand
preshape, which is the precision preshape. The hand frame is
set to the middle point between both fingertips, as shown in

V. EXPERIMENT |: VISION/FORCEGUIDED DOOR Figure 3.

OPENING As the door contains a handle, the grasp frame is set to the

handle, so that the grasp is performed on it. More concretely

In this section, the task-oriented grasping framework the grasp frame is set centered at the handle major axis, as
applied to the task of pulling open the door of a wardrobehown in Figure 3. Then, according to the specification of the
using a mobile manipulator composed of an Amtec 7DOF ultteand and grasp frames, the desired relationship betweén bot
light weight robot arm mounted on an ActivMedia PowerBas Mg = I,.4, i.e. the identity: when grasping, the hand
mobile robot. The hand of the robot is a PowerCube paralighme must be completely aligned with the grasp frame (the
jaw gripper. This robot belongs to the Intelligent Systenes Rhandle must lie in the middle point between both fingertips).
search Center (Sungkyunkwan University, South Korea)jsnd~or the grasp, a rotation aroutidaxis of the hand frame could
already endowed with recognition and navigation capadslit be considered as a free DOF. However, as the grip force is very
[18], so that it is able to recognise the object to manipulatégh, we set all the DOFs to be constrained, 8g.= Iy,
and to retrieve its geometrical and structural model fromia. the gripper must be always aligned with the handle, as
database. shown in the top right part of Figure 3.



B. Task execution

. . . . = _ [ —Isxs O3zx3
For this task, a position-based visual/force servoingedes Ls = ( 0345 —Ly, )
loop approach has been adopted. A robot head observes both
the gripper and the object and tries to achieve a relative B 0 sing(f) 5
position between both. This approach has already beenexatlopt Ly = Isxs — Q[u]x + - W [u]%
in [16], but without considering the subsequent task. 2
1) Estimating hand-handle relative poséss already ex- ~ Where [u]x is the skew anti-symmetric matrix for the
plained in the previous sections, the relationship betwtben rotation axisu. Finally, the end-effector motion is computed
hand and the handle must be estimated continuously durf@e = EWy - ma.
task execution, in order to be able to transform the taskonoti 3) Task motion and coping with uncertaintieShe end-
(given in the task frame) to robot motion (given in the enceffector velocity that the robot has to achieve in order to
effector). perform the task motion, is computed by transforming the
Virtual visual servoing [19] is used to estimate the post@sk velocity, from the task frame to the end-effector frame
of the hand and the handle, using a set of point featurdgcording to equation 3.
drawn on a pattern whose model and position is known. OneEVven if the relative pose between the hand and the handle,
pattern is attached to the gripper, in a known posifidvicp. Mg, is estimated and corrected continuously, this estimation
Another pattern is attached to the object, also in a knowa&n be subject to important errors, considering that it is
position with respect to the object reference frafidi,». As based on vision algorithms, that can be strongly affected by
future research we would like to implement a feature exiwact illumination, camera calibration errors, etc. Due to trastf
algorithm in order to use natural features of the objecieimdt the robot motion is also subject to errors, and cannot match
of the markers. Figure 3 shows the different frames involveakactly the desired motion for the task. As the hand is in
in the relative pose estimation process and the task. contact with the environment, any deviation of the hand aroti
The matrixHi/[\G, which relates hand and handle, is comtegarding the task trajectory will generate important ésron

puted directly from the pose estimation of the gripper ared /1€ robot hand that must be taken into account.
object, according to the following expression: We adopt an external vision/force control law [21] for

integrating vision and force and coping with uncertainties
With this approach, the force vector, with current external

-1 “Mop - OMZ)}; .OM (4) forces, is used to create a new vision reference according to

(“Mgp - "Mgp - “My)

where “Mgp is an estimation of the pose of gripper s*=sl4+ Ly L K '(f*—f) (6)
pattern, expressed in the camera frame, &Myp is an . ) .
estimation of the object pattern pose, also in the cameraefra whelr(|=: = 1s t”he ?}gswed_w:ench, ad(_jedh as input to the
EM, and My, are the hand and grasp frame position€ontrol loop (nullin this particular casel is the environment

with respect to the end-effector and the object refereramdr StN€SS matrix, and™ is the modified reference for visual
respectively, as set in the previous points. features L, relatesrs and X p according X = L - 7¢
2) Improving the grasp:After pose estimation, a measure[zo]' Then, the visual servoing control law, described im th
of the error between the desire i) and currént f(f/l\E ) previous point, takes as visual reference the new computed
G G *
: . ; : . : references*.
hand-grasp relative pose is obtained. It is desirable tigdes 5

a control strateav so that the arasp is continuously iImm@vi In conclusion, there are two simultaneous end-effector mo-
. gy S ne grasp Y IMPIVI ;s one, computed by equation 3, which is in charge of
during task execution. With a vision-based approach, al

n . :
s : rforming the task motion, and another one, computed by
misalignment between the gripper and the handle (due géuation 5, in charge of continuously aligning the hand with

tsrzlgng,h g]ogi!t.g:]r_%r:éeztci)s C;Ze?eo-?]etiztft?oﬂgd F;K;;ec&% handle by vision/force control. For detailed experitakn
ugh a posi Visu voing W results of the vision/force-guided door opening task, glon

. = T

se_t the vectos O_f visual features to be = (t uf)", where with a demonstration video, please refer to [22].

t is the translational part of the homogeneous mafix,

andud is the axis/angle representation of the rotational part of V. EXPERIMENT Il: FORCHTACTILE-GUIDED BOOK

HM. The velocity in the hand framey is computed using GRASPING
a classical visual servoing control law: Now, the task-oriented grasping framework is applied to
. the task of taking out a book from a bookshelf, using a
Oe mobile manipulator composed of a PA-10 arm, endowed with
TH = —Ae+ ot ®) a three-fingered Barrett Hand, and mounted on an ActivMedia

- PowerBot mobile robot. The goal of the task is to extract a

where e(s,s?) = L (s — s?) (in our cases? = 0, as book from a shelf, while standing among other books. The
HMg = I4x4). The interaction matrixLs is set for the approach is to do it as humans do: only one of the fingers
particular case of position-based visual servoing: is used, which is placed on the top corner of the target book



Fig. 5. The robot grasping the book by means of sensor-basthaous
estimation of hand-to-object relative pose.

one finger, as shown in Figure 4. The hand frame is set to
the inner part of the middle finger fingertip, just in the centr
Fig. 4. Frames involved in the book grasping task. The taefitay is used of the tactile sensor. The hand frame pose with respect to the
to estimate the relationship between the hand and the graseff’ M. robot end-eﬁector?MH, is computed from hand kinematics.
The fingertip has to make contact on the top of the book.
;l; erefore, we set the grasp frame to the book top surface,
ich could be located by vision or range sensors. The dksire
8Iationship between the hand and the grasp frafid,, is
gt to the identity. Although some free DOFs could be set for
this contact (rotation inY” to some extent, or even rotation

and is used to make contact and pull back the book, maki
it turn with respect to the base, as shown in Figure 5. In th
task, the force/torque sensor is used to apply a force tawaf
the book and avoid sliding, whereas a tactile array provid
detailed information about the contact, and helps estirgati. o . .

the hand and grasp frame relationship. As shown in Figure'ﬂ Z), itis desirable to keep the contact surface as wide as

there is one tactile array on each of the fingertips. This@en ossible in order to increase friction. It is for this reagbat
consists of an array & x 5 cells, each of one can measuré"1II the grasp DOFs have been constraingd< o), so that

the local pressure at that point. the fmgertlp surface is always parallel to the book top sugrfa
ensuring a stable surface contact.
A. Planning the task, hand and grasp frame

In Figure 4, a representation of the book grasping tas%; Task execution
including the necessary frames, is shown. There are twoln this case, the task is performed by combining force and
possibilities for the task frame in this case. The first is t@ctile feedback. Tactile information is used to estimatd a
set it to the book base (fram# in Figure 4), so that the task improve the contact between the hand and the book, whereas
could be described as a rotation velocity around this franferce feedback is used in order to cope with uncertainties an
The second possibility is to set the task frame on the top edgsure that a suitable force is performed on the book surface
of the book (framéel” in Figure 4), so that the task is describego that there is no sliding.
as a negative translational velocity aloNgdirection. We have 1) Estimating hand-book relative poseContact on the
opted for the second solution, because, in this case, the thsok is performed with the tactile array. Depending on the
frame coincides with the grasp frame, and, then, there is sensor cells that are activated, the relative pose betwesn t
need to know the book model. In the first case, the heigsensor surface and the book can be estimated. It is not possib
of the book should be known in order to transform the tatk compute the complete relative pose only with tactile ees)s
from the task frame to the hand frame. By adopting the secobelcause they only provide local information when there is
solution, we make the approach general for any book size. Twontact. However, we can obtain a qualitative descriptibn o
references are set in the task franwé,andf*. The first one the relative pose. For example, if there is contact with the
is set to a negative velocity iX axis, in order to perform the upper part of the sensor, but not with the lower part, we can
task motion, wherea* is set to a force along/ axis. This deduce that the sensor plane is rotated arodnexis with
force is needed in order to make enough pressure on the boegpect to the book top plane.
surface and avoid slip. We have set itloN for our particular ~ All the tactile cells lie in theX'Y plane of the hand frame.
system, but it depends on the friction coefficient between thVe consider that the finger is completely aligned with thelkooo
fingertip and the book. For small friction, a bigger force Wbu surface when there are cells activated on each of the Xour
be needed. Therefor&; is set todiag(0,0, 1,0,0,0). guadrants of the hand frame, i.e., all the tactile sensdacerr

For this task, we define a special hand posture where deén contact. If there is contact on the upper half of the sgns
of the fingers is slightly more closed than the other ones, bat not on the lower half, or vice versa, we consider thateher
that we can easily make contact on the top of the book witha rotation abouY” axis, between the sensor (hand frame) and



the book surface (grasp frame). Similarly, a rotation acbin to Prof. Philippe Martinet and Prof. Sukhan Lee for their
axis can be detected. contribution to the vision-force experiments.

2) Improving the grasp:The goal of this process is to
align the finger (tactile sensor) surface with the book safa

taking as input the qualitative description of the relafpse, [1] H. Bruyninckx and J. De Schutter. Specification of foomtrolled
d ibed in th . int. We foll ti actions in the ’'task frame formalism’: A synthesidEEE Trans. on
escribed in the previous point. We follow a reactive apphoa Robotics and Automatior.2(5):581-589, 1996.

where fingertip rotation aroun& and Y axis of the hand [2] c.C. Kemp, A. Edsinger, and E. Torres-Jara. Challengesrdbot

frame |S Contlnuously Controlled' |n Order to Obtaln cohtac manipulation in human environmentdEEE Robotics & Automation
on each of theXY quadrants of the hand frame. With this Magazing 14:20-28, 2007.
q : 3] A. Bicchi and V. Kumar. Robotic grasping and contact: A iesv.

approach, the behaviour of the robot is completely reactive In IEEE Int. Conf. on Robotics and Automatjopages 348—353, San
to the tactile sensor readings. The goal is to keep the sensor Francisco, USA, 2000.

. [4] Z. Li and S. Sastry. Task oriented optimal grasping by rfinljiered
pl/aﬂe always paraIIeI to the book top plane, thus ensuriag th robot hands. InNEEE Int. Conf. on Robotics and Automatjopages

HMqg = I44. 389-394, vol.4, 1987.
3) Task motion and coping with uncertaintieAx:cording [5] Ch. Borst, M. Fischer, and G. Hirzinger. Grasp Plannidgw to Choose

- L. . a Suitable Task Wrench Space. IBEE Int. Conf. on Robotics and
to the task description, the task motion is performed by mgvi Automation pages 319-325, New Orleans, USA, 2004.

the hand along negativ&( axis of the task frame, while [6] R. Haschke, J.J. Steil, I. Steuwer, and H. Ritter. Taskried quality

; ; i ; measures for dextrous grasping. IBEE Conf. on Computational
applylng a force alonw axis. This mothn makes the book Intelligence in Robotics and AutomatioBspoo, Finland, 2005.
turn with respect to the base, as shown in Figure 5. Note th3f; m. Mason. Compliance and force control for computer-coltéd ma-

as the fingertip moves backwards and the book turns, théetacti  nipulators.IEEE Trans. on Systems, Man, and Cybernetd6):418—

; ; ; ; 432, 1981.
§ensor may lose contaqt V\.”th the Iower part. This Sltuatloib] J. Baeten, H. Bruyninckx, and J. De Schutter. Integratisibn/force
is detected by the qualitative pose estimator, and codecte "~ ohotic servoing in the task frame formalisrnt. Journal of Robotics

with the control strategy described in the previous poiot, s  Research22(10-11):941-954, 2003.

; ; ; 9] T. Hasegawa, T. Suehiro, and K. Takase. A model-based miatipn
that the hand frame is .always a“gned with the grasp framé, system with skill-based execution.|[EEE Trans. on Robotics and
ensuring that task motion can successfully be transformed aytomation 8(5):535-544, 1992.

to end-effector coordinates by equation 3. Figure 5 showd18] M. Stiman. Task constrained motion planning in robontaspace. In

; IEEE/RSJ Int. Conf. on Intelligent Robots and Systepages 3074—
sequence of the robot performing the task. 3081, 2007.
[11] X. Zhu and J. Wang. Synthesis of force-closure grasp8-dnobjects
based on the q distance.lEEE Trans. Robotics and Automation
A new framework for specifying simultaneously the grasp _ 19(4):669-679, 2003.

12] (A. Morales et al. Integrated grasp planning and visunggct localization
and the task has been proposed, based on the concept (ljffor a humanoid robot with five-fingered hands. IEEE/RSJ Int. Conf.

hand, grasp and task frames. The grasp frame has been on Intelligent Robots and Systenpages 5663-5668, Beijing, China,
introduced in order to translate the task description, rgive 2006.

bi di h ired rob . Bi [13] A.T. Miller, S. Knoop, H.l. Christensen, and P.K. AllenAutomatic
object coordinates, to the required robot motion. For this, grasp planning using shape primitives. IEEE Int. Conf. on Robotics

sensor-based estimation of the relative pose between ltiod ro  and Automationpages 18241829, Taipei, Taiwan, 2003.
hand and the object must be continuously available duriﬁg‘] J. De Schutter et al. Constraint-based task specificand estimation

. . . . .. for sensor-based robot systems in the presence of geometectaimty.
task execution. Knowing the hand-to-object relationshipr The Int. Journal of Robotics Reseay@6(5):433-455, 2007.

execution, the robot can perform the task even with a pops] W. Khalil and E. DombreModeling identification and control of robats

task description or in the presence of inaccuracies, imtere _ Hermes Penton Science, 2002. . . .
16] R.P. Horaud, F. Dornaika, and B. Espiau. Visually gdidebject

to rea! life expgrimgntation_. Two examples of sensor-guid grasping. IEEE Trans. on Robotics and Automatjoh4(4):525-532,
compliant physical interaction tasks, based on the prapose 199s.

framework, have been presented: a door opening task by me@Ak T. Drummond and R. Cipolla. Real-time visual tracking ofrqgex
f visi df feedback d a book - Kk which structures.|EEE Transactions on Pattern Analysis and Machine Intelli-
of vision and force feedback, and a book grasping task which  gence 24(7):932-946, 2002,

integrates force and tactile information. [18] S. Lee et al. Robust recognition and pose estimation obBjgcts
As future research, we would like to use the proposed based on evidence fusmn in a sequence of image$EMEE Int. Conf.
e . . . on Robotics and AutomatiofRome, Italy, 2007.
framework for the speqﬂcatlon anq compliant exeCUt'On_ Q{Q] E. Marchand and F. Chaumette. Virtual visual servoinfyjamework for
several common tasks in home environments, based on visual, real-time augmented reality. EBUROGRAPHICS 2002/0lume 21(3),
tactile and force feedback. We think that the integration of ~£29% 289-298, Saarébken, Germany, 2002,
ltiol d di inf . for hand bi 20] P. Martinet and J. Gallice. Position based visual seousing a
multiple _an ) |sparate sen_sor Information for han -tce_o ) nonlinear approach. IfEEE/RSJ Int. Conf. on Intelligent Robots and
pose estimation is a key point for successful and robusttiobo  Systemsvolume 1, pages 531-536, Kyongju, Korea, 1999.
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