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## PREFACE.

This volume is intended to be a continuation of that already published as Part I. in 1882. The time occupied in its preparation has been longer than I had anticipated. This is partly due to the want of sufficient leisure, and partly also because as I proceeded with the work new questions to which no sufficient answers had yet been given seemed continually to arise. The pleasure and labour of attempting to answer these, however imperfectly, has delayed the book.

Although a large portion of this volume has already appeared in the latter half of the third edition, yet much of this has been recast and new illustrations and explanations have been given wherever they appeared to be necessary. Besides this much new matter has been added. Exactly also as in the last edition those parts to which the student should first turn his attention are printed in a larger type than the rest.

Following the same plan as in Vol. I., the several Chapters have been made as independent as possible. The object in view was that the reader should select his own order of study. Historical notices and references have been given throughout the book. But it has not been thought necessary to refer to the author's own additions to the subject, except when they have been first published elsewhere.

In this volume much use has been made of the new symbol for a fraction lately introduced by Prof. Stokes. The symbol R. D. II.
$a / b$ for $\frac{a}{b}$ is very convenient as it enables the algebraical formulæ to be written on a line with the type. If some such abbreviation as this is not used two whole lines are required to write the simplest fraction. When the numerator or denominator of the fraction so written contains several factors, the rule adopted has been that all that follows the slant line up to the next plus or minus sign is to be regarded as the denominator. In the same way all that precedes the slant line up to the next plus or minus sign is to be taken as the numerator. When more complicated factors have to be written, brackets are used to indicate the numerator and denominator. Thus $\frac{a b}{c d}+\frac{e+f}{g-h}$ would be written

$$
a b / c d+(e+f) /(g-h) .
$$

Numerous examples have been given throughout the book. Some of these are intended to be merely simple exercises, but many are important as illustrating and completing the theories given in the text. Sometimes when the principles of a theory had been explained numerous applications seemed to arise. Instead of loading the text with these it appeared preferable to put them into the form of examples and to give such hints as would make their solution easy. Everywhere the results have been given, and care has been taken to secure their accuracy; but amongst so many problems, it cannot be expected that no errors have escaped detection.

EDWARD J. ROUTH.

## Peterhouse,

 August, 1884.
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In order that the plan of the book may be understood the following short summary is given of the subjects treated of in Part I.

Chap. 1. Theory of moments of inertia and the ellipsoids of inertia.
Chap. 2. D'Alembert's Principle and other fundamental theorems.
Chap. 3. Theory of motion about a fixed axis with applications to the pendulum, the numerical value of $g$, the watch balance, the ballistic pendulum, the anemometer.

Chap. 4. General principles of motion in two dimensions. Special consideration of stress, friction, impulses and relative motion.

Chap. 5. Geometry of motion in three dimensions, with Euler's equations.
Chap. 6. On Momentum, with the discussion of sudden changes of motion.
Chap. 7. On Vis Viva and Work, with some general theorems by Carnot, Bertrand, Thomson and Gauss.

Chap. 8. Lagrange's equations. Theory of reciprocation, the Hamiltonian transformation and the Modified function.

Chap. 9. Small oscillations. Several methods described. Lagrange's method, the energy test of stability and the Cavendish experiment.

Chap. 10. Some special problems. Oscillations of rolling bodies, and Lagrange's rule on large tautochronous motions.

## ERRATA.

Page 36, line 6, for a read $a_{1}$.
," 38 , line 28 , for one signed read one signed and positive.
73, line 5, for cannot read may not.
248, line 42, insert $d t$ after the integral sign.
, 249 , line 8 , for $\frac{W}{d q^{\prime}}$ read $\frac{d W}{d q^{\prime}}$.
,, 251, line 37, for $\delta L$ read $\delta N$.
, line 40, for $\delta L$ read $\delta N$.
289, line 5, insert GO at the beginning of the line.

## DYNAMICS.

## CHAPTER I.

## MOVING AXES AND RELATIVE MOTION.

## Moving Axes.

1. In many problems in dynamics it will be found that the axes of reference suitable to the initial state of the motion are not well adapted to follow the body under consideration during its whole course of motion. It is therefore sometimes convenient to use axes which themselves move in space so that they always keep those positions which are most appropriate to the instantaneous position of the body. Thus to take a simple case; in dynamics of a particle we sometimes resolve our forces along the tangent and normal to the path. This is practically the same as using a set of Cartesian axes which move so as to be always parallel to the tangent and normal. This theory has been generalised in Vol. I. chap. Iv. where the motion is referred to any two lines whatever which move in one plane. We now propose to extend the theory still further. We shall discuss the general equations of motion of first a particle and then a rigid body referred to any rectangular axes which move as we may find convenient:
2. If we make the axes to which we refer the body move, it is clear that we must have some means of determining the position and motion of these axes in space. This might be effected by having another set of axes which are themselves fixed in space and to which in turn we might refer the moving axes. This is the course adopted by Euler; thus in the equations usually called after his name (Vol. I. Chap. v.) he uses two sets of axes. The advantage of giving motion to the axes is however greatly diminished if we must use a set of fixed axes as well throughout the motion. For this reason we shall now determine the motion of the moving axes by angular velocities $\theta_{1}, \theta_{2}, \theta_{3}$ about themselves. In other words, we regard the axes as if they were a material system of three straight lines at right angles whose motion at any instant is given by three coexistent angular veloci-

[^0]ties about axes which instantaneously coincide with them. In this way we do not use any fixed axes except at the beginning or end of the solution and only in such a manner as we may find convenient.
3. In order to understand how the motion of a body is referred to moving axes let us first suppose that the body is turning about a fixed point. Taking this point as origin we determine the motion of the body by three angular velocities $\omega_{1}, \omega_{2}, \omega_{3}$ about the axes in the same manner as if the axes were fixed in space. The position of the body at the time $t+d t$ may be constructed from that at the time $t$ by turning the body through the angles $\omega_{1} d t$, $\omega_{2} d t, \omega_{3} d t$ successively round the instantaneous positions of the axes. But it must be remembered that $\omega_{3} d t$ does not now give the angle the body has been turned through relatively to the plane $x z$, but relatively to some plane fixed in space passing through the instantaneous position of the axis of $z$. The angle turned through relatively to the plane of $x z$ is $\left(\omega_{3}-\theta_{3}\right) d t$.

If there be no fixed point we follow the construction explained in Vol. r. Chap. v. We represent the motion of the body by the six components $u, v, w ; \omega_{1}, \omega_{2}, \omega_{3}$ referred to any origin, the axes being treated as if they were fixed for the moment. Here $u, v, w$ are the resolved parts in the directions of the axes of the velocity of the origin or base point, and $\omega_{1}, \omega_{2}, \omega_{3}$ are the resolved parts about the same axes of the angular velocity of the body. In the same way the motion of the axes is given by the components of motion $p, q, r ; \theta_{1}, \theta_{2}, \theta_{3}$, the moving axes being themselves the instantaneous axes of reference.

In most cases however the axes will be made to turn round some point which is either fixed or which may be treated as fixed. Their directions in space are made to vary in a manner suitable to the purpose we have in hand. We then have $p, q, r$ all zero. Since any point may be reduced to rest by the method explained in Vol. I. Chap. Iv. this supposition, which will be generally made, does not really limit our choice of axes.
4. Velocities referred to Moving Axes. The position of a point P being defined by the co-ordinates $\mathrm{x}, \mathrm{y}, \mathrm{z}$ referred to rectangular axes which turn round a fixed point O , it is required to find the velocities resolved parallel to the instantaneous positions of the moving axes.

The resolved velocities in space are not given by $d x / d t, d y / d t$, $d z / d t$. These are the resolved velocities of the point relatively to the moving axes. To find the motion in space we must add to these the resolved velocities due to the motion of the axes. If we supposed the particle to be rigidly connected with the axes its velocities would be expressed by the forms $\theta_{2} z-\theta_{3} y, \& c$. given in

Vol. I. Chap. v. Adding these together the actual resolved velocities of the particle are

$$
\begin{aligned}
& u=\frac{d x}{d t}-y \theta_{3}+z \theta_{2}, \\
& v=\frac{d y}{d t}-z \theta_{1}+x \theta_{3}, \\
& w=\frac{d z}{d t}-x \theta_{2}+y \theta_{1} .
\end{aligned}
$$

If the origin $O$ be itself in motion with the resolved velocities $p, q, r$ we must add these also to the right-hand sides of the equations to obtain the actual resolved velocities of $P$ in space.
5. Accelerations referred to Moving Axes. The instantaneous velocities of a point P in space being $\mathrm{u}, \mathrm{v}, \mathrm{w}$ when resolved parallel to the instantaneous positions of the axes it is required to find the accelerations parallel to these axes.

At the time $t$, let $O x, O y, O z$ be drawn from any point $O$ parallel to the instantaneous directions of the axes. At this instant $u, v, w$ are the resolved velocities in these directions. At the time $t+d t$ the axes by their translations and rotations will have changed their positions in space. Let $O x^{\prime}, O y^{\prime}, O z^{\prime}$ be drawn from the same point $O$ parallel to these new directions. At this instant,

$$
u+\frac{d u}{d t} d t, v+\frac{d v}{d t} d t, w+\frac{d w}{d t} d t
$$

will be the resolved velocities in these directions.
Describe a sphere of unit radius whose centre is at the fixed origin and let all these axes cut the sphere in the points $x, y, z$, $x^{\prime}, y^{\prime}, z^{\prime}$ respectively. Thus we have two spherical triangles $x y z$ and $x^{\prime} y^{\prime} z^{\prime}$, all whose sides are right angles. The resolved part of the velocity of the particle at the time $t+d t$ along the axis of $z$ is

$$
\left(u+\frac{d u}{d t} d t\right) \cos z x^{\prime}+\left(v+\frac{d v}{d t} d t\right) \cos z y^{\prime}+\left(w+\frac{d w}{d t} d t\right) \cos z z^{\prime}
$$

By the rotation round $O y, x^{\prime}$ has receded from $z$ by the arc $\theta_{2} d t$, and by the rotation round $O x, y^{\prime}$ has approached $z$ by the arc $\theta_{1} d t$. Therefore

$$
\begin{aligned}
& z x^{\prime}=z x+\theta_{2} d t, \\
& z y^{\prime}=z y-\theta_{1} d t .
\end{aligned}
$$

Also the cosine of the arc $z z^{\prime}$ differs from unity by the squares of small quantities. Substituting these we find that the component velocity of the particle at the time $t+d t$ parallel to the axis of $z$ is ultimately $\quad w+\frac{d w}{d \bar{t}} d t-u \theta_{2} d t+v \theta_{1} d t$.

But the acceleration is by definition, the ratio of the velocity gained in any time $d t$ to that time. Hence if $Z$. be the acceleration
resolved parallel to the axis of $z$, we have

$$
Z=\frac{d w}{d t}-u \theta_{2}+v \theta_{1}
$$

Similarly if $X$ and $Y$ be the accelerations parallel to the axes of $x$ and $y$, we have

$$
\begin{aligned}
& X=\frac{d u}{d t}-v \theta_{3}+w \theta_{2} \\
& Y=\frac{d v}{d t}-w \theta_{1}+u \theta_{3}
\end{aligned}
$$

6. Ex. 1. Let the motion be referred to oblique moving axes so that the sides of the spherical triangle $x y z$ are $a, b, c$ and the angles $A, B, C$. Let the equal quantities $\sin a \sin b \sin C, \sin b \sin c \sin A, \sin c \sin a \sin B$ be called $\mu$. Prove that if the velocity be represented by the three components $u, v, w$ parallel to these axes, then the resultant acceleration parallel to the axis of $z$ is

$$
Z=\frac{d v}{d t}+\frac{d u}{d \bar{t}} \cos b+\frac{d v}{d t} \cos a-u \theta_{2} \mu+v \theta_{1} \mu
$$

with similar expressions for $X$ and $Y$.
This may be done by the use of the spherical triangles $x y z, x^{\prime} y^{\prime} z^{\prime}$, by first proving that $z x^{\prime}=b+\theta_{2} d t \sin c \sin A, z y^{\prime}=a-\theta_{1} d t \sin c \sin B$, and then substituting as before.

Ex. 2. Prove in the same way that if $x, y, z$ be the co-ordinates referred to oblique axes moving about a fixed origin, and $u^{\prime}, v^{\prime}, w^{\prime}$ the resultant velocities parallel to the axes, $w^{\prime}=\frac{d z}{d t}+\frac{d x}{d t} \cos b+\frac{d y}{d t} \cos a-x \theta_{2} \mu+y \theta_{1} \mu$, with similar expressions for $u^{\prime}$ and $v^{\prime}$.

Ex. 3. Prove also that the equations connecting the components $u, v, w$ with the co-ordinates $x, y, z$ referred to axes with a fixed origin are

$$
w=\frac{d z}{d t}+\left|\begin{array}{ccc}
\frac{\sin ^{2} c}{\mu} & -\cot B & -\cot A \\
\theta_{3} & \theta_{1} & \theta_{2} \\
z & x & y
\end{array}\right|
$$

with two similar expressions for $u$ and $v$.
Since $w^{\prime}$ is the component parallel to $z$ of $(u, v, w$,$) we have u \cos b+v \cos a+w=w^{\prime}$, with similar expressions for $u^{\prime}$ and $v^{\prime}$. By solving these we get the required values of $u, v, w$.

Ex. 4. If the whole acceleration be represented by the three components $X, Y, Z$ parallel to the axes, prove that the expressions for these in terms of $u v w$, may be obtained from those given in the last example by changing $x, y, z$ into $u, v, w$ and $u, v, w$ into $X, Y, Z$.
7. Geometry of Moving Axes. In order to use moving axes it is necessary to be able to express with respect to these axes any conditions which may exist with regard to straight lines or points which move independently in space. We have therefore placed together in the following articles a few of the more important conditions.
8. To express the geometrical conditions that a point whose co-ordinates are $(\mathrm{x}, \mathrm{y}, \mathrm{z})$ is fixed in space.

This may be done by equating to zero the resolved velocities of the point as given in Art. 4. We thus obtain the conditions

$$
p+\frac{d x}{d t}-y \theta_{3}+z \theta_{2}=0
$$

with two similar equations.
9. To express the geometrical conditions that a straight line whose direction cosines are ( $1, \mathrm{~m}, \mathrm{n}$ ) moves parallel to itself in space or that its direction is fixed in space.

Let a straight line $O L$ of unit length be drawn from any point $O$ fixed in space parallel to the given straight line. The - coordinates of $L$ referred to axes which turn round $O$ as an origin so as to be always parallel to the moving axes will be $l, m, n$. Since $O L$ is fixed in space, the resolved velocities of $L$ are zero. The required geometrical conditions are therefore

$$
\frac{d l}{d t}-m \theta_{3}+n \theta_{2}=0
$$

with two similar conditions.
It is sometimes necessary to express the direction of the straight line by the Eulerian angles $\theta, \phi, \psi$ as explained in Vol. I. chap. v. The moving axes are there called $O A, O B, O C$, and the straight line whose direction is to be fixed in space is represented by $O Z$. We see that the equations just written down are equivalent to those usually called Euter's geometrical equations, but expressed in a symmetrical form.
10. We may use the proposition of Art. 9 to find the path in space of the origin of the moving axes, as well as the directions of the axes themselves. The components of motion $\theta_{1}, \theta_{2}, \theta_{3}$ being given functions of the time, we have three equations to find $l, m, n$. These may be regarded as the direction cosines of any one of three axes of reference $\xi, \eta, \zeta$ fixed in space. The integration of these equations will involve three arbitrary constants. One of these is determined by the condition $l^{2}+m^{2}+n^{2}=1$. The other two will depend on the initial position of the moving axes relative to the particular axis $\xi, \eta$ or $\zeta$ we are considering.

The velocity of the origin of the moving axes parallel to this straight line is equal to $l p+m q+n r$ (Art. 3). The velocities $d \xi / d t, d \eta / d t, d \xi / d t$ being thus found, we determine $\xi, \eta, \zeta$ as functions of the time by integration.

Ex. If the components $\theta_{1}, \theta_{2}, \theta_{3}$ be all constant, prove $l, m, n$ are given by three expressions of the form

$$
l=G \theta_{1}+A \Omega \sin \Omega t-\left(B \theta_{3}-C \theta_{2}\right) \cos \Omega t
$$

where $\Omega^{2}=\theta_{1}{ }^{2}+\theta_{2}{ }^{2}+\theta_{3}{ }^{2}$ and $A \theta_{1}+B \theta_{2}+C \theta_{3}=0$. The three arbitrary constants are therefore $A, B$ and $G$. Thence find the path in space of the origin of the moving axes.
11. If the direction cosines of a straight line connected with the moving axes be $(1, \mathrm{~m}, \mathrm{n})$, find the angle between two positions in space at an interval of time dt.

Drawing a unit length $O L$ as before parallel to the position of the straight line at the time $t$, the resolved velocities of $L$ will be $d l / d t-m \theta_{3}+n \theta_{2}, \& c$. If $O L^{\prime}$ 'be the
parallel at the time $t+d t$ and $\delta l, \delta m, \delta n$ the projections of the length $L L^{\prime}$ on the moring axes, we have therefore

$$
\begin{aligned}
& \delta l=d l-m \theta_{3} d t+n \theta_{2} d t, \\
& \delta m=d m-n \theta_{1} d t+l \theta_{3} d t, \\
& \delta n=d n-l \theta_{2} d t+m \theta_{1} d t .
\end{aligned}
$$

Since $O L$ and $O L^{\prime}$ are each of unit length the required angle $L O L^{\prime}=\delta \chi$ is given by

$$
(\delta \chi)^{2}=(\delta l)^{2}+(\delta m)^{2}+(\delta n)^{2}
$$

Cor. The direction cosines of the plane LOL' are obviously proportional to $m \delta n-n \delta \dot{m}, n \delta l-l \delta n, l \delta m-m \delta l$.

Ex. The six components of the motion of the axes (Art. 3) are given functions of the time, find the radii of curvature and torsion of the path described by the origin.

The direction cosines of the tangent are proportional to $p, q, r$. Hence by this proposition the angle of contingence is known. By the corollary the direction cosines of the osculating plane, and therefore those of the binomial are known. By substituting for $l, m, n$ in the proposition the direction cosines of the binormal, the angle of torsion can be found.
12. Sometimes, while using moving axes, we require to refer the motion of some straight line $O M$ connected with the moving axes to an axis of reference fixed in space. The object of the following example is to show how this may be done.

Ex. Let the direction cosines of a straight line $O M$ fixed relatively to the moving axes be ( $\lambda, \mu, \nu$ ) and let it be required to refer the motion of $O M$ to some straight line $O L$ fixed in space whose direction cosines at the time $t$ are $(l, m, n)$. Let the angle LOM be $\theta$ and let $\psi$ be the angle the plane LOM makes with any fixed plane in space passing through $O L$. Then show that

$$
\left.\begin{array}{l}
\cos \theta=l \lambda+m \mu+n \nu \\
\sin ^{2} \theta \frac{d \psi}{d t}=\theta_{1}(l-\lambda \cos \theta)+\theta_{2}(m-\mu \cos \theta)+\theta_{3}(n-\nu \cos \theta)
\end{array}\right\}
$$

If $\theta_{l}, \theta_{\infty}$ be the resolved parts of the angular velocities about OL, OM respectively, the last equation may be written in the form

$$
\sin ^{2} \theta \frac{d \psi}{d t}=\theta_{l}-\theta_{m} \cos \theta
$$

If the straight line $O M$ be not fixed relatively to the axes, then $(\lambda, \mu, \nu)$ will be variable and we must add to the right-hand side of the second equation the determinant $\quad\left(\lambda \frac{d \mu}{d t}-\mu \frac{d \lambda}{d t}\right) n+\left(\mu \frac{d \nu}{d t}-\nu \frac{d \mu}{d t}\right) l+\left(\nu \frac{d \lambda}{d t}-\lambda \frac{d \nu}{d t}\right) m$.

In this determinant we may replace $\lambda, \mu, \nu$ by any quantities $\lambda_{\kappa}, \mu \kappa, \nu \kappa$ proportional to them (whether $\kappa$ be variable or not) provided we divide the determinant by $\kappa^{2}$.

The mode of proof may be indicated as follows. Let $P$ be a point in $O M$ at a distance unity from $O$ and let $P$ move about with $O M$. The moment of its velocity about $O L$ is $\sin ^{2} \theta d \psi / d t$. But if $(x, y, z)$ be the co-ordinates of $P$, its velocities parallel to the axes are given by Art. 4, and the moments of these velocities about the axes will be $L=y w-z v, M=z u-x w, N=x v-y u$. Hence the moment about $O L$ will be $\sin ^{2} \theta d \psi / d t=L l+M m+N n$. If we effeet these substitutions and (since $O P$ is unity) replace $x, y, z$ by $\lambda, \mu, \nu$, we get the results in the example.
13. It is not our object here to show the utility of moving axes in Solid Geometry further than to prove those theorems which are required in Dynamics. It will be found however that both curves and surfaces are sometimes most easily treated by referring them to a set of moving axes in which the origin travels along the curve or surface and the directions of the axes are such tangents and normals as may be suitable to the property under discussion. We may refer the reader to a paper by the author in the Cambridge Mathematical Journal (Vol. vir. 1866) where the application of moving axes to the curvature of curves is illustrated by several examples. The two following examples though of no immediate importance will be found useful further on.

Ex. 1. The principal axes at any point $P$ of a curve are the radius of curvature, the tangent and binormal. If these be taken as the axes of $x, y, z$, prove that the components of motion by which the axes are screwed along the curve through an arc $d y$ are $p=0, q=d y, r=0 ; \theta_{1}=0, \theta_{2}=-d \tau, \theta_{3}=-d \epsilon$ where $d \tau$ and $d \epsilon$ are the angles of torsion and contingence.

Ex. 2. The principal axes at any point $O$ of a surface are the tangents to the lines of curvature and the normal to the surface. Let these be called the axes of $x, y, z$. Let it be required to move the axes from $O$ into the position of the principal axes at a neighbouring point $O^{\prime}$ on the axis of $x$. If $O O^{\prime}=d x$ the six components of motion for the base point $O$ are given by

$$
p=d x, q=0, r=0 ; \theta_{1}=0, \theta_{2}=-\frac{d x}{\rho},\left(\frac{1}{\rho}-\frac{1}{\rho^{\prime}}\right) \theta_{3}=\frac{d}{d y}\left(\frac{1}{\rho}\right) d x
$$

where $\rho, \rho^{\prime}$ are the principal radii of curvature for the sections $x z, y z$ respectively. By combining this with a corresponding motion along the axis of $y$, we can move the axes from $O$ into the positions of the principal axes at any neighbouring point $O^{\prime}$ on the surface.
14. Application of Moving Axes to Dynamics. To explain a method of changing from fixed to moving axes.

If a body be moving about a fixed point and we have established any general proposition referring its motion to fixed axes meeting at the fixed point, then we may use the following method to infer the corresponding proposition referring the motion to axes moving in any proposed manner about the origin. Suppose the general equation established to be

$$
\psi\left\{\omega_{x}, d \omega_{x} / d t, \& c \ldots\right\}=0,
$$

where $\omega_{x}, \omega_{y}, \omega_{z}$ are the angular velocities about the fixed axes. Let $\omega_{1}, \omega_{2}, \omega_{3}$ be the angular velocities of the body about the moving axes and let the motion of the axes be defined as before by the angular velocities $\theta_{1}, \theta_{2}, \theta_{3}$ about themselves.

The fixed axes being arbitrary in position, let them be so chosen that, at the moment under consideration, the three moving axes are passing through them, so that the two sets are for an instant coincident. Then' we may write $\omega_{x}=\omega_{1}, \omega_{y}=\omega_{2}, \omega_{z}=\omega_{3}$, but we cannot assert $d \omega_{z} / d t=d \omega_{3} / d t$, for the moving axes at the time $t+d t$ are not coincident with the fixed axes.

To determine the relation between $d \omega_{z} / d t$ and $d \omega_{3} / d t$ we may proceed thus. Let $O L$ be any straight line fixed in space making
with the moving axes the angles $\alpha, \beta, \gamma$. Let $\Omega$ be the angular velocity of the body about this straight line, then

$$
\begin{aligned}
\Omega & =\omega_{1} \cos \alpha+\omega_{2} \cos \beta+\omega_{3} \cos \gamma, \\
\therefore \frac{d \Omega}{d t} & =\frac{d \omega_{1}}{d t} \cos \alpha+\frac{d \omega_{2}}{d t} \cos \beta+\frac{d \omega_{3}}{d t} \cos \gamma \\
& -\omega_{1} \sin \alpha \frac{d x}{d t}-\omega_{2} \sin \beta \frac{d \beta}{d t}-\omega_{3} \sin \gamma \frac{d \gamma}{d t} .
\end{aligned}
$$

Since $O L$ is any fixed line in space, let it be so chosen that the moving axis of $z$ coincides with it at the time $t$. Then $\alpha=\frac{1}{2} \pi$, $\beta=\frac{1}{2} \pi$, and $\gamma=0$, also $d \Omega / d t$ will be $d \omega_{z} / d t$. Since $\alpha$ is the angle $O L$ makes with the moving axis of $x, d x / d t$ is the rate at which the axis of $x$ is separating from a fixed straight line coincident with the axis of $z$ and this is clearly $\theta_{2}$. Similarly $d \beta / d t=-\theta_{1}$, hence

$$
\frac{d \omega_{x}}{d t}=\frac{d \omega_{3}}{d t}-\omega_{1} \theta_{2}+\omega_{2} \theta_{1}
$$

Similarly

$$
\begin{aligned}
& \frac{d \omega_{x}}{d t}=\frac{d \omega_{1}}{d t}-\omega_{2} \theta_{3}+\omega_{3} \theta_{2}, \\
& \frac{d \omega_{y}}{d t}=\frac{d \omega_{2}}{d t}-\omega_{3} \theta_{1}+\omega_{1} \theta_{3} .
\end{aligned}
$$

Hence we obtain the following rule. If we substitute in the given general equation $\psi=0$, for $\omega_{x}, \omega_{y}, \omega_{z}$ the values $\omega_{1}, \omega_{2}, \omega_{3}$ and for $d \omega_{x} / d t, d \omega_{y} / d t, d \omega_{z} / d t$ the equivalents written above we shall have the corresponding equation referred to moving axes.

If the moving axes be fixed in the body, and move with it, we have $\theta_{1}=\omega_{1}, \theta_{2}=\omega_{2}, \theta_{3}=\omega_{3}$. In this case the relations will become $d \omega_{x} / d t=d \omega_{1} / d t, d \omega_{y} / d t=d \omega_{2} / d t, d \omega_{z} / d t=d \omega_{3} / d t$, as in Euler's equation, Vol. I. Chap. v.

The preceding proof of the relation between $d \omega_{3} / d t$ and $d \omega_{z} / d t$ is a simple corollary from the parallelogram of angular velocities. The result will therefore be true for any other magnitude which obeys the "parallelogram law." In fact the demonstration is exactly the same. Now linear velocities and linear accelerations do obey this law. Hence the expressions obtained in Arts. 4 and 5, for the velocities $(u, v, w)$ and the accelerations ( $X, Y, Z$ ) may be deduced from the one proved above.

If the general equation $\psi=0$ should contain the velocity or acceleration of any particle of the borly, then to obtain the corresponding equation referred to moving axes, we must substitute for these velocities or accelerations the expressions found in Arts. 4 and 5.

[^1]complicated. Since $d \omega_{x} / d t, d \omega_{y} / d t, d \omega_{z} / d t$, are angular accelerations, they follow the parallelogram law. We have therefore
$\frac{d \Omega}{d t}=\left(\frac{d \omega_{1}}{d t}-\omega_{2} \theta_{3}+\omega_{3} \theta_{2}\right) \cos \alpha+\left(\frac{d \omega_{2}}{d t}-\omega_{3} \theta_{1}+\iota_{1} \theta_{3}\right) \cos \beta+\left(\frac{d \omega_{3}}{d t}-\omega_{1} \theta_{2}+\omega_{2} \theta_{1}\right) \cos \gamma$.
We may repeat the same reasoning and we shall finally obtain
$$
\frac{d^{3} \omega_{z}}{d t^{2}}=\frac{d}{d t}\left\{\frac{d \omega_{3}}{d t}-\omega_{1} \theta_{2}+\omega_{2} \theta_{1}\right\}-\theta_{2}\left\{\frac{d \omega_{1}}{d t}-\omega_{2} \theta_{3}+\omega_{3} \theta_{2}\right\}+\theta_{1}\left\{\frac{d \omega_{2}}{d t}-\omega_{3} \theta_{1}+\omega_{1} \theta_{3}\right\}
$$

So we may proceed to treat third and higher differential coefficients.

## *16. Expressions for the moments of the Effective

 Forces. A body is turning about a fixed point in any manner, to determine the moments of the effective forces about any axes which meet at the fixed point.Let $x, y, z$ be the co-ordinates of any particle $m$ of the body referred to axes fixed in space and meeting at the fixed point. Let $h_{x}, h_{y}, h_{z}$ be the angular momenta about the axes. Then if $\omega_{x}, \omega_{y}, \omega_{z}$ be the angular velocities about these axes and $A, F \& c$. the moments and products of inertia, we have

$$
h_{x}=A \omega_{x}-F \omega_{y}-E \omega_{z}
$$

with similar expressions for $h_{y}$ and $h_{x}$. The moments of the effective forces about these fixed axes will then be $d h_{x} / d t, d h_{y} / d t, d h_{x} / d t$. See Vol. I. Chap. II.

Let $h_{1}, h_{2}, h_{3}$ be the angular momenta about a set of moving axes having the same origin; $\omega_{1}, \omega_{2}, \omega_{3}$ the angular velocities of the body, $A, F \& c$. the moments and products of inertia about these moving axes. Let the motion of the moving axes be given by the angular velocities $\theta_{1}, \theta_{2}, \theta_{3}$. Then since moments or couples follow the parallelogram law, we see by the general proposition of Art. 14 that the angular momentum about the moving axis is obtained by writing $\omega_{1}, \omega_{2}, \omega_{3}$ for $\omega_{x}, \omega_{y}, \omega_{2}$. We thus have

$$
h_{1}=A \omega_{1}-F \omega_{2}-E \omega_{3},
$$

with similar expressions for $h_{2}$ and $h_{3}$. By the same proposition the moments of the effective forces will be

$$
\begin{aligned}
& \frac{d h_{1}}{d t}-h_{2} \theta_{3}+h_{3} \theta_{2}, \\
& \frac{d h_{2}}{d t}-h_{3} \theta_{1}+h_{1} \theta_{3} \\
& \frac{d h_{3}}{d t}-h_{1} \theta_{2}+h_{2} \theta_{1}
\end{aligned}
$$

17. If the moving axes be fixed in the body we have $\theta_{1}=\omega_{1}$, $\theta_{2}=\omega_{2}$ and $\theta_{3}=\omega_{3}$. If also the axes be principal axes we have $h_{1}^{2}=A \omega_{1}, h_{2}=B \omega_{2}, h_{3}=C \omega_{3}$. The moments of the effective forces about the axes then become

$$
\frac{d h_{1}}{d t}=A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}
$$

with similar expressions for $h_{2}$ and $h_{3}$. These of course are the Eulerian forms given in Vol. I. Chap. v.
18. If it be required to find the moment about the axis of $z$ of the effective forces for a rigid body moving in any manner in space, we use the principle proved in Chap. II. of Vol. I. The moment about any straight line is equal to the moment about a parallel straight line through the centre of gravity plus the moment for the whole mass collected into its centre of gravity.

In the case of a system of rigid bodies, the moment of their effective forces may be found by adding up the separate moments of the several bodies.
19. General equations of motion. To obtain the general equations of motion of a system of moving bodies referred to any rectangular axes moving about a fixed origin.

These equations of motion may be found by equating the expressions just found for the resolved parts and moments of the effective forces to the corresponding expressions for the impressed forces.

Thus consider any one body of the system. Let $X, Y, Z$ be the resolved parts of all the impressed forces on that body, including the unknown reactions of the other bodies of the system. Let $L, M, N$ be the moments of these impressed forces about the axes of reference. Let $m$ be the mass of the body. Let $u, v, w$ be the resolved velocities in space of the centre of gravity of the body, then $u, v, w$ are known in terms of the co-ordinates of the centre of gravity by the equations of Art. 4. The equations of motion of the centre of gravity are

$$
\frac{d u}{d t}-v \theta_{3}+w \theta_{2}=\frac{X}{m}
$$

with corresponding expressions for $Y$ and $Z$.
Let $h_{1}, h_{2}, h_{3}$ be the angular momenta of the body about the instantaneous positions of the axes of reference, then $h_{1}, h_{2}, h_{3}$ are known in terms of $\omega_{1}, \omega_{2}, \omega_{3}$ the angular velocities of the body by the expression found in Vol. I. Chap. v. The equations of motion will then be

$$
\frac{d h_{1}}{d t}-h_{2} \theta_{8}+h_{3} \theta_{2}=L
$$

with similar expressions for $M$ and $N^{*}$.

[^2]Besides these dynamical equations there will be the geometrical equations which express the connections of the system. As every such forced connection is accompanied by some reaction, the number of geometrical equations will be the same as the number of unknown reactions.

Thus we have sufficient equations to determine the motion.
${ }^{\circ}$ 20. Two important special cases. There are two cases in which the equations of motion just found admit of great simplification. As these often occur it is worth while to discuss them separately.

In the first case we suppose the body to be turning round some point $O$ fixed in space and to be such that two of the principal moments of inertia at the fixed point are equal.

Let $O C$ be the axis of unequal moment of inertia and let us take this as the axis of $Z$. Let us choose as the other axes of reference two other axes $O A, O B$ which turn round $O C$ in any manner we please. To fix this let $\chi$ be the angle the plane COA makes with some plane fixed in the body and passing through $O C$. Then we have $\theta_{1}=\omega_{1}, \theta_{2}=\omega_{2}$ and $\theta_{s}=\omega_{3} \dashv d \chi / d t$. Also $h_{1}=A \omega_{1}$ $h_{2}=B \omega_{2}, h_{3}=C \omega_{3}$. The equations of motion are now

$$
\left.\begin{array}{l}
A\left(\frac{d \omega_{1}}{d t}-\omega_{2} \frac{d \chi}{d t}\right)-(A-C) \omega_{2} \omega_{3}=L \\
A\left(\frac{d \omega_{2}}{d t}+\omega_{1} \frac{d \chi}{d t}\right)+(A-C) \omega_{3} \omega_{1}=M \\
C \frac{d \omega_{3}}{d t} \cdots
\end{array}\right\}
$$

In this case the most convenient geometrical equations to express the relations of these moving axes to axes fixed in space are those usually called Euler's geometrical equations. They are given in Chap. v. of Vol. I. where $\theta_{1}, \theta_{2}, \theta_{3}$ must of course be written for $\omega_{1}, \omega_{2}, \omega_{3}$.
21. Since $d \chi / d t$ is arbitrary it may be chosen to simplify either (I.) the dynamical equations or (II.) the geometrical equations.
I. We may put $d \chi / d t=-\omega_{3}$. The dynamical equations then become

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}+C \omega_{2} \omega_{3}=L \\
A \frac{d \omega_{2}}{d t}-C \omega_{1} \omega_{3}=M \\
C \frac{d \omega_{3}}{d t}
\end{array}\right\}
$$

II. We may so choose $d \chi / d t$ that $\phi=0$. In this case the plane $C O A$ always passes through a straight line $O Z$ fixed in space. Euler's geometrical equations then become

$$
\frac{d \theta}{d t}=\omega_{2}, \frac{d \psi}{d t} \sin \theta=-\omega_{1},-\frac{d \chi}{d t}-\frac{d \psi}{d t} \cos \theta=\omega_{3} .
$$

22. Second special case. In the second special case we suppose as before that the body is turning about a fixed point, but that all the moments of inertia at the fixed point are equal. In this case there are three sets of axes which may be chosen with advantage.

Firstly. We may choose axes fixed in space. Since every axis is a principal axis in the body, the general equations of motion become

$$
\frac{d \omega_{1}}{d t}=\frac{L}{A}, \frac{d \omega_{2}}{d t}=\frac{M}{A}, \frac{d \omega_{3}}{d t}=\frac{N}{A} .
$$

Secondly. We may choose one axis as that of OC fixed in space and let the other two move round it in any manner, then as in the first special case, the equations of motion become

$$
\left.\begin{array}{rl}
\frac{d \omega_{1}}{d t}-\omega_{2} \frac{d \chi}{d t} & =\frac{L}{A} \\
\frac{d \omega_{2}}{d t}+\omega_{1} \frac{d \chi}{d t} & =\frac{M}{A} \\
\frac{d \omega_{3}}{d t} & =\frac{N}{A}
\end{array}\right\}
$$

Thirdly. We can take às axes any three straight lines at right angles moving in space in any proposed manner. The equations of motion may be deduced from the first set just written down by the help of the general rule for changing from fixed to moving axes. We have therefore '

$$
\begin{aligned}
& \frac{d \omega_{1}}{d t}-\omega_{2} \theta_{3}+\omega_{3} \theta_{2}=\frac{L}{A} \\
& \frac{d \omega_{2}}{d t}-\omega_{8} \theta_{1}+\omega_{1} \theta_{3}=\frac{M}{A}, \\
& \frac{d \omega_{3}}{d t}-\omega_{1} \theta_{2}+\omega_{2} \theta_{1}=\frac{N}{A} .
\end{aligned}
$$

The geometrical equations will then be the same as those given in Art. 9.
23. Ex. An ellipsoid, whose centre 0 is fixed, contracts by cooling and being set in motion in any manner is under the action of no forces. Find the motion.

The principal diameters are principal axes at $O$ throughout the motion. Let us take them as axes of reference. The expressions for the angular moments about
the axes are $h_{1}=A \omega_{1}, h_{2}=B \omega_{2}, h_{3}=C \omega_{3}$. The equations of Art. 19 then become

$$
\left.\begin{array}{c}
\frac{d}{d t}\left(A \omega_{1}\right)-(B-C) \omega_{2} \omega_{3}=0 \\
\frac{d}{d t}\left(B \omega_{2}\right)-(C-A) \omega_{3} \omega_{1}=0 \\
\frac{d}{d t}\left(C \omega_{3}\right)-(A-B) \omega_{1} \omega_{2}=0
\end{array}\right\}
$$

Multiplying these equations by $A \omega_{1}, B \omega_{2}, C \omega_{3}$, adding and integrating we see that $A^{2} \omega_{1}{ }^{2}+B^{2} \omega_{2}{ }^{2}+C \omega_{3}{ }^{2}$ is constant throughout the motion. To obtain another integral, let $A=A_{0} f(t), B=B_{0} f(t), C=C_{0} f(t)$ where $f(t)$ expresses the law of cooling which has been supposed such that the body changes its form very slowly. Let $\omega_{1} f(t)=\Omega_{1}, \omega_{2} f(t)=\Omega_{2}, \omega_{3} f(t)=\Omega_{3}$, and put $d t / d t^{\prime}=f(t)$, then the equations become

$$
A_{0} \frac{d \Omega_{1}}{d t^{\prime}}-\left(B_{0}-C_{0}\right) \Omega_{2} \Omega_{3}=0
$$

and two similar equations. These may be treated as in the chapter on the motion of a body under no forces. Liouville's Journal.

## On relative motion.

24. Clairaut's Theorem*. The theory of relative motion is best understood by viewing it in as many aspects as possible. We shall therefore now consider a method of determining the motion which is more elementary and does not in the result make an exclusive use of Cartesian co-ordinates.

Let it be required to refer the motion of a particle $P$ to any given set of moving axes. Let $P_{0}$ be the position of $P$ at any time $t$ and let $P_{0}$ be attached to the axes and move with them during any short interval. Let $f$ represent the acceleration of $P_{0}$ in direction and magnitude at the time $t$. The particle $P$ will of course separate from $P_{0}$, but as is explained in Dynamics of a Particle the actual acceleration of $P$ in space is the resultant of its acceleration relative to $P_{0}$ treated as a fixed point and the acceleration $f$ of $P_{0}$. The acceleration of $P_{0}$ is called the " acceleration of the moving space."

Let $x y z$ be the co-ordinates of the particle $P$ referred to the moving axes and let $X, Y, Z$ be the impressed forces on the particle resolved parallel to the axes. If we eliminate $u, v, w$ from the equations of Art. 4 and Art. 5 we have

$$
\frac{X}{m}=\frac{d^{2} x}{d t^{2}}-2 \frac{d y}{d t} \theta_{3}+2 \frac{d z}{d t} \theta_{2}+A x+B y+C z+D
$$

* This method of determining the relative motion of a particle was first given by Clairaut in 1742, and afterwards the same rule was demonstrated in a different manner by Coriolis. The arguments of the former were criticized and improved by M. Bertrand in the nineteenth volume of the Journal Polytechnique. The mode of proof of the latter is altogether independent of all co-ordinates. Another demonstration by the use of polar co-ordinates is given in Vol, xir. of the Quarterly Journal of Mathematics by the Rev. H. W. Watson.
with similar expressions for $Y$ and $Z$. Here $A, B, C, D$ are functions of $\theta_{1}, \theta_{2}, \theta_{s}, p, q, r$ and their differential coefficients with regard to $t$ which it is unnecessary to write down. If $x, y, z$ were constants all the terms of $X$ would disappear except the four last. These then with the corresponding terms in $Y$ and $Z$ express the acceleration $f$ of a point $P_{0}$ rigidly attached to the axes but occupying the instantaneous position of $P$.

We have now to examine the effect of the remaining terms. The motion of the axes of reference during any interval dt may be constructed by a screw motion along and round some central axis $O I$. Let $U d t$ be the translation along and $\Omega d t$ the rotation round $O I$. Let $V$ represent the velocity of $P$ relative to these axes, and let $\theta$ be the angle the direction of $V$ makes with $O I$. Consider now the second and third terms of $X$ taken together, and the corresponding terms of $Y$ and $Z$ neglecting for the moment all the other terms. If we multiply the expressions for $X, Y, Z$ by $\theta_{1}, \theta_{2}, \theta_{\mathrm{s}}$ respectively the sum of these terms is zero. The resultant of these accelerations is therefore perpendicular to $O I$. Again, if we multiply the expressions for $X, Y, Z$ by $d x / d t$, $d y / d t, d z / d t$ respectively the sum of these terms is again zero. The resultant of these accelerations is therefore perpendicular to the direction of the relative velocity $V$. Finally by adding up the squares of these terms we find that the magnitude of the resultant acceleration is $2 \Omega V \sin \theta$.

To determine the manner in which these forces should be applied, we must transpose the terms which represent them to the other sides of the equations. The first equation will then become

$$
m \frac{d^{2} x}{d t^{2}}=X+2 m\left(\frac{d y}{d t} \theta_{3}-\frac{d z}{d t} \theta_{2}\right)-m(A x+B y+C z+D)
$$

and the other two will take similar forms. These are the equations of motion of a particle referred to fixed axes, moving under the same impressed forces as before, but with two additional forces. These are, first, a force equal and opposite to that represented by $m f$, where $f$ is the acceleration of the point of moving space occupied by the particle; and secondly, a force whose magnitude has been shown to be $2 m V \Omega \sin \theta$. 'lo determine the direction of this force, let the axis of $z$ be taken along the axis $O I$, and let the plane of $y z$ be parallel to the direction of motion of the particle, then $\theta_{3}=0, \theta_{2}=0$ and $d x / d t=0$. We then easily see that this force disappears from the equations giving $m d^{2} y / d t^{2}$ and $m d^{2} z / d t^{2}$; while in that giving $m d^{2} x / d t^{2}$, we have the single term $2 m \theta_{8} d y / d t$. The magnitude of this force is obviously $2 m V \Omega \sin \theta$, and it acts along the positive direction of the axis of $x$. This is the lefthand side when the receding particle is viewed from the central axis $O I$.

When these equations have been integrated, the arbitrary constants are to be determined from the initial values of $x, y, z$, $d x / d t, d y / d t, d z / d t$. These differential coefficients are clearly the components of the initial velocity of the particle, taken relatively to the moving axes.
25. Relative Motion of a particle. We may express these conclusions in the following rule.

In finding the motion of a particle of mass $m$ with reference to any moving axes we may treat the axes as if they were fixed in space, provided we regard the particle as acted on, in addition to the impressed forces, by two other forces:
(1) a force equal and opposite to $m f$ where $f$ represents in direction and magnitude the acceleration of the point of moving space occupied by the particle. The force $m f$ is called the "force of moving space;"
(2) a force perpendicular to both the direction of relative motion of the particle and to the central axis or axis of rotation of the moving axes and which is measured by $2 m V \Omega \sin \theta$ where $V$ is the relative velocity of the particle, $\Omega$ the resultant angular velocity of the moving axes and $\theta$ is the angle between the direction of the velocity and the central axis. This force is called the compound centrifugal force.

To find the direction in which this force is to be applied; stand with the back along the central axis so that the rotation appears to be in the direction of the hands of a watch; then viewing the particle receding from the central axis the force acts to the left-hand. This central axis may be conveniently called the axis of the centrifugal forces.
26. Ex. If the particle be constrained to move along a curve which is itself moving in any manner, the compound centrifugal force, being perpendicular to the direction of the relative velocity of the particle, may be included in the reaction of the curve. The only force which it is necessary to impress on the particle is the force of the moving space. If the curve be turning about a fixed axis with an angular velocity $\Omega$, the components of the accelerating force of moving space are clearly $\Omega^{2} r$ tending directly from the axis of rotation, and $r d \Omega / d t$ perpendicular to the plane containing the particle and the axis, where $r$ is the distance of the particle from the axis. This agrees with the result obtained in the section on relative motion in Vol. I. Chap. Iv.
27. In finding the compound centrifugal force it will be useful to remember, that we may resolve the angular velocity $\Omega$ or the linear velocity $V$ in any manner that we please, and find the forces due to each of the components separately. Though we have thus more than two forces which must be applied to the particle, yet, by making a proper resolution, some of these may produce either no effect, and may therefore be omitted, or may produce an effect which it may be easy to take account of.
28. Relative Motion of a Rigid body. When we wish to apply Clairaut's theorem to the motion of a rigid body, we must consider each particle to be acted on by the two forces which depend on the position and velocity of that particle. To find the resultant of all these forces, we shall generally have to effect an integration throughout the body. This integration though not difficult will sometimes be troublesome. To avoid this we may use the two following methods.

In the first place we notice that the forces of moving space for any body are the same as the effective forces of an imaginary body occupying the instantaneous position of the real body and moving with the space instantaneously occupied by it. The resultant of these forces may therefore be obtained by the usual rules given to find the resultant of the effective forces of a real body. These have been already sufficiently explained in Vol. I.

In the second place we notice that the components of the compound centrifugal forces on any particle are by Art. 24 algebraic functions of $d x / d t, d y / d t, d z / d t$. These functions are of that kind described in Vol. I. Chap. I. and represented in Art. 14 of that chapter by the symbol $V$. We may therefore use the following theorem. If $M$ be the mass of the body, $V$ the velocity of its centre of gravity, $\Omega$ the angular velocity of the moving space, $\theta$ the angle between the direction of $V$ and the axis of $\Omega$, then the compound centrifugal forces of all the particles of the body are equivalent to a force $2 M V \Omega \sin \theta$ acting at the centre of gravity perpendicular both to its direction of motion and the axis of $\Omega$, together with the compound centrifugal forces of the body after the centre of gravity has been reduced to rest.

To find these latter forces, let us refer the body to the principal axes at the centre of gravity as axes of co-ordinates. Let $\omega_{1}, \omega_{2}, \omega_{3}$ be the resolved angular velocities of the body, $\Omega_{1}, \Omega_{2}, \Omega_{3}$ the resolved parts of $\Omega$ about these axes; $A, B, C$ the principal moments of inertia at the centre of gravity. Then, by Art. 24, the compound centrifugal forces on any particle of the body whose co-ordinates are ( $x, y, z$ ) and mass $m$, are

$$
X=m\left\{2 \frac{d y}{d t} \Omega_{\mathrm{s}}-2 \frac{d z}{d t} \Omega_{\mathrm{2}}\right\}
$$

with similar expressions for $Y$ and $Z$. The centre of gravity being at the origin, the resultant forces of these are easily seen by integration to be all zero, while the resultant couples about the axes are

$$
L=\omega_{2} \Omega_{3}(A+B-C)-\omega_{3} \Omega_{2}(A+C-B)-2 \Omega_{2} \Omega_{8}(B-C),
$$

with similar expressions for $M$ and $N$.
29. Ex. 1. A dise of mass $M$ is constrained to move in a plane under any forces while the plane turns about a straight line parallel to the plane and distant
$\bar{a}$ from it with angular velocity $\Omega$. Show that in finding the motion of the disc, we may regard the plane as fixed, provided we impress on the disc in addition to the given forces, (1) a force $M \Omega^{2} r-M a d \Omega / d t$ acting through the centre of gravity tending directly from the projection of the axis of rotation on the plane, where $r$ is the distance of the centre of gravity from the projection, (2) a couple $F \Omega^{2}$ where $F$ is the product of inertia about two rectangular axes in the plane intersecting at the centre of gravity, and respectively parallel to the axis and perpendicular to it. The constants of integration are to be determined from the initial conditions taken relatively to the moving plane.

Ex. 2. A disc of mass $M$ is constrained to move in a plane under any forces while the plane turns with angular velocity $\Omega$ about a straight line perpendicular to its plane and cutting the plane in the point $O$. Show that we may regard the plane as fixed provided we impress on the disc (1) a force $M \Omega^{2} r$ acting at the centre of gravity and tending directly from the axis, where $r$ is the distance of the centre of gravity from the axis, (2) a force $M r d \Omega / d t$ acting at the centre of gravity perpendicular to $r$ in the direction opposite to the rotation, (3) a couple $M k^{2} d \Omega / d t$, where $M k^{2}$ is the moment of inertia of the dise about an axis through its centre of gravity perpendicular to its plane, (4) a force $2 M V \Omega$ acting at the centre of gravity perpendicular to its direction of motion, where $V$ is the velocity of the centre of gravity.

Ex. 3. A sphere of mass $M$ moves in space, show that the compound centrifugal forces of all its elements are equal to (1) a resultant force $2 M V \Omega \sin \theta$ acting at the centre of gravity, where $V$ is the velocity of the centre of gravity and $\Omega$ the angular velocity of the moving space and $\theta$ the angle the direction of $V$ makes with the axis of $\Omega$, (2) a couple $M k^{2} \Omega \omega \sin \phi$, where $\omega$ is the angular velocity of the sphere, $\phi$ the angle its instantaneous axis makes with the axis of $\Omega$, and the plane of the couple is parallel to the axes of $\Omega$ and $\omega$.
30. Principle of Vis Viva applied to moving axes. Suppose the system at any instant to become fixed to the set of moving axes relative to which the motion is required, and calculate what would then be the effective forces on the system. These have been called in Art. 25 the forces of moving space. If we apply these as additional impressed forces on the system, but reversed in direction, we may use the equation of Vis Viva to determine the relative motion as if the axes were fixed in space. This theorem is due to Coriolis, Journal Polytech. 1831.

If we follow the notation of Art. 24 the accelerations of any point $P$ resolved parallel to the rectangular moving axes are

$$
\frac{d^{2} x}{d t^{2}}-2 \frac{d y}{d t} \theta_{3}+2 \frac{d z}{d t} \theta_{2}+A x+B y+C z+D
$$

with two similar expressions for the axes of $y$ and $z$. The last four terms, with the corresponding terms in the other expressions, are the resolved accelerations of a point $P_{0}$ rigidly attached to the axes, but occupying the instantaneous position of $P$. Let us call these $X_{0}, Y_{0}, Z_{0}$.

Let us now recur to the proof of the principle of Vis Viva given in Vol. i. Chap. vir. To adapt that proof to our present case we have merely to substitute these expressions for $d^{2} x / d t^{2}$, \&c. in the general equation of virtual moments. After substitution for the displacements $\delta x, \delta y, \delta z$ it is clear that the terms containing $d x / d t, d y / d t, d z / d t$ all disappear. The equation after integration then becomes

$$
\Sigma m\left\{\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}+\left(\frac{d z}{d t}\right)^{2}\right\}=2 \Sigma m\left\{\left(X-X_{0}\right) d x+\left(Y-Y_{0}\right) d y+\left(Z-Z_{0}\right) d z\right\}+C
$$

R. D. II.
31. This theorem of Coriolis also follows at once from that given in Art. 25 for all kinds of relative motion. The mode of proof just given has the advantage of recurring to first principles.

It is clear that when we use the principle of virtual velocities any force whose line of action is perpendicular to the displacement given to its point of application must disappear from the equation. Now in the principle of Vis Viva the displacement given to every point is the elementary arc described by that point in the time $d t$ relative to the axes. The compound centrifugal force acts perpendicularly to this arc, and therefore will disappear from the equation. But the virtual moments of the forces of moving space will not be zero, and must be allowed for in the equation.
32. Ex. A sphere rolls on a perfectly rough plane, which turns with a uniform angular velocity n about a horizontal axis in its own plane. Supposing the motion of the sphere to take place in a vertical plane perpendicular to the axis of rotation, find the motion of the sphere relatively to the plane.

Let $O x$ be the trace described by the sphere as it rolls on the plane, and let $O y$ be drawn through the axis of rotation perpendicular to $O x$ in the plane of motion of the sphere. Let $n t$ be the angle $O x$ makes with a horizontal plane through the axis of rotation. Let $\phi$ be the angle that radius of the sphere which was initially perpendicular to the plane makes with the axis of $y$. Let $x, y$ be the co-ordinates of $P$ the centre of the sphere and $M k^{2}$ the moment of inertia of the sphere about a diameter.

If the sphere were fixed relatively to the plane its effective forces would be $M n^{2} x$ and $M n^{2} y$ acting at the centre of gravity, and a couple $M k^{2} d n / d t=0$ round the centre of gravity. Also the impressed force, viz. gravity, is equivalent to $g \sin n t$ and $-g \cos n t$ parallel to the moving axes. The equation of Vis Viva for relative motion is therefore

$$
\frac{1}{2} \frac{d}{d t}\left\{\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}+\hbar^{2}\left(\frac{d \phi}{d t}\right)^{2}\right\}=n^{2} x \frac{d x}{d t}+n^{2} y \frac{d y}{d t}+g \sin n t \frac{d x}{d t}-g \cos n t \frac{d y}{d t}
$$

Here $d x / d t=a d \phi / d t$ and $d y / d t=0$. We have therefore

$$
\left(1+\frac{k^{2}}{a^{2}}\right) \frac{d^{2} x}{d t^{2}}=n^{2} x+g \sin n t
$$

This equation might also have been derived from the formulx for moving axes given in Vol. y. Chap. ir.

If $k^{2}=\frac{2}{6} a^{2}$ this equation leads to

$$
x=-\frac{5}{12} \frac{g}{n^{2}} \sin n t+A e^{n \sqrt{\frac{5}{7}} t}+B e^{-n \sqrt{\frac{5}{7}} t}
$$

where $A$ and $B$ are two constants which depend on the initial conditions of the sphere.

## On Motion relative to the Earth.

33. The motion of a body on the surface of the earth is not exactly the same as if the earth were at rest. As an illustration of the use of the equations of this chapter, we shall proceed to determine the equations of motion of a particle referred to axes of co-ordinates fixed in the earth and moving with it.

Let $O$ be any point on the surface of the earth whose latitude is $\lambda$. Thus $\lambda$ is the angle the normal to the surface of still water at $O$ makes with the plane of the equator. Let the axis of $z$ be vertical at $O$ and measured positively in the direction opposite to
gravity. Let the axes of $x$ and $y$ be respectively a tangent to the meridian and a perpendicular to it, their positive directions being respectively south and west. In the figure the axis of $y$ is dotted to indicate that it is perpendicular to the plane of the paper. Let

$\omega$ be the angular velocity of the earth, $b$ the distance of the point $O$ from the axis of rotation.

We may reduce the point $O$ to rest by applying to every point under consideration an acceleration equal and opposite to that of $O$, and therefore equal to $\omega^{2} b$ and tending from the axis of rotation. We must also apply a velocity equal and opposite to the initial velocity of $O$. This velocity is $\omega b$. The whole figure will then be turning about an axis $O I$, parallel to the axis of rotation of the earth with an angular velocity $\omega$.

When the particle has been projected from the earth it is acted on by the attraction of the earth and the applied acceleration $\omega^{2} b$. The attraction of the earth is not what we call gravity. Gravity is the resultant of the attraction of the earth and the centrifugal force, and the earth is of such a form that this resultant acts perpendicular to the surface of still water. If it were not so, particles resting on the earth would tend to slide along the surface. It appears, therefore, that the force on the particle, after O has been reduced to rest, is equal to gravity. Let this be represented by $g$. Besides this there may be other forces on the particle, let their resolved parts parallel to the axes be $X, Y, Z$.

Since the earth is turning round $O I$ with angular velocity $\omega$, the resolved part about $O z$ is $\omega \sin \lambda$, since the angle $I O z$ is the complement of $\omega$; since the rotation is from west to east, the resolved angular velocity is from $y$ to $x$, which is the negative direction, hence $\theta_{3}=-\omega \sin \lambda$. The resolved angular velocity round $O x$ is $\omega \cos \lambda$ and is from $y$ to $z$, which is the positive direction, hence $\theta_{1}=\omega \cos \lambda$. Also since $O I$ is perpendicular to
$O y, \theta_{2}=0$. Hence, by Art. 4, the actual velocities of any particle whose co-ordinates are $(x, y, z)$ are

$$
\left.\begin{array}{l}
u=\frac{d x}{d t}+\omega \sin \lambda y \\
v=\frac{d y}{d t}-\omega \cos \lambda z-\omega \sin \lambda x \\
w=\frac{d z}{d t}+\omega \cos \lambda y
\end{array}\right\}
$$

To find the equations of motion it is only necessary to substitute these in the equations of Art. 5.

The resulting equations may be simplified if we neglect such small quantities as the difference between the force of gravity at different heights. If $a$ be the equatorial radius of the earth and $g^{\prime}$ the force of gravity at a height $z$, we have $g^{\prime}=g(1-2 z / a)$ nearly. Now $\omega^{2} a$ is the centrifugal force at the equator, which is known to be $\frac{1}{289} g$. Hence if we neglect the small term $g z / a$ we must also neglect $\omega^{2} z$. The equations will therefore become

$$
\left.\begin{array}{l}
\frac{d^{2} x}{d t^{2}}+2 \omega \sin \lambda \frac{d y}{d t}=X \\
\frac{d^{2} y}{d t^{2}}-2 \omega \cos \lambda \frac{d z}{d t}-2 \omega \sin \lambda \frac{d x}{d t}=Y \\
\frac{d^{2} z}{d t^{2}}+2 \omega \cos \lambda \frac{d y}{d t}=-g+Z
\end{array}\right\}
$$

where the terms ( $X, Y, Z$ ) include all the accelerating forces, except gravity, which act on the particle. These equations agree with those given by Poisson, Journal Polytechnique, 1838.
34. If we do not neglect the term containing $\omega^{2}$, the equations of motion are

$$
\begin{aligned}
& \frac{d^{2} x}{d t^{2}}+2 \omega \sin \lambda \frac{d y}{d t}-\omega^{2} \sin ^{2} \lambda x-\omega^{2} \sin \lambda \cos \lambda z=X, \\
& \frac{d^{2} y}{d t^{2}}-2 \omega \cos \lambda \frac{d z}{d t}-2 \omega \sin \lambda \frac{d x}{d t}-\omega^{2} y=Y, \\
& \frac{d^{2} z}{d t^{2}}+2 \omega \cos \lambda \frac{d y}{d t}-\omega^{2} \cos ^{2} \lambda z-\omega^{2} \sin \lambda \cos \lambda x=-g+Z .
\end{aligned}
$$

35. As an example, let us consider the case of a particle dropped from a height $h$. The initial conditions are therefore $x, y, d x / d t, d y / d t, d z / d t$ all zero; and $z=h$. As a first approximation, neglect all the terms containing the small factor $\omega$. Then we have $x=0, y=0, z=h-\frac{1}{2} g t^{2}$.

For a second approximation, we may substitute these values of $(x, y, z)$ in the small terms. We have after integration

$$
x=0, y=-\frac{1}{2} \omega \cos \lambda g t^{3}, z=h-\frac{1}{2} g t^{2} .
$$

Thus there will be a small deviation towards the east, proportional to the cube
of the time of descent. There will be no southerly deviation, and the vertical motion will be the same as if the earth were at rest.

An elementary demonstration of this result will make the whole argument clearer. Let the particle be dropped from a height $h$ vertically over $O$. Then $O$ being reduced to rest, the particle is really projected eastwards with a velocity $\omega h \cos \lambda$. Hence, if the direction of gravity did not alter owing to the rotation of the earth about $O I$, the particle would describe a parabola and the easterly deviation would be $(\omega h \cos \lambda) t$ where $t$ is the time of falling. Since $h=\frac{1}{2} g t^{2}$, this deviation is $\frac{1}{2} \omega \cos \lambda g t^{3}$. The rotation $\omega$ about $O I$ is equivalent to $\omega \sin \lambda$ about $O z$ and $\omega \cos \lambda$ about $O x$. The former does not alter the position of $O C$ the normal to the surface of the earth, which is the direction of gravity. The latter turns $O C$ in any time $t$ through an angle $\omega \cos \lambda t$. Thus gravity gradually changes its direction as the particle falls. The particle is therefore acted on by a westerly component $=g \sin (\omega \cos \lambda t)$, which, since $\omega t$ is small, is nearly equal to $g \omega \cos \lambda t$. Let $y^{\prime}$ be the distance of the particle from the position of the plane $x z$ in space at the moment when the particle began to fall, and let $y^{\prime}$ be measured positively to the west. The equation of motion of the particle in space is therefore $d^{2} y^{\prime} / d t^{2}=g \omega t \cos \lambda$. Integrating this and remembering that as explained above $d y^{\prime} / d t=-\omega h \cos \lambda$ when $t=0$, we get $y^{\prime}=-\omega h t \cos \lambda+\frac{1}{6} g \omega t^{3} \cos \lambda$. When the particle reaches the ground we have $y^{\prime}=y$ very nearly and $h=\frac{1}{2} g t^{2}$, thus the deviation westwards is $-\frac{1}{3} \omega g t^{3} \cos \lambda$, which is the same as before. If it be not evident that $y^{\prime}=y$, it may be shown thus. In the time $t O y, O z$ have turned through a very small angle $\theta=\omega \cos \lambda t$, hence, as in transformation of axes, $y^{\prime}=y \cos \theta-z \sin \theta$, which gives $y^{\prime}=y$ when we reject the squares of $\theta$.
36. In many cases it will be found convenient to refer the motion to axes more generally placed. Let $O$ be the origin, and let the axes be fixed relatively to the earth, but in any directions at right angles to each other. Let $\theta_{1}, \theta_{2}, \theta_{3}$ be the resolved parts of $\omega$ about these axes, then $\theta_{1}, \theta_{2}, \theta_{3}$ are known constants. After substituting from Art. 4 in the equations of motion given in Art. 5 we get

$$
\begin{aligned}
& \frac{d^{2} x}{d t^{2}}-2 \frac{d y}{d t} \theta_{3}+2 \frac{d z}{d t} \theta_{2}=X \\
& \frac{d^{2} y}{d t^{2}}-2 \frac{d z}{d t} \theta_{1}+2 \frac{d x}{d t} \theta_{\mathrm{s}}=Y \\
& \frac{d^{2} z}{d t^{2}}-2 \frac{d x}{d t} \theta_{2}+2 \frac{d y}{d t} \theta_{1}=-g+Z
\end{aligned}
$$

For example, if we wished to determine the motion of a projectile, it will be convenient to take the axis of $z$ vertical and the plane of $x z$ to be the plane of projection. Let the axis of $x$ make an angle $\beta$ with the meridian, the angle being measured from the south towards the west. Then

$$
\theta_{1}=\omega \cos \lambda \cos \beta, \theta_{2}=-\omega \cos \lambda \sin \beta, \quad \theta_{3}=-\omega \sin \lambda .
$$

These equations may be solved in any particular case by the method of continued approximation. If we neglect the small terms we get a first approximation to the values of $(x, y, z)$. To find a second approximation we may substitute these values in the terms containing $\omega$ and integrate the resulting equations. As
these equations are only true on the supposition that $\omega^{2}$ may be neglected, we cannot proceed to a third approximation.
37. Ex. 1. A particle is projected with a velocity $V$ in a direction making an angle $\alpha$ with the horizontal plane, and such that the vertical plane through the direction of projection makes an angle $\beta$ with the plane of the meridian, the angle $\beta$ being measured from the south towards the west. If $x$ be measured horizontally in the plane of projection, $y$ be measured horizontally in a direction making an angle $\beta+\frac{1}{2} \pi$ with the meridian, and $z$ vertically upwards from the point of projection,
prove that $\quad x=V \cos a t+\left(V \sin \alpha t^{2}-\frac{1}{3} g t^{3}\right) \omega \cos \lambda \sin \beta$,

$$
\begin{aligned}
& y=\left(V \sin a t^{2}-\frac{1}{3} g t^{3}\right) \omega \cos \lambda \cos \beta+V \cos a t^{2} \omega \sin \lambda, \\
& z=V \sin a t-\frac{1}{2} g t^{2}-V \cos a t^{2} \omega \cos \lambda \sin \beta
\end{aligned}
$$

where $\lambda$ is the latitude of the place, and $\omega$ the angular velocity of the earth about its axis of figure.

Show also that the increase of range on the horizontal plane through the point of projection is $\quad 4 \omega \sin \beta \cos \lambda \sin \alpha\left(\frac{1}{3} \sin ^{2} \alpha-\cos ^{2} a\right) V^{3} / g^{2}$, and the deviation to the right of the plane of projection is

$$
4 \omega \sin ^{2} \alpha\left(\frac{1}{3} \cos \lambda \cos \beta \sin \alpha+\sin \lambda \cos \alpha\right) V^{3} / g^{2}
$$

Ex. 2. A bullet is projected from a gun nearly horizontally with great velocity so that the trajectory is nearly flat, prove that the deviation is nearly equal to $R t \omega \sin \lambda$, where $R$ is the range, and the other letters have the same meaning as in the last question. The deviation is always to the right of the plane of firing in the Northern hemisphere, and to the left in the Southern hemisphere. It is asserted (Comptes Rendus, 1866) that the deviation due to the earth's rotation as calculated by this formula is as much as half the actual deviation in Whitworth's gun.

Ex. 3. A spherical bullet is projected with so great a velocity that the resistance of the air must be taken into account. The resistance of the air being assumed to be $k(\mathrm{vel})^{2}$, and the trajectory to be flat, prove that, neglecting the effects of the rotation of the earth,

$$
\begin{aligned}
& k x=\log (1+k V t) \quad k V y=2 \omega \sin \lambda(V t-x) \\
& 4 k V^{2}(z-x \tan \alpha+\sin \beta \cot \lambda y)=-g\left(2 V t-2 x+k V^{2} t^{2}\right) .
\end{aligned}
$$

These are given by Poisson, Journal Polytechnique, 1838.
38. Disturbance of a Pendulum. Let us apply the equations of Art. 36 to determine the effect of the rotation of the earth on the motion of a pendulum. In this as in some other cases, it will be found advantageous to refer the motion to axes not fixed in the earth but moving in some known manner. Let the axis of $z$ be vertical as before and let the axes of $x$ and $y$ move slowly round the vertical with angular velocity $\omega \sin \lambda$ in the direction from the south towards the west. In this case we have

$$
\begin{gathered}
\theta_{1}=\omega \cos \lambda \cos \beta, \quad \theta_{2}=-\omega \cos \lambda \sin \beta, \\
\theta_{8}=-\omega \sin \lambda+\omega \sin \lambda=0,
\end{gathered}
$$

and
where $\beta$ is the angle the axis of $x$ makes with the tangent to the meridian, so that $d \beta / d t=\omega \sin \lambda$. If, as before, we neglect quantities which contain the square of $\omega$ as a factor, the terms which contain $d \theta_{1} / d t$ and $d \theta_{2} / d t$ must be omitted. Hence the required equations may be obtained from those of Art. 36, by putting $\theta_{3}=0$.

If $m$ be the mass of the particle, $l$ the length of the string, and $T$ the tension; these equations are

$$
\left.\begin{array}{l}
\frac{d^{2} x}{d t^{2}}-2 \omega \cos \lambda \sin \beta \frac{d z}{d t}=-\frac{T}{m} \frac{x}{l} \\
\frac{d^{2} y}{d t^{2}}-2 \omega \cos \lambda \cos \beta \frac{d z}{d t}=-\frac{T}{m} \frac{y}{l} \\
\lambda \sin \beta \frac{d x}{d t}+2 \omega \cos \lambda \cos \beta \frac{d y}{d t}=-g+\frac{T}{m} \frac{l-z}{l}
\end{array}\right\}
$$

the origin being taken at the lowest point of the arc of oscillation.
If the oscillation be sufficiently small $z$ will differ from zero by small quantities of the order $\alpha^{2}$ where $\alpha$ is the semi-angle of oscillation. The last equation then shows that $T$ differs from $m g$ by quantities of the order $\omega x$ at least. If then we neglect terms of the order $\omega x^{2}$ and $\alpha^{3}$, we may put $m g$ for $T$ in the two first equations and neglect the terms containing $\omega d z / d t$. The equations of motion thus become the same as for a pendulum attached to a fixed point. The solutions of the equations are clearly

$$
x=A \cos \left(\sqrt{\frac{g}{l}} t+C\right), \quad y=B \sin \left(\sqrt{ } \frac{g}{l} t+D\right)
$$

The small oscillations of a pendulum on the earth referred to axes turning round the vertical with angular velocity $\omega \sin \lambda$ are therefore the same as those of an imaginary pendulum suspended from an absolutely fixed point.

Let us then suppose the pendulum to be drawn aside so as to make with the vertical a small angle $\alpha$ and then let go. Relatively therefore to the axes moving round the vertical with angular velocity $\omega \sin \lambda$ we must suppose the particle to be projected with a velocity $l \sin \alpha \omega \sin \lambda$ perpendicular to the initial plane of displacement. We have then when $t=0, x=l \alpha, y=0, d x / d t=0$, $d y / d t=-l \alpha \omega \sin \lambda$. It is then easy to see that in the above values of $x$ and $y, C$ and $D$ are both zero and that the particle describes an ellipse, the ratio of the axes being $\omega \sin \lambda(l / g)^{\frac{7}{2}}$. The effect of the rotation of the earth is to make this ellipse turn round the vertical with uniform angular velocity $\omega \sin \lambda$ in a direction from south to west. If the angle $\alpha$ be not so small that its square may be neglected, it is known by Dynamics of a particle that, independently of all considerations of the rotation of the earth, there will be a progression of the apsides of the ellipse. It is therefore necessary for the success of the experiment that the length $l$ of the pendulum should be very great. This motion of the apsides depending on the magnitude of $\alpha$ is in the opposite direction to that caused by the rotation of the earth.

It also appears that the time of oscillation is unaffected by the rotation of the earth, provided the arc of oscillation be so small
that the effects of forces whose magnitude contains the factor $\omega \alpha^{2}$ may be neglected.
39. Ex. 1. In Foucault's experiment, a long pendulum is suspended from a point over the centre of a circular table, and the arc of oscillation is seen to pass from one diameter to another. Show that the are of the circular rim of the table described by the plane of oscillation in one day is equal to the difference in length between two parallels of latitude one through the centre and the other through the northern or southern extremity of the rim. This theorem is due to Prof. J. R. Young.

Ex. 2. A heavy particle is suspended from a fixed point of support by a string of length $a$ and the effect of the rotation of the earth is neglected. In the two following cases the path of the particle is very nearly an ellipse whose apses advance in each complete revolution of the particle through an angle $\beta .2 \pi$. If $b$ and $c$ be the major and minor semi-axes of the ellipse, prove (1) when $b$ and $c$ are small compared with $a$, that $\beta=\frac{3}{8} b c / a^{2}$, and (2) when $b$ and $c$ are not sunall compared with $a$, but are very nearly equal, that $(\beta+1)^{-2}=1-\frac{3}{4} b^{2} / a^{2}$.

Ex. 3. A pendulum, at rest relatively to the earth, is started in any direction with a small angular velocity, show that the oscillations will take place in a vertical plane turning uniformly round the vertical so that the pendulum becomes vertical once in each half oscillation.

Ex. 4. Let $\theta$ be the angle a pendulum of length $l$ makes with the vertical, and $\phi$ the angle the vertical plane containing the pendulum makes with a vertical plane which turns round the vertical with uniform angular velocity $\omega \sin \lambda$ in a direction from south to west. Prove that when terms depending on $\omega^{2}$ are neglected the equations of motion become

$$
\begin{gathered}
\left(\frac{d \theta}{d t}\right)^{2}+\sin ^{2} \theta\binom{d \phi}{d t}^{2}=\frac{2 g}{l} \cos \theta+A \\
\frac{d}{d t}\left(\sin ^{2} \theta \frac{d \phi}{d t}\right)=2 \sin ^{2} \theta \cos (\phi+\beta) \omega \cos \lambda \frac{d \theta}{d t}
\end{gathered}
$$

where $A$ is an arbitrary constant, and the other letters have the meanings given to them in Art. 36. See M. Quet in Liouville's Journal, 1853.

These equations will be found convenient in treating the motion of a pendulum. They may be easily obtained by transforming those given in Art. 38 to polar coordinates.

Ex. 5. A semi-circular arch $A C B$ is fixed with its plane vertical on a horizontal wheel at $A$ and $B$, and may thus be moved with any degree of rapidity from one azimuth to another. A rider slides along the inner edge of the arch which is graduated and may be fixed at any degree marked thereon. A spiral spring by means of which a slow vibration is obtained with conuparatively a short length is attached at one end to a pin in the axis of the semicircle so that the point of attachment may be in the axis of rotation and at the other end it is fixed to a similar pin in a parallel position fixed to the rider. The vertical semicircle is not placed in a diameter of the horizontal whecl but parallel to it at such a distance as not to interrupt the eye of the observer from the vertical plane passing through the diameter, and in which plane the wire in all its positions remains.

If the rider be placed at an angular distance $\theta$ from the highest point of the arch and the wire set in vibration in any plane, show that the plane of vibration of the wire will make a complete revolution relatively to the arch while the arch turns round $\sec \theta$ complete revolutions. This is best observed by fixing the eye on a line
in the same plane with the wire while walking round with the wheel during its rotation. This apparatus was devised by Sir C. Wheatstone to illustrate Foucault's mechanical proof of the rotation of the earth. Proceedings of the Royal Society, May 22, 1851.
40. Disturbance of motion in one plane. In the first volume of this treatise a chapter has been devoted to the discussion of the motion of a body or a system of bodies constrained to remain in a fixed plane. This plane has been treated as if it were really fixed in space. But since no plane can be found which does not move with the earth, it is important to determine what effect the rotation of the earth will have on the motion of these bodies. Let us treat this as an example of the method of Clairaut and Coriolis given in Art. 25.

Let the plane make an angle $\lambda$ with the axis of the earth. Let a point $O$ in this plane be on the surface of the earth and let it be reduced to rest. Then, as proved in Art. 33, the moving bodies while in the neighbourhood of 0 are acted on by their weights in a direction normal to the surface of the earth. The earth is now turning round an axis through $O$ parallel to the axis of figure with a constant angular velocity $\omega$. Let this angular velocity be resolved into two, viz., $-\omega \sin \lambda$ about an axis perpendicular to the plane and $\omega \cos \lambda$ about an axis in the plane. Now the square of $\omega$ is to be rejected, hence by the principle of the superposition of small motions, we may determine the whole effect of these two rotations by adding together the effects produced by each separately.

It is a known theorem that if a particle be constrained to move in a plane which turns round any axis in that plane with a constant angular velocity $\omega \cos \lambda$, the motion may be found by regarding the plane as fixed and impressing an acceleration $\omega^{2} r \cos ^{2} \lambda$ on the particle, where $r$ is the distance of the particle from the axis. This may be deduced, as in Art. 26, from the theorem of Clairaut. This impressed acceleration is to be neglected because it depends on the square of $\omega$. The angular velocity $\omega \cos \lambda$ has therefore no sensible effect.

If the bodies be free to move in the plane, the effect of the rotation $-\omega \sin \lambda$ is to turn the axes of reference round the normal to the plane drawn through the point $O$. If then we calculate the motion without regard to the rotation of the earth, taking the initial conditions relative to fixed space, the effect of the rotation of the earth may be allowed for by referring this motion to axes turning round the normal with angular velocity $-\omega \sin \lambda$. For example, if the body be a heavy particle suspended by a long string from a point $O$ fixed relatively to the earth, it is really constrained to move in a horizontal plane, and the reasoning given above shows that the plane of oscillation will appear to a spectator on the earth to revolve with angular velocity $-\omega \sin \lambda$ round the vertical.

If the bodies be constrained to revolve with the plane, it will be required to find the motion relatively to that plane. We must therefore apply to each particle the force of moving space and the compound centrifugal force. If $r$ be the distance of any particle of mass $m$ from 0 , the former is $m r \omega^{2} \sin ^{2} \lambda$. This is to be neglected because it depends on the square of $\omega$. The latter is therefore the only force to be considered. By Art. 28, the compound centrifugal forces on all the particles of a body are equivalent to a force at the centre of gravity and three couples. In our case these couples are easily seen to be zero. For if the plane be taken as the plane of $x y$, we have $\Omega_{1}=0, \Omega_{2}=0, \omega_{1}=0, \omega_{2}=0$. Hence $L, M, N$ are all zero. If, therefore, $m$ be the mass of a body, $V$ the relative velocity of its centre of gravity, the effect of the rotation of the earth may be found according to the rule given in Art. 25 , by impressing on the body a force equal to $-2 m V \omega \sin \lambda$, acting at the centre of
gravity, in the plane of motion and perpendicular to the direction of motion of the centre of gravity.

The ratio of this force to gravity for a particle moving 32 feet per second, is at most $4 \pi / 24.60 .60$, which is less than a five thousandth. This is so small that, except under special circumstances, its effect will be imperceptible.
41. Disturbance of the motion of a rigid body. Hitherto we have considered chiefly the motion of a single particle. The effect of the rotation of the earth on the motion of a rigid body will be more easily understood when the methods to be described in the following chapters have been read. If, for example, a body be set in rotation about its centre of gravity, it will not be difficult to determine its motion as viewed by a spectator on the earth, when we know its motion in space. It seems, therefore, sufficient here to consider the peculiarities which these problems present, and to seek illustrations which do not require any extended use of the equations of motion.
42. The effect of the rotation of the earth is in general so small compared with that of gravity, that it is necessary to fix the centre of gravity in order that the effects of the former may be perceptible. Even when this is done, the friction on the points of support and the other resistances, cannot be wholly done away with. If, however, the apparatus be made with care that these resistances should be small, the effects of the rotation of the earth may be made to accumulate, and after some time to become sufficiently great to be clearly perceptible.

If a body be placed at rest relatively to the earth and free to turn about its centre of gravity as a fixed point, it is actually in rotation about an axis parallel to the axis of the earth. Unless this axis be a principal axis, the body would not continue to rotate about it, and thus a change would take place in its state of motion. By referring to Euler's equations, we see that the change in the position of the axis of rotation is due to the terms $(A-B) \omega_{1} \omega_{2},(B-C) \omega_{2} \omega_{3},(C-A) \omega_{3} \omega_{1}$. The body having been placed apparently at rest, $\omega_{1}, \omega_{2}, \omega_{3}$ are all small quantities of the same order as the angular velocity of the earth; these terms are, therefore, all of the order of the squares of small quantities. Whether they will be great enough to produce any visible effect or not will depend on their ratio to the frictional forces which could be called into play. But since these frictional forces are just sufficient to prevent any relative motion, these terms will in general be just cancelled by the frictional couples introduced into the right-hand sides of Euler's equations. The body will, therefore, continue at rest relatively to the earth.

In order that some visible effect may be produced, it is usual to impress on the body a very great angular velocity about some axis. If this be the axis of $\omega_{3}$, the terms in Euler's equations, which are due to the centrifugal forces, and which contain $\omega_{3}$ as a
factor, become greater than when $\omega_{3}$ had no such initial value. The greater this initial angular velocity, the greater these terms will be, and the more visible we may expect their effects on the body to be.

If the angular velocity thus communicated to the body be sufficient to turn it only once in a second, it will be still $24 \times 60 \times 60$ times as great as the angular velocity of the earth. In these problems, therefore, we may regard the angular velocity of the earth as so small, compared with the existing angular velocities of the body, that the square of the ratio may be neglected.

As an example of the application of these principles, we have selected one case of Foucault's pendulum, which seems to admit of an elementary solution.
43. The centre of gravity of a solid of revolution is fixed, while the axis of figure is constrained to remain in a plane fixed relatively to the earth. The solid being set in rotation about its axis of figure, it is required to find the motion.

Let us refer the motion to moving axes. Let the centre of gravity be the origin, the plane of $y z$ the plane fixed relatively to the earth. Let the axis of figure be the axis of $z$, and let it make an angle $\chi$ with the projection of the axis of rotation of the earth on the plane of $y z$. Let this projection, for the sake of brevity, be called the axis of $\chi$. Let $p$ be the angular velocity of the earth about its axis, $\alpha$ the angle the normal to the plane of $y z$ makes with the axis of the earth. We suppose $p$ to be reckoned positive when the rotation is in the standard direction usually taken as positive, i.e. when viewed from the positive extremity of the axis, the rotation appears to be in the direction of the hands of a watch. Since the earth turns from west by south to east, it follows, if the angle $\alpha$ be measured from the northern extremity $P$ of the axis, that $p$ is really negative and is represented in Art. 33 by - $\omega$. The motion of the moving axes is given by

$$
\begin{aligned}
& \theta_{1}=p \cos \alpha+\frac{d \chi}{d t} \\
& \theta_{2}=p \sin \alpha \sin \chi \\
& \theta_{3}=p \sin \alpha \cos \chi
\end{aligned}
$$

Let $\omega_{1}, \omega_{2}, \omega_{3}$ be the angular velocities of the body about the moving axes ; $A, A, C$ the principal moments of inertia at the centre of gravity. Let $R$ be the reaction by which the
 axis of figure is constrained to remain in the fixed plane, then $R$ acts parallel to the axis of $x$. Let $h$ be the distance of its point of
application from the origin. The angular momenta about the axes are respectively

$$
h_{1}=A \omega_{1}, \quad h_{2}=A \omega_{2}, \quad h_{3}=C \omega_{3} .
$$

Substituting in Art. 16, the equations of motion are

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}-A \omega_{2} \theta_{3}+C \omega_{3} \theta_{2}=0 \\
A \frac{d \omega_{2}}{d t}-C \omega_{3} \theta_{1}+A \omega_{1} \theta_{3}=R h \\
C \frac{d \omega_{3}}{d t}-A \omega_{1} \theta_{2}+A \omega_{2} \theta_{1}=0
\end{array}\right\}
$$

Since the axis of $z$ is fixed in the body, we see by Art. 3, that $\omega_{1}=\theta_{1}, \omega_{2}=\theta_{2}$. The last equation of motion, therefore, shows that $\omega_{3}$ is constant. It should however be remembered that $\omega_{3}$ is not the apparent angular velocity of the body as viewed by a spectator on the earth. If $\Omega_{3}$ be the angular velocity relatively to the moving axes, we have by Art. $3, \Omega_{3}=\omega_{3}-\theta_{3}$, so that

$$
\Omega_{\mathrm{s}}+p \sin \alpha \cos \chi=\text { constant }
$$

Thus the body, if so small a difference could be perceived, would appear to rotate slower or quicker the nearer its axis approached one extremity or the other of the projection of the axis of the earth's rotation on the fixed plane.

The first equation of motion after substitution for $\omega_{1}, \omega_{2}, \theta_{2}, \theta_{3}$, their values in terms of $\chi$, becomes

$$
A \frac{d^{2} \chi}{d t^{2}}-A p^{2} \sin ^{2} \alpha \sin \chi \cos \chi+C n p \sin \alpha \sin \chi=0
$$

where $n$ has been written for $\omega_{3}$. The second term may be rejected as compared with the third, since it depends on the square of the small quantity $p$. We have, therefore,

$$
\frac{d^{2} \chi}{d t^{2}}=-\frac{C}{A} n p \sin \alpha \sin \chi
$$

This is the equation of motion of a pendulum under the action of a force constant in magnitude, and whose direction is along the axis of $\chi$, i.e the projection of the axis of rotation of the earth on the fixed plane. The body being set in rotation about its axis of figure, we see that that axis will immediately begin to approach one extremity or the other of the axis of $\chi$ with a continually increasing angular velocity. When the axis of figure reaches the axis of $\chi$, its angular velocity will begin to decrease, and it will come to rest when it makes an angle on the other side of the axis of $\chi$ equal to its initial value. The oscillation will then be repeated continually.

The axis of figure will oscillate about that extremity of the axis of $\chi$, which, when $\chi$ is measured from it, makes the coefficient on the right-hand side of the last equation negative. This extre-
mity is such, that when the axis of figure is passing through it, the rotation $n$ of the body is in the same direction as the resolved rotation $p$ of the earth.
44. If we compare bodies of different form, we see that the time of oscillation depends only on the ratio of $C$ to $A$. It is otherwise independent of the structure or form of the body. The greater this ratio the quicker will the oscillation be. For a solid of revolution this ratio is greatest when $\Sigma m z^{2}=0$. In this case the ratio is equal to 2 , and the body is a circular disc or ring.
45. If we compare the different planes in which the axis may be constrained to remain, we see that the motion is the same for all planes making the same angle with the axis of the earth. It is therefore independent of the inclination of the plane to the horizon at the place of observation. The time of oscillation will be least, and the motion of the axis most perceptible when $\alpha=\frac{1}{2} \pi$, i.e. when the plane is parallel to the axis of rotation of the earth. $\quad$ If the plane be perpendicular to the axis of the earth, the axis of figure will not oscillate, but if the initial value of $d \chi / d t$ is zero, it will remain at rest in whatever position it may be placed.
46. Ex. 1. Show that a person furnished with the particular form of Foucault's pendulum just described, could, without any Astronomical observations, determine the latitude of the place, the direction of the rotation of the earth, and the length of the sidereal day. This remark is due to M. Quet, who has given a different solution of this problem in Liouville's Journal, Vol. xviII.

Ex. 2. If the body be a rod, and its centre of gravity supported without friction, prove that it could rest in relative equilibrium either parallel or perpendicular to the projection of the earth's axis on the plane of constraint. . If it be placed in any other position, its motion will be very slow, depending on $p^{2}$, but it will oscillate about a mean position perpendicular to the projection of the earth's axis.

Ex. 3. If the axis of figure be acted on by a frictional force producing a retarding couple, whose moment about the axis of $x$ bears a constant ratio $\mu$ to the moment of the reactional couple about the axis of $y$, and if the fixed plane be parallel to the axis of the earth, find the small oscillations about the position of equilibrium. Show that the position at any time $t$ is given by

$$
\chi=L e^{-\lambda t} \cos \left[\left(C n p / A-\lambda^{2}\right)^{\frac{1}{2}} t+M\right]
$$

where $2 A \lambda=\mu(C n-2 A x)$ and $L$ and $M$ are two constants depending on the initial conditions.

Ex. 4. The centre of gravity of a solid of revolution is fixed, while the axis of figure is constrained to remain in the surface of a smooth right cone fixed relatively to the earth. Show that the axis of figure will oscillate about the projection of the axis of rotation of the earth on the surface of the cone, and that the time of a complete small oscillation about the mean position will be $2 \pi(A \sin \epsilon / C p n \sin \beta)^{\frac{1}{t}}$, where $\epsilon$ is the semi-angle of the cone, $\beta$ the inclination of its axis to the axis of the earth, and the other letters have the same meaning as before. This result is due to M. Quet.

Ex. 5. Two equal heavy rods $C A, C B$ are connected by a hinge at $C$, with a spring so that they tend to make a known angle with each other. The free ends $A$ and $B$ are then tied together and the whole is suspended by a string $O C$ attached to the hinge. The system is left to itself until it is at rest relatively to the earth. If the string which fastens $A$ and $B$ be now cut, the arms separate from each other. Show that the system will immediately have an apparent angular velocity round the vertical equal to $p \sin \lambda\left(I^{\prime}-I\right) / I^{\prime}$, where $I, I^{\prime}$ are the moments of inertia of the system about the vertical $O C$ respectively before and after the string joining $A$ and $B$ was cut, $p$ is the angular velocity of the earth about its axis and $\lambda$ is the latitude of the place. In which direction will the system turn? This apparatus was devised by M. Poinsot who considered that the experiment would be so effective that the latitude of the place could be deduced from the observed angular velocity. See Comptes Rendus, 1851, Tome xxxir. page 206.

Ex. 6. If a river is flowing due north, prove that the pressure on the eastern bank at a depth $z$ is increased by the change of latitude of the running water in the ratio $g z+b v \omega \sin l: g z$, where $b$ is the breadth of the stream, $v$ its velocity, $l$ the latitude and $\omega$ the angular velocity of the earth about its axis. [Math. Tripos, 1875.]

Ex. 7. A wave like the Tide-wave travels along a river with its crest at right angles to the banks. Deduce from Clairaut's rule (Art. 25) that the tide is higher on one bank than on the other, and show that the height of the tide decreases in geometrical progression for equal increments of distance from one bank.

The general line of argument is as follows. Since the motion of the water is very nearly in a horizontal plane we may (by Art. 40) disregard the rotation of the earth provided we apply to every particle an acceleration $2 \omega v \sin \lambda$ perpendicular to its direction of motion, i.e. perpendicular to the direction of the river. Hence the river must be so much higher on one side than the other that the pressure due by gravity to the difference of level is equal to that due to the applied acceleration. If $\zeta$ be the altitude of the tide above the mean level at a distance $y$ from that side of the river at which the tide is highest, we have $-g d \zeta=2 \omega v \sin \lambda d y$. But in the theory of tides as undisturbed by the rotation it is proved that $v$ is proportional to $\xi$. The result follows by integration.

## CHAPTER II.

## OSCILLATIONS ABOUT EQUILIBRIUM.

## Lagrange's Method with indeterminate multipliers.

47. In the first volume of this treatise Lagrange's method of finding the small oscillations of a system about a position of equilibrium has been explained. It is our object, not to repeat those explanations, but rather to examine how that theory is modified by the use of indeterminate multipliers. In a dynamical problem it generally happens that we want to know how some particular quantities change with the time. Now it is one of the chief advantages of Lagrange's method that it gives a large choice of quantities which may be taken as co-ordinates. The quantities we most wish to find are therefore usually chosen for the independent co-ordinates and their variations can then be found from Lagrange's equations. But sometimes we find that this introduces a great complication of symbols. Perhaps we lose thereby some principle of symmetry which would have abbreviated and simplified the whole process. We now propose to consider what modifications must be introduced into the equations when those particular equations whose values we most require cannot be conveniently introduced as independent co-ordinates. For this purpose the method of indeterminate multipliers may be used with great advantage.
48. Let the system be referred to any co-ordinates $\theta, \phi, \& c$. which are so small that we may reject all powers of them except the lowest which occur. They should therefore be so chosen that they vanish in the position of equilibrium. Let $n$ be the number of those co-ordinates. Assuming that the geometrical equations do not contain the time explicitly the vis viva $2 T$ will be a quadratic function of the velocities, and may therefore be expanded in a series of the form

$$
2 T=A_{11} \theta^{\prime 2}+2 A_{12} \theta^{\prime} \phi^{\prime}+A_{22} \phi^{\prime 2}+\& c .
$$

Here the coefficients $A_{11}$, \&c. are all functions of $\theta, \phi$, \&c. and we may suppose them to be expanded in a series of some powers of these co-ordinates. Since the oscillations are so small that we may
reject all powers of the small quantities except the lowest which occur, we may reject all except the constant terms of these series. We shall therefore regard the coefficients $A_{11}$, \&c. as constants.

We must now make an expansion for the force function $U$ in a series of powers of $\theta, \phi, \& c$. If the co-ordinates $\theta, \phi, \& c$. were all independent, the terms containing the first powers would vanish, because by the principle of virtual velocities $d U / d \theta$, $d U / d \phi$, \&c. are zero in the position of equilibrium for all variations of $\theta, \phi, \& c$. which are consistent with the geometrical conditions. But as this does not necessarily occur when $\theta, \phi$, \&c. are connected by geometrical relations, we take as our expansion

$$
U-U_{0}=C_{1} \theta+C_{2} \phi+\& c .+\frac{1}{2} C_{11} \theta^{2}+C_{12} \theta \phi+C_{22} \phi^{2}+\& c .
$$

where $U_{0}$ is a constant which is easily seen to be the value of $U$ in the position of equilibrium. We may notice that the coefficients $C_{1}, C_{2}$, \&c. are not unrestricted. They must be such that the equations of equilibrium are all satisfied.

Since the co-ordinates $\theta, \phi, \& c$. are not independent there will be some geometrical relations which connect them. To simplify matters, let us suppose that there are but two such relations. Let these be $f(\theta, \phi, \& c)=0,. F(\theta, \phi, \& c)=$.0 . We may also expand these in powers of the co-ordinates in the following manner:

$$
\begin{aligned}
& f=G_{1} \theta+G_{2} \phi+\& c .+\frac{1}{2} G_{11} \theta^{2}+G_{12} \theta \phi+\frac{1}{2} G_{22} \phi^{2}+\& c . \\
& F=H_{1} \theta+H_{2} \phi+\& c .+\frac{1}{2} H_{11} \theta^{2}+H_{12} \theta \phi+\frac{1}{2} H_{22} \phi^{2}+\& c .
\end{aligned}
$$

The constant terms of these series are omitted because the geometrical equations are to be satisfied when the system is in equilibrium, i.e. when $\theta=0, \phi=0$, \&c.

We have now to substitute these series in the Lagrangian equations. Referring to Chap. viII. of Vol. I. these are represented by the type

$$
\frac{d}{d t} \frac{d T}{d \theta^{\prime}}-\frac{d T}{d \theta}=\frac{d U}{d \theta}+\lambda \frac{d f}{d \theta}+\mu \frac{d F}{d \theta}
$$

with similar equations for $\phi, \psi, \& c$. Here $\lambda, \mu$ are indeterminate multipliers whose values have to be found from the equations thus written down. The results of these substitutions are obviously

$$
\begin{aligned}
A_{11} \theta^{\prime \prime}+\& c . & =C_{1}+C_{11} \theta+\& c .+\lambda\left(G_{1}+\& c .\right)+\mu\left(H_{1}+\& c .\right), \\
A_{12} \theta^{\prime \prime}+\& c . & =C_{2}+C_{12} \theta+\& c .+\lambda\left(G_{2}+\& c .\right)+\mu\left(H_{2}+\& c .\right), \\
\& c . & =\& c .
\end{aligned}
$$

49. Since the system has been disturbed from a position of equilibrium these equations are all satisfied by $\theta=0, \phi=0$, \&c. We thus obtain the equilibrium values of $\lambda, \mu$. Let these be $\lambda_{0}, \mu_{0}$. Then

$$
\left.\begin{array}{l}
0=C_{1}+\lambda_{0} G_{1}+\mu_{0} H_{1} \\
0=C_{2}+\lambda_{0} G_{2}+\mu_{0} H_{2} \\
0=\& .
\end{array}\right\} .
$$

These are the equations of equilibrium already alluded to. The force function $U$ being a known function of the co-ordinates, the coefficients $C_{1}, C_{2}$, \&c. are all known; and thus any two of these equations will determine $\lambda_{0}, \mu_{0}$. The remaining equations will then be identically satisfied, because the quantities $C_{1}, C_{2}$, \&c. are not unrestricted but are such that the equations of equilibrium are all satisfied.

Let the dynamical values of $\lambda$ and $\mu$ be $\lambda=\lambda_{0}+\lambda_{1}, \mu=\mu_{0}+\mu_{1}$. Then $\lambda_{1}$ and $\mu_{1}$ are small quantities whose squares can be rejected. The equations of oscillation then become

$$
\begin{aligned}
& A_{11} \theta^{\prime \prime}+A_{12} \phi^{\prime \prime}+\ldots=C_{11} \theta+C_{12} \phi+\ldots \\
&+\lambda_{0}\left(G_{11} \theta+G_{12} \phi+\ldots\right)+\lambda_{1} G_{1} \\
&+\mu_{0}\left(H_{11} \theta+H_{12} \phi+\ldots\right)+\mu_{1} H_{1} \\
& A_{12} \theta^{\prime \prime}+A_{22} \phi^{\prime \prime}+\ldots=C_{12} \theta+C_{22} \phi+\ldots \\
&+\lambda_{0}\left(G_{11} \theta+G_{22} \phi+\ldots\right)+\lambda_{1} G_{2} \\
&+\mu_{0}\left(H_{12} \theta+H_{22} \phi+\ldots\right)+\mu_{1} H_{2} \\
& \& c .=\& c .
\end{aligned}
$$

We have here as many equations as there are co-ordinates. Besides these we have as many geometrical equations as indeterminate multipliers. These are

$$
\left.\begin{array}{r}
G_{1} \theta+G_{2} \phi+\ldots=0 \\
H_{1} \theta+H_{2} \phi+\ldots=0
\end{array}\right\} .
$$

Thus we have on the whole sufficient equations to find all the unknown quantities $\theta, \phi \ldots \lambda_{1}, \mu_{1}$.
50. To solve these we proceed exactly as in the corresponding method described in Vol. I., where the co-ordinates $\theta, \phi, \& c$. are all independent, except that we now include $\lambda_{1}, \mu_{1}$ amongst the variables to be determined. We take as our typical solution

$$
\begin{array}{rlrl}
\theta & =M \sin (p t+\alpha), \quad \phi & =N \sin (p t+\alpha), \& c . \\
\lambda_{1} & =D \sin (p t+\alpha), & \mu_{1} & =E \sin (p t+\alpha) .
\end{array}
$$

Substituting these in the equations we see that $\sin (p t+\alpha)$ can be divided out from every equation. Writing

$$
\left.\begin{array}{l}
\bar{C}_{11}=C_{11}+\lambda_{\mathrm{e}} G_{11}+\mu_{0} H_{11} \\
\bar{C}_{12}=C_{12}+\lambda_{0} G_{12}+\mu_{0} H_{12} \\
\& c .=\& c .
\end{array}\right\},
$$

we thus obtain

$$
\left.\begin{array}{rl}
\left(A_{11} p^{2}+\bar{C}_{11}\right) M+\left(A_{12} p^{2}+\bar{C}_{12}\right) N+\ldots+G_{1} D+H_{1} E & =0 \\
\left(A_{12} p^{2}+\bar{C}_{12}\right) M+\left(A_{22} p^{2}+\bar{C}_{22}\right) N+\ldots+G_{2} D+H_{2} E & =0 \\
\text { \&c. } & =0 \\
G_{1} M+G_{2} N+\ldots & =0 \\
H_{1} M+H_{2} N+\ldots & =0
\end{array}\right\} .
$$

Eliminating the ratios $M, N$, \&c. $D, E$, we have the determinantal equation
R. D. II.

$$
\left.\begin{array}{rrrr}
A_{11} p^{2}+\bar{C}_{11}, A_{12} p^{2}+\bar{C}_{12}, \ldots & G_{1}, H_{1} \\
A_{12} p^{2}+\bar{C}_{12}, & A_{22} p^{2}+\bar{C}_{22}, & \ldots & G_{2}, \\
H_{2} \\
\& c ., & \& c . & \& c ., & \& c . \\
G_{1}, & G_{2}, & 0, & 0 \\
H_{1}, & H_{2}, & 0, & 0
\end{array} \right\rvert\,=0 .
$$

If there be $n$ co-ordinates, this is an equation of the $n$th degree to find $p^{2}$. Taking any root positive or negative, the preceding equations determine the corresponding ratios of $M, N, \& c$. Taking all the roots in turn and adding together these partial solutions we have a solution complete with its $2 n$ constants. These constants have to be determined from the initial values of the co-ordinates and their velocities.
51. This determinant differs from that used when there are no indeterminate multipliers in two respects. (1) There is a change in the quantities $C_{11}, C_{12}, \& c$. represented by the insertion of the bar over the letters, (2) the determinant is bordered by the coefficients $G_{1}, H_{1}$, \&c of the first powers of the co-ordinates in the geometrical equations.

We notice that there is a very great simplification of the process when the force function is such that the coefficients of the first powers of the co-ordinates in its expansion are all zero. In this case $C_{1}, C_{2}$, \&c. are zero, hence from the equations of equilibrium $\lambda_{0}=0, \mu_{0}=0$. Thus $\bar{C}_{11}=C_{11}, \bar{C}_{12}=C_{12}, \& c .=\& c$. It immediately follows that it is unnecessary to calculate the terms of the second order in the geometrical equations, for these disappear from the equations of motion. This of course is an important simplification. Further the final determinant only differs from that used when there are no indeterminate multipliers by being bordered by the coefficients $G_{1}$, \&c. $H_{1}, \& c$.

This simplification occurs when the position about which the system oscillates is a position of equilibrium for all variations of the co-ordinates although the constraints compel the system to oscillate in a given limited manner.
52. Brief Summary. In order to indicate the method of proceeding in any particular case we shall now sum up the general line of argument.

Expand the semi vis viva $T$ and the force function $U$ in powers of the co-ordinates $\theta, \phi, \& c$. and their differential coefficients $\theta^{\prime}, \phi^{\prime}, \& c$. all powers above the second being rejected. Multiply the geometrical relations $f=0, F=0$ by $\lambda=\lambda_{0}+\lambda_{1}$ and $\mu=\mu_{0}+\mu_{1}$ where $\lambda_{1}$ and $\mu_{1}$ are small quantities of the same order as the coordinates $\theta, \phi, \& c$. and expand these products, all powers of the small quantities above the second being rejected. First, taking the expression $U+\lambda f+\mu F$, equate to zero the coefficient of the first power of each co-ordinate, we thus have equations to find
$\lambda_{0}, \mu_{0}$. Secondly, omitting the accents in the expression for $T$ and also the constant terms in $U$, form the discriminant of

$$
T p^{2}+U+\lambda f+\mu F
$$

with regard to the co-ordinates and the subsidiary variables $\lambda_{1}, \mu_{1}$. Equating this determinant to zero, we have an equation to find the values of $p$.
53. On Principal Oscillations. The equations which determine the constants $M, N ; \& c . D, E$ are shown above. Solving these we see that their ratios are equal to the ratios of the minors of the constituents of any row we please in the determinantal equation. If we represent these minors by $I_{11}\left(p^{2}\right), I_{12}\left(p^{2}\right)$, \&c. the oscillations of the system are represented by

$$
\begin{aligned}
\theta & =L_{1} I_{11}\left(p_{1}^{2}\right) \sin \left(p_{1} t+\alpha_{1}\right)+L_{2} I_{11}\left(p_{2}^{2}\right) \sin \left(p_{2} t+\alpha_{2}\right)+\& c . \\
\phi & =L_{1} I_{12}\left(p_{1}^{2}\right) \sin \left(p_{1} t+\alpha_{1}\right)+L_{2} I_{12}\left(p_{2}^{2}\right) \sin \left(p_{2} t+\alpha_{2}\right)+\& c . \\
\& \mathrm{c} . & =\& \mathrm{c} .
\end{aligned}
$$

where $L_{1}, L_{2} \& c$. are constants which depend on the initial conditions.

When the initial co-ordinates are such that all the constants $L_{1}, L_{2}, \& c$. vanish except one, the expressions for $\theta, \phi \ldots \lambda, \mu$ are reduced to the trigonometrical expressions in some one column. The co-ordinates $\theta, \phi, \& \mathrm{c}$. then bear to each other ratios which are constant throughout the motion. It follows also that the values of the co-ordinates $\theta, \phi, \& c$. repeat at a constant interval, viz. the period of the trigonometrical expression in the one column preserved. Referring to Vol. I. we see that the characteristics of a principal oscillation are satisfied.
54. The system being referred to any co-ordinates $\theta, \phi, \& c$. it may be required to find how it should be disturbed from its position of equilibrium that it may describe any proposed principal oscillation. We see that the system must be so displaced that its coordinates $\theta, \phi, \& c$. have the ratios of the minors of any row of the determinantal equation. It is also necessary that the initial velocities $\theta^{\prime}, \phi^{\prime}, \& c$. have the same ratio. These conditions are necessary and sufficient.
55. Putting this into algebraical language, we say that when a system is performing a principal oscillation of the type $\sin \left(p_{1} t+\alpha_{1}\right)$, then

$$
\frac{\theta}{I_{11}\left(p_{1}^{2}\right)}=\frac{\phi}{I_{12}\left(p_{1}^{2}\right)}=\& \mathrm{c} .=L_{1} \sin \left(p_{1} t+a_{1}\right) .
$$

We also infer from these equations that throughout the motion $\theta^{\prime \prime}=-p_{1}{ }^{2} \theta$, $\phi^{\prime \prime}=-p_{1}^{2} \phi, \& c$.
56. Principal Co-ordinates. It may be required to find formule of transformation by which we may change any co-ordinates $\theta$, $\phi$, dic. into principal co-ordinates. According to the definitions laid down in Vol. I. a system is referred to principal co-ordinates $\xi, \eta$, \&c. when the vis viva $2 T$ and the force function $U$ are expressed in the forms

$$
\left.\begin{array}{c}
2 T=\xi^{\prime 2}+\eta^{\prime 2}+\zeta^{\prime 2}+\ldots \\
2\left(U-U_{0}\right)=c_{115} \xi^{2}+c_{22} \eta^{\eta}+c_{33} \xi^{2}+\ldots
\end{array}\right\} .
$$

Lagrange's equations then take the form $\xi^{\prime \prime}-c_{11} \xi=0, \eta^{\prime \prime}-c_{22} \eta=0$, \&c., so that the whole motion is given by $\xi=E \sin \left(p_{1} t+a_{1}\right), \eta=F \sin \left(p_{2} t+a_{2}\right), \& c$., where $E, F, \& c$. are the constants of integration and $p_{1}{ }^{2}=-c_{11}, p_{2}{ }^{2}=-c_{22}$, \&c.

When the initial conditions are such that all the constants $E, F, \& c$. are zero except one the system is said to be performing a principal oscillation. If then we write $x=\sin \left(p_{1} t+\alpha\right), y=\sin \left(p_{2} t+\alpha_{2}\right), x$ will be a multiple of $\xi, y$ a multiple of $\eta$, and so on. The expressions for $\theta, \phi, \& c$. given in Art. 53, now reduce to

$$
\begin{aligned}
\theta & =L_{1} I_{11}\left(p_{1}{ }^{2}\right) x+L_{2} I_{11}\left(p_{2}{ }^{2}\right) y+\ldots \\
\phi & =L_{1} I_{12}\left(p_{1}^{2}\right) x+L_{2} I_{12}\left(p_{2}{ }^{2}\right) y+\ldots \\
\& c . & =\& c .
\end{aligned}
$$

These formulæ will enable us to change any co-ordinates $\theta, \phi, \& c$. into others $x, y, \& c$. which make $T$ and $U$ assume the forms

$$
\left.\begin{array}{r}
2 T=a_{11} x^{\prime 2}+a_{22} y^{\prime 2}+\ldots \\
2\left(U-U_{0}\right)=c_{11} x^{2}+c_{12} y^{2}+\ldots
\end{array}\right\} .
$$

The $n$ constants $L_{1}, L_{2}, \& c$. are arbitrary multipliers of $x, y, \& c$. , and may, if we please, be so chosen as to make $a_{11}, a_{22}$, \&c. each equal to unity.

## On Lagrange's Determinant.

57. On examining Lagrange's method of finding the oscillations of a system we see that the whole process depends on the solution of a certain determinantal equation. Even the stability or instability of the equilibrium depends on the nature of its roots. If this equation can be solved, the character of the motion and the periods of oscillation (if the motion be oscillatory) are immediately apparent. If the equation cannot be solved, we may expand the determinant and discuss its roots by the methods given in the theory of equations. But without expanding the determinant we may sometimes accomplish the same purpose by the following theorem. We shall begin with the determinant in its simplest form as it is obtained in Vol. I. Chap. IX.; we shall then consider the modifications introduced by bordering it with any quantities.
58. Separation of Roots. Let the determinantal equation be written in the form*

$$
\Delta=\left|\begin{array}{cc}
A_{11} p^{2}+C_{11}, & A_{12} p^{2}+C_{12}, \text { \&c. } \\
A_{12} p^{2}+C_{12}, & A_{22} p^{2}+C_{22}, \text { \&c. } \\
\& c .
\end{array}\right|=0
$$

*The proposition that the roots of Lagrange's determinant when written in this general form are all real is due to Sir W. Thomson. It is the extension of a corresponding theorem for that particular form of the equation which occurs when the vis viva is expressed as the sum of the squares of the velocities of the co-ordinates. Several proofs of this latter theorem will be found in Lesson VI. of Dr Salmon's Higher Algebra. The simplest of these is the one given by Dr Salmon himself. He also proves that the roots are separated by those of the leading minors. The proof in the text is an extension of his line of argument to Lagrange's determinant in its general form. Another line of argument is indicated in the examples in Art. 71.

Let us form from this determinant a minor by erasing the first row and the first column. We may then form from this minor a second minor, and so on. Thus we have a series of functions of $p^{2}$ whose degrees regularly diminish from the $n$th to the first. Let us call the successive determinants thus formed $\Delta, \Delta_{1}, \Delta_{2}$, \&c. The determinant $\Delta$ is not altered if we border it with a column of zeros on the right-hand side and a row of zeros at the bottom, provided we put unity in the vacant corner. We may therefore consider that $\Delta_{n}=1$.

By a theorem in determinants, if $I_{11}, I_{12}$, \&c. be the minors of the several constituents of $\Delta$, we have $\Delta \Delta_{2}=I_{11} I_{22}-I_{12}{ }^{2}$, and we notice that $I_{11}=\Delta_{1}$. Let us suppose $p^{2}$ to increase gradually from $p^{2}=-\infty$ to $p^{2}=+\infty$, then when $p^{2}$ passes through a value which makes $\Delta_{1}=0$ we see that $\Delta$ and $\Delta_{2}$ must have opposite signs. The same argument applies to every one of the series $\Delta, \Delta_{1}, \Delta_{2}$, \&c., whenever any one of them vanishes the determinants on each side have opposite signs*.

Using these determinants like Sturm's functions we see that a variation of sign can be lost or gained only at one end of the series. It can be lost at the end $\Delta$ only when $p^{2}$ passes through a root of the equation $\Delta=0$, and it will be regained again as $p^{2}$ passes through the next root in order of magnitude, unless a root of the equation $\Delta_{1}=0$ lies between these two.

If then we can prove that $n$ variations of sign are lost as $p^{2}$ passes from $p^{2}=-\infty$ to $p^{2}=+\infty$ it is clear that the equation $\Delta=0$ must have $n$ real roots and these roots will be separated by the roots of the equation $\Delta_{1}=0$.

Now the coefficient of the highest power of $p^{2}$ in the determinant $\Delta$ is the discriminant of $T$ and is therefore positive. The

* In this reasoning we have for the sake of brevity omitted the case in which two or more successive determinants in the series $\Delta, \Delta_{1}, \Delta_{2}$, \&c. vanish for the same value of $p^{2}$. But this omission is of no real importance, for we may change these determinants into others whose constituents are slightly different from those of the given determinants but are such that no successive two of the series have a common root. In the limit, therefore, when these arbitrary changes of the constituents are indefinitely small, the roots of the series of determinants will still be real and the roots of each will separate, or coincide with, the roots of the next before it in the series.

To show that these changes are possible, let $\Delta, \Delta_{1}, \Delta_{2}$ be any three consecutive members of the series. Let us suppose that $\Delta_{2}$ does not vanish while the two members (and perhaps others) just before it are zero. Then from the equation in the text, we have $I_{12}=0$. Let us add to each of the constituents of which $I_{12}$ is the minor the small quantity $a$. The determinant $\Delta_{1}$ is unaltered and remains equal to zero. The determinant $\Delta$ undergoes a slight alteration, so that in its new form the equation just quoted becomes $\Delta \Delta_{2}=-\alpha^{2} \Delta_{2}{ }^{2}$. Thus $\Delta$ is no longer zero. In this way whenever any two consecutive members of the series of determinants vanish, one may be rendered finite.
coefficient of the highest power of $p^{2}$ in $\Delta_{1}$ is the discriminant of $T$ after $\theta^{\prime}$ has been put zero, and this also is positive. Thus the coefficients of the highest powers of $p^{2}$ in every one of the determinants $\Delta, \Delta_{1}, \Delta_{9}$, \&c. are positive. If then we substitute $-\infty$ for $p^{2}$, these determinants are alternately positive and negative, if we substitute $+\infty$ for $p^{2}$ the determinants are all positive. It follows that $n$ variations of sign are lost as $p^{2}$ passes from $p^{2}=-\infty$ to $p^{2}=+\infty$.

Summing up we see that the roots of each determinant of the series $\Delta, \Delta_{1}, \Delta_{2}$, \&c. are all real and the roots of each separate or lie between the roots of the determinant next before it in the series.
59. Resuming our line of argument we see that as $p^{2}$ increases from $p^{2}=-\infty$ to $p^{2}=+\infty$ a variation of sign in the series $\Delta, \Delta_{1}, \& c$. is lost when $p^{2}$ passes through a root of $\Delta=0$, and once lost this variation cannot be regained. It immediately follows that as $\mathrm{p}^{2}$ passes from $\mathrm{p}^{2}=\alpha$ to $\mathrm{p}^{2}=\beta$ if $\kappa$ variations of sign are lost there are exactly $\kappa$ roots of the equation $\Delta=0$. between these limits.
60. It will be noticed that in this line of argument no assumption has been made about the functions

$$
\left.\begin{array}{rl}
T & =\frac{1}{2} A_{11} \theta^{\prime 2}+A_{12} \theta^{\prime} \phi^{\prime}+\frac{1}{2} A_{22} \phi^{\prime 2}+\ldots \\
U-U_{0} & \left.=\frac{1}{2} C_{11} \theta^{2}+C_{12} \theta \phi+\frac{1}{2} C_{22} \phi^{2}+\ldots \ldots .\right\},
\end{array}\right\},
$$

except that the successive discriminants of the former are all positive. This may be expressed by saying that $T$ is a one-signed positive function, i.e. a function which keeps the positive sign for all values of the variables and never vanishes except when all the variables are zero. That the vis viva is a one-signed positive function is of course evident. The necessary and sufficient conditions that a quadric function should be one-signed are given in Williamson's Differential Calculus and need not be repeated here. They may be briefly summed up by saying that the successive discriminants have all the same sign.
61. Equal Roots. Since the roots of any one of the leading minors $I_{11}, I_{22}$, \&c. separate the roots of Lagrange's determinant, it follows that when the latter has $r$ roots each equal to $p_{1}$, each of the former must have $r-1$ roots each equal to $p_{1}$. For the same reason any leading second minor such as $\Delta_{2}$ must have $r-2$ roots each equal to $p_{1}$.

Consider next any other minor of the determinant. By proper changes of rows and columns we may represent this by $I_{12}$. Since $\Delta \Delta_{2}=I_{11} I_{22}-I_{12}{ }^{2}$, it follows that $I_{12}$ must also have $r-1$ roots equal to $p_{1}$.

On the whole we conclude that if Lagrange's determinant have r equal roots, then every first minor has $\mathbf{r}-1$ roots equal to each of these. In the same way it follows from this, that every second minor has r-2 roots equal to each of these, and so on.
62. This theorem will often enable us to detect the presence of equal roots in Lagrange's determinant. We equate any minor to zero and thus obtain an equation to find $p^{2}$, which is sometimes of a very simple form.

Suppose for example the system had two co-ordinates, so that

$$
\left.\begin{array}{rl}
2 T & =A_{11} \theta^{\prime 2}+2 A_{12} \theta^{\prime} \phi^{\prime}+A_{22} \phi^{\prime 2} \\
2\left(U-U_{0}\right) & =C_{11} \theta^{2}+2 C_{12} \theta \phi+C_{22} \phi^{2}
\end{array}\right\} .
$$

If we form Lagrange's determinant, we see that the minors cannot be zero unless $C_{11} / A_{11}=C_{12} / A_{12}=C_{22} / A_{22}$, each of these ratios being equal to $-p^{2}$. Unless therefore these conditions be satisfied there cannot be two equal roots.
63. The equation used in solid geometry to determine the lengths of the axes of a conicoid is an equation of Lagrange's form. As a consequence of this theorem, the usual conditions for a surface of revolution follow at once by equating each of the minors to zero.
64. The Bordered Determinant. Let us now border Lagrange's determinant with any arbitrary quantities $f, g, h$, \&c., so that we obtain the determinantal equation

$$
\Delta^{\prime}=\left|\begin{array}{ccc}
A_{11} p^{2}+C_{11}, & A_{12} p^{2}+C_{12} \ldots f \\
A_{12} p^{2}+C_{12}, & A_{22} p^{2}+C_{22} \ldots g \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
f & g & 0
\end{array}\right|=0
$$

Regarding this as a function of $p^{2}$, we see that its degree is one less than that of $\Delta$. We shall now consider how the roots of this equation are connected with those of Lagrange's.

If we remove the zero in the corner of $\Delta^{\prime}$ and write $a p^{2}+c$ in its place, where $a$ and $c$ are any quantities however small, we obtain another equation which is of Lagrange's form but one degree higher than $\Delta$. The expression for $2 T$ from which this new equation is derived is the same as the former with the addition of the term $a x^{\prime 2}$ where $x$ is some new variable. If then $a$ be positive, we may apply the theorem proved in Art. 58 to this new determinant. Call this new determinant $D^{\prime}$, then the roots of $D^{\prime}$ are all real and are separated by those of the first minor of any constituent in the leading diagonal. But the determinant $\Delta$ is the minor of the last constituent in that diagonal. The roots of $D^{\prime}$ are therefore all real and are separated by those of $\Delta$. If we put $a$ and $c$ both infinitely small, two roots of the equation $D^{\prime}=0$ are each infinite, and the other roots may be made to approximate as closely as we please to those of $\Delta^{\prime}=0$. Hence we infer that whatever the quantities $\mathrm{f}, \mathrm{g}$, de. may be, the roots of the determinantal equation $\Delta^{\prime}=0$ are real and separate or lie between those of $\Delta=0$.
65. The original determinant $\Delta$ has $n$ columns and $n$ rows. The determinant $\Delta^{\prime}$ has been derived from $\Delta$ by bordering it with $n$ arbitrary quantities forming a new column and a new row with zero in the corner. In the same way we may border the determinant $\Delta^{\prime}$ with a new set of $n$ arbitrary quantities $f^{\prime}, g^{\prime}, \& c$. , filling up the vacant spaces near the corner with zeros. Thus we obtain a new determinant with four zeros in the corner, which we may call $\Delta^{\prime \prime}$. This determinant is of one degree less than $\Delta^{\prime}$ and its roots are all real and separate those of $\Delta^{\prime}$.
66. Lastly let us form the series of $n+1$ determinants $\Delta, \Delta^{\prime}, \Delta^{\prime \prime}$, \&c., terminating with a constant. Each determinant is derived from the one before by bordering it with $n$ arbitrary quantities with zeros near the corner, so that the determinants are all symmetrical. Proceeding as in Art. 64, we may regard this set of determinants as the-limiting cases of other determinants which are all of

Lagrange's form, but of degrees successively higher than $\Delta$. The last of these, being in the limit a constant, will have all its roots infinitely great. Prefixing to this second set of determinants the set formed (as described in Art. 58) by cutting off rows and columns, we have a complete series of determinants separated into two sets by the determinant $\Delta$. They begin with unity and terminate with a determinant whose roots (in the limit) are all infinitely large. It follows by the theorem in Art. 58 that in passing from $p^{2}=\alpha$ to $p^{2}=\beta$ no variation of sign can be lost in the complete series because no root of the last determinant can lie between the finite quantities $\alpha$ and $\beta$. But if $\kappa$ roots of the determinant $\Delta$ lie between these limits, $\kappa$ variations of sign must be lost in the first set of determinants. Hence as many variations of sign are gained in the second set of determinants as are lost in the first set. Summing up we infer that as $\mathrm{p}^{2}$ passes from $\mathrm{p}^{2}=\alpha$ to $\mathrm{p}^{2}=\beta$, if $\kappa$ variations of sign are gained in the series $\Delta, \Delta^{\prime}, \Delta^{\prime \prime}$, \&c. there are exactly $\kappa$ roots of the equation $\Delta=0$ between these limits.
67. Ex. 1. In the theorem of Art. 64 show without putting $a=0$ that the roots of $\Delta^{\prime}$ separate or lie between those of $\Delta$.

Ex. 2. In the theorem of Art. 66 show that if variations of sign are lost as $p^{2}$ passes from $p^{2}=\alpha$ to $p^{2}=\beta$, then $\alpha$ is greater than $\beta$.

Ex. 3. If the system be referred to principal co-ordinates, show that the determinantal equations $\Delta^{\prime}=0, \Delta^{\prime \prime}=0$ may be written in the form

$$
\begin{aligned}
& \frac{f^{2}}{A_{11} p^{2}+C_{11}}+\frac{g^{2}}{A_{22} p_{2}+C_{22}}+\ldots=0, \\
& \frac{\left(f g^{\prime}-f^{\prime} g\right)^{2}}{\left(A_{11} p^{2}+C_{11}\right)\left(A_{22} p^{2}+C_{22}\right)}+\frac{\left(g h^{\prime}-g^{\prime} h\right)^{2}}{\left(A_{22} p^{2}+C_{22}\right)\left(A_{33} p^{2}+C_{33}\right)}+\ldots=0
\end{aligned}
$$

68. Invariants of the system. In order to determine the values of $p^{2}$ it will often be necessary to expand the determinant. When there are only a few coordinates this can be done without difficulty. In other cases we may use Taylor's theorem. Let $\Delta$ be the discriminant of $T$ and let $\Pi$ represent the operation

$$
\Pi=C_{11} \frac{d}{d A_{11}}+C_{12} \frac{d}{d A_{12}}+C_{23} \frac{d}{d A_{23}}+\ldots
$$

Then Lagrange's determinant becomes when expanded

$$
\Delta p^{2 n}+\Pi(\Delta) p^{2 n-2}+\Pi^{2}(\Delta) \frac{p^{2 n-4}}{1 \cdot 2}+\ldots=0
$$

If $\Delta^{\prime}$ be the discriminant of $U$ and $\Pi^{\prime}$ represent the operation II when the letters $A$ and $C$ are interchanged, we may write the equation in the form

$$
\Delta^{\prime}+\Pi^{\prime}\left(\Delta^{\prime}\right) p^{2}+\Pi^{\prime 2}\left(\Delta^{\prime}\right) \frac{p^{4}}{1 \cdot 2}+\ldots=0
$$

When there are only three co-ordinates we may adopt the notation used in the chapter on Invariants in Dr Salmon's Conics.
69. It is sometimes convenient to change the co-ordinates from $\theta, \phi, \& c$. to others $x, y, \& c$. connected by linear relations. Let these be

$$
\left.\begin{array}{rl}
\theta & =l_{1} x+l_{2} y+l_{3} z+\ldots \\
\phi & =m_{1} x+m_{2} y+m_{3} z+\ldots \\
\& c_{0} & =\& c_{c}
\end{array}\right\}
$$

In whatever manner this is done it is clear that the equation giving the times of oscillation must be the same. The ratios of the coefficients of the several powers of $p^{2}$ are therefore invariable. Let $\mu$ be the determinant of transformation, i.e. the determinant whose rows are the coefficients of $x, y, z, \& c$. in the equations of transformation just written down. Then by a known theorem in detcrminants the
discriminant $\Delta$ is changed into $\mu^{2} \Delta$. Hence all the other coefficients are altered in the same ratio. The coefficients $\Delta, \Pi(\Delta), \& c$. are therefore called the invariants of the system. The sign of each of these, and the ratio of any two, are unaltered by any transformation of co-ordinates.
70. Ex. 1. If a system be in equilibrium, show that the equilibrium will be stable if $-\Pi(\Delta), \Pi^{2}(\Delta),-\Pi^{3}(\Delta)$, \&c. be all positive.

We notice (1) that $\Delta$ is necessarily positive (2) since the roots of Lagrange's equation are all real, these are the conditions given by Descartes' theorem that the roots should be all positive.

Ex. 2. The same dynamical system can oscillate about the same position of equilibrium under two different sets of forces. If $\rho_{1}, \rho_{2}, \& c ., \sigma_{1}, \sigma_{2}$, \&c. be the periods of oscillation when the two sets act separately, $R_{1}, R_{2}$, \&c. the periods when they act together, prove that $\Sigma \frac{1}{\rho^{2}}+\Sigma \frac{1}{\sigma^{2}}=\Sigma \frac{1}{R^{2}}$.

This follows from the fact that $\Pi(\Delta)$ contains $C_{11}$, \&c. only in their first powers.
Ex. 3. Two different systems of bodies when acted on by the same set of forces oscillate in periods $\rho_{1}, \rho_{2}, \& c ., \sigma_{1}, \sigma_{2}, \& c$. If $R_{1}, R_{2}, \& c$. be the periods when they are both acted on by this set of forces, prove that $\Sigma \rho^{2}+\Sigma \sigma^{2}=\Sigma R^{2}$.
71. Ex. 1. Let $T$ and $U$ be given in their simplest forms, i. e. referred to principal co-ordinates, and let these be

$$
\begin{aligned}
2 T & =a_{1} \theta^{\prime 2}+a_{2} \phi^{\prime 2}+\ldots \\
2\left(U-U_{0}\right) & =c_{1} \theta^{2}+c_{2} \phi^{2}+\ldots
\end{aligned}
$$

It is required to transform these to general co-ordinates by using the formulæ of Art. 69, and thence to construct the general form of Lagrange's determinant. For the sake of brevity let $B_{1}=a_{1} p^{2}+c_{1}, B_{2}=a_{2} p^{2}+c_{2}$, \&c., let there be $\kappa$ of these. Also let $I\left(l_{1}\right), I\left(l_{2}\right)$, \&c. be the minors of $l_{1}, l_{2}, \& c$. in the determinant of transformation, called $\mu$ in Art. 69. Then show (1) that Lagrange's determinant is equal to $\mu^{2} B_{1} B_{2} \ldots B_{\kappa}$, (2) that the minor of the leading constituent of Lagrange's determinant is equal to $\left\{I\left(l_{1}\right)\right\}^{2} B_{2} B_{3} \ldots B_{\kappa}+\left\{I\left(m_{1}\right)\right\}^{2} B_{1} B_{3} \ldots B_{\kappa}+\ldots$, (3) that Lagrange's determinant when bordered with $f, g, h$, \&c. with zero in the vacant corner is equal to

$$
-\left|\begin{array}{cccc}
f & g & h & \ldots \\
m_{1} m_{2} m_{3} & \ldots \\
n_{1} n_{2} n_{3} & \ldots \\
\ldots & \ldots & \ldots & \ldots .
\end{array}\right|^{2} B_{2} B_{3} \ldots B_{\kappa}-\left\lvert\, \begin{array}{lll}
l_{1} l_{2} l_{3} & \ldots \\
f & g & h
\end{array} \ldots .{ }^{2} B_{1} B_{3} \ldots B_{\kappa}-\ldots\right.
$$

Ex. 2. Deduce from the analytical results of the last article that if $T$ and $U$ be any expressions which can be derived by a real linear transformation from the forms

$$
\begin{aligned}
2 T & =a_{1} \theta^{\prime 2}+a_{2} \phi^{\prime 2}+\ldots \\
2\left(U-U_{0}\right) & =c_{1} \theta^{2}+c_{2} \phi^{2}+\ldots
\end{aligned}
$$

where the $a$ 's and the $c$ 's have any signs, then (1) the roots of Lagrange's determinant are all real, (2) that they will be separated by those of any leading minor, and (3) that they will also be separated by those of the bordered determinant.

## Energy of an Oscillating System.

72. A system is referred to its principal co-ordinates, it is required to find its kinetic and potential energies.

Let the co-ordinates be $\xi, \eta$, \&c. so that the vis viva $2 T$ and force function $U$ are given by

$$
\left.\begin{array}{c}
2 T=\xi^{\prime 2}+\eta^{\prime 2}+\ldots \\
2\left(U-U_{0}\right)=-p_{1}^{2} \xi^{2}-p_{2}^{2} \eta^{2}-\ldots
\end{array}\right\} .
$$

Then by Lagrange's equations Art. 56, we have

$$
\xi=E \sin \left(p_{1} t+\alpha_{1}\right), \quad \eta=F \sin \left(p_{2} t+\alpha_{2}\right), \& c .
$$

Substituting these in the expressions for $T$ and $U$ just written down, we find

$$
2 T=p_{1}^{2} E^{2} \cos ^{2}\left(p_{1} t+\alpha_{1}\right)+p_{2}^{2} F^{2} \cos ^{2}\left(p_{2} t+\alpha_{2}\right)+\& c
$$

$$
2\left(U_{0}-U\right)=p_{1}^{2} E^{2} \sin ^{2}\left(p_{1} t+\alpha_{1}\right)+p_{2}^{2} F^{2} \sin ^{2}\left(p_{2} t+\alpha_{2}\right)+\& c
$$

Here $T$ is the kinetic energy of the system and when the position of equilibrium is the position of reference, $U_{0}-U$ is the potential energy.

From these expressions we infer that the whole energy of a system oscillating about a position of equilibrium is the sum of the energies of its principal oscillations.
73. Mean kinetic and Potential energies. The mean value of $E^{2} \cos ^{2}(p t+\alpha)$ with regard to time from $t=0$ to $t=t$ is $\frac{E^{2}}{t} \int_{0}^{t} \cos ^{2}(p t+\alpha) d t$, which after integration reduces to $\frac{1}{2} E^{2}$ when $t$ is very great. The mean value of $E^{2} \sin ^{2}(p t+\alpha)$ is of course the same. We therefore infer that the mean kinetic energy of a system oscillating about a position of equilibrium is equal to the mean potential energy, the mean being taken for a long period and the position of equilibrium being the position of reference. Thus the energy of the system is on the whole equally distributed into kinetic and potential energies. Sometimes one has an excess and sometimes the other, but in any long time their shares are equal.
74. Energy of any system. To find the energy of a system oscillatingabout a position of equilibrium referred to anyco-ordinates.

Let the general co-ordinates be $\theta, \phi, \& c$. so that the kinetic energy $T$ and the potential energy $U_{0}-U$ are given by

$$
\left.\begin{array}{rl}
2 T & =A_{11} \theta^{\prime 2}+2 A_{12} \theta^{\prime} \phi^{\prime}+\ldots \\
2\left(U-U_{0}\right) & =C_{11} \theta^{2}+2 C_{12} \theta \phi+\ldots
\end{array}\right\}
$$

We have just proved that the whole energy is the sum of the energies of the principal oscillations. Let us therefore find the whole energy of that principal oscillation whose type (Art. 55) is

$$
\frac{\theta}{M_{1}}=\frac{\phi}{N_{1}}=\& c \cdot=\sin \left(p_{1} t+\alpha_{1}\right)
$$

where

$$
M_{1}=L_{1} I_{11}\left(p_{1}{ }^{2}\right), N_{1}=L_{1} I_{12}\left(p_{1}^{2}\right) \& c .
$$

Substituting in the expression for $T$ we find

$$
2 T^{\prime}=\left[A_{11} M_{1}^{2}+2 A_{12} M_{1} N_{1}+\ldots\right] p_{1}^{2} \sin ^{2}\left(p_{1} t+\alpha_{1}\right)
$$

Let us indicate by the symbol $T_{1}$ the result of substituting for $\theta^{\prime} \phi^{\prime}, \& \mathrm{c}$. in $T$ the coefficients $M_{1}, N_{1}$, \&c. of the column in Art. 53 which represents the principal oscillation whose type is $\sin \left(p_{1} t+\alpha_{1}\right)$. Then $T_{2}$ will indicate the result of substituting $M_{2}, N_{2}$, \&c. and so on. We see therefore that the whole kinetic energy of the system is

$$
T_{1} p_{1}^{2} \cos ^{2}\left(p_{1} t+\alpha_{1}\right)+T_{2} p_{2}^{2} \cos ^{2}\left(p_{2} t+\alpha_{2}\right)+\& c
$$

If $U_{1}, U_{2}, \& c$. indicate the results of the same substitutions in $U-U_{0}$, we find that the potential energy of the system is

$$
=-U_{1} \sin ^{2}\left(p_{1} t+\alpha_{1}\right)-U_{2} \sin ^{2}\left(p_{2} t+\alpha_{2}\right)-\& c .
$$

If we compare the expressions for the kinetic and potential energies of a principal oscillation obtained in Art. 72, we see that the coefficients of the trigonometrical terms are equal. We therefore infer that

$$
T_{1} p_{1}^{2}+U_{1}=0, \quad T_{2} p_{2}^{2}+U_{2}=0, \& c .=0
$$

Adding together the two expressions for the kinetic and potential energies we find that the whole energy is represented by

$$
T_{1} p_{1}^{2}+T_{2} p_{2}^{2}+\ldots \ldots
$$

75. We may also deduce the equation $T_{1} p_{1}^{2}+U_{1}=0$ from the equations given in Art. 50 to find $M, N, \& c$. If we multiply these by $M, N$, \&c. respectively (omitting the two last) and add the results, we obviously have

$$
\left(A_{11} M^{2}+2 A_{12} M N+\ldots\right) p^{2}+\left(C_{11} M^{2}+2 C_{11} M N+\ldots\right)=0
$$

which is the result to be proved when written at length.

## Effect of changes in the system.

76. Effect of an increase of inertia. Supposing the system to be oscillating about its position of equilibrium under a given set of forces, it is required to find the effect of increasing the inertia of any part of the system without altering the forces.

Let

$$
\left.\begin{array}{rl}
2 T & =A_{11} \theta^{\prime 2}+2 A_{12} \theta^{\prime} \phi^{\prime}+\ldots \\
2\left(U-U_{0}\right) & =C_{11} \theta^{2}+2 C_{12} \theta \phi+\ldots \tag{1}
\end{array}\right\}
$$

where the $A$ 's and $C$ 's are all given by the conditions of the question. Suppose we add on to $2 T$ the quantity

$$
\mu\left(\theta^{\prime}+b \phi^{\prime}+\& c .\right)^{2}
$$

it is required to find the change in the periods of oscillation.
Let us change the co-ordinate $\theta$ by writing $\theta_{1}=\theta+b \phi+\& c$., then eliminating $\theta$ we find that $T$ and $U$ take the forms

$$
\left.\begin{array}{rl}
2 T & =\left(A_{11}+\mu\right) \theta_{1}{ }^{\prime 2}+2 A_{1}^{\prime}{ }_{10} \theta_{1}^{\prime} \phi_{1}^{\prime}+\ldots  \tag{2}\\
2\left(U-U_{0}\right) & C_{11} \theta_{1}{ }^{2}+2 C_{12} \theta_{1} \phi+\ldots
\end{array}\right\}
$$

where $A_{12}^{\prime} \& c ., C_{12}^{\prime}$ \&c. are the coefficients as altered by the change of variables. The periods are now given by the determinant

$$
\left|\begin{array}{lc}
\left.A_{11}+\mu\right) p^{2}+C_{11}, & A_{12}^{\prime} p^{2}+C^{\prime}{ }_{12}, \& c . \\
A_{12}^{\prime} p^{2}+C_{12}^{\prime}, & \& c .
\end{array}\right|=0 .
$$

If we put $\mu=0$, this equation gives the periods before the increase of inertia.

We write this in the form $f\left(p^{2}\right)=0$. Let $I$ be the minor of the leading constituent in the determinant. Then the equation to find the altered periods is

$$
u=f\left(p^{2}\right)+\mu p^{2} I=0,
$$

We notice that $I$ is independent of $\mu$ so that $\mu$ enters into the equation only in the first power.

Let the roots of $f\left(p^{2}\right)=0$ be $p_{1}{ }^{2}, p_{2}{ }^{2}$, \&c., and the roots of $I=0$ be $q_{1}{ }^{2}, q_{2}{ }^{2}, \&$ c., both series being arranged in descending order of magnitude. The roots of $I=0$ separate those of $f\left(p^{2}\right)=0$ by Art. 58 hence the terms of the series $p_{1}{ }^{2}, q_{1}{ }^{2} ; p_{2}{ }^{2}, q_{2}{ }^{2}, \& c$. are arranged in descending order. The case in which some of these quantities are equal may be regarded as the limit of the case in which they are all different, however small those differences may be.

In order to discover how the roots of the equation $u=0$ have been altered by the introduction of $\mu$, we put $p^{2}$ in succession equal to $p_{1}{ }^{2}, p_{2}{ }^{2}, \& c$. We see that $u$ takes the sign of $I$ and is therefore alternately positive and negative, beginning with a positive value. Thus all the roots have been decreased*.

But putting $p^{2}$ in succession equal to $q_{1}{ }^{2}, q_{2}{ }^{2}, \& c$., we see that $u$ takes the sign of $f\left(p^{2}\right)$ which is independent of $\mu$. These signs are therefore the same as before the introduction of $\mu$. Thus the roots continue to be separated by the roots of $I=0$.

Now $I$ is the minor of the leading constituent in Lagrange's determinant, that is $I=0$ is the equation which gives the periods when we introduce into the system the constraint $\theta_{1}=0$. Hence we infer that though all the values of $p^{2}$ are decreased by an increase $\mu$ to the inertia of any part of the system, yet no increase however great can so reduce them that any one passes the corresponding value obtained by absolutely fixing the part whose inertia was increased.

It immediately follows that if any of the periods of the system are common to the system before and after fixing the part under consideration, those periods will not be altered by the addition to the inertia.
77. Ex. 1. Suppose all the periods of oscillation of a system to be known and let them be indicated as usual by the values of $p$. Let these be $p_{1}, p_{2}, \& c$. Suppose all the periods to be also known when some particular mode of motion is prevented and let the corresponding values of $p$ be $q_{1}, q_{2}$, \&c. When the constraint is partly loosened, i.e. when the system is allowed to move in the particular manner formerly restricted but with more inertia than when free, show that the periods are given by the equation $\left(p^{2}-p_{1}{ }^{2}\right)\left(p^{2}-p_{2}{ }^{2}\right) \& c .+M p^{2}\left(p^{2}-q_{1}{ }^{2}\right)\left(p^{2}-q_{2}{ }^{2}\right) \& c .=0$, where $M$ is a quantity proportional to the mass added on to increase the inertia.

Ex. 2. Let the system be referred to any co-ordinates $\theta, \phi, \& c$., and let the inertia be increased by the addition of $\mu\left(a \theta^{\prime}+b \phi^{\prime}+\ldots\right)^{2}$. Let $\Delta$ be the discriminant of $T$ before the addition to the inertia, and $\Delta^{\prime}$ the same discriminant when bordered in the usual symmetrical manner by $a, b, \& c$. with zero in the corner. Prove that the quantity $M$ in Ex. (1) is given by $M=-\mu \frac{\Delta^{\prime}}{\Delta}$.
78. Effect of introducing a constraint. Supposing a system to be oscillating about a position of equilibrium with any number of independent co-ordinates $\theta, \phi, \& c$., it is required to find the effect on the periods of introducing a geometrical relation between the co-ordinates.
*Lord Rayleigh shows in his Theory of Sound, Vol. x., Art. 88, that any indefinitely small increment of mass is attended by a prolongation of all the natural periods or at any rate that no period is diminished. Thence by integration a similar theorem is true for any finite increment.

Let this geometrical relation be $f(\theta, \phi, \ldots)=0$, then since the system is in equilibrium for displacements represented by any values of $\theta, \phi$, \&c., the coefficients of the first powers of $\theta, \phi, \& c$. in the expansion of $U$ will be zero. We may therefore (Art. 51) write this equation in the form $f(\theta, \phi \ldots)=a \theta+b \phi+\ldots=0$.

We now use the method of indeterminate multipliers as already explained in Art. 48. We write down the equations of oscillation as if there were no geometrical constraint and then add to their right-hand sides $\lambda d f / d \theta$ and $\lambda d f / d \phi$, \&c. In our case these additions are simply $\lambda a$ and $\lambda b$, \&c. The new determinant found by eliminating $\theta, \phi, \& c$. and the additional unknown quantity $\lambda$ will be the same as Lagrange's determinant bordered by $a, b, \& c$. We thus have

$$
\left|\begin{array}{ccc}
A_{11} p^{2}+C_{11}, & A_{12} p^{2}+C_{12} \ldots \ldots a \\
\& c . & \dot{\& c .} & b \\
a & b & 0
\end{array}\right|=0
$$

This equation will give the periods after introducing the geometrical relation between the formerly independent co-ordinates of the system.

The properties of this determinant have been discussed in Art. 64. We see that the system will have one principal oscillation fewer than it had before, and the periods of these principal oscillations will lie between or separate the periods of its former oscillations.
79. Ex. 1. Two independent systems whose principal co-ordinates are respectively $(\theta, \phi)$ and $(\xi, \eta)$ vibrate in different periods. If they are connected by introducing a geometrical relation which may be represented by $a \theta+b \phi+a \xi+\beta \eta=0$, show that the periods of the connected system are given by

$$
\frac{a^{2}}{p^{2}-p_{1}{ }^{2}}+\frac{b^{2}}{p^{2}-p_{2}^{2}}+\frac{a^{2}}{p^{2}-\pi_{1}{ }^{2}}+\frac{\beta^{2}}{p^{2}-\pi_{2}{ }^{2}},
$$

where $\left(p_{1}, p_{2}\right)\left(\pi_{1}, \pi_{2}\right)$ are the values of $p$ for the two disconnected systems.
Ex. 2. Two independent systems referred to any co-ordinates $(\theta, \phi)(\xi, \eta)$ are connected together so that the co-ordinates $\phi$ and $\xi$ are made equal. If the letters have the meaning given in Art. 48 unaccented letters referring to the first and accented letters to the second, show that the periods are given by $\left(A_{11} p^{2}+C_{11}\right)\left|\begin{array}{ll}A_{11}^{\prime} p^{2}+C_{11}^{\prime}, & A_{12}^{\prime} p^{2}+C_{12}^{\prime} \\ A_{12}^{\prime} p^{2}+C_{12}^{\prime}, & A_{22}^{\prime} p^{2}+C_{22}^{\prime}\end{array}\right|+\left(A_{11}^{\prime} p^{2}+C_{11}^{\prime}\right)\left|\begin{array}{ll}A_{11} p^{2}+C_{11}, & A_{12} p^{2}+C_{12} \\ A_{12} p^{2}+C_{12}, & A_{22} p^{2}+C_{22}\end{array}\right|$

## Composition and Analysis of Oscillations.

80. The position of a system being defined by several coordinates $x, y$, \&c. the oscillations of that system will be generally given by equations of the form

$$
x=N_{1} \sin \left(p_{1} t+\nu_{1}\right)+N_{2} \sin \left(p_{2} t+\nu_{2}\right)+\& c
$$

with similar expressions for $y, z$, \&c.
In order to obtain a clear insight into the changes of the motion indicated by these series it will sometimes be necessary to combine these separate oscillations or to find some simple geometrical methods of representing these terms which may enable us to realize the nature of the motion.

To obtain a geometrical representation we use a representative point whose co-ordinates whether Cartesian or polar are made to
depend in some convenient manner on the co-ordinates $x, y, z, \& c$. The motion of this representative point will then exhibit to the eye the motion of the system.
81. Commensurable Periods. Suppose for-example we wish to trace a motion represented by $x=N \sin p t+N \sin 2 p t$, the coefficients being equal in magnitude. Choosing Cartesian co-ordinates we may let the abscissa of a point $P$ represent on any scale the time elapsed since some epoch, and let the ordinate represent the value of $x$. There will be no difficulty in tracing the two curves $x_{1}=N \sin p t$ and $x_{2}=N \sin 2 p t$. Let these be the two dotted lines. We obtain the required curve by adding the ordinates corresponding to each abscissa. Let this be the continuous line.


In the figure the axis of the abscisse is not drawn. It clearly joins the two extreme points on the right and left-hand sides.

We see from a simple inspection of the figure that the motion consists of a violent oscillation to each side of the mean position followed by a very slight one and so on alternately. This figure resembles that used in Astronomy to trace the changes in the magnitude of the equation of time throughout the year.
82. Ex. 1. Show that the motion represented by $x=N \sin p t+N \sin 3 p t$ consists of two large oscillations to one side of the mean position followed by two equally large ones to the other side, and so on continually.

Ex. 2. Trace the motion represented by $x=N \sin 2 p t+N \sin 3 p t$, and point out the difference between the two parts of the large oscillation.
83. When we combine together an infinite number of commensurable oscillations we obtain some interesting results by the use of Fourier's theorem. Thus, if we examine the motion indicated by the series $y=N \sin p t-\frac{1}{2} N \sin 2 p t+\frac{1}{3} N \sin 3 p t-\& c$. it is evident that the representative point has an oscillatory motion whose period is the same as that of the first term. This series is shown in treatises on the Integral Calculus to bo the expansion according to Fourier's theorem of $\frac{1}{2} N p t$ between the limits $p t=-\pi$ to $p t=\pi$. Returning to the motion indicated by the series, we see
that $y$ increases uniformly from $-\frac{1}{2} \pi N$ to $\frac{1}{2} \pi N$ during the time $2 \pi / p$, and then suddenly or rapidly changes to $-\frac{1}{2} \pi N$, to repeat again its gradual increase during the next oscillation.

As the series is convergent it will usually be sufficient to consider the motion as represented by a limited number of terms. The expression for $y$ is thus rendered perfectly continuous.
84. Ex. Examine the motion represented by the series

$$
y=N \sin p t+\frac{1}{3} N \sin 3 p t+\frac{1}{6} N \sin 5 p t+\& c .,
$$

show that the representative point rapidly changes from one side of its mean position to the other, remaining stationary for half the period of the first term in each of these extreme positions.
85. Analysis of Oscillations. When the position of a system is indicated by the sum of a number of oscillatory terms whose periods are commensurable it is clear that the motion continually repeats itself at a constant interval. This interval is the least common multiple of the periods of the several oscillatory terms. Thus this compound oscillation resembles a principal oscillation at least in one important feature. See Art. 53. Such a compound oscillation might even be used as a new kind of simple or principal oscillation by the help of which more complicated oscillations of the system might be analyzed.

We are thus led to perceive that the single trigonometrical oscillation is not the only one by which we may analyze a complicated motion. We may sometimes find it advantageous to combine many of these oscillations into larger units to obtain any clear idea of the motion. This may even prove to be a necessity when the number of coexistent oscillations is infinite.
86. Analysis by Waves. When the surface of still water is disturbed by throwing a stone into it, or when a piano string or a drum head is struck at some one point, the parts of the system remote from the impact do not begin to move at once, but appear to wait until the effects of the impulse has reached them. In other words, the motion appears to diverge from the centre of disturbance in the form of waves. These waves may be taken as new simple oscillations. The convenience of this new elementary motion is evident, for if several disturbances are given to different parts of the medium each will produce a wave and the actual motion at any point is the resultant of all these waves.
87. The following illustration will put this theory in a clearer light. Let $A O B$ be a tight string, such as a piano string, whose extremities $A$ and $B$ are fixed and whose length $A B=2 \pi l$, and let this string be vibrating transversely about its mean position $A B$. Since the deviation of each particle from its position of equilibrium will require a separate co-ordinate to express its value, it is clear that the string has an infinite number of co-ordinates. Hence, by Lagrange's rule, the deviation of each particle will be expressed by an infinite number of trigonometrical terms. Let $y$ represent the deviation from the straight line $A B$ of the particle whose distance from the middle point $O$ is $x$. Let the part of the string, viz. EOF, bounded by $x=-\epsilon$
and $x=+\epsilon$ be plucked aside and arranged so as to form the curve $y=f(x)$, the rest of the string being undisturbed, and let the whole string start from rest. By Fourier's theorem we may represent this initial state of the string by an equation which may sometimes be written in the form

$$
y=2\left\{N_{1} \sin \frac{x}{l}+N_{2} \sin 2 \frac{x}{l}+N_{3} \sin 3 \frac{x}{l}+\& c .\right\} . .
$$

It will be shown in another chapter that the motion of the string at the time $t$ is given by

$$
\begin{equation*}
y=2\left\{N_{1} \sin \frac{x}{l} \cos p t+N_{2} \sin 2 \frac{x}{l} \cos 2 p t+\& c .\right\} \tag{2}
\end{equation*}
$$

where $p$ is a constant which depends on the nature of the string.
Since the particles of the string are oscillating about their positions of equilibrium, their motions may be resolved into Lagrangian oscillations which of course are represented by the several terms of this series. Taking any one periodical term by itself (say the one containing $\cos \kappa p t$ ) we see that all the characteristics of a principal oscillation are satisfied. Thus the displacement of any one particle (defined by $x=x_{1}$ ) bears a ratio to the displacement of any other (defined by $x=x_{2}$ ) which is equal to $\left.\sin \frac{\kappa x_{1}}{l} \right\rvert\, \sin \frac{\kappa x_{2}}{l}$, and is therefore constant throughout the motion, Art. 53. In other words the phases of the oscillations of all the particles are the same.


But if we recur to the expression (2) and examine how the string appears to move, we find something very different. If we trace the curve

$$
\begin{equation*}
y=N_{1} \sin \frac{x}{l}+N_{2} \sin \frac{2 x}{l}+\& c \tag{3}
\end{equation*}
$$

we find it represented in the accompanying figure. We have $y=0$ for all values of $x$ except those which lie between $x=2 i l \pi \pm \epsilon$ where $i$ is any integer; between these limits we have $y=\frac{1}{2} f(x)$. Since $2 \pi l$ is the length of the string, $x$ is practically limited to lie between $O A=-\pi l$ and $O B=\pi l$. This portion is represented by the thick line, while the dotted line exhibits the form of the curve for all values of $x$ and should of course be continued to infinity on both the right and left-hand sides.

Comparing equations (1) and (3) we see that the form of the string at the time $t=0$ is represented by the portion of this curve between $A$ and $B$, the ordinates being doubled. To discover the motion at the time $t$, we write the equation (2) in the form

$$
y=\Sigma N_{\kappa} \sin \kappa\left(\frac{x}{l}+p t\right)+\Sigma N_{\kappa} \sin \kappa\left(\frac{x}{l}-p t\right) .
$$

The first of these series may be derived from (3) by writing $x+l p t$ for $x$. This may be represented by moving the curve towards the left a distance equal to $l p t$, the origin $O$ being fixed. Thus the disturbance EF travels towards the end $A$ of the string and passes off, a new disturbance $E^{\prime} F^{v}$ entering the string at $B$. The second series may be represented by moving an equal and similar curve to the right of $O$ through a distance equal to $l p t$. The sum of the ordinates of these two curves represents the displacement at the time $t$ of that particle of the string whose position in equilibrium is the foot of the ordinate.

Thus the original single disturbance has separated into two disturbances, one of which travels to the right and the other to the left. Each travels without change of form and with uniform velocity. This wave-like motion may be treated as a
simple motion, by means of which we may construct other more complicated wavemotions. In this new simple oscillation all the particles have the same period, but they are not all in the same phase. One particle is at the crest of the wave at the same instant that another is in the hollow.

The case in which the particles of the string have any initial velocities may be treated in the same way. If the elements bounded by $x=-\epsilon$ and $x=\epsilon$ have an initial velocity represented by $f(t)$, the rest of the string being undisturbed, we obtain $y$ by simply writing $d y / d t$ for $y$ in equation (1) and integrating the result. If the elements be both displaced from their initial position and have initial velocities, we merely add the two separate values of $y$.
88. Composition of oscillations of nearly equal periods. Trace the motion represented by $\mathrm{x}=\mathrm{N}_{1} \sin \left(\mathrm{pt}+\nu_{1}\right)+\mathrm{N}_{2} \sin \left(q \mathrm{t}+\nu_{2}\right)$, where $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$ are both positive and p and q are nearly equal.

In the first place, consider any time at which $p t+\nu_{1}$ and $q t+\nu_{2}$ differ from each other by an even multiple of $\pi$. At this instant the two trigonometrical terms have the same sign, and, since $p$ and $q$ are nearly equal, they will increase and decrease together for several oscillations, how many will depend on the nearness of $p$ and $q$ to each other. The value of $x$ will therefore vary between the limits $\pm\left(N_{1}+N_{2}\right)$. Next consider any time at which $p t+\nu_{1}$ and $q t+\nu_{2}$ differ by an odd multiple of $\pi$. The two trigonometrical terms have opposite signs and will continue to have opposite signs for several oscillations. The value of $x$ will therefore vary between the limits $\pm\left(N_{1}-N_{2}\right)$. We see that the motion of that part of the dynamical system which depends on the co-ordinate $x$ undergoes a periodic change of character. At one time, this part of the system is oscillating with an arc $N_{1}+N_{2}$, after an interval equal to $\pi /(p-q)$, the arc of oscillation is $N_{1}-N_{2}$. If $N_{1}$ and $N_{2}$ are nearly equal, this last may be so small, that the motion is invisible to the eye. Thus there will be alternate periods of comparative activity and rest. This alternation is sometimes called beats.
89. Transference of Oscillations. When a system has two degrees of freedom, two co-ordinates $x$ and $y$ will be necessary to determine its position in space. Suppose the oscillation of $x$ to be given by exactly the same expression as before, while that of $y$ is the same with the opposite sign given to $N_{2}$. Let us also suppose that $N_{1}$ and $N_{2}$ are nearly equal. Each of these coordinates will have alternate periods of comparative rest and comparative activity. But the period of rest in one will synchronise with the period of activity in the other co-ordinate. If now the visible motion of one part of the system depend on $x$ and the visible motion of another on $y$, these parts will be in alternate rest and oscillation. Thus there will appear to be a transference of energy from one part of the system to another and back again.
R. D. II.
90. This peculiarity of the resultant of two oscillations of nearly equal periods renders it important to determine when two roots of Lagrange's determinant are nearly equal. This point however has been practically discussed in Art. 62. It is there shown that when two roots are equal every first minor must be zero. If two roots are nearly equal, it follows from the principle of continuity that every minor is nearly equal to zero. By equating to zero some minor whose roots may be found as in Art. 62, we obtain some quantities which must be nearly equal to the roots sought, if any such exist. To settle this last point we substitute these quantities in turn in Lagrange's determinant and in the other minors. If all these nearly vanish for any one of these substitutions there will be nearly equal roots in Lagrange's determinant and these will be nearly equal to the quantity substituted.

## 91. Composition of Oscillations of very unequal periods.

 Trace the motion represented by $\mathrm{x}=\mathrm{N}_{1} \sin \left(\mathrm{pt}+\nu_{1}\right)+\mathrm{N}_{2} \sin \left(\mathrm{qt}+\nu_{2}\right)$ where $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$ are both positive and p is small compared with q .In this case $q t+\nu_{2}$ increases by $2 \pi$, while $p t+\nu_{1}$ alters only by $2 \pi p / q$, so that the second trigonometrical term goes through all its changes while the first is only very slightly altered. The system will therefore appear to oscillate about a mean position determined by the instantaneous value of the first trigonometrical term. Thus the oscillations will appear to be simply harmonic with a period $2 \pi / \mathrm{q}$ and an extent of oscillation equal to $\mathrm{N}_{2}$. At the same time the apparent mean position will travel slowly first to one side and then to the other of the real mean in the comparatively long period $2 \pi / \mathrm{p}$.
92. Resultant Oscillation. We may compound any number of oscillations represented by the terms of the series

$$
\begin{equation*}
x=N_{1} \sin \left(p_{1} t+\nu_{1}\right)+N_{2} \sin \left(p_{2} t+\nu_{2}\right)+\& c . \tag{1}
\end{equation*}
$$

in the following manner.
Let $n$ be a quantity to be chosen at our convenience, and let $p_{1}=n+q_{1}, p_{2}=n+q_{2}$, \&c. Suppose the resultant oscillation to be represented by

$$
\left.\begin{array}{rl}
x & =R \sin (n t+\rho) \ldots \\
R \cos \rho & =\Sigma N \cos (q t+\nu)  \tag{3}\\
R \sin \rho & =\Sigma N \sin (q t+\nu)
\end{array}\right\}
$$

then we have
whence $R$ and $\rho$ may be found without difficulty.
93. This method of compounding oscillations is of great advantage when their periods are equal. In this case all the $p$ 's are equal, and by choosing $n=p$ we have all the $q$ 's equal to zero. We thus replace the series (1) by the simple harmonic form (2) in which $R$ and $\rho$ are absolute constants.

If the periods are nearly equal, we can choose $n$ so that all the $q$ 's are small. The values of the elements $R$ and $\rho$ will now vary, but only slowly. The resultant os. cillation is therefore very nearly a harmonic one. The elements of the resultant oscillation, being found at any one moment, will be nearly constant for a considerable time, and their small changes all follow known laws. These laws are determined by equation (3). We may thus still obtain a clearer insight into the changes of the values of $x$ by examining the single term (2) than the series (1).
94. Ceometrical Construction. We may represent any oscillation such as $\cdot x=N \sin (p t+\nu)$ by a simple geometrical construction which is sometimes useful. From any origin $O$ draw a straight line $O A$ whose length shall represent $N$ on any
scale we please, and let $\nu$ be the inclination of $O A$ to a straight line $O L$ fixed in space. We may call $O L$ the axis of reference. With centre $O$ and radius equal to $O A$ describe a circle. If a particle $P$, starting from $A$, describe this circle with a uniform angular velocity equal to $p$ it is clear that the distance of $P$ from the axis of reference is equal to $N \sin (p t+\nu)$. Thus, by the help of this circle, when the straight line $O A$ is given, the whole oscillation is determined. We may therefore by a straight line OA represent any harmonic oscillation.

In this manner we may replace the oscillations to be compounded by a series of straight lines $O A_{1}, O A_{2}$, \&c. The circles on $O A_{1}, O A_{2}, \& c$. are to be described by points $P_{1}, P_{2}, \& c$., and the sum of their distances from the axis of reference is the quantity to be represented by the resultant oscillation. Let us also for the sake of simplicity, suppose that the periods are all equal, so that the $q$ 's in equations (3) are all zero.

Let $O B$ represent the resultant of $O A_{1}, O A_{2}$, \&c. found by the "parallelogram law," i.e. found as if $0 A_{1}, O A_{2}, \& c$. were forces to be compounded as in statics. Then by interpretation of equations (3) we see that $O B$ will represent the resultant oscillation.

We may therefore find the resultant of any number of oscillations in the same coordinate, if of equal periods, by a geometrical construction. Representing each oscillation by a straight line, the resultant is found by compounding these straight lines according to the "parallelogram law."

## CHAPTER III.

## OSC'ILLATIONS ABOUT A STATE OF MOTION.

## The Energy Test of Stubility.

95. It has been proved in Vol. I. that when we know one first integral of the equations of motion of a system disturbed from a position of equilibrium, such as the equation of energy, we may sometimes from that one integral determine whether the position of equilibrium is stable or not. Thus when the potential energy is a minimum in the position of equilibrium, it immediately follows from the equation of vis viva that the position of equilibrium is stable. But when the potential energy is not a minimum, the equation of vis viva alone is not sufficient to determine whether the equilibrium is stable or unstable. But by taking into consideration the other equations of mution this position of equilibrium is proved to be unstable.

We may apply an "energy test" of stability to a given state of motion as well as to a given position of equilibrium, but with a similar limitation. When a certain function derived from such of the first integrals as we may happen to know is an absolute minimum or maximum we may be able to prove that the system cannot depart far from the given state of motion. But when that function is neither a maximum nor a minimum we only infer that there is apparently nothing in these equations to restrict the deviations of the system. To determine this point we must examine the equations we already have more minutely or we must discover the remaining equations of motion. This latter part of the question will therefore be postponed until we discuss the oscillations about a state of motion. Meantime we shall consider the "energy test" with a view to determine how far it can be made to decide the question of stability.
96. Stability of a state of Motion. Let a dynamical system be in motion in any manner under a conservative system of forces, and let E be its energy. Then E is a known function of the co-ordinates $\theta, \phi, \& c$. and their first differential coefficients $\theta^{\prime}, \phi^{\prime}, \& \cdot c .:$ this is constant and equal to h for the given motion.

Suppose that either some or all of the other first integrals of the equations of motion are also known, let these be

$$
\mathrm{F}_{1}\left(\theta, \theta^{\prime}, \& c .\right)=\mathrm{C}_{1}, \quad \mathrm{~F}_{2}\left(\theta, \theta^{\prime}, \& c .\right)=\mathrm{C}_{2}, \quad \& c .=\& c .
$$

For the purposes of this proposition, let us regard $\theta$ and $\theta^{\prime}, \phi$ and $\phi^{\prime}, \& c$ as independent variables, except so far as they are connected by the equations just written down. Then if E be an absolute maximum, or an absolute minimum, for all variations of $\theta, \theta^{\prime}$, \&c. (those corresponding to the given motion making E constant), the motion is stable for all disturbances which do not alter the constants $\mathrm{C}_{1}$, $\mathrm{C}_{2}$, \&c.

Let as many of the letters as is possible be found from the first integrals in terms of the rest, and substituted in the expression for $E$. Let $\psi, \psi^{\prime}, \& c$. be these remaining letters, then we have

$$
E=f\left(\psi, \psi^{\prime}, \& c ., C_{1}, C_{2}, \& c .\right)=h
$$

Let the system be started in some manner slightly different from that given, then the constant $h$ is altered into $h+\delta h$. First let $E$ be a minimum along the given motion, then any change whatever of the letters $\psi, \psi^{\prime}, \& c$. increases $E$, and it follows that the disturbed motion cannot deviate so far from the given motion that the change in $E$ becomes greater than $\delta h$. Similarly, if $E$ be an absolute maximum, the same result will follow.

The same argument will apply to any first integral of the equations of motion, besides the energy integral. If any one of the functions $F_{1}, F_{2}$, \&c., which contains all the letters, be an absolute maximum or minimum, then the motion is stable for all displacements which do not alter the constants of the other integrals used.
97. When the system is disturbed from a position of equilibrium which is defined, as in Vol. I., by the vanishing of the co-ordinates $\theta, \phi, \& c$. , we have

$$
E=\frac{1}{2} A_{11} \theta^{2}+A_{12} \theta^{\prime} \phi^{\prime}+\& c .-U,
$$

where $A_{11}, A_{12}$, \&c. are all constants, and $U$ is independent of $\theta^{\prime}, \phi^{\prime}, \& c$. Here the terms which constitute the kinetic energy, being necessarily positive and vanishing with $\theta^{\prime}, \phi^{\prime}, \& c$., are evidently a minimum for all variations of $\theta^{\prime}, \phi^{\prime}, \& c$. We see, without the use of any other integrals, that if $-U$ be a minimum for all variations of $\theta, \phi, \& c ., E$ will be an absolute minimum, and that therefore the equilibrium is stable.

In what follows a similar result will be obtained when the system is disturbed from a state of steady motion. It will be shewn that when a function represented by $F-U$ is a minimum under certain conditions this state of steady motion is stable under the same conditions. The function $F$ of course reduces to zero when the state of motion reduces to a state of rest.
98. To find a steady motion. It often happens that the motion whose stability is in question is a state of steady motion. This generally occurs when
some of the co-ordinates are absent from the Lagrangian function though present in the form of velocities. Let us represent by $x, y, \& c$. the co-ordinates which are absent from the Lagrangian function, and let $\xi, \eta, \& c$. be the remaining co-ordinates. Thus the Lagrangian function $L$ will be a function of $\xi, \xi^{\prime}, \eta, \eta^{\prime}, \& c$., $x^{\prime}, y^{\prime}, \& c$., but not of $x, y, \& c$. The Lagrangian equations will therefore take the forms

$$
\frac{d}{d t} \frac{d L}{d \xi^{\prime}}=\frac{d L}{d \xi} \& c \cdot, \quad \frac{d L}{d x^{\prime}}=u, \frac{d L}{d y^{\prime}}=v, \& c
$$

where $u, v, \& c$. are constants introduced by integration. These equations will contain $\xi, \xi^{\prime}, \xi^{\prime \prime}, \eta, \eta^{\prime}, \eta^{\prime \prime}, \& c ., x^{\prime} x^{\prime \prime}, y^{\prime} y^{\prime \prime}, \& c$., and do not contain $t$ explicitly. They may therefore be satisfied by putting $x^{\prime}=a, y^{\prime}=b$, \&c., $\xi=a, \eta=\beta$, \&c., where $a, b, \& c ., a, \beta, \& c$. are constants to be determined by substituting in the equations. If $\theta$ stand for any one of the co-ordinates, it is evident that $d T / d \theta$ and $d T / d \theta^{\prime}$ will both be constants after the substitution is made. Omitting the equations which contain $u, v, \& c$. as they do not assist in finding the constants $a, b, \& c ., a, \beta, \& c$. we have the equations

$$
\begin{equation*}
\frac{d L}{d \xi}=0, \quad \frac{d L}{d \eta}=0, \quad \& c .=0 . \tag{1}
\end{equation*}
$$

where $L=T+U$. Thus we have as many equations as there are co-ordinates $\xi, \eta$, \&ic. directly present (i.e. not merely present as velocities) in the expressions for $T$ and $U$. The quantities $a, b, \& c$. are therefore undetermined except by the initial conditions, while $a, \beta, \& c$. may be found in terms of $a, b, \& c$. by these equations. These equations may be conveniently remembered by the following rule.

In the Lagrangian function which is the difference between the kinetic and potential energies, write for all the differential coefficients their assumed constant values in the steady motion, viz. $\mathrm{x}^{\prime}=\mathrm{a}, \mathrm{y}^{\prime}=\mathrm{b}, \& \mathrm{c} ., \xi^{\prime}=0, \eta^{\prime}=0$, \&c. The Lagrangian function is now a function of the co-ordinates $\xi, \eta$, \&c. only. Differentiating this result partially with regard to each of these co-ordinates and equating the results to zero, we obtain the equations of steady motion.
99. Stability of a steady motion. To determine if this motion is stable we use the method indicated in Art. 96. The equation of energy may be written in the form

$$
E=T-U=h .
$$

Since $T$ is not a function of the co-ordinates $x, y, \& c$. the Lagrangian equations for these co-ordinates lead as before to the integrals $d T / d x^{\prime}=u, d T / d y^{\prime}=v, \& c$., where $u, v, \& c$. are constants. By the help of these integrals we shall eliminate $x^{\prime}, y^{\prime}, \&$ c., and thus obtain $E$ as a function of the other co-ordinates. If $E$ be an absolute maximum or minimum, this motion is stable for all disturbances which do not alter the constants $u, v, \& c$. There can be no difficulty in effecting the elimination in any particular case, but we may perform the process once for all. The process is a repetition of that called Modification in Vol. I.

To effect the elimination, let

$$
\begin{equation*}
T=\frac{1}{2}(x x) x^{\prime 2}+(x \xi) x^{\prime} \xi^{\prime}+\& c . \tag{2}
\end{equation*}
$$

where the coefficients of the accented letters, viz. the quantities in brackets, are all known functions of $\xi, \eta, \& c$., but not of $x, y, \& c$. The integrals may then be written in the form

$$
\left.\begin{array}{rl}
(x x) x^{\prime}+(r y) y^{\prime}+\ldots & =u-(x \xi) \xi^{\prime}-(x \eta) \eta^{\prime}-\& c .  \tag{3}\\
(x y) x^{\prime}+(y y) y^{\prime}+\ldots & =v-(y \xi) \xi^{\prime}-(y \eta) \eta^{\prime}-\& c . \\
\& c . & =\& c .
\end{array}\right\}
$$

For the sake of brevity, let us call the right-hand sides of these equations $u-X$, $v-Y$, \&c. Since $T$ is a quadratic function of the accented letters, we may write it in the form

$$
T=\frac{1}{2}(\xi \xi) \xi^{\prime 2}+(\xi \eta) \xi^{\prime} \eta^{\prime}+\& c .+\frac{1}{2} x^{\prime}(u+X)+\frac{1}{2} y^{\prime}(v+Y)+\& \cdot .
$$

If we substitute in the terms after the first \&c. the values of $x^{\prime}, y^{\prime}$ given by (3) we obtain the determinant

$$
-\frac{1}{2 \Delta}\left|\begin{array}{llll}
0, & u+X, & v+Y, & \& c . \\
u-X, & (x x), & (x y), & \& c . \\
v-Y, & (x y), & (y y), & \& c . \\
\& \mathrm{c} . & &
\end{array}\right|
$$

where $\Delta$ is the discriminant of $T$, when $\xi^{\prime}, \eta^{\prime}, \& c$. have been put zero. If we change the signs of $X, Y, \& c$., this determinant is unaltered, hence when expanded such terms as $u X, v X$, \&c. cannot occur. If therefore, we put

$$
F=-\frac{1}{2 \Delta}\left|\begin{array}{cccc}
0 & u & v & \ldots  \tag{4}\\
u & (x x) & (x y) \ldots \\
\ldots & \ldots & \ldots & \ldots
\end{array}\right|
$$

and expand the first determinant, we have as the result of the elimination

$$
T=F+\frac{1}{2} B_{11} \xi^{\prime 2}+B_{12} \xi^{\prime} \eta^{\prime}+.
$$

where the terms after $F$ express some homogeneous quadratic function of $\xi^{\prime}, \eta^{\prime}, \& c$.
Now $T$ is essentially positive for all values of $x^{\prime}, y^{\prime}, \& c$. and therefore for such as make $u, v, \& c$. all zero. Hence the quadratic expression $B_{11} \xi^{\prime 2}+\& c$. is a minimum when $\xi^{\prime}, \eta^{\prime}, \& \mathrm{c}$. are zero. If then the function $\mathrm{F}-\mathrm{U}$ is a minimum for all variations of $\xi, \eta$, \&c., the steady motion given by (1) is stable for all disturbances which do not alter the momenta $\mathrm{u}, \mathrm{v}, \& \mathrm{c}$.
100. When $\xi^{\prime}, \eta^{\prime}$, \&c. are put zero, the process indicated by the successive equations (2), (3), (4), (5) is exactly that described in Vol. r. as the Hamiltonian method of forming the reciprocal function of $T$ for the co-ordinates $x, y, \& c$. We may therefore enunciate the rule in the following manner.

- Suppose a steady motion to be given by $\xi^{\prime}=0, \eta^{\prime}=0, d c c, \mathrm{x}^{\prime}=\mathrm{a}, \mathrm{y}^{\prime}=\mathrm{b}$, de., so that the momenta $\mathrm{u}, \mathrm{v}$, dc. with regard to $\mathrm{x}, \mathrm{y}$, \&c. are constants. Form the reciprocal function of T with regard to $\mathrm{x}^{\prime}, \mathrm{y}^{\prime}$, dec., putting zero for each of the letters $\xi^{\prime}, \eta^{\prime}$, dec. Let F be this reciprocal function, and -U or V be the potential energy. Then if $\mathrm{F}-\mathrm{U}$ or $\mathrm{F}+\mathrm{V}$ is a minimum for all variations of $\xi, \eta$, dec. this steady motion is stable for all disturbances which do not alter the momenta $u, v, \& \subset$.

When the reciprocal function $F$ has been found, we may put the equations (1) which determine the steady motion into another form. The function $F$ is the reciprocal of $T$ with regard to $x^{\prime}, y^{\prime}, \& c$., and $\xi, \eta$, \&c. are merely other letters present during the process of transformation, hence as explained in Vol. r., we have $\frac{d T}{d \xi}=-\frac{d F}{d \xi}$ with similar equations for $\eta$, \&c. The equations of steady motion (1) therefore become

$$
\left.\begin{array}{ll}
\frac{d(F-U)}{d \xi}=0 & \frac{d(F-U)}{d \eta}=0  \tag{6}\\
x^{\prime}=\frac{d(F-U)}{d u} & y^{\prime}=\frac{d(F-U)}{d v}
\end{array}\right\} .
$$

where $\mathrm{F}-\mathrm{U}$ or $\mathrm{F}+\mathrm{V}$ is the energy expressed as a function of the momenta $\mathrm{u}, \mathrm{v}$, dec. instead of $\mathrm{x}^{\prime}$, $\mathrm{y}^{\prime}$, dc., the other accented letters $\xi^{\prime}, \eta^{\prime}$, \&c. being put equal to zero either before or after the differentiation.
101. Special case of motion. If the energy be a function of one only of the co-ordinates, though it is a function of the differential coefficients of all of then, we may show conversely that the steady motion will not be stable unless $\mathrm{F}-\mathrm{U}$ is a minimum.

Let $\xi$ be this single co-ordinate, then following the same notation as before, we have by vis viva

$$
\frac{1}{2} B_{11} \xi^{\prime 2}+F-U=h
$$

Differentiating with regard to $t$, and treating $B_{11}$ as constant because we shall neglect the square of $\xi^{\prime}$, we obtain

$$
B_{11} \xi^{\prime \prime}+\frac{d}{d \xi}(F-U)=0
$$

To find the oscillation, let $\xi=\alpha+p$, then by (6) we have

$$
B_{11} \frac{d^{2} p}{d t^{2}}+\left[\frac{d^{2}(F-U)}{d \xi^{2}}\right] p=0
$$

where $\alpha$ is to be written for $\xi$ after differentiation in the quantity in square brackets. The motion is clearly stable or unstable according as the coefficient of $p$ is positive or negative, i.e. according as $F-U$ is a minimum or maximum.

Further information on this subject will be found in the author's Essay on the Stability of Steady Motion, 1877.
102. Examples of stability of motion. Ex. 1. Let as consider the simple case of a particle describing a circular orbit about a centre of attraction whose acceleration at a distance $r$ is $\mu r^{n}$. If $\theta$ be the angle the radius vector $r$ makes with the axis of $x$, we have here a steady motion in which $r^{\prime}=0$ and $\theta^{\prime}$ is constant. Also

$$
E=\frac{1}{2}\left(r^{\prime 2}+r^{2} \theta^{\prime 2}\right)+\frac{\mu r^{n+1}}{n+1}
$$

We notice that $\theta$ is absent from this expression, hence by the rule we eliminate $\theta^{\prime}$ also by the integral $r^{2} \theta^{\prime}=h$, where $h$ is the constant called $u$ in Art. 99. We have then

$$
E=\frac{1}{2} r^{\prime 2}+\frac{1}{2} \frac{h^{2}}{r^{2}}+\frac{\mu r^{n+1}}{n+1}
$$

Putting the remaining accented letters equal to zero according to the rule, we have in steady motion

$$
\frac{d E}{d r}=-\frac{h^{2}}{r^{3}}+\mu r^{n}=0
$$

and since

$$
\frac{d^{2} E}{d r^{2}}=\frac{3 h^{2}}{r^{4}}+\mu n r^{n-1}=\mu(n+3) r^{n-1}
$$

this steady motion is stable or unstable according as $n+3$ is positive or negative for all disturbances which do not alter the angular momentum of the particle.

Ex. 2. A top, two of whose principal moments at the vertex $O$ are equal, turns about its vertex under the action of gravity. If $O C$ be the axis of unequal moment, and $\theta, \phi, \psi$ the Eulerian angular co-ordinates of the body referred to a vertical axis measured upwards, we have (as in the chapter on vis viva, Vol. r.)

$$
\begin{aligned}
2 T & =A\left(\theta^{\prime 2}+\sin ^{2} \theta \psi^{\prime 2}\right)+C\left(\phi^{\prime}+\psi^{\prime} \cos \theta\right)^{3} \\
U & =-M g h \cos \theta+\text { constant },
\end{aligned}
$$

where $h$ is the distance of the centre of gravity from $O$ and $M$ is the mass of the top. We have therefore the two integrals $\phi^{\prime}+\psi^{\prime} \cos \theta=n$ and $C n \cos \theta+A \sin ^{2} \theta \psi^{\prime}=m$ where $n$ and $m$ are two constants, tho former representing the angular velocity of the top about its axis and the latter the angular momentum about the vertical. By eliminating $\phi^{\prime}$ and $\psi^{\prime}$ and making the energy $E$ a minimum, show (1) that a state of steady motion, with real values of the constants $m$ and $n$, is given by $\theta=\alpha$ provided $C^{2} n^{2}-4 M g h A \cos \alpha$ is positive. Show (2), by examining the sign of $d^{2} E / d \theta^{2}$, that this motion is stable. Thus the axis of the top will describe a right cone of semi-angle a round the vertical through the point of support with an angular velocity given by the value of $\psi$.

Ex. 3. A solid of revolution moves in steady motion on a smooth horizontal plane, so that the inclination $\theta$ of its axis to the vertical is constant. Prove that the angular velocity $\mu$ of the axis about the vertical is given by

$$
\mu^{2}-\frac{C n}{A \cos \theta} \mu-\frac{M g}{A \sin \theta \cos \theta} \frac{d z}{d \theta}=0
$$

where $z$ is the altitude of the centre of gravity above the horizontal plane, $n$ the angular velocity of the body about the axis, $C, A$ and $A$ the principal moments of inertia at the centre of gravity and $M$ the mass. Find the least value of $n$ which makes $\mu$ real and determine if the steady motion is stable.

## Examples of Oscillations about Steady Motion.

103. The oscillations of a system about a state of steady. motion may be found by methods analogous to those used in the oscillations about a position of equilibrium. Let the general equations of motion of the bodies be formed by any of the methods already described. If any reactions enter into these equations it will be generally found advantageous to eliminate them. Let the co-ordinates used in these equations to fix the positions of the bodies be called $\theta, \phi$, \&c. Suppose the motion, about which the oscillation is required, to be determined by $\theta=f(t)$, $\phi=F(t)$, \&c. We then substitute $\theta=f(t)+x, \phi=F^{\prime}(t)+y$, \&c., in the equations of motion. The squares of $x, y, \& c$. being neglected, we have certain linear equations to find $x, y, \& c$. These equations can, however, seldom be solved unless we can make $t$ disappear explicitly from them. When this can be done the linear equations can be solved by the usual known methods, and the required oscillations are then found.

In what follows we shall first illustrate the method just described by forming the equations in a few interesting cases from the leginning. We shall then generalize the process and obtain a determinantal equation analogous to that given by Lagrange for oscillations about a position of equilibrium. This equation will be adapted to all cases which lead to differential equations with constant coefficients.
104. Theory of Watt's Governor. To find the motion of the balls in Watt's Governor of the steam engine.

The mode in which this works to moderate the fluctuations of the engine is well known. A somewhat similar apparatus has been used to regulate the motion of clocks, and in other cases where uniformity of motion is required. If there be any increase in the driving power of the engine, or any diminution of the load, so that the engine begins to move too fast, the balls, by their increased centrifugal force, open outwards, and by means of a lever either cut off the driving power or increase the load by a quantity proportional to the angle opened out. If on the other hand the engine goes too slow, the balls fall inward, and more driving power is called into action. In the case of the steam engine the lever is attached to the throttlevalve, and thus regulates the supply of steam. It is clear that a complete adaptation of the driving power to the load cannot take place instantaneously, but the machine will make a series of small oscillations about a mean state of steady motion. The problem to be consilered may therefore be stated thus:-

Two equal rods $O A, O A^{\prime}$, each of length $l$, are connected with a vertical spindle by means of a hinge at $O$ which permits free motion in the vertical plane $A O A^{\prime}$. At $A$ and $A^{\prime}$ are attached two balls, each of mass $m$. To represent the inertia of the
other parts of the engine we shall suppose a horizontal fly-wheel attached to the spindle, whose moment of inertia about the spindle is $I$. When the machine is in uniform motion, the rods are inclined at some angle $a$ to the vertical, and turn round it with uniform angular velocity $n$. If, owing to any disturbance of the motion, the rods have opened out to an angle $\theta$ with the vertical, a force is called into play whose moment about the spindle is $-\beta(\theta-a)$. It is required to find the oscillations about the state of steady motion.

Let $\phi$ be the angle the plane $A O A^{\prime}$ makes with some vertical plane fixed in space. The equation of angular momentum about the spindle is

$$
\begin{equation*}
\frac{d}{d t}\left\{\left(I+2 m k^{2} \sin ^{2} \theta\right) \frac{d \phi}{d t}\right\}=-\beta(\theta-\alpha) \tag{1}
\end{equation*}
$$

where $m k^{2}$ is the moment of inertia of a rod and ball about a perpendicular to the rod through $O$, the balls being regarded as indefinitely small heavy particles. The semi vis viva of the system is

$$
T=\frac{1}{2} I\left(\frac{d \phi}{d t}\right)^{2}+m k^{2}\left\{\left(\frac{d \theta}{d t}\right)^{2}+\sin ^{2} \theta\left(\frac{d \phi}{d t}\right)^{2}\right\}
$$

and the moment of the impressed forces on either rod and ball about a horizontal through $O$ perpendicular to the plane $A O A^{\prime}$ is $\frac{1}{2} d U / d \theta=-m g h \sin \theta$, where $h$ is the distance of the centre of gravity of a rod and ball from $O$. Hence by Lagrange's equation $\frac{d}{d t} \frac{d T}{d \theta^{\prime}}-\frac{d T}{d \theta}=\frac{d U}{d \theta}$, we have

$$
\begin{equation*}
\frac{d^{2} \theta}{d t^{2}}-\sin \theta \cos \theta\left(\frac{d \phi}{d t}\right)^{2}=-\frac{g}{a} \sin \theta \tag{2}
\end{equation*}
$$

where $a$ has been written for $k^{2} / h$. This equation might also have been obtained by taking the acceleration of either ball, treated as a particle, in a direction perpendicular to the rod in the plane in which $\theta$ is measured.

To find the steady motion we put $\theta=\alpha, d \phi / d t=n$, the second equation then gives $n^{2} \cos \alpha=g / a$. To find the oscillations, we put $\theta=\alpha+x, d \phi / d t=n+y$. The two equations then become

$$
\left.\begin{array}{l}
\left(I+2 m k^{2} \sin ^{2} \alpha\right) \frac{d y}{d t}+2 m k^{2} n \sin 2 \alpha \frac{d x}{d t}=-\beta x \\
\frac{d^{2} x}{d t^{2}}-n \sin 2 \alpha y=\left(n^{2} \cos 2 \alpha-\frac{g}{\alpha} \cos \alpha\right) x
\end{array}\right\}
$$

To solve these equations, we must write them in the form

$$
\left.\left(\sin 2 a \delta+\frac{\beta}{2 m k^{2} n}\right) n x+\left(\frac{I}{2 m k^{2}}+\sin ^{2} \alpha\right) \delta y=0\right\}
$$

$$
\left(\delta^{2}+n^{2} \sin ^{2} a\right) x-n \sin 2 a y=0
$$

where the symbol $\delta$ stands for the operation $d / d t$. Eliminating $y$ by cross multiplication we have

$$
\left[\left(\frac{I}{2 m k^{2}}+\sin ^{2} \alpha\right) \delta^{3}+n^{2} \sin ^{2} a\left(1+3 \cos ^{2} \alpha+\frac{I}{2 m k^{2}}\right) \delta+\frac{\beta}{2 m k^{2}} n \sin 2 \alpha\right] x=0 .
$$

The real root of this cubic equation is necessarily negative because the last term is positive. The other two roots are imaginary because the term $\delta^{2}$ has disappeared between two terms of like signs. Also the sum of the three roots being zero, the real parts of the two imaginary roots must be positive. Let these roots therefore be $-2 p$ and $p \pm q \sqrt{-1}$. Then

$$
x=H e^{-2 p t}+K e^{p t} \sin (q t+L),
$$

where $I, K, L$ are three undetermined constants depending on the nature of the initial disturbance. Thus it appears that the oscillation is unstable. The balls will alternately approach and recede from the vertical spindle with increasing violence.
105. The defect of a governor is therefore that it acts too quickly, and thus produces considerable oscillation of speed in the engine. If the engine is working too violently, the governor cuts off the steam, but owing to the inertia of the parts of the machinery, the engine does not immediately take up the proper speed. The consequence is that the balls continue to separate after they have reduced the supply of steam to the proper amount, and thus too much steam is cut off. Similar remarks apply when the balls are approaching each other, and a considerable oscillation is thereby produced. This of course is but an incomplete explanation, but that the oscillation thus produced is of considerable magnitude has been strictly proved in Art. 104. It will be presently shown that this fault may be very much modified by applying some resistance to the motion of the governor.

In the same way when the motion of clock-work is regulated by centrifugal balls, it is found as a matter of observation that there is a strong tendency to irregularity. If the balls once receive in the slightest degree an elliptic motion, the resistance $\beta(\theta-a)$ by which the motion of the balls is regulated may tend to render the ellipse more and more elliptical. To correct this some other resistance must be called into play. This resistance should be of such a character that it does not affect the circular motion and is only produced by the ellipticity of the movement.

One method of effecting this has been suggested by Sir G. B. Airy. The elliptic motion of the balls may be made to cause a slider on the vertical spindle to rise and fall. If this be connected with a horizontal circular plate in a vertical cylinder of slightly greater radius, and filled with water, the slider may be made to move the plate up and down by its oscillations. Thus the slider may be subjected to a very great resistance, tending to diminish its oscillations, while its place of rest, as depending on statical, or slowly altering forces, is totally unaffected. Memoirs of the Astronomical Society of London, Vol. xx., 1851.

The general effect of the water will be to produce a resistance varying as the velocity, and may therefore be represented by a term - $\gamma d \theta / d t$ on the right hand of equation (2). The solution being continued as before, the cubic will now take the form
$\left[\left(\frac{I}{2 m k^{2}}+\sin ^{2} a\right)\left(\delta^{3}+\gamma \delta^{2}\right)+n \sin ^{2} a\left(1+3 \cos ^{2} \alpha+\frac{I}{2 m k^{2}}\right) \delta+\frac{\beta}{2 m k^{2}} n \sin 2 \alpha\right] x=0$.
If the roots of this cubic are real, they are all negative, and the value of $x$ takes the form

$$
x=A e^{-\lambda t}+B e^{-\mu t}+C e^{-\nu t}
$$

where $-\lambda,-\mu,-\nu$ are the roots, and $A, B, C$ are three undetermined constants. If one root only is real, that root is negative, and if the other two be $p \pm q \sqrt{-1}$ the value of $x$ takes the form

$$
x=H e^{-r t}+K e^{p t} \sin (q t+L),
$$

where $H, K, L$ as before are undetermined constants.
In order that the motion may be stable it is necessary that $p$ should be negative. The analytical condition* of this is

$$
\gamma\left(1+3 \cos ^{2} \alpha+\frac{I}{2 m k^{2}}\right)>\frac{\beta}{2 m k^{2}} 2 \cot \alpha .
$$

* If the roots of the cubic $a x^{3}+b x^{2}+c x+d=0$ be $x=\alpha \pm \beta \sqrt{ }(-1)$ and $\gamma$, we have $-b / a=2 a+\gamma, c / a=2 \gamma a+a^{2}+\beta^{2},-d / a=\left(\alpha^{2}+\beta^{2}\right) \gamma$, whence we easily deduce $(b c-a d) / a^{2}=-2 a\left\{(\alpha+\gamma)^{2}+\beta^{2}\right\}$; hence $b c-a d$ and $a$ have always opposite signs.

If $\gamma$ be sufficiently great this condition may be satisfied. The uniformity of motion of the rods round the vertical will then be disturbed by an oscillation whose magnitude is continually decreasing and whose period is $2 \pi / q$. By properly choosing the magnitude of $I$ when constructing the instrument, the period may sometimes be so arranged as to produce the least possible ill effect. If the period be made yery long the instrument will work smoothly. If it can be made very short there will be less deviation from circular motion.

In this investigation no notice has been taken of the frictions at the hinge and at the mechanical appliances of the Governor, which may not be inconsiderable. These in many cases tend to reduce the oscillation and keep it within bounds.
106. In the case of Watt's Governor if any permanent change be made in the relation between the driving power and the load, the state of uniform motion which the engine will finally assume is different from that which it had before the change. Thus, when the engine is driving a given number of looms, let the rods $O A, O A^{\prime}$ of the Governor be inclined to each other at an angle $2 \alpha$ and be revolving about the vertical with an angular velocity $n$. If some large number of the looms is suddenly disconnected from the engine, the balls will separate from each other, and the rods will become inclined at some other angle $2 a^{\prime}$. In this case, if $n^{\prime}$ be the angular velocity about the vertical, $n^{\prime 2} \cos a^{\prime}=n^{2} \cos a$. The rate of the engine is therefore altered, it works quicker with a less load than with a greater. This is a great defect of Watt's Governor. For this reason it has been suggested that the term Governor is inappropriate, the instrument being in fact only a moderator of the fluctuations of the engine.

This defect may be considerably decreased by the use of Huyghens' parabolic pendulum. In this instrument the centres of gravity $A, A^{\prime}$ of the balls are made to move along the arc of a parabola whose axis is the axis of revolution. Let $A N$ be an ordinate of the parabola, $A G$ the normal, then $N G$ is constant and equal to $L$, where $2 L$ is the latus rectum. Regarding the balls as particles, and neglecting the inertia of the rods which connect them with the throttle valve, we see by the triangle of forces that the balls will rest in any positions on the parabola, if $n^{2} L=g$, where $n$ is the angular velocity of the balls about the vertical through $O$. It is also clear that when the angular velocity is not that given by this formula, the balls (unless placed at the vertex) must slide along the arc. Let us now consider how this modification of the governor affects the working of the engine. When the load is diminished the engine begins to quicken; the balls separate and the steam is cut off. It is clear that equilibrium will not be established until the quantity of steam admitted is just such as to cause the engine to move at exactly the same rate as before.

Ex. Show that when the inertia of the rod and balls are taken account of, the centre of gravity of either ball and rod must be constrained to describe a parabola whose latus rectum is independent of the radius of the ball, if the Governor is to cause the engine always to move at a given rate.

It should be mentioned that several other methods of avoiding this defect have been invented besides the parabolic pendulum. But any further description of these would be here out of place.
107. The reader who may be interested in the subject of Governors may refer to an article by Sir G. B. Airy, Vol. XI. of the Memoirs of the Astronomical Society. 1840, where four different constructions are considered. He may also consult an article by Mr Siemens in the Phil. Trans. for 1866, and a brief sketch of several
kinds of governors by Prof. Maxwell in the Plil. Mag. for 1868. An account of some experiments by Mr Ellery, on Huyghens' parabolic pendulum, may be found in the Astronomical Notices for December, 1875.
108. Laplace's Three Particles. It has been shown in Vol. I. Chap. VI., that if three particles be placed at the corners of an equilateral triangle and properly projected, they will move under their mutual attractions so as always to remain at the angular points of an equilateral triangle. These we may call Laplace's three particles. It is our present object to determine if this motion is stable or unstable*.

We shall begin by assuming that the three particles remain always very nearly at the corners of an equilateral triangle. We shall then have to determine whether their oscillations about these corners are real or imaginary. To effect this we might choose their common centre of gravity as a fixed origin of co-ordinates. But the triangles formed by joining the particles to their common centre of gravity are not marked by any simplicity of form. Instead of referring the motion to the centre of gravity it will be more convenient to reduce one of the particles to rest, and to consider the relative motion of the other two. We have thus only one triangle to examine, and that one nearly equilateral.

Let the mass $M$ of the particle to be reduced to rest be taken as unity, and let $m, m^{\prime}$ be the masses of the other two. Let $r, r^{\prime}, R$ be the distances between the particles $\mathrm{Mm}, \mathrm{Mm}^{\prime}, \mathrm{mm}^{\prime}$; and let $\phi^{\prime}, \phi, \psi$ be the angles opposite to these distances. If $\theta, \theta^{\prime}$ be the angles of $r, r^{\prime}$ make with a straight line fixed in space, and if the law of attraction be the inverse $\kappa$ th power of the distance, the equations of motion are

$$
\left.\begin{array}{r}
\frac{d^{2} r}{d t^{2}}-r\left(\frac{d \theta}{d t}\right)^{2}+\frac{1+m}{r^{\kappa}}+\frac{m^{\prime} \cos \psi}{\gamma^{\prime \kappa}}+\frac{m^{\prime} \cos \dot{\psi}}{R^{\kappa}}=0 \\
\frac{1}{r} \frac{d}{d t}\left(r^{2} \frac{d \theta}{d t}\right)+\frac{m^{\prime} \sin \psi}{r^{\prime \kappa}}-\frac{m^{\prime} \sin \phi}{R^{\kappa}}=0
\end{array}\right\},
$$

with two similar equations for the motion of $m^{\prime}$.
Let us now put $r=a+x, r^{\prime}=a+x+X$, and let the angle befween these radii vectores be $\frac{1}{3} \pi+Y$, also let $\theta=n t+y$, where $x, y, X$ and $Y$, are all small quantities whose squares are to be neglected. It should be noticed that a variation of $x, y$ alone, $X$ and $Y$ being zero, will represent a variation of steady motion in which the particles always keep at the corners of an equilateral triangle, while a variation of $X, Y$ will represent a change from the equilateral form. The former of these by hypothesis is a possible motion, hence the equations can be satisfied by some values of $x, y$ joined to $X=0, Y=0$. By this choice of variables we may hope to discover some roots of the fundamental determinant previous to expansion, and thus save a great amount of numerical labour. If $\delta$ stand for $d / d t$, and $b=a^{\kappa+1}$, the four equations will now become

[^3]\[

$$
\begin{aligned}
& \left\{b \delta^{2}-(\kappa+1)\left(1+m+m^{\prime}\right)\right\} x-2 a b n \delta y-\frac{3}{4} m^{\prime}(\kappa+1) X-\frac{\sqrt{ } 3}{4} m^{\prime}(\kappa+1) a Y=0, \\
& 2 b n \delta x+a b \delta^{2} y-\frac{\sqrt{ } 3}{4} m^{\prime}(\kappa+1) X+\frac{3}{4} m^{\prime}(\kappa+1) a Y=0, \\
& \left\{b \delta^{2}-(\kappa+1)\left(1+m+m^{\prime}\right)\right\} x-2 a b n \delta y+\left\{b \delta^{2}-(\kappa+1)\left(1+\frac{m}{4}+m^{\prime}\right)\right\} X-\left\{2 a b n \delta+\frac{\sqrt{ } 3}{4}-m(\kappa+1) a\right\} Y=0, \\
& 2 b n \delta x+a b \delta^{2} y+\left\{2 b n \delta-\frac{\sqrt{ } 3}{4}(\kappa+1) m\right\} X+\left\{a b \delta^{2}-\frac{3}{4} m(\kappa+1) a\right\} Y=0 .
\end{aligned}
$$
\]

109. To solve these we put $x=A e^{\lambda t}, y=B e^{\lambda t}, X=G e^{\lambda t}, Y=H e^{\lambda t}$. Substituting and eliminating the ratios of $A, B, G$ and $H$ we obtain a determinantal equation whose constituents are the coefficients of $x, y, X$ and $Y$ with $\lambda$ written for $\delta$. This equation will give eight values of $\lambda$. We see at once that one factor is $\lambda$. This might have been expected, because we know that a variation of $y$, (with $x, X$ and $Y$ all zero,) is a possible motion. Again, some variation of $x$ and $y$, (with $X$ and $Y$ both zero,) is also a possible motion, hence some factor of the determinant can be found by examining the first two columns. By subtracting from the first $2 n$ times the second column we find that this factor is $b \lambda^{2}-(\kappa-3)\left(1+m+m^{\prime}\right)=0$.

To find the other factors we divide the determinant by the factors already found. Then subtracting the first row from the third and the second from the fourth we have three zeros in the first column and two in the second. The expansion is then easy. We see that there is another factor $\lambda$, also

$$
l^{2} \lambda^{4}+b \lambda^{2}(3-\kappa)\left(1+m+m^{\prime}\right)+\frac{3}{4}(1+\kappa)^{2}\left(m+m^{\prime}+m m^{\prime}\right)=0 .
$$

The two zero roots give $x=A_{1}+d_{2} t$ with similar expressions $y, X$ and $Y$. But by substitution in the equations of motion we see that $x=A_{1}, y=B_{1}-\frac{1}{2}(\kappa+1) A_{1} n t / a$, $X=0$ and $Y=0$. These roots therefore indicate merely a permanent change in the size of the triangle. On examining the other values of $\lambda^{2}$, we find (1) The motion cannot be stable unless $\kappa$ is less than 3. (2) The motion is stable whatever the masses may be, if the law of force be expressed by any positive power of the distance or any negative power less than unity. (3) The motion is stable to a first approximation if

$$
\frac{\left(M+m+m^{\prime}\right)^{2}}{M m+M n^{\prime}+m m^{\prime}}>3\left(\frac{1+\kappa}{3-\kappa}\right)^{2}
$$

where $M, m, m^{\prime}$ are the masses. To express the co-ordinates in terms of the time, we must return to the differential equations of the second order. The results are rather long, and it may be sufficient to state that when, as in the solar system, two of the masses are much smaller than the third, the inequalities in their angular distances, as seen from the large body, have much greater coefficients than the inequalities in their linear distances from the same body.

The reader will find a more complete discussion of this problem in a paper by the author published in the sixth volume of the Proceedings of the London Mathematical Society, 1875. The co-ordinates $x, y, X, Y$ are expressed in terms of the time and the possibility of any small term rising into importance is shortly treated.

## I'heory of oscillations about steadly motion.

110. Having illustrated by two important examples the methods of practically finding the oscillations about a state of motion, we pass on to the general theory of the subject.
111. The Determinantal Equation of steady motion. To form the general equations of oscillation of a dynamical system about a state of steady motion.

Let the system be referred to any co-ordinates $\theta, \phi, \psi$, \&c. If the geometrical equations do not contain the time explicitly the vis viva $2 T$ may be represented by the expression

$$
2 T=P_{11} \theta^{\prime 2}+2 P_{12} \theta^{\prime} \phi^{\prime}+P_{22} \phi^{\prime 2}+\& c
$$

where $P_{11}, P_{12}$, \&c. are known functions of the co-ordinates $\theta$, $\phi, \& c$. Let the force function be $U$. Let the state of motion about which the system is oscillating be determined by $\theta=f(t)$, $\phi=F(t), \& c$. To determine these oscillations we put $\theta=f(t)+x$, $\phi=F(t)+y, \& c$. Let the Lagrangian function $L=T+U$ be expanded in powers of $x, y, \& c$. as follows:

$$
\begin{aligned}
L & =L_{0}+A_{1} x^{\prime}+A_{2} y^{\prime}+\& c .+C_{1} x+C_{2} y+\& \mathrm{c} . \\
& +\frac{1}{2}\left(A_{11} x^{2}+2 A_{12} x^{\prime} y^{\prime}+\& \mathrm{c} .\right)+\frac{1}{2}\left(C_{11} x^{2}+2 C_{12} x y+\& \mathrm{c} .\right) \\
& +G_{11} x x^{\prime}+G_{12} x y^{\prime}+G_{21} y x^{\prime}+\& c .
\end{aligned}
$$

It will afterwards be found convenient to write $E_{12}=G_{12}-G_{21}$, $E_{13}=G_{13}-G_{31}$, and so on.

We shall now define a steady motion to be one in which all the coefficients in this expansion are independent of the time. The physical characteristic of such a motion is that when referred to proper co-ordinates the same oscillations follow from the same disturbance of the same co-ordinate at whatever instant it may be applied to the motion. If the coefficients are not constant for the co-ordinates chosen it may be possible to make them constant by a change of co-ordinates. There are obviously many systems of co-ordinates which may be chosen, and a set may generally be found by a simple examination of the steady motion. If there are any quantities which are constant during the steady motion, such as those called $\xi, \eta, \& c$. in Art. 98 , these may serve for some of the co-ordinates, others may be found by considering what quantities appear only as differential coefficients or velocities, for example those called $x, y, \& c$. in the same article. If none of these are obvious, we may sometimes obtain them by combining the existing co-ordinates. Practically these will be the most convenient methods of discovering the proper co-ordinates.

To obtain the equations of motion we must now substitute the value of $L$ in the Lagrangian equations

$$
\frac{d}{d t} \frac{d L}{d x^{\prime}}-\frac{d L}{d x}=0, \quad \& c .=0
$$

and reject the squares of small quantities. The steady motion being given by $x, y, \& c$. all zero, each of these must be satisfied when we omit the terms containing $x, y, \& c$. We thus obtain the equations of steady motion, viz.

$$
C_{1}=0, \quad C_{2}=0, \quad \& \mathrm{c} .=0,
$$

which by Taylor's theorem are the same as the equations (1) of steady motion given in Art. 98.

Omitting these terms and retaining the first powers of all the small quantities we obtain the equations of small oscillations. Representing differentiations with regard to $t$ by the letter $\delta$, we have

$$
\begin{aligned}
&\left(A_{11} \delta^{2}-C_{11}\right) x+\left(A_{12} \delta^{2}-E_{12} \delta-C_{12}\right) y+\left(A_{13} \delta^{2}-E_{13} \delta-\dot{C}_{13}\right) z+\& c .=0, \\
&\left(A_{12} \delta^{2}+E_{12} \delta-C_{12}\right) x+\left(A_{22} \delta^{2}-C_{22}\right) y+\left(A_{23} \delta^{2}-E_{23} \delta-C_{23}\right) z+\& c .=0, \\
& \& c .+r .+. \& c .=0 .
\end{aligned}
$$

112. To solve these we write $x=L e^{\lambda t}, y=M e^{\lambda t}, \& c$. Substituting and eliminating the ratios $L, M, \& c$. we obtain the following determinantal equation

$$
\left|\begin{array}{cccc}
A_{11} \lambda^{2}-C_{11}, & A_{12} \lambda^{2}-E_{12} \lambda-C_{12}, & A_{18} \lambda^{2}-E_{18} \lambda-C_{18}, & \& c . \\
A_{12} \lambda^{2}+E_{12} \lambda-C_{12}, & A_{22} \lambda^{2}-C_{22}, & A_{28} \lambda^{2}-E_{23} \lambda-C_{23}, & \& c . \\
A_{13} \lambda^{2}+E_{13} \lambda-C_{13}, & A_{23} \lambda^{2}+E_{23} \lambda-C_{23}, & A_{23} \lambda^{2}-C_{33}, & \& c . \\
\& c . & \& c . & \& c . & \& c .
\end{array}\right|=0 .
$$

If in this equation we write $-\lambda$ for $\lambda$ the rows of the new determinant are the same as the columns of the old, so that the determinant is unaltered. We therefore infer that the determinantal equation when expanded contains only even powers of $\lambda$.

We notice that if we remove from this determinant the terms which contain the letter $E$, the remaining determinant is the same as that which gives the oscillation about a position of equilibrium, Art. 58. We may therefore say that the terms which depend on $E$ are due to the centrifugal forces of the steady motion.
113. Conditions of Stability. Regarding this as an equation to find $\lambda^{2}$, we notice that if the roots are all real and negative, each of the co-ordinates $x, y, \& c$. can be expressed in a series of trigonometrical terms having different periods; the motion will therefore be stable. If any one of the roots is imaginary or if any one is real and positive, there will be both positive and negative real exponentials entering into the expressions for $x, y$, \&c. and therefore the motion will be unstable. The condition of dynamical stability is therefore that the roots of this equation must all be of the form $\lambda= \pm \mu \sqrt{-1}$, where $\mu$ is some real quantity.
114. Number of Oscillations. It follows also that when a system, under the action of forces which have a potential, oscillates about a stable state of steady motion, the oscillations of the co-ordinates are represented by trigonometrical terms of the form $A \sin (\lambda t+\alpha)$ which are not accompanied by any real exponential factors such as those which occurred in the problem of the Governor.

We see further that there will in general be as many finite values of $\lambda^{2}$ and therefore as many trigonometrical terms of different periods as there are co-ordinates. It often happens, as
explained in Art. 111, that some of the co-ordinates are absent from the expression for $L$, appearing only as differential coefficients. Suppose for example $\theta$ to be absent; then $C_{11}, C_{12}$, \&c. are all zero, and we may divide $\lambda$ both out of the first line and the first column of the fundamental determinant. We therefore have two zero values of $\lambda$, while at the same time the number of finite values of $\lambda^{2}$ is diminished by unity. Hence the number of trigonometrical terms of different periods cannot exceed the number of co-ordinates which explicitly enter into the Lagrangian function. Thus, in Ex. 2 of Art. 102, the function $T+U$ has only the coordinate $\theta$ explicitly expressed, the others $\phi^{\prime}$ and $\psi^{\prime}$ appearing only as differential coefficients. It follows that if a top is disturbed from a state of steady motion, there will be but one period in the oscillation.
115. The relations between the coefficients $L, M, \& c$. in the exponential values of $x, y, \& c$. may be obtained without difficulty if we remember that the several lines of the fundamental determinant are really the equations of motion. Taking any one line; multiply the first constituent by $L$, the second by $M, \& c$. and equate the sum to zero. We thus obtain as many equations as there are co-ordinates. On the whole we shall have, exactly as in Lagrange's equations, Chap. II., twice as many arbitrary constants as there are co-ordinates, all the other constants being determined by the equations just found. The arbitrary constants are determined by the initial values of the co-ordinates and their differential coefficients.

But, unlike Lagrange's equations, the quantity $\lambda$ occurs in the first power in each of these equations, so that the ratios of $L, M$, \&c. thus found may be imaginary. If $-p_{1}{ }^{2},-p_{2}{ }^{2}$, \&c. be the values of $\lambda^{2}$, the expressions for the co-ordinates when rationalized may therefore take the form

$$
\begin{aligned}
& x=A_{1} \sin \left(p_{1} t+\alpha_{1}\right)+A_{2} \sin \left(p_{2} t+\alpha_{2}\right)+\ldots \\
& y=B_{1} \sin \left(p_{1} t+\beta_{1}\right)+B_{2} \sin \left(p_{2} t+\beta_{2}\right)+\ldots \\
& z=\& c .
\end{aligned}
$$

where $\alpha_{1}$ is not necessarily equal to $\beta_{1}$, nor $\alpha_{2}$ to $\beta_{2}$, \&c., though they are connected together.
116. Principal Oscillations. When the initial conditions are such that every co-ordinate is expressed by a trigonometrical term of one and the same period, the system is said to be performing a principal or harmonic oscillation. Thus each trigonometrical term corresponds to a principal oscillation, and any oscillation of the system is therefore said to be compounded of its principal oscillations. The physical characteristic of a principal oscillation is that the motion of every part of the system is repeated at a constant interval. If the type of the principal oscillation be $\lambda^{2}=-p_{1}^{2}$,
R. D. II.
we see that throughout the motion we shall have $x^{\prime \prime}=-p_{1}^{2} x$, $y^{\prime \prime}=-p_{1}^{2} y$, \&c.
117. Ex. A homogeneous sphere of unit mass and radius $a$ is suspended from a fixed point by a string of length $b$ and is set in rotation about the vertical diameter. When the sphere is slightly disturbed from this state of steady motion, let $b x, b y$ and $b$ be the co-ordinates of the point on the surface to which the string is attached; $b \dot{x}+a \xi, b y+a \eta$ and $b+a$ the co-ordinates of the centre, the fixed point being the origin and the axis of $z$ vertical and downwards. Also let $\chi=\phi+\psi$ where $\phi$ and $\psi$ have the meanings usually given to them in Euler's geometrical equations, see Vol. x. Chap. v. Thus before disturbance $\chi^{\prime}=n$. Prove that the Lagrangian function is
$L=\frac{a^{2}}{5}\left\{\left(x^{\prime}-\frac{\xi \eta^{\prime}}{2}+\frac{\xi^{\prime} \eta}{2}\right)^{2}+\xi^{\prime 2}+\eta^{\prime 2}\right\}+\frac{1}{2}\left(a \xi^{\prime}+b x^{\prime}\right)^{2}+\frac{1}{2}\left(a \eta^{\prime}+b y^{\prime}\right)^{2}-g\left\{b \frac{x^{2}+y^{2}}{2}+a \frac{\xi^{2}+\eta^{2}}{2}\right\}$.
If the motion of the centre of gravity be represented by a series of terms of the form $M \cos (p t+a)$, prove that the values of $p$ are given by

$$
\left(p^{2}-\frac{g}{b}\right)\left(p^{2}-n p-\frac{5 g}{2 a}\right)=\frac{5 g}{2 b} p^{2}
$$

Show that, whatever sign $n$ may have, this equation has two positive and two negative roots which are separated by the roots of either of the factors on the lefthand side.
118. Impulsive Forces. If we regard an impulse as the limit of a force acting for a very short time, we may deduce from Art. 111 the equations of motion of a system moving in steady motion and suddenly disturbed by an impulse. Integrating the equations of motion given in Art. 111 with regard to the time during the limits of the impulse, the integrals of all the terms except those of the form $A \delta^{2} x$ will be zero. This follows from the definition of an impulse given in Chapter ir. of Vol. 1 . or from the argument given in adjusting Lagrange's equations to impulses in Chapter viII. of Vol. I.

The equations of motion for impulses are therefore

$$
\begin{aligned}
A_{11}\left(\delta x_{1}-\delta x_{0}\right)+A_{12}\left(\delta y_{1}-\delta y_{0}\right)+\ldots \ldots & =X \\
A_{12}\left(\delta x_{1}-\delta x_{0}\right)+A_{22}\left(\delta y_{1}-\delta y_{0}\right)+\ldots \ldots & =Y \\
\& c . & =\& c .
\end{aligned}
$$

Here $\delta x_{1}-\delta x_{0}, \& c$. are the changes in the velocities of the co-ordinates produced by the jerks. The quantities $X, Y, \& c$. are the integrals of the disturbing forces and therefore measure the jerks. If $U$ be the force function of the impulses as explained in Vol. I. Chap. vini, we have $X=d U / d x, Y=d U / d y, \& c$.
119. Analysis of the roots of the determinantal equation. If the determinantal equation of Art. 112 is not very complicated we may expand it in powers of $\lambda$. We thus have an equation with only even powers of $\lambda$. The important point to settle is the number of real negative values of $\lambda^{2}$ which satisfy the equation. To determine this, we may use Sturm's theorem. Since the equation has only alternate powers of $\lambda$, we may use the short rule which will be given in the chapter on the Conditions of Stability to find the successive remainders.

But if it be inconvenient to follow this process, we may use some of the following theorems.
120. We shall first show that the quadratic expression

$$
2 A=A_{11} x^{\prime 2}+2 A_{12} x^{\prime} y^{\prime}+A_{22} y^{\prime 2}+\& \mathrm{c}
$$

is $a$ one-signed positive function. To prove this we notice that the coefficients $A_{11}, \& c$. are what the coefficients $P_{11}$, \&c. of the vis viva become when we write for the
co-ordinates $\theta, \phi, \& c$. their values in the steady motion. If then, by any linear relation between the variables, we could make $A$ equal to zero, we could by introducing a constraint into the motion represented by a similar relation between $\theta^{\prime}, \phi^{\prime}, \& c$. cause the vis viva to be zero. But since the vis viva is essentially positive, this is impossible.

When a given quadratic function is a one-signed positive function, it is known (Art. 60) that its discriminant is positive. It follows immediately that every discriminant formed after putting any of the variables $x^{\prime}, y^{\prime}$, \&c. equal to zero must also be positive.
121. Theorem I. It frequently happens that there are but two independent co-ordinates, so that the determinant is reduced to two rows. If we write

$$
D=A_{11} A_{22}-A_{12}^{2}, \quad D^{\prime}=C_{11} C_{22}-C_{12}^{2}, \quad \theta=A_{11} C_{22}+A_{22} C_{11}-2 A_{12} C_{12}
$$

the determinantal equation when expanded reduces to

$$
D \lambda^{4}+\left(-\theta+E_{12}{ }^{2}\right) \lambda^{2}+D^{\prime}=0 .
$$

The conditions of stability are therefore (1) $D^{\prime}$ is positive, (2) $E_{12}{ }^{2}-\theta$ is positive and greater than $2 \sqrt{D D^{\prime}}$. See Art. 113.

These conditions may also be expressed thus. Omitting the terms which contain $E_{12}$ as a factor, we notice that the determinantal equation assumes Lagrange's form. It therefore reduces to a quadratic to find $\lambda^{2}$ whose roots are both real by Art. 58 . Let $\alpha$ and $\beta$ be these roots. If both are negative the motion is stable. If both are positive the motion is stable or unstable according as $E_{12} / D^{\frac{1}{2}}$ is numerically greater or less than $\sqrt{ } a+\sqrt{ } \beta$, the roots being taken positively. If $\alpha$ and $\beta$ have opposite signs the motion is unstable.
122. Theorem II. Whatever be the number of co-ordinates the steady motion cannot be stable unless all the values of $\lambda^{2}$ given by the determinantal equation are real and negative. The coefficient of the highest power of $\lambda^{2}$ (Art. 120) is positive, hence the term independent of $\lambda^{2}$ must also be positive. We therefore infer that the steady motion cannot be stable unless the discriminant of the quadratic expression

$$
2 C=-C_{11} x^{2}-2 C_{12} x y-C_{22} y^{2}+\ldots \ldots
$$

is positive.
123. Theorem III. Let there be $n$ co-ordinates and let $\Delta$ be the determinant given in Art. 112. Beginning with this determinant we may form a series of determinants each being obtained from the preceding by erasing the first line and the first column. Let us represent these by $\Delta_{1}, \Delta_{2}, \& c$. The determinant $\Delta$ is not altered if we border it with a column of zeros on the right-hand side and a row of zeros at the bottom, provided we put unity in the corner. We may therefore consider $\Delta_{n}=1$. Thus we have a series of determinantal functions of $\lambda^{2}$ analogous to those used in connection with Lagrange's determinant. See Art. 58.

Let us substitute in this series of determinants any negative value of $\lambda^{2}$ and count the number of variations of sign. If as $\lambda^{2}$ passes from $\lambda^{2}=-\alpha$ to $\lambda^{2}=-\beta$, $\kappa$ variations of sign are lost, then the number of real roots between $-\alpha$ and $-\boldsymbol{\beta}$ is either exactly equal to $\kappa$ or exceeds $\kappa$ by an even number.

To prove this, we let $I_{11}, I_{12}, \& c$. be the minors of the several constituents of the determinant $\Delta$. We notice that $I_{12}$ is changed into $I_{21}$ by changing the sign of $\lambda$.
Hence if
then

$$
I_{12}=\phi\left(\lambda^{2}\right)+\lambda \psi\left(\lambda^{2}\right),
$$

$$
I_{21}=\phi\left(\lambda^{2}\right)-\lambda \psi\left(\lambda^{2}\right)
$$

Thus the product $I_{12} I_{21}$ is necessarily positive for all negative values of $\lambda^{2}$. It also follows that if $I_{12}$ vanishes for any negative value of $\lambda^{2}$, then $I_{21}$ vanishes for the same value of $\lambda^{2}$.

$$
5 \cdot-2
$$

Starting with the equation $\Delta \Delta_{2}=I_{11} I_{22}-I_{12} I_{21}$ the rest of the proof is so nearly the same as that for the corresponding theorem in Lagrange's determinant (Art. 58) that it seems unnecessary to reproduce it here. Passing over therefore this proof we notice the following applications.
124. Theorem IV. The coefficients of the highest powers of $\lambda^{2}$ in the series of determinants $\Delta, \Delta_{1}$, \&c. are the discriminants of the quadric $A$ (Art. 120), and are therefore necessarily positive. The signs of the series of determinants when $\lambda^{2}=-\infty$ are therefore alternatively positive and negative. If the discriminants of the quadric $\quad 2 C=-C_{11} x^{2}-2 C_{12} x y-C_{22} y^{2}-\& \mathrm{c}$. be also all positive, the signs of the series of determinants when $\lambda^{2}=0$ are all positive: Thus the full number, viz. $n$, of variations of signs have been lost in the passage from $\lambda^{2}=-\infty$ to $\lambda^{2}=0$. It immediately follows from the theorem just stated that when the quadric $\mathbf{C}$ is a one-signed positive function all the roots of the determinantal equation are real and negative.

We may also express this by saying that when the quadric function $C$ is a minimum for all displacements from the steady motion, that steady motion is stable.
125. When this occurs the roots of each of the series of determinants $\Delta, \Delta_{1}$, $\Delta_{2}, \& c$. are all real and negative and the roots of each separate or lie between the roots of the determinant next above it.

This follows from the mode of proof adopted in discussing Lagrange's determinant.
126. Theorem V. Equal roots. The existence of equal roots usually indicates that there are terms in the solution with $t$ as a factor, but it will be shown in another chapter that this is not the case when the minors of the determinant $\Delta$ are also zero.

Suppose, as in the last proposition, that the full number of variations of sign have been lost in the passage from $\lambda^{2}=-\infty$ to $\lambda^{2}=0$. Then it may be shown, as in the corresponding proposition in Lagrange's determinant, that if the fundamental determinant have $\mathbf{r}$ equal roots, then every first minor has $\mathbf{r}-1$ roots equal to each of these and every second minor has $\mathbf{r}-2$ roots equal to each of these, and so on.

We therefore infer that the existence of equal roots merely indicates a corresponding indeterminateness in the coefficients of the principal oscillation which is derived from these equal roots.

Thus in Art. 115 we have $n-1$ independent equations to find the ratios of the coefficients $L, M, \& c$. of any exponential. But when there are $r$ equal roots we have only $n-r$ independent equations leaving $r$ of the coefficients independent.
127. Theorem VI. If we remove the terms which contain the centrifugal forces the remaining determinant is the same form as Lagrange's determinant. Thus we have two determinantal equations each of which, for its own use, may be regarded as an equation to find $\lambda^{2}$. From each of these we may derive a series of determinants formed by the rule given in Art. 58. If we count the number of variations of sign when $\lambda^{2}=-\infty$ and when $\lambda^{2}=0$, it is evident that each of the two series exhibit the same loss. It therefore follows that the equation with the centrifugal forces has at least as many negative roots as the corresponding Lagrange's equation, and if it have more, the excess is an even number. If therefore all the roots of the corresponding Lagrange's determinants are negative, then all the roots of the equation with the centrifugal forces are also real and negative. Thus the general effect of these centrifugal forces is to increase the stability.
128. Examples. Ex. 1. If the determinant $\Delta$ vanish for any negative value of $\lambda^{2}$, prove that for this value of $\lambda^{2}$ all the leading minors, viz. $I_{11}, I_{22}$, \&c., have the same sign.

Ex. 2. If the determinant $\Delta$ vanish for any negative value of $\lambda^{2}$ which makes all the leading minors equal to zero, prove that every minor is also equal to zero.

Ex. 3. If the determinant be of the form

$$
\Delta=\left|\begin{array}{cc}
\lambda^{2}-C_{11}, & E_{12} \lambda \\
-E_{12} \lambda, & \lambda^{2}-C_{22}
\end{array}\right|=0
$$

where $C_{11}, C_{22}, E_{12}$, are all positive, show that no variations of sign are lost in the series of determinants $\Delta, \Delta_{1}, \Delta_{2}$ as $\lambda^{2}$ passes from $\lambda^{2}=-\infty$ to $\lambda^{2}=0$. Show also that if $E_{12}>\sqrt{ } C_{11}+\sqrt{ } C_{22}$ the roots of the quadratic are real and negative. If $E_{12}=\sqrt{ } C_{11}+\sqrt{ } C_{22}$, show that the roots are equal and negative. In this latfer case since the minors are not zero, the solution will contain terms with $t$ as a factor.

Ex. 4. If the fundamental determinant be of the form

$$
\left.\Delta=\begin{array}{ccc}
\lambda^{2}-C_{11}, & E_{12} \lambda, & E_{13} \lambda, \& c . \\
-E_{12} \lambda, & \lambda^{2}-C_{22}, & E_{23} \lambda, \text { \&c. } \\
\& c . & \& c . & \text { \&c. \&c. }
\end{array} \right\rvert\,=0,
$$

and if $\Delta$ vanish for two equal negative values of $\lambda^{2}$ which are numerically greater than the greatest positive quantity in the series $C_{11}, C_{22}, \& c$., prove that these equal roots will not introduce any terms into the solution which contains $t$ as a factor.

The substance of this section may be found partly in a paper by the author published by the London Mathematical Society, 1875, and partly in the author's Essay on the Stability of Motion, 1877.

## The Representative Point.

129. When a dynamical system has not more than three co-ordinates, we may obtain a geometrical representation of the oscillation. Let these independent co-ordinates be $x, y, z$. If we regard these as the Cartesian co-ordinates of some point $P$, it is clear that the positions of $P$ as it moves about will exhibit to the eye the motion of the system. We may call this point the representative point.
130. Oscillation about equilibrium. Let us first suppose the system to be oscillating about a position of equilibrium, and let it be performing any principal oscillation. Then throughout the motion the co-ordinates $x, y, z$ bear a constant ratio to each other (Art. 53). We therefore infer that the path of the representative particle is a straight line passing through the origin. If the osciliation be defined by the type $\sin (p t+\alpha)$ we have also (by Art. 55) $x^{\prime \prime}=-p^{2} x, y^{\prime \prime}=-p^{2} y$, \&c. Hence the representative point oscillates in a straight line with an acceleration tending to the origin and varying as the distance therefrom.
131. To find the position of this straight line let the vis viva $2 T$ and the force function $U$ be represented by

$$
\left.\begin{array}{rl}
2 T & =A_{11} x^{\prime 2}+2 A_{12} x^{\prime} y^{\prime}+\& c .  \tag{1}\\
2\left(U-U_{0}\right) & =C_{11} x^{2}+2 C_{12} x y+\& c .
\end{array}\right\} .
$$

Then by Lagrange's equations, since $x^{\prime \prime}=-p^{2} x$, \&c., we have

$$
\begin{align*}
-p^{2}\left(A_{11} x+A_{12} y+\& \mathrm{cc} .\right) & =C_{11} x+C_{12} y+\& c .  \tag{2}\\
-p^{2}\left(A_{12} x+A_{22} y+\& c .\right) & =C_{12} x+C_{22} y+\& c . \\
\& c . & =\& c .
\end{align*}
$$

Omitting the accents in $T$ and the constant term $U_{0}$, let us put

$$
\left.\begin{array}{rl}
2 A & =A_{11} x^{2}+2 A_{12} x y+\& c . \\
-2 C & =C_{11} x^{2}+2 C_{12} x y+\& c . \tag{3}
\end{array}\right\}
$$

We also construct the two quadrics $A=\alpha, C=\gamma$ where $\alpha$ and $\gamma$ are any constants. These quadrics have their centre at the origin and have a common set of conjugate diameters which may be found by the following process. Let $x, y, z$ be the Cartesian coordinates of any point on one of the three conjugates. Then, since the diametral planes of this point in the two quadrics are parallel, we have

$$
\mu \frac{d A}{d x}=\frac{d C}{d x}, \mu \frac{d A}{d y}=\frac{d C}{d y}, \mu \frac{d A}{d z}+\frac{d C}{d z}
$$

Comparing these with the equations (2) we see that when the system is performing a principal oscillation the representative point P oscillates in one of the common conjugate diameters of the quadrics.
132. By Euler's theorem on homogeneous functions we have $\mu A=C$. Applying the same reasoning to equations (2) we have $p^{2} A=C$. Hence $\mu=p^{2}$. Let the diameter described by the representative point cut the quadrics $A=\alpha$ and $C=\gamma$ in the points $D$ and $D^{\prime}$ and let $O$ be the origin. Then putting $P$ at $D$ we have $A=\alpha$, and since $C$ is a homogeneous function we have

$$
C=\left(O D / O D^{\prime}\right)^{2} \gamma
$$

Hence $p^{2}=\left(O D / O D^{\prime}\right)^{2} \gamma / x$. The period of oscillation corresponding to any common conjugate diameter $\mathrm{ODD}^{\prime}$ is therefore equal to

$$
2 \pi \frac{\mathrm{OD}^{\prime}}{\mathrm{OD}} \sqrt{\frac{\alpha}{\gamma}}
$$

133. The quadric $C=\gamma$ possesses the property that if $x, y, z$ be the co-ordinates referred to any axes of a point $P$ on its surface the work done by such a displacement from the position of equilibrium is constant and equal to $-\gamma$.
134. As an example of this geometrical analogy let us consider the following problem. A rigid body, free to move about a fixed point 0 , is under the action of any forces and makes small oscillations about a position of equilibrium; find the principal oscillations.

Let $O A, O B, O C$ be the positions of the principal axes in the position of equilibrium, $O A^{\prime}, O B^{\prime}, O C^{\prime}$ their positions at the time $t$. The position of the body may be defined by the angles between (1) the planes $A O C, A O C^{\prime}$, (2) the planes BOC, BOC', (3) the planes $C O A, C O A^{\prime}$. Let these be called $\theta, \phi, \psi$ respectively. Then $\theta, \phi, \psi$ are angular displacements of the body about $O A, O B, O C$. Taking these as the axes of co-ordinates in the geometrical analogy; a small displacement
of $P$ from the origin to a point $x=\theta, y=\phi, z=\psi$ represents a rotation of the body about the straight line described by $P$ and whose magnitude is measured by the distance traversed by $P$.

If $I_{1}, I_{2}, I_{3}$ be the principal moments of inertia at $O$, the vis viva of the body is clearly

$$
2 T=I_{1} \theta^{\prime 2}+I_{2} \phi^{\prime 2}+I_{3} \psi^{\prime 2}
$$

Writing $x, y, z$ for $\theta^{\prime}, \phi^{\prime}, \psi^{\prime}$ as before, the quadric $T=a$ or $A=a$ is evidently the momental ellipsoid at the fixed point.

Let the work of the forces as the co-ordinates change from zero to $\theta, \phi, \psi$, or $x, y, z$ be given by

$$
2 U=C_{11} x^{2}+2 C_{12} x y+\& c
$$

Then, following the analogy, as $P$ moves along a radius vector $O D^{\prime}$ of the quadric $U=-\gamma$ or $C=\gamma$, the work is $-\left(O P / O D^{\prime}\right)^{2} \gamma$. Hence this quadric possesses the property that the work done by the forces when the body is twisted through a given angle round any radius vector varies inversely as the square of that radius vector. If the equilibrium is stable, the work due to a rotation about every diameter must be negative, the quadric must therefore be an ellipsoid.

It now follows from the general theorem that the body will perform a principal oscillation if it is set in rotation about any one of the three conjugate diameters of the momental ellipsoid and the ellipsoid $\mathrm{U}=-\gamma$, and will therefore continue to oscillate as if that diameter were fixed in space.

The quadric $U$ has been called the ellipsoid of the potential. This name was given to it by Prof. Ball, who arrived at the theorem just proved by a different course of reasoning. See his Theory of Screws, Art. 126. The following application is also due to him.
135. When the only force acting on the body is gravity, the ellipsoid of the potential is a surface of revolution about a vertical axis. For the inverse square of any radius vector measures the work done in turning the body through a given small angle about that radius vector. But the work is also proportional to the vertical distance through which the centre of gravity has been elevated from its position in equilibrium vertically under the point of support. Hence all radii vectores which make the same angle with the vertical are equal. Further the vertical radius vector is infinite, for the work done in rotating the body about a vertical axis is zero. The ellipsoid of the potential is therefore a right circular cylinder with its axis vertical.

The common conjugate diameters of these two quadrics are obviously the vertical and the two common conjugate diameters of the two ellipses in which the diametral plane of the vertical with regard to the momental ellipsoid intersects the momental ellipsoid and the cylinder.

The principal oscillation about the vertical conjugate is performed in an infinite time and would therefore cause the body to depart far from the position of equilibrium. But this is contrary to supposition. The initial axis of rotation must therefore be in the plane of the other two conjugates, i.e. must be in the diametral plane of the vertical with regard to the momental ellipsoid, and it will remain in this plane throughout the whole of the subsequent motion.

Since these conjugate diameters project into the conjugate diameters of the horizontal section of the cylinder, it is clear that two vertical planes each containing one of the principal or harmonic axes are at right angles to each other.
136. Oscillation about steady motion. Let us next suppose the system to be oscillating about some state of steady motion. To determine the motion of the representative point we must have
recourse to the equations of motion written down in Art. 111. We have already seen (Art. 116) that when the system is performing the principal oscillation defined by the type $p t$ we have $x^{\prime \prime}=-p^{2} x$, $y^{\prime \prime}=-p^{2} y, z^{\prime \prime}=-p^{2} z$. Substitute these in the equations of Art. 111. Differentiate and substitute again. Multiply by $x, y, z$ respectively and add the results together. Integrating this sum we obtain

$$
\left(A_{11} x^{2}+2 A_{12} x y+\& c .\right) p^{2}+\left(C_{11} x^{2}+2 C_{12} x y+\& c .\right)=2 \beta
$$

where $\beta$ is some constant. Following the same notation as before we may write this quadric in the compendious form

$$
A p^{2}-C=\beta
$$

The path of the representative point lies on this quadric.
Returning to the equations of motion as given in Art. 111, let us resume the results of the substitution $x^{\prime \prime}=-p^{2} x$, \&c. Taking as before the case in which there are but three co-ordinates, we now multiply the three equations by $E_{23},-E_{13}, E_{12}$ respectively. Adding the results we obtain
$\left[\left(A_{11} E_{23}-A_{12} E_{18}+A_{13} E_{12}\right) x+\& c.\right] p^{2}+\left[\left(C_{11} E_{23}-C_{12} E_{13}+C_{13} E_{12}\right) x+\& c.\right]=0$. This is the equation to a plane. The path of the representative point is therefore a plane section of a quadric. We infer that when a system is performing a principal oscillation about a state of steady motion the representative point describes an ellipse. The ellipse is described with an acceleration tending to the centre and varying as the distance therefrom. The periodic time in the ellipse is by definition the same as that in which the system performs its principal oscillation.
137. Ex. 1. Show that the three planes of these harmonic ellipses are diametral planes of the same straight line with regard to the three quadrics represented by $A p^{2}-C=\beta$, where $p^{2}$ has any one of the three values given by the determinant of motion. The direction cosines of this straight line are proportional to $E_{23},-E_{13}, E_{12}$ and it may be called the axis of the centrifugal forces.

Ex. 2. Show that the quadric $A p^{2}-C=\boldsymbol{\beta}$ has a common set of conjugate diameters with the quadrics $A=\alpha, C=\gamma$. If the quantities $E_{23}, E_{13}, E_{12}$ be all zero, show that the first of these quadries becomes a cylinder whose axis is one of the three common conjugate diameters of the two latter quadrics. Hence show that when the system oscillates about a position of equilibrium the ellipses degenerate into straight lines.
138. We may notice here a distinction between the principal oscillations of a system about a position of equilibrium and about a state of steady motion. In the former the representative point describes a straight line, in the latter it describes an ellipse. In the former the representative point, and therefore also the system, passes through the position of equilibrium twice in each complete oscillation. In the latter the representative point goes round the undisturbed position but does not pass through it . Thus the position of the system in the disturbed or actual motion docs not ever coincide with the simultancous position of the system in the steady or undisturbed motion. The only exception is when the ellipse degenerates into a straight line.

When a system is disturbed by a small impulse from a state of steady motion it will in general describe a compound oscillation made up of at least two principal oscillations. At the instant of disturbance these two neutralize each other so far that in the disturbed and steady motions two simultaneous positions are coincident. But it is clear this cannot happen again unless either the periods of the two principal oscillations are commensurable or the period of one of them is infinite.
139. The introduction of the representative point to exhibit the motion of the system may appear somewhat artificial. But there is a closer connection than has yet been mentioned. Let us transform the co-ordinates $x, y, z$ into others $\xi, \eta, \xi$ by linear relations so that $\quad A_{11} x^{\prime 2}+2 A_{12} x^{\prime} y^{\prime}+\& c .=\xi^{\prime 2}+\eta^{\prime 2}+\zeta^{\prime 2}$.
This is the part of the Lagrangian function given in Art. 111, which contains the squares and products of the velocities. This change may obviously be effected in an infinite variety of ways.

The equations of motion given in Art. 111 now take a simplified form. The following is a specimen,

$$
\delta^{2} x-\left(C_{11} x+C_{12} y+C_{13} z\right)=E_{12} \delta y+E_{13} \delta z .
$$

These are the equations of motion of a free particle of nnit mass acted on by (1) forces whose force function $U$ is given by

$$
2 U=C_{11} x^{2}+2 C_{12} x y+\& c .
$$

and (2) by a force which is the resultant of the three components on the right-hand sides of the equations of motion. This force is evidently the same as that which has been already considered in Art. 25, and there called the compound centrifugal force. The direction cosines of the axis of the centrifugal forces are here proportional to $E_{23},-E_{13}, E_{12}$, and the rotation $\Omega$ about the axis is given by

$$
\Omega^{2}=E_{23}{ }^{2}+E_{13}{ }^{2}+E_{12}{ }^{2} .
$$

140. Thus, when the co-ordinates are properly chosen, the problem of finding the oscillations of a system when the Lagrangian function is known, is the same as that of finding the motion of a free particle acted on by known forces. This is, of course, a simpler problem because its solution may be assisted by any of the methods of resolution of the forces usually given in treatises on dynamics of a particle.

It has already been noticed several times how sometimes the analysis of one dynamical problem resembles that of another. We may thus replace one body by another of more convenient shape without altering the process of solution. The use of the Representative particle is one more illustration of this property.

A more complete account of the theory of the Representative point is given in the essay on the Stability of Motion already referred to.

## CHAPTER IV.

MOTION OF A BODY UNDER THE ACTION OF NO FORCES.

Solution of Euler's Equations.
141. To determine the motion of a body about a fixed point, in the case in which there are no impressed forces.

Euler's equations of motion are

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}=0 \\
B \frac{d \omega_{2}}{d t}-(C-A) \omega_{3} \omega_{1}=0 \\
C \frac{d \omega_{3}}{d t}-(A-B) \omega_{1} \omega_{2}=0
\end{array}\right\}
$$

multiplying these respectively by $\omega_{1}, \omega_{2}, \omega_{8}$; adding and integrating, we get

$$
\begin{equation*}
A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}=T . \tag{1}
\end{equation*}
$$

where $T$ is an arbitrary constant.
Again, multiplying the equations respectively by $A \omega_{1}, B \omega_{2}, C \omega_{3}$, we get, similarly,

$$
\begin{equation*}
A^{2} \omega_{1}^{2}+B^{2} \omega_{2}^{2}+C^{2} \omega_{3}^{2}=G^{2} \tag{2}
\end{equation*}
$$

where $G$ is an arbitrary constant.
To find a third integral, let

$$
\begin{array}{r}
\omega_{1}^{2}+\omega_{2}^{2}+\omega_{3}^{2}=\omega^{2} \ldots \ldots \ldots \\
\therefore \omega_{1} \frac{d \omega_{1}}{d t}+\omega_{2} \frac{d \omega_{2}}{d t}+\omega_{3} \frac{d \omega_{3}}{d t}=\omega \frac{d \omega}{d t} ;
\end{array}
$$

then multiplying the original equations respectively by $\omega_{1} / A, \omega_{2} / B$, $\omega_{3} / C$, and adding, we get

$$
\begin{align*}
\omega \frac{d \omega}{d t} & =\left(\frac{B-C}{A}+\frac{C-A}{B}+\frac{A-B}{C}\right) \omega_{1} \omega_{2} \omega_{3} .  \tag{4}\\
& =-\frac{(B-C)(C-A)(A-B)}{A B C} \omega_{1} \omega_{2} \omega_{8} .
\end{align*}
$$

But solving the equations (1), (2), (3), we get

$$
\left.\begin{array}{l}
\omega_{1}^{2}=\frac{B C}{(A-C)(A-B)} \cdot\left(-\lambda_{1}+\omega^{2}\right) \\
\omega_{2}^{2}=\frac{C A}{(B-A)(B-C)} \cdot\left(-\lambda_{2}+\omega^{2}\right)  \tag{5}\\
\omega_{3}^{2}=\frac{A B}{(C-B)(C-A)} \cdot\left(-\lambda_{3}+\omega^{2}\right)
\end{array}\right\}
$$

where $\lambda_{1}=\frac{T(B+C)-G^{2}}{B C}$, with similar expressions for $\lambda_{2}$ and $\lambda_{3}$. Substituting in equation (4), we have

$$
\begin{equation*}
\omega \frac{d \omega}{d t}=\sqrt{\left(\dot{\lambda_{1}}-\omega^{2}\right)\left(\lambda_{2}-\omega^{2}\right)\left(\lambda_{3}-\omega^{2}\right)} . \tag{6}
\end{equation*}
$$

The integration of equation (6)* can be reduced without difficulty to depend on an elliptic integral. The integration can be effected in finite terms in two cases; when $A=B$, and when $G^{2}=T B$, where $B$ is neither the greatest nor the least of the three quantities $A, B, C$. Both these cases will be discussed further on.

Ex. If right lines are measured along the three principal axes of the body from the fixed point, and inversely proportional to the radii of gyration round those axes, the sum of the squares of the velocities of their extremities is constant throughout the motion.
142. It will generally be supposed that $A, B, C$ are in order of magnitude, so that $A$ is greater than $B$, and $B$ than $C$. The axis of $B$ will be called the axis of mean moment. If we eliminate $\omega_{1}$ from the equations (1) and (2), we have

$$
A T-G^{2}=B(A-B) \omega_{2}^{2}+C(A-C) \omega_{3}^{2}
$$

which is essentially positive. In the same way we can show that $C T-G^{2}$ is negative. Thus the quantity $G^{2} / T$ may have any value lying between the greatest and least moments of inertia.

The three quantities $\lambda_{1}, \lambda_{2}, \lambda_{3}$ in Art. 141 are all positive quantities; for since $B+C-A$ is positive, and $G^{2} / T<A$, it follows that $\lambda_{1}$ is positive. The numerators of $\lambda_{2}$ and $\lambda_{3}$ are each greater than that of $\lambda_{1}$, and are therefore positive, the denominators are also positive; hence $\lambda_{2}$ and $\lambda_{3}$ are both positive. Also we have $A B C\left(\lambda_{1}-\lambda_{2}\right)=\left(T C-G^{2}\right)(A-B)$, with similar expressions for $\lambda_{2}-\lambda_{3}$ and $\lambda_{3}-\lambda_{1}$. It easily follows that $\lambda_{2}$ is the greatest of the three, and $\lambda_{1}$ or $\lambda_{3}$ is the least according as $G^{2} / T$ is greater or less than $B$.

It follows from equations (5) that throughout the motion $\omega^{2}$ must lie between $\lambda_{2}$ and the greater of the quantities $\lambda_{1}$ and $\lambda_{3}$.
143. Kirchhoff's solution. The solution in terms of elliptic integrals has been effected in the following manner by Kirchhoff. If we put

$$
\dot{\Delta}(\phi)=\sqrt{1-k^{2} \sin ^{2} \phi}, \quad F(\phi)=\int_{0}^{\phi} \frac{d \phi}{\sqrt{1-k^{2} \sin ^{2} \phi}}
$$

[^4]then $k$ is called the modulus of $F$, and must be less than unity if $F$ is to be real for all values of $\phi$. The upper limit $\phi$ is called the amplitude of the elliptic integral $F$ and is usually written am $F$. In the same way $\sin \phi, \cos \phi$, and $\Delta(\phi)$ are written $\sin \operatorname{am} F, \cos a m F$, and $\Delta a m F$.

We have by differentiation

$$
\left.\begin{array}{l}
\frac{d \cos \phi}{d F^{\prime}}=-\sin \phi \frac{d \phi}{d F}=-\sin \phi \Delta(\phi) \\
\frac{d \sin \phi}{d F^{\prime}}=\cos \phi \frac{d \phi}{d F}=\cos \phi \Delta(\phi)  \tag{1}\\
\frac{d \Delta(\phi)}{d F^{\prime}}=-\frac{k^{2} \sin \phi \cos \phi}{\Delta(\phi)} \frac{d \phi}{d F}=-h^{2} \sin \phi \cos \phi
\end{array}\right\}
$$

These equations may be made identical with Euler's equations if we put $F=\lambda(t-\tau)$ and

$$
\left.\begin{array}{l}
\omega_{1}=a \Delta \operatorname{am} \lambda(t-\tau) \\
\omega_{2}=b \sin \operatorname{am} \lambda(t-\tau) \\
\omega_{3}=c \cos a \mathrm{~m} \lambda(t-\tau) \tag{3}
\end{array}\right\} \ldots \ldots \ldots \ldots \ldots \ldots . .
$$

We have introduced here six new constants, viz. $a, b, c, \lambda, k$ and $\tau$. With these we may satisfy the three last equations and also any initial values of $\omega_{1}, \omega_{2}, \omega_{3}$. The solution if real will also be complete.

When $t=\tau$ we have from (2) $\omega_{1}=a, \omega_{2}=0$, and $\omega_{3}=c$. Hence by Art. 141

$$
\begin{array}{cc}
A a^{2}+C c^{2}=T, & A^{2} a^{2}+C^{2} c^{2}=G^{2} \\
\therefore & a^{2}=\frac{G^{2}-C T}{A(A-C)},
\end{array} c^{2}=\frac{A T-G^{2}}{C(A-C)} .
$$

Dividing the second of equations (3) by the first, we have

$$
\frac{b^{2}}{c^{2}}=\frac{A-C}{A-B} \frac{C}{B} ; \quad \therefore b^{2}=\frac{A T-G^{2}}{B(A-B)}
$$

Multiplying the first and second of equations (3), we obtain

$$
\lambda^{2}=\frac{(A-B)\left(G^{2}-C T\right)}{A B C}
$$

The ratios of the right-hand sides of (3) are as $c^{2}: b^{2}: k^{2} a^{2}$, and these have just been found. Hence if the signs of $a, b, c, \lambda$ be chosen to satisfy any one of the three equalities, the signs of all will be satisfied.

Dividing the last of equations (3) by either of the other two, we find

$$
k^{2}=\frac{B-C}{A-B} \frac{A T-G^{2}}{G^{2}-C T} ; \quad \therefore 1-k^{2}=\frac{A-C}{A-B} \frac{G^{2}-13 T}{G^{2}-C^{\prime} T}
$$

If $G^{2}>B T$ and $A, B, C$ are in descending order of magnitude, the values of $u^{2}, b^{2}, c^{2}$ and $\lambda^{2}$ are all positive. Also $k^{2}$ is positive and less than unity. The solution is therefore real and complete.

If $G^{2}<B T$ we must suppose $A, B, C$ to be in ascending order of magnitude to obtain a real solution. If we may anticipate a phrase used by Poinsot, and which will be explained a little further on, we may say that the expression for $\omega_{1}$ in this solution is to be taken for the angular velocity about that principal axis which is enclosed by the polhode.

If $G^{2}=B T$ we have $k^{2}=1$ and

$$
F=\int_{0}^{\phi} \frac{d \phi}{\cos \phi}=\frac{1}{2} \log \frac{1+\sin \phi}{1-\sin \phi} ; \quad \therefore \sin \operatorname{am} F=\frac{e^{r}-e^{-r}}{e^{r}+e^{-r}} .
$$

Substituting in equations (2) the elliptic functions become exponential. If $B=C$ we have $k^{2}=0$ and in this case $F=\phi$, so that am $F=F$. If we again substitute in equations (2) the elliptic functions become trigonometrical.

The geometrical meaning of this solution will be given a little further on.

## Poinsot's and MacCullagh's constructions for the motion.

144. The fundamental equations of motion of a body about a fixed point are

$$
\begin{align*}
A^{2} \omega_{1}^{2}+B^{2} \omega_{2}^{2}+C^{2} \omega_{3}^{2} & =G^{2} .  \tag{1}\\
A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2} & =T . \tag{2}
\end{align*}
$$

These have been already obtained by integrating Euler's equations, but they also follow very easily from the principles of Angular Momentum, and Vis Viva.

Let the body be set in motion by an impulsive couple whose moment is $G$. Then we know by Vol. I. Chap. vi., that throughout the whole of the subsequent motion, the moment of the momentum about every straight line which is fixed in space, and passes through the fixed point $O$, is constant, and is equal to the moment of the couple $G$ about that line. Now by Art. 16, the moments of the momentum about the principal axes at any instant are $A \omega_{1}, B \omega_{2}$, $C \omega_{3}$. Let $\alpha, \beta, \gamma$ be the direction angles of the normal to the plane of the couple $G$ referred to these principal axes as coordinate axes. Then we have

$$
\left.\begin{array}{rl}
A \omega_{1} & =G \cos \alpha \\
B \omega_{2} & =G \cos \beta  \tag{3}\\
C \omega_{3} & =G \cos \gamma
\end{array}\right\}
$$

adding the squares of these we get equation (1).
Throughout the subsequent motion the whole momentum of the body is equivalent to the couple $G$. It is therefore clear that if at any instant the body were acted on by an impulsive couple equal and opposite to the couple $G$, the body would be reduced to rest.
145. It follows from the definition given in Vol. I. Chap. vi. that the plane of this couple is the Invariable plane and the normal to it the Invariable line. This line is absolutely fixed in space, and the equations (3) give the direction cosines of this line* referred to axes moving in the body.

[^5]It appears from these equations, that if the body be set in rotation about an axis whose direction cosines are $(l, m, n)$ when referred to the principal axes at the fixed point, then the direction cosines of the invariable line are proportional to $A l, B m, C n$. If the axes of reference are not the principal axes of the body at the fixed point, the direction cosines of the invariable line will, by Art. 16, be proportional to $A l-F m-E n, B m-D n-F l$, and $C n-E l-D m$, where $A, F \& c$. are the moments and products of inertia.
146. Since the body moves under the action of no impressed forces, we know that the Vis Viva will be constant throughout the motion. We have therefore

$$
A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}=T
$$

where $T^{*}$ is a constant to be determined from the initial values of $\omega_{1}, \omega_{2}, \omega_{3}$.

The equations (1), (2), (3) will suffice to determine the path in space described by every particle of the body, but not the position at any given time.
147. Poinsot's construction. To explain Poinsot's representation of the motion by means of the momental ellipsoid.

Let the momental ellipsoid at the fixed point be constructed, and let its equation be

$$
A x^{2}+B y^{2}+C z^{2}=M \epsilon^{4}
$$

Let $r$ be the radius vector of this ellipsoid coinciding with the instantaneous axis, and $p$ the perpendicular from the centre on the tangent plane at the extremity of $r$. Also let $\omega$ be the angular velocity about the instantaneous axis.

The equations to the instantaneous axis are

$$
\frac{x}{\omega_{1}}=\frac{y}{\omega_{2}}=\frac{z}{\omega_{3}},
$$

and if $(x, y, z)$ be the co-ordinates of the extremity of the length $r$, each of these fractions is equal to $r / \omega$. Substituting in the equation to the ellipsoid, we have

$$
\left(A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{8}^{2}\right) \frac{r^{2}}{\omega^{2}}=M \epsilon^{4} ; \quad \therefore \omega=\sqrt{\frac{T}{M \epsilon^{2}} \frac{r}{\epsilon}} .
$$

The equation to the tangent plane at the point $(x, y, z)$ is

$$
A x \xi+B y \eta+C z \zeta=M \epsilon^{4},
$$

the axis of $x$ is $=\frac{d x}{d t}-y \omega_{3}+z \omega_{2}=\frac{r}{G}\left\{A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}\right\}$. But this is zero, by Euler's equation. Similarly the velocitics parallel to the other axes are zero.

* It should be observed that in this Chapter $T$ represents the whole vis viva of the body. In treating of Lagrange's equations in Chapter in. it was convenient to let $T$ represent half the vis viva of the system.
substituting again for $(x, y, z)$ we see that the equations to the perpendicular from the origin are

$$
\frac{\xi}{A \omega_{1}}=\frac{\eta}{B \omega_{2}}=\frac{\zeta}{C \omega_{3}}
$$

but these are the equations to the invariable line. Hence this perpendicular is fixed in space.

The expression for the length of the perpendicular on the tangent plane at $(x, y, z)$ is known to be $\frac{1}{p^{2}}=\frac{A^{2} x^{2}+B^{2} y^{2}+C^{2} z^{2}}{M^{2} \epsilon^{8}}$, substituting as before we get

$$
\begin{gathered}
\frac{1}{p^{2}}=\frac{A^{2} \omega_{1}^{2}+B^{2} \omega_{2}{ }^{2}+C^{2} \omega_{8}^{2}}{M^{2} \epsilon^{8}} \cdot \frac{r^{2}}{\omega^{2}}=\frac{G^{2}}{M^{2} \epsilon^{8}} \cdot \frac{M \epsilon^{4}}{T} \\
\therefore p=\frac{\sqrt{M T}}{G} \cdot \epsilon^{2} .
\end{gathered}
$$

From these equations we infer
(1) The angular velocity about the radius vector round which the body is turning varies as that radius vector.
(2) The resolved part of the angular velocity about the perpendicular on the tangent plane at the extremity of the instantaneous axis is constant. This theorem is due to Lagrange.

For the cosine of the angle between the perpendicular and the radius vector $=p / r$. Hence the resolved angular velocity is $=\omega p / r=T / G$, which is constant.
(3) The perpendicular on the tangent plane at the extremity of the instantaneous axis is fixed in direction, viz. normal to the invariable plane, and constant in length.

The motion of the momental ellipsoid is therefore such that, its centre being fixed, it always touches a fixed plane, and the point of contact, being in the instantaneous axis, has no velocity. Hence the motion may be represented by supposing the momental ellipsoid to roll on the fixed plane with its centre fixed.
148. Ex. 1. If the body while in motion be acted on by any impulsive couple whose plane is perpendicular to the invariable line, show that the momental ellipsoid will continue to roll on the same plane as before, but the rate of motion will be altered.

Ex. 2. If a plane be drawn through the fixed point parallel to the invariable plane, prove that the area of the section of the momental ellipsoid cut off by this plane is constant throughout the motion.

Ex. 3. The sum of the squares of the distances of the extremities of the principal diameters of the momental ellipsoid from the invariable line is constant throughout the motion. This result is due to Poinsot.

Ex. 4. A body moves about a fixed point 0 under the action of no forces. Show that if the surface $A x^{2}+B y^{2}+C z^{2}=M\left(x^{2}+y^{2}+z^{2}\right)^{2}$ be traced in the body, the principal axes at $O$ being the axes of co-ordinates, this surface throughout the motion will roll on a fixed sphere.
149. The Polhode. To assist our conception of the motion of the body, let us suppose it so placed, that the plane of the couple $G$, which would set it in motion, is horizontal. Let a tangent plane to the momental ellipsoid be drawn parallel to the plane of the couple $G$, and let this plane be fixed in space. Let the ellipsoid roll on this fixed plane, its centre remaining fixed, with an angular velocity which varies as the radius vector to the point of contact, and let it carry the given body with it. We shall then have constructed the motion which the body would have assumed if it had been left to itself after the initial action of the impulsive couple $G^{*}$.

The point of contact of the ellipsoid with the plane on which it rolls traces out two curves, one on the surface of the ellipsoid, and one on the plane. The first of these is fixed in the body and is called the polloode, the second is fixed in space and is called the herpolhode. The equations to any polhode referred to the principal axes of the body may be found from the consideration that the length of the perpendicular on the tangent plane to the ellipsoid at any point of the polhode is constart. Taking the expressions for this perpendicular given in Art. 147 we see that the equations of the polhode are

$$
\left.\begin{array}{rl}
A^{2} x^{2}+B^{2} y^{2}+C^{2} z^{2} & =\frac{M G^{2} \epsilon^{4}}{T} \\
A x^{2}+B y^{2}+C z^{2} & =M \epsilon^{4}
\end{array}\right\}
$$

Eliminating $y$, we have

$$
A(A-B) x^{2}+C(C-B) z^{2}=\left(\frac{G^{2}}{T}-B\right) M \epsilon^{4}
$$

Hence if $B$ be the axis of greatest or least moment of inertia. the signs of the coefficients of $x^{2}$ and $z^{2}$ will be the same, and the projection of the polhode will be an ellipse. But if $B$ be the axis of mean moment of inertia, the projection is a hyperbola.

A polhode is therefore a closed curve drawn round the axis of greatest or least moment, and the concavity is turned towards the axis of greatest or least moment according as $G^{2} / T$ is greater or less than the mean moment of inertia. The boundary line which separates the two sets of polhodes is that polhode whose projection on the plane perpendicular to the axis of mean moment is a

[^6]hyperbola whose concavity is turned neither to the axis of greatest, nor to the axis of least moment. In this case $G^{2}=B T$, and the projection consists of two straight lines whose equation is
$$
A(A-B) x^{2}-C(B-C) z^{2}=0
$$

This polhode consists of two ellipses passing through the axis of mean moment, and corresponds to the case in which the perpendicular on the tangent plane is equal to the mean axis of the ellipsoid. This polhode is called the separating polhode.

Since the projection of the polhode on one of the principal planes is always an ellipse, the polhode must be a re-entering curve.
150. To find the motion of the extremity of the instantaneous axis along the polhode which it describes we have merely to substitute from the equations

$$
\frac{\omega_{1}}{x}=\frac{\omega_{2}}{y}=\frac{\omega_{3}}{z}=\frac{\omega}{r}=\sqrt{\frac{T}{M}} \frac{1}{\epsilon^{2}},
$$

in any of the equations of Art. 141. For example we thus obtain

$$
\frac{d x}{d t_{1}}=\sqrt{\frac{T}{M}} \frac{B-C}{A} \frac{y z}{\epsilon^{2}}, \& c ., \& c ., x^{2}=\frac{B C}{(A-C)(A-B)}\left(-\lambda_{1}^{\prime}+r^{2}\right), \& \mathrm{c} ., \& \mathrm{cc}
$$

Ex. 1. A point $P$ moves along a polhode traced on an ellipsoid, show that the length of the normal between $P$ and any one of the principal planes at the centre is constant. Show also that the normal traces out on a principal plane a conic similar to the focal conic in that plane. Also the measure of curvature of an ellipsoid along any polhode is constant.

Ex. 2. Show that the straight line $O J$ whose direction cosines are proportional to $d \omega_{1} / d t, d \omega_{2} / d t, d \omega_{3} / d t$ lies in the diametral plane of the invariable line and is at right angles to the invariable line. Show also that the sum of the squares of these quantities is

$$
\Omega^{\prime 4}=-\omega^{4}+\left(2 T p_{2}-G^{2} p_{1}\right) \omega^{2} / p_{3}-\left\{p_{2}^{2} T^{2}-\left(p_{1} p_{2}+p_{3}\right) G^{2} T+p_{2} G^{4}\right\} / p_{3}^{2}
$$

where $p_{1}, p_{2}, p_{3}$ are the sum of the products of the quantities $A, B, C$ taken respectively one, two and three together.

Ex. 3. Show that the resolved pressures $P, Q, R$ on the fixed point $O$ in the directions of the principal axes at $O$ are given by

$$
P=-\omega_{1} \omega_{2} y(A-\dot{B}) C+\omega_{1} \omega_{3} z(C-A) / B+\omega_{1}\left(\omega_{2} y+\omega_{3} z\right)-\left(\omega_{2}^{2}+\omega_{3}^{2}\right) x
$$

with similar expressions for $Q$ and $R$, where $x, y, z$ are the co-ordinates of the centre of gravity $G$, and $A, B, C$ are the principal moments of inertia at $O$.

Thence show that the pressure on $O$ is equivalent to two forces (1) a force $\Omega^{\prime 2} . G K$ which acts perpendicular to the plane $O G K$, where $G K$ is the perpendicular drawn from $G$ on the straight line $O J$ described in the last example, (2) a force $\omega^{2}$. $G H$ acting parallel to $G H$ where $G H$ is a perpendicular from $G$ on the instantaneous axis.
151. The Herpolhode. Since the herpolhode is traced out by the points of contact of an ellipsoid rolling about its centre on a fixed plane, it is clear that the herpolhode must always lie between two circles which it alternately touches. The common centre of these circles will be the foot of the perpendicular from the fixed centre $O$ on the fixed plane. To find the radii let $O L$ be this
R. D. II.
perpendicular, and $I$ be the point of contact. Let $L I=\rho$. Then we have by Art. 147, $\rho^{2}=r^{2}-p^{2}=\frac{M \epsilon^{4}}{T}\left(\omega^{2}-\frac{T^{2}}{G^{2}}\right)$.


The radii will therefore be found by substituting for $\omega^{2}$ its greatest and least values. But by Art. 142, these limits are $\lambda_{2}$, and the greater of the two quantities $\lambda_{1}, \lambda_{3}$.

The herpolhode is not in general a re-entering curve ; but if the angular distance of the two points in which it successively touches the same circle be commensurable with $2 \pi$, it will be re-entering, i.e. the same path will be traced out repeatedly on the fixed plane by the point of contact.
152. MacCullagh's Construction. To explain MacCullagh's represertation of the motion by means of the ellipsoid of gyration.

This ellipsoid is the reciprocal of the momental ellipsoid, and the motion of the one ellipsoid may be deduced from that of the other by reciprocating the properties proved in the preceding Articles. We find,
(1) The equation to the ellipsoid referred to its principal axes is

$$
\frac{x^{2}}{A}+\frac{y^{2}}{B}+\frac{z^{2}}{C}=\frac{1}{M} .
$$

(2) This ellipsoid moves so that its superficies always passes through a point fixed in space. The point lies in the invariable line at a distance $\frac{G}{\sqrt{M T}}$ from the fixed point. By Art. 142 we know that this distance is less than the greatest, and greater than the least semi-diameter of the ellipsoid.
(3) The perpendicular on the tangent plane at the fixed point is the instantaneous axis of rotation, and the angular velocity of
the body varies inversely as the length of this perpendicular. If $p$ be the length of this perpendicular, then $\omega=\frac{1}{p} \sqrt{\frac{T}{M}}$.
(4) The angular velocity about the invariable line is constant and $=\frac{T}{G}$.

The corresponding curve to a polhode is the path described on the moving surface of the ellipsoid by the point fixed in space. This curve is clearly a sphero-conic, The equations to the spheroconic described under any given initial conditions are easily seen to be

$$
x^{2}+y^{2}+z^{2}=\frac{G^{2}}{M T}, \frac{x^{2}}{A}+\frac{y^{2}}{B}+\frac{z^{2}}{C}=\frac{1}{M} .
$$

These sphero-conics may be shown to be closed curves round the axes of greatest and least moment. But in one case, viz. when $G^{2} / T=B$, where $B$ is neither the greatest nor least moment of inertia, the sphero-conic becomes the two central circular sections of the ellipsoid of gyration.

The motion of the body may thus be constructed by means of either of these ellipsoids. The momental ellipsoid resembles the general shape of the body more nearly than the ellipsoid of gyration. It is protuberant where the body is protuberant, and compressed where the body is compressed. The exact reverse of this is the case in the ellipsoid of gyration.
153. MacCullagh's geometrical interpretation. MacCullagh has used the ellipsoid of gyration to obtain a geometrical interpretation of the solution of Euler's equations in terms of elliptic integrals.

The ellipsoid of gyration moves so as always to touch a point $L$ fixed in space. Let us now project the point $L$ on a plane passing through the axis of mean moment and making an angle $a$ with the axis of greatest moment. This projection may be effected by drawing a straight line parallel to either the axis of greatest moment or least moment. We thus obtain two projections which we will call $P$ and $Q$. These points will be in a plane $P Q L$ which is always perpendicular to the axis of mean moment. As the body moves about $O$ the point $L$ describes on the surface of the ellipsoid of gyration $\&$ sphero-conic $K K^{\prime}$, and the points $P, Q$ describe two curves $\dot{p} p^{\prime}, q q^{\prime}$ on the plane of projection $O B D$. If the sphero-conic as in the figure enclose the extremity $A$ of the axis of greatest moment, the curve inside the ellipsoid is formed by the projection parallel to the axis of greatest moment, but if the sphero-conic enclose the axis of least moment, the inner curve is formed by the projection parallel to that axis. The point $P$ which describes the inner curve will obviously travel round its projection, while the point $Q$ which describes the outer curve will oscillate between two limits obtained by drawing tangents to the inner projection at the points where it cuts the axis of mean moment.

Since the direction-cosines of $O L$ are proportional to $A \omega_{1}, B \omega_{2}, C \omega_{3}$ it is easy to see that, if $x, y, z$ are the co-ordinates of $L$,

$$
\begin{equation*}
\frac{x}{A \omega_{1}}=\frac{y}{B \omega_{2}}=\frac{z}{C \omega_{3}}=\frac{r}{G}=-\frac{1}{\sqrt{M T}} \tag{1}
\end{equation*}
$$

Let $O P=\rho, O Q=\rho^{\prime}$, and let the angles these radii vectores make with the plane containing the axes of greatest and least moment be $\phi$ and $\phi^{\prime}$ measured in the

direction $B D$ so that $D O P=-\phi, D O Q=-\phi^{\prime}:$ we then have

$$
\left.\begin{array}{rl}
-\rho \sin \phi & =y \\
\rho \cos \phi \sin \alpha & =z=C \omega_{2}(M T)^{-\frac{1}{2}}(M T)^{-\frac{1}{2}}
\end{array}\right\}
$$

It is proved in treatises on solid geometry that, if the plane on which the projection is made is one of the circular sections of the ellipsoid, the projections will be circles. This result may be verified by finding $\rho$ or $\rho^{\prime}$ from these equations. Remembering that $\rho$ and $\rho^{\prime}$ are constants, let us substitute in Euler's equation

$$
B \frac{d \omega_{2}}{d t}-(C-A) \omega_{3} \omega_{1}=0
$$

from (2) and the first of equations (3). We have

$$
\rho \frac{d \phi}{d t}=\frac{A-C}{A C} \sqrt{M T^{\prime}} \rho \rho^{\prime} \sin \alpha \cos \alpha \cos \phi^{\prime} .
$$

Since $\rho^{\prime} \cos \phi^{\prime}$ is the ordinate of $Q$, we see that the velocity of P varies as the ordinate of Q , and in the same way the velocity of Q varies as the ordinate of P .

To find the constants $\rho, \rho^{\prime}$ we notice that $\rho$ is the value of $y$ obtained from the equations to the sphero-conic when $z=0$. We thus have

$$
\rho^{2}=\frac{\left(A T-G^{2}\right) B}{M T(A-B)}, \quad \rho^{\prime 2}=\frac{\left(G^{2}-C T\right) B}{M T(B-C)},
$$

the latter being obtained from the former by interchanging the letters $A$ and $C$.
Hence

$$
\begin{aligned}
& \binom{\text { velocity }}{\text { of } P}=\frac{\sqrt{B-C}}{\sqrt{A B C}} \sqrt{A T-G^{2}}\binom{\text { ordinate }}{\text { of } Q} \\
& \binom{\text { velocity }}{\text { of } Q}=\frac{\sqrt{A-B}}{\sqrt{A B C}} \sqrt{G^{2}-C T}\binom{\text { ordinate }}{\text { of } P}
\end{aligned}
$$

154. Since $\rho^{\prime} \sin \phi^{\prime}=\rho \sin \phi$, we have by substitution

$$
\frac{d \phi}{d t}=\lambda \sqrt{1-\frac{\rho^{2}}{\rho^{\prime 2}} \sin ^{2} \phi}
$$

where $\lambda^{2}$ has the same value as in Art. 143. Let us suppose $\phi$ expressed in terms of $t$ by the elliptic integral

$$
\lambda(t-\tau)=\int_{0}^{\beta} \frac{d \phi}{\sqrt{1-\frac{\rho^{2}}{\rho^{\prime 2}} \sin ^{2} \phi}}
$$

so that $\phi=a m \lambda(t-\tau)$. Substituting this value of $\phi$ in equations (2) or (3), we obtain the values of $\omega_{1}, \omega_{2}, \omega_{3}$ expressed in terms of the time.
155. Stability of Rotation. If a body be set in rotation about any principal axis at a fixed point, it will continue to rotate about that axis as a permanent axis. But the three principal axes at the fixed point do not possess equal degrees of stability. If any small disturbing cause act on the body, the axis of rotation will be moved into a neighbouring polhode. If this polhode be a small nearly circular curve enclosing the original axis of rotation, the instantaneous axis will never deviate far in the body from the principal axis which was its original position. The herpolhode also will be a curve of small dimensions, so that the principal axis will never deviate far from a straight line fixed in space. In this case the rotation is said to be stable. But if the neighbouring polhode be not nearly circular, the instantaneous axis will deviate far from its original position in the body. In this case a very small disturbance may produce a very great change in the subsequent motion, and the rotation is said to be unstable.

If the initial axis of rotation be the axis $O B$ of mean moment, the neighbouring polhodes all have their convexities turned towards $B$. Unless, therefore, the cause of disturbance be such that the axis of rotation is displaced along the separating polhode, the rotation must be unstable. If the displacement be along the separating polhode, the axis may have a tendency to return to its original position. This case will be considered a little further $\mathrm{on}_{2}$ and for this particular displacement the rotation may be said to be stable.

If the initial axis of rotation be the axis of greatest or least moment, the neighbouring polhodes are ellipses of greater or less eccentricity. If they be nearly circular, the rotation will certainly be stable; if very elliptical, the axis will recede far from its initial position, and the rotation may be called unstable. If $O C$ be the axis of initial rotation, the ratio of the squares of the axes of the neighbouring polhode is ultimately $\frac{A(A-C)}{B(B-C)}$. It is therefore necessary for the stability of the rotation that this ratio should not differ much from unity.
156. It is well known that the steadiness or stability of a moving body is much increased by a rapid rotation about a principal axis.

The reason of this is evident from what precedes. If the body be set rotating about an axis very near the principal axis of greatest or least moment, both the polhode and herpolhode will generally be very small curves, and the direction of that principal axis of the body will be very nearly fixed in space. If now a small impulse $f$ act on the body, the effect will be to alter slightly the position of the instantaneous axis. It will be moved from one polhode to another very near the former, and thus the angular position of the axis in space will not be much affected. Let $\Omega$ be the angular velocity of the body, $\omega$ that generated by the impulse, then, by the parallelogram of angular velocities, the change in the position of the instantaneous axis cannot be greater than $\sin ^{-1}(\omega / \Omega)$. If therefore $\Omega$ be great, $\omega$ must also be great, to produce any considerable change in the axis of rotation. But if the body have no initial rotation $\Omega$, the impulse may generate an angular velocity $\omega$ about an axis not nearly coincident with a principal axis. Both the polhode and the herpolhode may then be large curves, and the instantaneous axis of rotation will move about both in the body and in space. The motion will then appear very unsteady. In this manner, for example, we may explain why in the game of cup and ball, spinning the ball about a vertical axis makes it more easy to catch on the spike. Any motion caused by a wrong pull of the string or by gravity will not produce so great a change of motion as it would have done if the ball had been initially at rest. The fixed direction of the earth's axis in space is also due to its rotation about its axis of figure. In rifles, a rapid rotation is communicated to the bullet about an axis in the direction in which the bullet is moving. It follows, from what precedes, that the axis of rotation will be nearly unchanged throughout the motion. One consequence is that the resistance of the air acts in a known manner on the bullet, the amount of which may therefore be calculated and allowed for.

## On the Cones described by the Invariable and Instantaneous Axes treated by Spherical Trigonometry.

157. There are various ways in which we may study the motion of a body about a fixed point. We may have recourse to the properties of an ellipsoid as Poinsot and MacCullagh have done. But we may also use a sphere whose centre is at the fixed point and which is either fixed in the body or fixed in space at our pleasure. This method is particularly useful when we wish to find the angular motion of any line in space or in the body. By referring these angles to arcs drawn on the surface of the sphere we are enabled to shorten our processes by using such formulæ of spherical trigonometry as may suit our purpose.

The cones described by the invariable line and the instanta-
neous axis intersect this sphere in sphero-conics. The properties of such cones are not usually given with sufficient fulness in our treatises on solid geometry. For this reason we have added a list of several properties likely to be useful. In order not to interrupt the general line of the argument this list has been placed at the end of the chapter.
158. It is clear from what precedes that there are two important straight lines whose motions we should consider. These are the invariable line and the instantaneous axis. The first of these is fixed in space, but as the body moves the invariable line describes a cone in the body, which by Art. 152 intersects the ellipsoid of gyration in a sphero-conic. This cone is usually called the Invariable Cone. The instantaneous axis describes both a cone in the body and a cone in space. By Art. 147, the cone described in the body intersects the momental ellipsoid in a polhode, and the cone described in space intersects the fixed plane on which the momental ellipsoid rolls in a herpolhode. These two cones may be called respectively the instantaneous cone and the cone of the herpolhode.
159. The Cones. Let the principal axes at the fixed point be taken as the axes of co-ordinates. The axes of reference are therefore fixed in the body but moving in space. By Art. 144, the direction-cosines of the invariable line are $A \omega_{1} / G, B \omega_{2} / G$, $C \omega_{3} / G$; and the direction-cosines of the instantaneous axis are $\omega_{1} / \omega, \omega_{2} / \omega, \omega_{3} / \omega$. From the equations (1) and (2) of Art. 144, we easily find

$$
\left(A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}\right) G^{2}=\left(A^{2} \omega_{1}^{2}+B^{2} \omega_{2}^{2}+C^{2} \omega_{3}^{2}\right) T .
$$

If we take the co-ordinates $x, y, z$ to be proportional to the direction-cosines of either of these straight lines and eliminate $\omega_{1}$, $\omega_{2}, \omega_{3}$ by the help of this equation, we obtain the equation to the corresponding cone described by that straight line. In this way we find that the cones described in the body by the invariable line and the instantaneous axis are respectively

$$
\begin{gathered}
\frac{A T-G^{2}}{A} x^{2}+\frac{B T-G^{2}}{B} y^{2}+\frac{C T-G^{2}}{C} z^{2}=0 \\
A\left(A T-G^{2}\right) x^{2}+B\left(B T-G^{2}\right) y^{2}+C\left(C T-G^{2}\right) z^{2}=0 .
\end{gathered}
$$

These cones become two planes when the initial conditions are such that $G^{2}=B T$.

Ex. 1. Show that the circular sections of the invariable cone are parallel to those of the ellipsoid of gyration and perpendicular to the asymptotes of the focal conic of the momental ellipsoid.
160. There is a third straight line whose motion it is sometimes convenient to consider, though it is not nearly so important as either the invariable line or the instantaneous axis. If $x, y, z$ be the co-ordinates of the extremity of a radius vector of an ellipsoid referred to its principal diameters as axes and if $a, b, c$ be the semi-
axes, the straight line whose direction-cosines are $x / a, y / b, z / c$ is called the eccentric line of that radius vector. Taking this definition, it is easy to see that the direc-tion-cosines of the eccentric line of the instantaneous axis with regard to the momental ellipsoid are $\omega_{1} \sqrt{A / T}, \omega_{2} \sqrt{B / T}, \omega_{3} \sqrt{C / T}$. These are also the directioncosines of the eccentric line of the invariable line with regard to the ellipsoid of kyration. This straight line may therefore be called simply the eccentric line and the cone described by it in the body may be called the eccentric cone.

Ex. 1. The equation to the eccentric cone referred to the principal axes at the fixed point is $\left(A T-G^{2}\right) x^{2}+\left(B T-G^{2}\right) y^{2}+\left(C T-G^{2}\right) z^{2}=0$.
This cone has the same circular sections as the momental ellipsoid and cuts that ellipsoid in a sphero-conic.

Ex. 2. The polar plane of the instantaneous axis with regard to the eccentric cone touches the invariable cone along the corresponding position of the invariable line. Thus the invariable and instantaneous cones are reciprocals of each other with regard to the eccentric cone.
161. The sphero-conics. Let a sphere of radius unity be described with its centre at the fixed point $O$ about which the body is free to turn. Let this sphere be fixed in the body, and therefore move with it in space. Let the invariable line, the instantaneous axis, and the eccentric line cut this sphere in the points $L, I$, and $E$ respectively. Also let the principal axes cut the sphere in $A, B, C$. It is clear that the intersections of the invariable, instantaneous, and eccentric cones with this sphere will be three sphero-conics which are represented in the figure by the

lines $K h^{\prime \prime}, J J^{\prime}, D D^{\prime}$, respectively. The eye is supposed to be situated on the axis $O A$, viewing the sphere from a considerable distance. All great circles on the sphere are represented by straight lines. Since the cones are co-axial with the momental ellipsoid, these sphero-conics are symmetrical about the principal planes of the body. The intersections of these principal planes with the sphere will be three arcs of great circles, and the portions
of these arcs cut off by any sphero-conic are called axes of that sphero-conic. If we put $z=0$ in the equations to any one of the three cones, the value of $y / x$ is the tangent of that semi-axis of the sphero-conic which lies in the plane of $x y$. Similarly, putting $y=0$, we find the axis in the plane of $x z$. If $(a, b),\left(a^{\prime}, b^{\prime}\right),(\alpha, \beta)$ be the semi-axes of the invariable, instantaneous, and eccentric sphero-conics respectively, we thus find

$$
\begin{aligned}
& \frac{\tan a}{B}=\frac{\tan a^{\prime}}{A}=\frac{\tan \alpha}{\sqrt{A B}}=\frac{\sqrt{A T-G^{2}}}{\sqrt{G^{2}-B T}} \frac{1}{\sqrt{A B}} \\
& \frac{\tan b}{C}=\frac{\tan b^{\prime}}{A}=\frac{\tan \beta}{\sqrt{A \bar{C}}}=\frac{\sqrt{A T-G^{2}}}{\sqrt{G^{2}-C T}} \\
& \sqrt{\overline{A C}}
\end{aligned}
$$

The first of these two sets gives the axes in the plane $A O B$, the second those in the plane $A O C$. The former will be imaginary if $G^{2}<B T$. In this case the sphero-conics do not cut the plane $A O B$. The sphero-conics will therefore have their concavities turned towards the extremities of the axes $O A$ or $O C$, i.e. towards the extremities of the axes of greatest or least moment according as $G^{2}$ is $>$ or $<B T$.
162. Ex. 1. If we put $1-e^{2}=\sin ^{2} b / \sin ^{2} a$ we may define $\rho$ to be the eccentricity of the sphero-conic whose semi-axes are $a$ and $b$. If $e$ and $e^{\prime}$ be the eccentricities of the invariable and eccentric sphero-conics respectively, prove that

$$
e^{2}=A(B-C) / B(A-C) \text { and } e^{\prime 2}=(B-C) /(A-C)
$$

so that both these eccentricities are independent of the initial conditions.
Ex. 2. If the radius of the sphere had been taken equal to $\left(G^{2} / M T\right)^{\frac{1}{2}}$ instead of unity, show that it would have intersected the ellipsoid of gyration along the invariable cone, and if the radius had been $\left(M T \epsilon^{4} / G^{2}\right)^{\frac{1}{2}}$, it would have intersected the momental ellipsoid along the eccentric cone.

Ex. 3. A body is set rotating with an initial angular velocity $n$ about an axis which very nearly coincides with a principal axis $O C$ at a fixed point $O$. The motion of the instantaneous axis in the body may be found by the following formulæ. Let a sphere be described whose centre is $O$, and let $I$ be the extremity of the radius vector which is the instantaneous axis at the time $t$. If $(x, y)$ be the co-ordinates of the projection of $I$ on the plane $A O B$ referred to the principal axes
$O A, O B$, then

$$
\begin{aligned}
& x=\sqrt{B(B-C)} L \sin (p n t+M) \\
& y=\sqrt{A(A-C)} L \cos (p n t+M)
\end{aligned}
$$

where $p^{2}=(B-C)(A-C) / A B$, and $L, M$ are two arbitrary constants depending on the initial values of $x, y$.

Ex. 4. If in the last question $L$ be the point in which the sphere cuts the invariable line, if $(\rho, \theta)$ be the spherical polar co-ordinates of $C$ with regard to $L$ as origin, and $a$ the radius of the sphere, then

$$
\rho^{2}=n^{2} \frac{A B}{2 G^{2}} L^{2}\{2 A B-C(A+B)+(A-B) C \cos 2(p n t+M)\}, \quad \theta=\frac{T}{G} t+\frac{C T-G^{2}}{C G} \int \frac{a^{2} d t}{\rho^{2}}
$$

163. To find the motion of the invariable line and the instantaneous axis in the body.

Since the invariable line $O L$ is fixed in space and the body is turning about $O I$ as instantaneous axis, it is evident that the direction of motion of $O L$ in the body is perpendicular to the plane $10 L$. Hence on a sphere whose centre is at $O$ the $\operatorname{arc} I L$ is normal to the sphero-conic described by the invariable line. This simple relation will serve to connect the motions of the invariable line and the instantaneous axis along their respective spheroconics.
164. Let $v$ be the velocity of the invariable line along its sphero-conic, then since the body is turning about $O 1$ with angular velocity $\omega$, and $O L$ is unity, we have $v=\omega \sin L O I$. But by Art. $147 T / G=\omega \cos L O I$. Eliminating $\omega$ we have

$$
v=(T / G) \tan L O I .
$$

165. Produce the $\operatorname{arc} I L$ to cut the axis $A K$ in $N$, so that $L N$ is a normal to the sphero-conic described by the invariable line. Taking the principal axes at the fixed point $O$ as axes of reference, the direction-cosines of $O L$ and $O I$ are respectively proportional to $A \omega_{1}, B \omega_{2}, C \omega_{3}$, and $\omega_{1}, \omega_{2}, \omega_{3}$. The equation to the plane $L O I$ is

$$
(B-C) \omega_{2} \omega_{3} x+(C-A) \omega_{3} \omega_{1} y+(A-B) \omega_{1} \omega_{2} z=0
$$

This plane intersects the plane of $x y$ in the straight line $O N$, hence putting $z=0$, we find the direction-cosines of $O N$ to be proportional to $(A-C) \omega_{1},(B-C) \omega_{2}$, and 0 . Hence

$$
\cos L O N=\frac{A(A-C) \omega_{1}{ }^{2}+B(B-C) \omega_{2}{ }^{2}}{G \sqrt{(A-C)^{2}} \omega_{1}^{2}+(B-C)^{2} \omega_{2}^{2}} .
$$

The numerator of this expression is easily seen to be $G^{2}-C T$. Expanding the quantity under the root we have

$$
A^{2} \omega_{1}^{2}+B^{2} \omega_{2}^{2}-2 C\left(A \omega_{1}^{2}+B \omega_{2}^{2}\right)+C^{2}\left(\omega_{1}^{2}+\omega_{2}^{2}\right),
$$

which is clearly the same as

$$
G^{2}-C^{2} \omega_{3}^{2}-2 C\left(T-C \omega_{3}^{2}\right)+C^{2}\left(\omega^{2}-\omega_{3}^{2}\right) .
$$

Substituting we find

$$
\begin{aligned}
& \cos L O N=\frac{G^{2}-C T}{G \sqrt{G^{2}-2 C T+C^{2} \omega^{2}}} \\
& \therefore \tan L O N=\frac{C \sqrt{G^{2} \omega^{2}-T^{12}}}{G^{2}-C T^{\prime}}
\end{aligned}
$$

But $T / G=\omega \cos L O I, \therefore T \tan L O I=\sqrt{G^{2} \omega^{2}-T^{2}}$. Hence the ratio $\frac{\tan L O I}{\tan L O N}=\frac{G^{2}-C^{\prime} I^{\prime}}{C^{\prime} I^{\prime}}$, and is therefore constant throughout the motion.

Combining this result with that given in the last Article, we see that the

$$
\left.\begin{array}{l}
\text { velocity of } L \\
\text { along its conic }
\end{array}\right\}=\frac{G^{2}-C T}{C G} \tan n,
$$

where $n$ is the angle $L O N$. If we adopt the conventions of spherical trigonometry, $n$ is also the length of the arc normal to the sphero-conic intercepted between the curve and the principal plane $A B$ of the body.
166. Ex. 1. If the focal lines of the invariable cone cut the sphere in $S$ and $S^{\prime}$, these points are called the foci of the sphero-conic. Prove that the velocity of L resolved perpendicular to the arc SL is constant throughout the motion and equal to $\left\{\left(G^{2}-B T\right)\left(A T-G^{2}\right) / A B G^{2}\right\}^{\frac{1}{2}}$. If $L M$ be an arc of a great circle perpendicular to the axis containing the foci, and $\rho$ be the arc $S L$, prove also that

$$
\frac{d \rho}{d t}=-\frac{G}{C}\left\{\frac{(A-C)(B-C)}{A B}\right\} \sin L M .
$$

Ex. 2. Prove that the velocity of $L$ resolved perpendicular to the central radius vector $A L$ is $\frac{A T-G^{2}}{A G} \cot A L$.

Ex. 3. If $r, r^{\prime}, r^{\prime \prime}$ be the lengths of the ares joining the extremity $A$ of a princ:pal axis to the extremities $L, I, E$ of the invariable line, instantaneous axis, and eccentric line respectively; $\theta, \theta^{\prime}, \theta^{\prime \prime}$ the angles these arcs make with any principal plane $A O B$, prove that

$$
\frac{\cos r}{A T}=\frac{\cos r^{\prime}}{G^{2} \cos \zeta}=\frac{\cos r^{\prime \prime}}{G \sqrt{A T}}, \quad \frac{\tan \theta}{C}=\frac{\tan \theta^{\prime}}{B}=\frac{\tan \theta^{\prime \prime}}{\sqrt{\overline{B C}}},
$$

where $\}=\operatorname{arc} L I$. This theorem will enable us to discover in what manner the motions of the three points $L, I, E$ are related to each other.

Ex. 4. Show that the velocity of the instantaneous axis along its sphero-conic is $\frac{G}{T} \frac{G^{2}-C T}{A B} \tan n^{\prime} \cos \zeta$, where $n^{\prime}$ is the length of the normal to the instantaneous sphero-conic intercepted between the curve and the arc $A B$, and $\zeta=\operatorname{arc} L I$.

Comparing this result with the corresponding formula for the motion of $L$ given in Art. 165, we see that for every theorem relating to the motion of $L$ in its spheroconic there is a corresponding theorem for the motion of $I$. For example, if $S^{\prime}$ be a focus of the instantaneous sphero-conic, we see by Ex. 1 that the velocity of $I$ resolved perpendicular to the focal radius vector $S^{\prime} I$ bears a constant ratio to $\cos L I$. This constant ratio is equal to that given in Ex. 1 multiplied by $G^{2} C / T A B$.

Ex. 5. Show that the velocity of the eccentric line along its sphero-conic is $\left\{\left(G^{2}-C T^{\prime}\right) / \sqrt{A B C^{\prime} T}\right\} \tan n^{\prime \prime}$, where $n^{\prime \prime}$ is the length of the are normal to the spheroconic intercepted between the curve and the principal arc $A B$.

Ex. 6. Prove that (velocity of $E)^{2}-(\text { velocity of } L)^{2}=$ constant. Show also that this constant $=\left(A T-G^{2}\right)\left(B T-G^{2}\right)\left(C T-G^{2}\right) / A B C G^{2} T^{\prime}$.

Ex. 7. The motion of $L$ along its sphero-conic is the same as that of a particle acted on by two forces whose directions are the tangents at $L$ to the $\operatorname{arcs} L S, L S^{\prime}$ joining $L$ to the foci of the sphero-conic and whose magnitudes are respectively proportional to $\sin L S \cos L S^{\prime}$ and $\sin L S^{\prime} \cos L S$.

Solutions of these examples and proofs of other theorems in this section may be found in a paper contributed by the author to the Proceedings of the Royal Society, 1873.
167. The instantaneous axis describes a cone in space, which has been called the cone of the herpolhode. The equation of this cone cannot generally be found, but when it can be determined we have another geometrical representation of the motion. For suppose the two cones described by the instantaneous axis in space and in the body to be constructed. Since each of these cones will contain two consecutive positions of their common generator, they will touch each other along the instantaneous axis. Then the points of contact having no velocity the motion will be represented by making the cone fixed in the body roll on the cone fixed in space.
168. Poinsot's theorem. To find the motion of the instantaneous axis in space.

Since the invariable line $O L$ is fixed in space, it will be convenient to refer the motion to $O L$ as one axis of co-ordinates. Let the angle the instantaneous axis $O I$ makes with $O L$ be called $\zeta$, and let $\phi$ be the angle the plane $I O L$ makes with any plane passing through $O L$ and fixed in space.

During the motion the cone described by $O I$ in the body rolls on the cone described by $O I$ in space. It is therefore clear that the angular velocity of the instantaneous axis in space is the same as its angular velocity in the body. Describe a sphere whose centre is at $O$ and radius unity, and let this sphere be fixed in the body. Let $L, I$ be the intersections of the invariable line and instantaneous axis with the sphere at the time $t, L^{\prime}, I^{\prime}$ their intersections at the time $t+d t$. Then $I L, I^{\prime} L^{\prime}$ are consecutive normals to the sphero-conic $K K^{\prime}$ traced out by the invariable line and therefore intersect each other in some point $P$

which may be regarded as a centre of curvature of the spheroconic. Let $\rho=P \tilde{L}$. Then clearly

$$
\left.\begin{array}{l}
\text { velocity of } I \text { resolved } \\
\text { perpendicularly to } I L
\end{array}\right\}=\binom{\text { velocity }}{\text { of } L} \cdot \frac{\sin (\rho+\zeta)}{\sin \rho} .
$$

Therefore by Art. 164 we have

$$
\begin{gathered}
\sin \zeta \frac{d \phi}{d t}=\frac{T}{G} \tan \zeta(\cos \zeta+\cot \rho \sin \zeta) ; \\
\therefore \frac{d \phi}{d t}=\frac{T}{G}\left(1+\frac{\tan \zeta}{\tan \rho}\right) .
\end{gathered}
$$

But in any sphero-conic $\tan \rho=\tan ^{3} n / \tan ^{2} l$, where $n$ is the length of the normal intercepted between the curve and that axis which contains the foci, and $2 l$ is the length of the ordinate through either focus, and is usually called the latus rectum. Substituting for $\tan \rho$, and remembering that

$$
\begin{gathered}
\frac{\tan \zeta}{\tan n}=\frac{G^{2}-C T}{C T}, \text { by Art. 165, and } \tan l=\frac{\tan ^{2} b}{\tan a}, \text { we get } \\
\frac{d \phi}{d t}=\frac{T}{G}+\frac{T}{G}\left(\frac{G^{2}-C T}{C T}\right)^{8} \cdot\left(\frac{\tan ^{2} b}{\tan a}\right)^{2} \cot ^{2} \zeta .
\end{gathered}
$$

If we substitute for $\tan a$ and $\tan b$ their values, we get

$$
\frac{d \phi}{d t}=\frac{T}{G}+\frac{\left(A T-G^{2}\right)\left(B T-G^{2}\right)\left(C T-G^{2}\right)}{A B C G T^{2}} \cot ^{2} \zeta .
$$

169. A simple geometrical construction for this result has been given by Dr Ferrers in a Smith's Prize paper (1882). If $O H$ be the projection of the instantaneous axis $O I$ on the invariable plane drawn through the fixed point $O$, and if $O H$ intersect the momental ellipsoid in $H$, then

$$
\frac{d \phi}{d t}=\frac{G^{3} M \epsilon^{4}}{T A B C} \frac{1}{O H^{2}} .
$$

170. Since the resolved angular velocity about the invariable line is constant, we easily find $\omega=\sec \zeta T / G$. Substituting this value of $\omega$ in equation (6) of Art. 141, we find a relation between $\zeta$ and $d \zeta / d t$, which however is too complicated to be of much use.

The values of $d \phi / d t$ and $d \zeta / d t$ in terms of $\zeta$ have now both been found; from these the motion of the instantaneous axis in space can be deduced.
171. Ex. 1. Show that the angular velocity $v^{\prime}$ of the instantaneous axis in space or in the body is given by $\omega^{2} v^{\prime 2}=\frac{T^{2}}{A B C}\left(A+B+C-2 \frac{G^{2}}{T}\right)-\frac{\lambda_{1} \lambda_{2} \lambda_{3}}{\omega^{2}}$, where $\omega$ is the resultant angular velocity of the body and $\lambda_{1}, \lambda_{2}, \lambda_{3}$ have the meanings given to them in Art. 141. This result is due to Poinsot.

[^7]Ex. 3. If the eccentric line intersect in the point $E$ the unit sphere which is fixed in the body and has its centre at the fixed point, prove that

$$
\binom{\text { velocity }}{\text { of } E}^{2}=\frac{T}{G} \frac{d \phi}{d t} \tan ^{2} \zeta
$$

where the letters have the meanings given to them in Art. 168.
172. The Rolling and Sliding Cone. Let $O$ be the fixed point, $O I$ the instantaneous axis. Let the angular velocity $\omega$ about $O I$ be resolved into two, viz. a uniform angular velocity $T / G$ about the invariable line $O L$, and an angular velocity $\omega \sin I O L$ about a line $O H$ lying in a plane fixed in space perpendicular to the invariable line, and passing through the fixed point $O$. Let this fixed plane be called the invariable plane at 0 . As the body moves, OH will describe a cone in the body which will always touch this fixed plane. The velocity of any point of the body lying for a moment in OH is unaffected by the rotation about $O H$, and the point has therefore only the motion due to the uniform angular velocity about OI. We have thus a new representation of the motion of the body. Let the cone described by OH in the body be constructed, and let it roll on the invariable plane at $O$ with the proper angular velocity, while at the same time this plane turns round the invariable line with a uniform angular velocity $T / G$. The cone described by $O H$ in the body has been called by Poinsot the Rolling and Sliding Cone.
173. To find a construction for the sliding cone. Its generator $O H$ is at right angles to $O L$, and lies in the plane IOL. Now $O L$ is fixed in space; let $O L^{\prime}$ be the line in the body which, after an interval of time $d t$, will come into the position $O L$. Since the body is turning about $O I$, the plane $L O L^{\prime}$ is perpendicular to the plane $L O I$, and hence $O H$ is perpendicular to both $O L$ and $O L^{\prime}$. That is, $O H$ is perpendicular to the tangent plane to the cone described by $O L$ in the body. The cone described by $O H$ in the body is therefore the reciprocal cone of that described by OL. The equation to the cone described by $O L$ has been found in Art. 159. 'I'urning therefore its coefficients upside down we see that the equation to the cone described by OH is

$$
\frac{A}{A T-G^{2}} x^{2}+\frac{B}{B T^{\prime}-G^{2}} y^{2}+\frac{C}{C T-G^{2}} z^{2}=0
$$

The focal lines of the cone described by $O H$ are perpendicular to the circular sections of the reciprocal cone, that is the cone described by $O L$. And these circular sections are the same as the circular sections of the ellipsoid of gyration. Hence the focal lines lie in the plane containing the axes of greatest and least moment, and are independent of the initial conditions.

This cone becomes a straight line in the case in which the cone described by $O L$ becomes a plane, viz. when the initial conditions are such that $G^{2}=B T$.
174. To find the motion of OH in space and in the body.

Since $O L . O H$ and $O I$ are always in the same plane the motion of $O H$ in space round the fixed straight line $O L$ is the same as that of $O I$, and is given by the expression for $d \phi / d t$ in Art. 168.

To find the motion of OH in the body it will be convenient to refer to the figure of Art. 16s. Produce the arcs $P L, P L^{\prime}$ to $H$ and $H^{\prime}$ so that $L H$ and $L^{\prime} H^{\prime}$ are each quadrants. Then $H$ and $H^{\prime}$ are the points in which the axis $O H$ intersects the unit sphere at the times $t$ and $t+d t$. We have therefore

$$
\binom{\text { velocity }}{\text { of } H}=\binom{\text { velocity }}{\text { of } L} \cdot \frac{\sin \left(\rho+\frac{1}{2} \pi\right)}{\sin \rho}=\frac{T}{G} \tan \zeta \cot \rho
$$

Substituting for $\tan \rho$ as before we may express the result in terms of $\zeta$ or $\omega$ at our pleasure.

Since the cone described by $O H$ in the body rolls on a plane which also turns round a normal to itself at $O$, it is clear that the angular velocity of OH in the body is less than the angular velocity of $O H$ in space by the angular velocity of the plane, i.e.

$$
\binom{\text { velocity }}{\text { of } H}=\frac{d \phi}{d t}-\frac{T}{G} .
$$

175. Ex. If $l, m, n$ be the direction-cosines of $O H$ referred to the principal axes of the body, prove

$$
\frac{l}{\left(A T-G^{2}\right) \omega_{1}}=\frac{m}{\left(B T-G^{2}\right) \omega_{2}}=\frac{n}{\left(C T-G^{2}\right) \omega_{3}}=\frac{1}{G \sqrt{G^{2} \omega^{2}-T^{2}}} .
$$

## Motion of the Principal Axes.

176. To find the angular motions in space of the principal axes.

Since the invariable line $O L$ is fixed in space it will be convenient to refer the motion to this straight line as axis of $z$. Let $O A, O B, O C$ be the principal axes at the fixed point $O$, and let, as before, $\alpha, \beta, \gamma$ be their inclinations to the axis $O L$ or $O Z$. Let $\lambda, \mu, \nu$ be the angles the planes LOA, LOB, LOC make with some fixed plane $L O X$ passing through $O L$. Our object is to find $d \alpha / d t$ and $d \lambda / d t$ with similar expressions for the other axes. We might here refer to Euler's geometrical equations given in Vol. I. chap. 5 and by writing $\alpha, \lambda$ for $\theta, \psi$ respectively obtain the required expressions, but it will be found advantageous to make a slight variation in the argument.

Describe a sphere whose centre is at the fixed point, and whose radius is unity. Let the invariable line, the instantaneous axis and the principal axes cut this sphere in the points $L, I$, $A, B, C$ respectively. The velocity of $A$ resolved perpendicular
to $L A$ will then be $\sin \alpha d \lambda / d t$. But since the body is turning round $O I$ as instantaneous axis, the point $A$ is moving perpendicularly to the arc $I A$, and its velocity is $\omega \sin I A$. Resolving this perpendicular to the arc $L A$, we have

$$
\begin{aligned}
\sin \alpha \frac{d \lambda}{d t} & =\omega \sin A I \cos L A I \\
& =\omega \frac{\cos L I-\cos L A \cos I A}{\sin L A}
\end{aligned}
$$

by a fundamental formula in spherical trigonometry. But $\omega \cos L I$ is the resolved part of the angular velocity about $O L$, which is equal to $T / G$, and $\omega \cos I A$ is the resolved part of the angular

velocity about $0 A$, which is $\omega_{1}$. We have therefore

$$
\sin ^{2} \alpha \frac{d \lambda}{d t}=\frac{T}{G^{T}}-\omega_{1} \cos \alpha
$$

a result which follows immediately from Art. 12. Since $G \cos x=A \omega_{1}$, we have

$$
\sin ^{2} \alpha \frac{d \lambda}{d t}=\frac{T}{G}-\frac{G \cos ^{2} \alpha}{A} \ldots \ldots \ldots \ldots \ldots \ldots(1)
$$

This result may also be written in the form

$$
\begin{equation*}
\frac{d \lambda}{d t}=\frac{T}{G^{\prime}}+\frac{A T-G^{2}}{A G} \cot ^{2} \alpha . \tag{2}
\end{equation*}
$$

177. To find $\frac{d x}{d t}$ we may proceed in the following manner. By Art. 144, we have $\cos \alpha=A \omega_{1} / G, \cos \beta=B \omega_{2} / G, \cos \gamma=C \omega_{3} / G$. Substituting in Euler's equation

$$
A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}=0
$$

we have

$$
\begin{equation*}
\sin \alpha \frac{d \alpha}{d t}=\left(\frac{1}{B}-\frac{1}{C}\right) G \cos \beta \cos \gamma . \tag{3}
\end{equation*}
$$

But by Art. $141 \cos \alpha, \cos \beta, \cos \gamma$ are connected by the equations

$$
\left.\begin{array}{c}
\frac{\cos ^{2} \alpha}{A}+\frac{\cos ^{2} \beta}{B}+\frac{\cos ^{2} \gamma}{C}=\frac{T}{G^{2}}  \tag{4}\\
\cos ^{2} \alpha+\cos ^{2} \beta+\cos ^{2} \gamma=1
\end{array}\right\}
$$

If we solve these equations so as to express $\cos \beta, \cos \gamma$ in terms of $\cos \alpha$, we easily find

$$
\sin ^{2} \alpha\left(\frac{d a}{d t}\right)^{2}=-\frac{G^{2}}{B C}\left(\frac{G^{2}-C T}{G^{2}}-\frac{A-C}{A} \cos ^{2} \alpha\right)\left(\frac{G^{2}-B T}{G^{2}}-\frac{A-B}{A} \cos ^{2} \alpha\right) \ldots(5) .
$$

178. Since the left-hand side of equation (5) is necessarily real, we see that the values of $\cos ^{2} \alpha$ are restricted to lie between certain limits. If the axis whose motion we are considering is the axis of greatest or least moment let $B$ be the axis of mean moment. In this case $\cos ^{2} \alpha$ must lie between the two limits $\frac{G^{2}-G T}{G^{2}} \frac{A}{A-C}$ and $\frac{G^{2}-B T}{G^{2}} \frac{A}{A-B}$ if both be positive. By Art. 142 the former of these two is positive and less than unity; this is easily shown by dividing the numerator and the denominator by $A C G^{2}$. If the latter is positive the spiral described by the principal axes on the surface of a sphere whose centre is at the fixed point lies between two concentric circles which it alternately touches. If the latter limit is negative $\cos \alpha$ has no inferior limit. In this case the spiral always lies between two small circles on the sphere, one of which is exactly opposite the other.

If the axis considered is the axis of mean moment, $\cos ^{2} a$ must lie outside the same two limits as before. Both these are positive, but one is greater and the other less than unity. The spiral therefore lies between two small circles opposite each other.

In order that $d \lambda / d t$ may vanish we must have $G^{2} \cos ^{2} \alpha=A T$, but this by substituंtion makes $d a / d t$ imaginary. Thus $d \lambda / d t$ always keeps one sign. It is easy to see that if the initial conditions are such that $G^{2} / T$ is less than the moment of inertia about the axis which describes the spiral we are considering, the angular velocity will be greatest when the axis is nearest the invariable line and least when the axis is furthest. The reverse is the case if $G^{2} / T$ is greater than the moment of inertia.
179. Ex. 1. Let $O M$ be any straight line fixed in the body and passing through $O$ and let it cut the ellipsoid of gyration at $O$ in the point $M$. Let $O M^{\prime}$ be the perpendicular from $O$ on the tangent plane at $M$. If $O M=r, O M^{\prime}=p$, and if $i, i^{\prime}$ be the angles $O M, O M^{\prime}$ make with the invariable line $O L$, prove that

$$
\sin ^{2} i \frac{d j}{d t}=\frac{T}{G}-\frac{G}{m p r} \cos i \cos i^{\prime}
$$

where $j$ is the angle the plane LOM makes with some plane fixed in space passing through $O L$ and $m$ is the mass of the body. This follows from Art. 12.

Ex. 2. If $K L K^{\prime}$ be the conic traced out by the invariable line in the manner described in Art. 161, show that $\lambda=(T / G) t+($ angle $L A K)-($ vectorial area $L A K)$; where $\lambda$ is the angle described by the plane containing the invariable line and the principal axis $O A$.

Ex. 3. If we draw three straight lines $O A, O B, O C$ along the principal axes at the fixed point $O$ of equal lengths, the sum of the areas conserved by these lines on the invariable plane is proportional to the time. [Poinsot.]
R. D. II.

Ex. 4. If the lengths $O A, O B, O C$ be proportional to the radii of gyration about the axes respectively, the sum of the areas conserved by these lines on the invariable plane will also be proportional to the time. [Poinsot.]

## Motion of the body when two principal axes are equal.

180. Let the body be rotating with an angular velocity $\omega$ about an instantaneous axis $O I$. Let $O L$ be the perpendicular on the invariable plane. The momental ellipsoid is in this case a spheroid, the axis of which is the axis of unequal moment in the body. Let the equal moments of inertia be $A$ and $B$. From the symmetry of the figure it is evident that as the spheroid rolls on the invariable plane, the angles $L O C, L O I$ are constant, and the three axes $O I, O L, O C$ are always in one plane. Let the angles $L O C=\gamma, I O C=i$.

Following the same notation as in Art. 141, we have

$$
\begin{aligned}
\omega_{3} & =\omega \cos i, \omega_{1}^{2}+\omega_{2}^{2}=\omega^{2} \sin ^{2} i, \\
G^{2} & =\left(A^{2} \sin ^{2} i+C^{2} \cos ^{2} i\right) \omega^{2}, \\
T & =\left(A \sin ^{2} i+C \cos ^{2} i\right) \omega^{2} .
\end{aligned}
$$

We therefore have

$$
\cos \gamma=\frac{C \omega_{3}}{G}=\frac{C \cos i}{\sqrt{A^{2} \sin ^{2} i+C^{2} \cos ^{2} i}}
$$

This result may also be obtained as follows. In any conic if $i$ and $\gamma$ be the angles a central radius vector and the perpendicular on the tangent at its extremity make with the minor axis, and if $a, b$ be the semi-axes, then $\tan \gamma=\tan i . b^{2} / a^{2}$. Applying this to the momental spheroid, we have

$$
\tan \gamma=\frac{A}{C} \tan i .
$$

The angle $i$ being known from the initial conditions, the angle $\gamma$ can be found from cither of these expressions. The peculiarities of the motion will then be as follows.

The invariable line describes a right cone in the body whose axis is the axis of unequal moment, and whose semi-angle is $\gamma$.

The instantaneous axis describes a right cone in the body whose axis is the axis of unequal moment, and whose semi-angle is $i$.

The instantaneous axis describes a right cone in space, whose axis is the invariable line, and whose semi-angle is $i \sim \gamma$.

The axis of unequal moment describes a right cone in space whose axis is the invariable line, and whose semi-angle is $\gamma$.

The angular velocity of the body about the instantaneous axis varies as the radius vector of the spheroid, and is therefore constant.
181. To find the common angular velocity in space of the instantaneous axis and the axis of unequal moment round the invariable line.

Let $C$ be the extremity of the axis of figure of the momental ellipsoid, and let $\Omega$ be the rate at which the plane LOC is turning round $O L$. Let $C M, C N$ be perpendiculars on $O L$ and $O I$. Then since the body is turning round $O I$, the velocity of $C$ is $C^{\prime} N . \omega$. But this is also $C M . \Omega$. Since $C M=O C \sin \gamma$, $C N=O C \sin i$, we have at once

$$
\Omega \sin \gamma=\omega \sin i
$$

whence $\Omega$ can be found.
182. To find the common angular velocity in the body of the invariable line and the instantaneous axis round the axis of unequal moment.

Let $\Omega^{\prime}$ be the rate at which the plane LOC is turning round $O C$ in the body. Let $L M, L N$ be perpendiculars from any point $L$ in the invariable line on $O C$ and $O I$. Then since $O L$ is fixed in space and the body is turning round $O I$, the velocity of $L$ in the body is $L N . \omega$. But this is also $L M . \Omega^{\prime}$. Since $L M=O L \sin \gamma$; $L N=O L \sin (i-\gamma)$, we have at once

$$
\Omega^{\prime} \sin \gamma=\omega \sin (i-\gamma),
$$

whence $\Omega^{\prime}$ can be found.
183. Ex. 1. If a right circular cone whose altitude $a$ is double the radius of its base turn about its centre of gravity as a fixed point, and be originally set in motion about an axis inclined at an angle $\alpha$ to the axis of figure, the vertex of the cone will describe $a$ circle whose radius is $\frac{3}{4} a \sin a$. [Coll. Exam.]

Ex. 2. A circular plate revolves about its centre of gravity as a fixed point. If an angular velocity $\omega$ were originally impressed on it about an axis making an angle $a$ with its plane, a normal to the plane of the dise will make a revolution in space in a time $\tau$ given by $2 \pi / \tau=\omega \sqrt{1+3 \sin ^{2} a_{0}}$. [Coll. Exam.]

Ex. 3. A body which can turn freely about a fixed point at which two of the principal moments are equal and less than the third, is set in rotation about any axis. Owing to the resistance of the air and other causes, it is continually acted on by a retarding couple whose axis is the instantaneous axis of rotation and whose magnitude is proportional to the angular velocity. Show that the axis of rotation will continually tend to become coincident with the axis of unequal moment. In the case of the earth therefore, a near coincidence of the axis of rotation and axis of figure is not a proof that such coincidence has always held. [Astronomical Notices, March 8, 1867.]

$$
\text { Motion when } \mathrm{G}^{2}=\mathrm{BT} \text {. }
$$

184. The peculiarities of this case have been already alluded to in Art. 141. When the initial conditions are such that this

$$
7-2
$$

relation holds between the Vis Viva and the Momentum of the body the whole discussion of the motion becomes more simple*.

The fundamental equations of motion are

$$
\left.\begin{array}{r}
A \omega_{1}{ }^{2}+B \omega_{2}{ }^{2}+C \omega_{3}{ }^{2}=T \\
A^{2} \omega_{1}{ }^{2}+B^{2} \omega_{2}{ }^{2}+C^{2} \omega_{3}{ }^{2}=G^{2}=B T
\end{array}\right\} \cdots \cdots \cdot
$$

Solving these, we have

But

$$
\left.\begin{array}{c}
\omega_{1}{ }^{2}=\frac{B-C}{A-C} \cdot \frac{G^{2}-B^{2} \omega_{2}{ }^{2}}{A B}  \tag{2}\\
\omega_{3}{ }^{2}=\frac{A-B}{A-C} \cdot \frac{G^{2}-B^{2} \omega_{2}^{2}}{B C}
\end{array}\right\} \cdots \cdots \cdot .
$$

When the initial values of $\omega_{1}$ and $\omega_{3}$ have like signs, $(C-A) \omega_{1} \omega_{3}$ is negative and therefore $d \omega_{2} / d t$ must be negative, hence in this expression the upper or lower sign is to be used according as the initial values of $\omega_{1}, \omega_{3}$ have like or unlike signs.

$$
\therefore \frac{B^{2}}{G^{2}-B^{2} \omega_{2}^{2}} \frac{d \omega_{2}}{d t}=\mp \sqrt{\frac{(A-B)(B-C)}{A C}}
$$

If we put $\mp n$ for the right-hand side and integrate we have

$$
\frac{G+B \omega_{2}}{G-B \omega_{2}}=E \cdot e^{\mp \frac{2 G}{B} n t}, \quad \therefore \frac{B \omega_{2}}{G}=\frac{E \cdot e^{\frac{T^{2}}{B} n t}-1}{E \cdot e^{\mp \frac{2 G}{B} n t}+1}
$$

where $E$ is some undetermined constant. As $t$ increases indefinitely, $\omega_{2}$ approaches $\mp G / B$ as its limit and therefore by (2) $\omega_{1}$ and $\omega_{3}$ approach zero.

The conclusion is that the instantaneous axis ultimately approaches to coincidence with the mean axis of principal moment, but never actually coincides with it. It approaches the positive or negative end of the mean axis according as the initial value of $(C-A) \omega_{1} \omega_{8}$ is positive or negative.
185. To find what the cones traced out in the body by the invariable line and instantaneous axis become when $\mathrm{G}^{2}=\mathrm{BT}$.

Eliminating $\omega_{2}$ from the fundamental equations of the last Article we have $A(A-B) \omega_{1}{ }^{2}=C(B-C) \omega_{8}{ }^{2}$.

Taking the principal axes at the fixed point as axes of reference, the equations of the invariable line are $x / A \omega_{1}=y / B \omega_{2}=z / C \omega_{3}$.

[^8]Eliminating $\omega_{1}$ and $\omega_{3}$ the locus of the invariable line is one of the two planes

$$
\sqrt{\frac{A-B}{A}} x= \pm \sqrt{\frac{B-C}{C}} z
$$

The equations of the instantaneous axes are $x / \omega_{1}=y / \omega_{2}=\dot{z} / \omega_{3}$. Eliminating $\omega_{1}$ and $\omega_{3}$ the locus of the instantaneous axis is one of the two planes

$$
\sqrt{A(A-B)} x= \pm \sqrt{C(B-C)} z
$$

In these equations since $z / x$ follows the sign of $\omega_{3} / \omega_{1}$ the upper or lower sign is to be taken according as the initial values of $\omega_{1}, \omega_{3}$ have like or unlike signs. These planes pass through the mean axis, and are independent of the initial conditions except so far that $G^{2}=B T$.

The rolling and sliding cone is the reciprocal of that described by the invariable plane Art. 173, and is therefore the straight line perpendicular to that plane which is traced out by the invariable line.

Ex. 1. Show that the planes described by the invariable line coincide with the central circular sections of the ellipsoid of gyration and are perpendicular to the asymptotes of that focal conic of the momental ellipsoid which lies in the plane of the greatest and least moments.

Ex. 2. The planes described by the instantaneous axis are perpendicular to the umbilical diameters of the ellipsoid of gyration and are the diametral planes of the asymptotes of the focal conic in the momental ellipsoid.
186. The relations to each other of the several planes fixed in the body may be exhibited by the following figure. Let $A, B, C$ be the points in which the principal axes of the body cut a sphere whose centre is $O$, and radius unity. Let $B L K^{\prime}$, $B I J^{\prime}$ be the planes traced out by the invariable line and the instantaneous axis respectively. Then by the last Article

$$
\tan C K^{\prime}=\sqrt{\frac{A}{C} \cdot \frac{B-C}{A-B}}, \tan C J^{\prime}=\sqrt{\frac{C}{A} \cdot \frac{B-C}{A-B}} .
$$



Hence we fiud

$$
\tan K^{\prime} J^{\prime}=\tan L B I=\sqrt{\frac{(B-\bar{C})(A-B)}{A C}}
$$

This is the quantity which has been called $n$ in Art. 184.
Exactly as in Art. 163 the direction of motion of $L$ is perpendicular to $I L$ and hence the angle $I L B$ is a right angle. Thus the spherical triangle $I L B$ has one angle right, and another constant and independent of all initial conditions.

Exactly as in Art. 163, the velocity of $L$ along $L B$ is equal to $\omega \sin I L$ which, by Art. 147, is equal to $\tan I L . T / G$. But from the spherical triangle $I L B$ we have $n \sin B L=\tan I L$. If then we put as before $\beta=B L$, we have

$$
\frac{d \beta}{d t}= \pm \frac{T}{G} n \sin \beta .
$$

If the initial values of $\omega_{1}, \omega_{8}$ have the same sign, the body is turning round $I$ from $K^{\prime}$ to $B$. Hence, since $L$ is fixed in space, $B L$ is increasing and therefore the upper sign must be used in this figure. See also Art. 184.

We may also find an expression for $\beta$ in terms of the time. Since $\cos \beta=B \omega_{2} / G$ we have, by Art. 184,

$$
\frac{1+\cos \beta}{1-\cos \beta}=E e^{\mp \frac{2 G}{B} n t}, \quad \therefore \cot \frac{\beta}{2}=\sqrt{E} e^{\mp \frac{G}{B} n t}
$$


#### Abstract

Ex. Show that the eccentric line describes a great circle passing through $B$ and eutting $A C$ in some point $D^{\prime}$ where $\tan ^{2} C D^{\prime}=\tan C J^{\prime} \tan C K^{\prime}$. If $E$ be the intersection of the eccentric line with the sphere, show that the arcs $B E$ and $B L$ are always equal.


## 187. To find the motion of the body in space.

We have already seen that the motion is such that a plane fixed in the body, viz. the plane $B K^{\prime}$, contains a straight line fixed in space, viz. the invariable line OL. Since the body is brought from any position into the next by an angular velocity $\omega \cos I O L=T / G$ about $O L$, and an angular velocity $\omega \sin I O L$ about a perpendicular to $O L$, viz. $O H$, it follows that the plane fixed in the body turns round the line fixed in space with a uniform angular velocity $T / G$ or $G / B$. At the same time the plane moves so that the line fixed in space appears to describe the plane with a variable velocity $\omega \sin I O L$. If $\beta$ be the angle $B L$, this has been proved in the last Article to be $n \sin \beta T / G$.
188. The cone described by $O H$ in the body is the reciprocal cone of that described by $O L$, and from it we may deduce reciprocal theorems. The motion is therefore such that a straight line fixed in the body, viz. $O H$, describes a plane fixed in space, viz. the plane perpendicular to OL. The straight line moves along this plane with a uniform angular velocity equal to $T / G$ or
$G / B$, while the angular velocity of the body about this straight line is $\pm n \sin \beta G / B$.
189. The motion of the principal axes may be deduced from the general results given in Art. 176. But we may also proceed thus. Since the body is turning about $O I$, the point $B$ on the sphere is moving perpendicularly to the arc $I \beta$. Hence the tangent to the path of $B$ makes with $L B$ an angle which is the complement of the constant angle $I B L$. The path traced out by the axis of mean moment on a sphere whose centre is at $O$ is a rhumb line which cuts all the great circles through $L$ at an angle whose cotangent is $\pm n$.

## 190. To find the motion of the instantaneous axis in space.

This problem is the same as that considered in Art. 168. We may however deduce the result at once from Art. 187. The angle $I L B$ is always a right angle, it therefore follows that the angular velocity of $I$ round $L$ is the same as that of the arc $B L$ round $L$. But the angular velocity of the latter is constant and equal to $T / G$. If then $\phi$ be the angle the plane $L O I$ containing the instantaneous axis and the invariable line makes with some fixed plane passing through the invariable line, we have $\frac{d \phi}{d t}=\frac{T}{G}$.
191. To find the equation of the cone described by the instantaneous axis in space, we require a relation between $\zeta$ and $\phi$, where $\zeta$ is the arc $I L$ on the sphere. From the right-angled triangle $I L B$ we have $n \sin \beta=\tan \zeta$, and by Art. 186,

$$
\cot \frac{\beta}{2}=\sqrt{E} e e^{\mp \frac{G}{B} n t}
$$

Eliminating $\beta$, we shall have an expression for $\zeta$ in terms of $t$. We find $\frac{2 n}{\tan \zeta}=\cot \frac{\beta}{2}+\tan \frac{\beta}{2}=\sqrt{E} e^{\mp \frac{G}{B} n t}+\frac{1}{\sqrt{E}} e^{ \pm \frac{G}{B} n t}$.

By the last Article $\phi=(T / G) t+F$, where $F$ is some constant. Let us substitute for $t$ in terms of $\phi$, and let us choose the plane from which $\phi$ is measured so that $\sqrt{E e^{\mp n F}}=1$.

The equation to the cone traced out in space by the instantaneous axis is

$$
2 n \cot \zeta=e^{n \phi}+e^{-n \phi} .
$$

When $\phi=0$, we have $\tan \zeta=n$. Therefore the plane fixed in space from which $\phi$ is measured is the plane containing the axes of greatest and least moment at the instant when that plane contains the invariable line.

On tracing this cone, we see that it cuts a sphere whose centre is at the fixed point in a spiral curve. The branches determined by positive and negative values of $\phi$ are perfectly equal. As $\phi$ increases positively the radial arc $\zeta$ continually decreases, the
spiral therefore makes an infinite number of turns round the point $L$, the last turn being infinitely small.

Ex. In the herpolhode $\frac{2 m b}{r}=e^{m \theta}+e^{-m \theta}$, if the locus of the extremity of the polar subtangent of this curve be found and another curve be similarly generated from this locus, the curve thus obtained will be similar to the herpolhode. [Math. Tripos, 1863.]

## On Correlated and Contrarelated Bodies.

192. To compare the motions of different bodies acted on by initial couples whose planes are parallel.

Let $\alpha, \beta, \gamma$ be the angles the principal axes $O A, O B, O C$ of a body at the fixed point $O$ make with the invariable line $O L$. Then by Art. 144, Euler's equations may be put into the form

$$
\begin{equation*}
\frac{d \cos \alpha}{d t}+G\left(\frac{1}{B}-\frac{1}{C}\right) \cos \beta \cos \gamma=0 \tag{1}
\end{equation*}
$$

with two similar equations. Let $\lambda, \mu, \nu$ be the angles the planes $L O A, L O B, L O C$ make with any plane fixed in space, and passing through OL. 'Then

$$
\begin{equation*}
\sin ^{2} \alpha \frac{d \lambda}{d t}=\frac{T}{G T}-\frac{G \cos ^{2} \alpha}{A} \tag{2}
\end{equation*}
$$

with similar equations for $\mu$ and $\nu$.
If accented letters denote similar quantities for some other body, the corresponding equations will be

$$
\begin{gather*}
\frac{d \cos \alpha^{\prime}}{d t}+G^{\prime}\left(\frac{1}{B^{\prime}}-\frac{1}{C^{\prime}}\right) \cos \beta^{\prime} \cos \gamma^{\prime}=0 \ldots \ldots . .(3), \\
\sin ^{2} \alpha^{\prime} \frac{d \lambda^{\prime}}{d t}=\frac{T^{\prime}}{G^{\prime}}-\frac{G^{\prime} \cos ^{2} \alpha^{\prime}}{A^{\prime}} \ldots \ldots \ldots \ldots \ldots .(4) . \tag{4}
\end{gather*}
$$

If then the bodies are such that

$$
\begin{equation*}
G\left(\frac{1}{B}-\frac{1}{C}\right)=G^{\prime}\left(\frac{1}{B^{\prime}}-\frac{1}{C^{\prime}}\right), \& c .=\& c . \tag{5}
\end{equation*}
$$

the equations (1) to find $\alpha, \beta, \gamma$ are the same as the equations (3) to find $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$. Therefore if these two bodies be initially placed with their principal axes parallel and be set in motion by impulsive couples whose magnitudes are $G$ and $G^{\prime}$, and whose planes are parallel, then after the lapse of any time $t$ the principal axes of the two bodies will still be equally* inclined to the common axis of the couples.

[^9]The equations (5) may be put into the form

$$
\frac{G}{A}-\frac{G^{\prime}}{A^{\prime}}=\frac{G}{B}-\frac{G^{\prime}}{B^{\prime}}=\frac{G}{C}-\frac{G^{\prime}}{C^{\prime}} \ldots \ldots \ldots \ldots \ldots .
$$

Since by Art. 146 the Vis Viva is given by

$$
\frac{T}{G^{2}}=\frac{\cos ^{2} \alpha}{A}+\frac{\cos ^{2} \beta}{B}+\frac{\cos ^{2} \gamma}{C} \ldots \ldots \ldots \ldots \ldots(7)
$$

we see that each of the expressions in (6) is equal to $T / G-T^{\prime} / G^{\prime}$.
It immediately follows by subtracting equations (2) and (4) and dividing by $\sin ^{2} \alpha$ that

$$
\frac{d \lambda}{d t}-\frac{d \lambda^{\prime}}{d t}=\frac{T}{G}-\frac{T^{\prime}}{G^{\prime}},
$$

with similar equations for $\mu$ and $\nu$. Thus the two bodies being started as before with their principal axes parallel each to each, the parallelism of the principal axes may be restored by turning the body whose principal axes are $A^{\prime}, B^{\prime}, C^{\prime}$ about the common axis of the impulsive couples through an angle $\left(T / G-T^{\prime \prime} / G^{\prime}\right) t$ in the direction in which positive impulsive couples act*.
193. When the couples $G$ and $G^{\prime}$ are equal the condition (6) becomes

$$
\frac{1}{A}-\frac{1}{A^{\prime}}=\frac{1}{B}-\frac{1}{B^{\prime}}=\frac{1}{C}-\frac{1}{C^{\prime}}=\frac{T-T^{\prime}}{G^{2}}
$$

the bodies are then said to be correlated. If momental ellipsoids of the two bodies be taken so that the moment of inertia in each
two momental ellipsoids must have the same asymptotes to their hyperbolic focal conics. Also in order that the cones may be the same we must have

$$
\frac{\frac{1}{A}-\frac{T}{G^{2}}}{\frac{1}{A^{\prime}}-\frac{T^{\prime \prime}}{G^{\prime 2}}}=\frac{\frac{1}{B}-\frac{T}{G^{2}}}{\frac{1}{B^{\prime}}-\frac{T^{\prime}}{G^{\prime 2}}}=\frac{\frac{1}{C}-\frac{T}{G^{2}}}{\frac{1}{C^{\prime}}-\frac{T^{\prime}}{G^{\prime 2}}}
$$

If we put each of these equal to some quantity $r$, we easily find

$$
\frac{\frac{1}{A}-\frac{1}{B}}{\frac{1}{A^{\prime}}-\frac{1}{B^{\prime}}}=\frac{\frac{1}{B}-\frac{1}{C}}{\frac{1}{B^{\prime}}-\frac{1}{C^{\prime}}}=\frac{\frac{1}{C}-\frac{1}{A}}{\frac{1}{C^{\prime}}-\frac{1}{A^{\prime}}}=r
$$

If in the two bodies the angles between the principal axes and the axis of the couple are to be equal each to each at the same time, the equations (1) and (3) of Art. 192 show that we must have in addition $G^{\prime} / G=r$. This leads to the generalization of Prof. Sylvester's theory given in the text.

* Since the cones described by the invariable line in the two bodies are identical, their reciprocal cones, i.e. Poinsot's rolling and sliding cones, are also identical in the two bodies. Thus in the two bodies, the rolling motions of these cones are equal, but the sliding motions may be different. The sliding motions represent angular velocities about the invariable line respectively equal to $T / G$ and $T^{\prime} / G^{\prime}$.
Hence we have $\quad \frac{d \lambda}{d t}-\frac{d \lambda^{\prime}}{d t}=\frac{d \mu}{d t}-\frac{d \mu^{\prime}}{d t}=\frac{d \nu}{d t}-\frac{d \nu^{\prime}}{d t}=\frac{T}{\bar{G}}-\frac{T^{\prime}}{G^{\prime}}$.
This remark on the former note is due to Prof. Cayley.
bears the same ratio to the square of the reciprocal of the radius vector these ellipsoids are clearly confocal.

When the couples $G$ and $G^{\prime}$ are equal and opposite, the equation (6) becomes

$$
\frac{1}{A}+\frac{1}{A^{\prime}}=\frac{1}{B}+\frac{1}{B^{\prime}}=\frac{1}{C^{\prime}}+\frac{1}{C^{\prime}}=\frac{T+T^{\prime}}{G^{2}}
$$

and the bodies are said to be contrarelated.
194. To compare the angular velocities of the two bodies at any instant.

Let $\omega$ be the angular velocity of one body at any instant, then following the usual notation we have

$$
\omega^{2}=\omega_{1}^{2}+\omega_{2}^{2}+\omega_{3}^{2}=G^{2}\left(\frac{\cos ^{2} \alpha}{A^{2}}+\frac{\cos ^{2} \beta}{B^{2}}+\frac{\cos ^{2} \gamma}{C^{2}}\right)
$$

If the same letters accented denote similar quantities for the other body

$$
\omega^{\prime 2}=G^{\prime 2}\left(\frac{\cos ^{2} \alpha}{A^{\prime 2}}+\frac{\cos ^{2} \beta}{B^{\prime 2}}+\frac{\cos ^{2} \gamma}{C^{\prime 2}}\right)
$$

But remembering the condition (6) these give

$$
\omega^{2}-\omega^{\prime 2}=\left(\frac{T}{G}-\frac{T^{\prime}}{G^{\prime}}\right)\left[\cos ^{2} \alpha\left(\frac{G}{A}+\frac{G^{\prime}}{A^{\prime}}\right)+\cos ^{2} \beta\left(\frac{G}{B}+\frac{G^{\prime}}{B^{\prime}}\right)+\cos ^{2} \gamma\left(\frac{G}{C}+\frac{G^{\prime}}{C^{\prime}}\right)\right] .
$$

By referring to (7) the quantity in square brackets is easily seen to be $T / G+T^{\prime} / G^{\prime}$,

$$
\therefore \quad \omega^{2}-\omega^{\prime 2}=\frac{T^{\prime 2}}{G^{2}}-\frac{T^{\prime 2} *}{G^{\prime 2}}
$$

195. Ex. If two bodies be so related that their ellipsoids of gyration are confocal, and be initially so placed that the angles ( $a, \beta, \gamma$ ) $\left(a^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)$ their principal axes make with the invariable line of each are connected by the equations

$$
\frac{\cos a}{\sqrt{A}}=\frac{\cos a^{\prime}}{\sqrt{A^{\prime}}}, \frac{\cos \beta}{\sqrt{\bar{B}}}=\frac{\cos \beta^{\prime}}{\sqrt{B^{\prime}}}, \frac{\cos \gamma}{\sqrt{C}}=\frac{\cos \gamma^{\prime}}{\sqrt{C^{\prime}}}
$$

and if these bodies be set in motion by two impulsive couples $G, G^{\prime}$ respectively proportional to $\sqrt{A B C}$ and $\sqrt{A^{\prime} B^{\prime} C^{\prime}}$, then the above relations will always hold between the angles $(a, \beta, \gamma)\left(a^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)$. If $p$ and $p^{\prime}$ be the reciprocals of $d \lambda / d t$ and $d \lambda^{\prime} / d t$, then $G p-G^{\prime} p^{\prime}$ will be constant throughout the motion, where $\lambda, \lambda^{\prime}, \& c$., are the angles the planes $L O A, L^{\prime} O^{\prime} A^{\prime}$ make at the time $t$ with their positions at the time $t=0$.

[^10]196. Sylvester's measure of the time. When a body turns about a fixed point its motion in space is represented by making its momental ellipsoid roll on a fixed plane. This gives no representation of the time occupied by the body in passing from any position to any other. The preceding Articles will enable us to supply this defect.

To give distinctness to our ideas let us suppose the momental ellipsoid to be rolling on a horizontal plane underneath the fixed point $O$, and that the instantaneous axis $O I$ is describing a polhode about the axis of $A$. Let us now remove that half of the ellipsoid which is bounded by the plane of $B C$, and which does not touch the fixed plane. Let us replace this half by the half of another smaller ellipsoid which is confocal with the first. Let a plane be drawn parallel to the invariable plane to touch this ellipsoid in $I^{\prime}$ and suppose this plane also to be fixed in space. These two semi-ellipsoids may be considered as the momental ellipsoids of two correlated bodies. If they were not attached to each other and were free to move without interference, each would roll, the one on the fixed plane which touches at $I$, and the other on that which touches at $I^{\prime}$. By Arts. 192 and 193 the upper ellipsoid (being the smallest) may be brought into parallelism with the lower by a rotation $G t\left(1 / A-1 / A^{\prime}\right)$ about the invariable line. If then the upper plane on which the upper ellipsoid rolls be made to turn round the invariable line as a fixed axis with an angular velocity $G\left(1 / A-1 / A^{\prime}\right)$, the two ellipsoids will always be in a state of parallelism, and may be supposed to be rigidly attached to each other.

Suppose then the upper tangent plane to be perfectly rough and capable of turning in a horizontal plane about a vertical axis which passes through the fixed point. As the nucleus is made to roll with the under part of its surface on the fixed plane below, the friction between the upper surface and the plane will cause the latter* to rotate about its axis. Then the time elapsed will be in a constant ratio to this motion of rotation, which may be measured off on an absolutely fixed dial face immediately over the rotating plane.
197. The preceding theory, so far as it relates to correlated and contrarelated bodies, is taken from a memoir by Prof. Sylvester in the Philosophical Transactions for 1866. He proceeds to investigate in what cases the upper ellipsoid may be reduced to a

[^11]disc. It appears that there are always two such discs and no more, except in the case of two of the principal moments being equal, when the solution becomes unique. Of these two discs one is correlated and the other contrarelated to the given body, and they will be respectively perpendicular to the axes of greatest and least moments of inertia.
198. Poinsot's measure of the time. Poinsot has shown that the motion of the body may be constructed by a cone fixed in the body rolling on a plane which turns uniformly round the invariable line. If, as in the preceding theory, we suppose the plane rough, and to be turned by the cone as it rolls on the plane, the angle turned through by the plane will measure the time elapsed.

## The Sphero-Conic or Spherical Ellipse.

199. The following properties of a sphero-conic will be found useful in connexion with the theorems of Art. 157. They appear to be new. The curve is represented by the line $D E D^{\prime} E^{\prime}$. As before, the eye is supposed to be situated in the radius through $A$, viewing the sphere from a considerable distance. The three principal planes of the cone intersect the sphere in the three quadrants $A B, B C, C A$, and any one of the three points $A, B, C$ might be called the centre. The arcs $A D$ and $A E$ are represented by $a$ and $b$.

The letters are not always the same as those used in the dynamical applications of the curve, but have been chosen to agree as far as possible with those usually employed in plane conics. In this way the analogy between the plane and the spherical ellipse will be made more apparent.


1. Equation to the conic. Draw the aro $P N$ perpendicular to $A D$ and let $P N=y, A N=x$. Let $N P$ produced cut the small circle described on $D D^{\prime}$ as diameter in $P^{\prime}$, let $N P^{\prime}$ be called the eccentric ordinate and be represented by $y^{\prime}$. We then have $\quad \tan y=$ constant $=\frac{\tan b}{\tan a}, \quad \cos a=\cos y^{\prime} \cos x$.
2. The projection of the normal $P G$ on the focal radius vector $S P$, i. e. $P L$, is constant and equal to half the latus rectum. Also $\frac{\tan G L}{\sin P N}=$ constant.

If $2 l$ be the latus rectum, then $\tan l=\frac{\tan ^{2} b}{\tan a}$.
3. If $Q A F$ be an arc cutting $P G$ at right angles, $Q A$ may be called the semiconjugate of $A P$. Then $\quad \tan P G \cdot \tan P F=\tan ^{2} b$.
4. The length $P K$.cut off the focal radius vector by the conjugate diameter is constant and equal to $a$. This follows from (2) and (3).
5. If $1-e^{2}=\frac{\sin ^{2} b}{\sin ^{2} a}$, e may be called the eccentricity of the sphero-conic. Then $\tan A G=e^{2} \tan A N$.
6. Also $S$ being a focus $S E=H E=a$, and $\tan S A=e \tan a$

$$
\tan (S P-a)=e \tan A N
$$

7. Polar equations to the conic

$$
\frac{\tan l}{\tan S P}=1-\frac{e}{\cos ^{2} b} \cos P \hat{S} A . \quad \frac{\sin ^{2} b}{\sin ^{2} A P}=1-e^{2} \cos ^{2} P A D
$$

8. If $\rho$ be the radius of curvature at $P$, then $\tan \rho=\frac{\tan ^{3} n}{\tan ^{2} l}$.
9. Regarding $A P, A Q$ as conjugate semi-diameters, defined as above,

$$
\left.\begin{array}{l}
\sin ^{2} A P+\sin ^{2} A Q=\sin ^{2} a+\sin ^{2} b \\
\sin A Q \cdot \sin P F=\sin a \cdot \sin b
\end{array}\right\} . \quad \tan P A D \cdot \tan Q A D=-\frac{\sin ^{2} b}{\sin ^{2} a}
$$

10. If $p$ be the perpendicular from the centre $A$ on the tangent at $P$,

$$
\frac{\tan ^{2} a \tan ^{2} b}{\tan ^{2} p}=\tan ^{2} a+\tan ^{2} b-\tan ^{2} A P
$$

11. Also $\tan ^{2} P G-\tan ^{2} l=\frac{e^{2}}{\cos ^{4} b} \sin ^{2} P N$. $\quad \frac{\tan ^{2} P G}{\sin S P \cdot \sin H P}=\frac{\tan ^{2} b}{\sin ^{2} a}$.
12. 

$$
\left.\begin{array}{r}
\sin ^{2} a-\sin ^{2} A P \\
=\sin ^{2} A Q-\sin ^{2} b
\end{array}\right\}=\frac{e^{2}}{1-e^{2}} \sin ^{2} P N .
$$

Cor.

$$
\tan ^{2} P G=\frac{\tan ^{2} b}{\cos ^{2} b \sin ^{2} a}\left(\cos ^{2} A P-\cos ^{2} a \cos ^{2} b\right)
$$

If $\sin A M=\sin A M^{\prime}=\frac{\sin b}{\sin a}$, the planes of the arcs $B M$ and $B M^{\prime}$ are parallel to the circular sections of the cone. Some of the properties of these ares resemble those of asymptotes when $B$ is regarded as the centre of the conic. The properties which connect the sphero-conic with the arcs $B M$ and $B M^{\prime}$ will be found in Dr Salmon's Solid Geometry.

Many other properties of sphero-conics will also be found in Dr Frost's Solid Geometry.

## EXAMPLES*.

1. A right cone the base of which is an ellipse is supported at $G$ the centre of gravity, and has a motion communicated to it about an axis through $G$ perpendicular to the line joining $G$, and the extremity $B$ of the axis minor of the base, and in the plane through $B$ and the axis of the cone. Determine the position of the invariable plane.
[^12]Result. The normal to the invariable plane lies in the plane passing through the axis of the cone and the axis of instantaneous rotation, and makes an angle, whose tangent is $h\left(h^{2}+4 a^{2}\right) / 16 b\left(a^{2}+b^{2}\right)$.
2. A spheroid has a particle of mass $m$ fastened at each extremity of the axis of revolution, and the centre of gravity is fixed. If the body be set rotating about any axis, show that the spheroid will roll on a fixed plane during the motion provided $m / M=\frac{1}{10}\left(1-a^{2} / c^{2}\right)$, where $M$ is the mass of the spheroid, $a$ and $c$ are the axes of the generating ellipse, $c$ being the axis of figure.
3. A lamina of any form rotating with an angular velocity $a$ about an axis through its centre of gravity perpendicular to its plane has an angular velocity $a(B+C)^{\frac{1}{2}} /(B-C)^{\frac{1}{2}}$ impressed upon it about its principal axis of least moment, $A, B, C$ being arranged in descending order of magnitude : show that at any time $t$ the angular velocities about the principal axes are respectively

$$
\frac{2 a}{e^{a t}+e^{-a t}},-\sqrt{\frac{B+C}{B-C}} a \frac{e^{a t}-e^{-a t}}{e^{a t}+e^{-a t}} \text { and } \sqrt{\frac{B+C}{B-C}} \frac{2 \alpha}{e^{a t}+e^{-a t}},
$$

and that it will ultimately revolve about the axis of mean moment.
4. A rigid body not acted on by any forces is in motion about its centre of gravity: prove that if the instantaneous axis be at any moment situated in the plane of contact of either of the right circular cylinders described about the central ellipsoid, it will be so throughout the motion.

If $a, b, c$ be the semi-axes of the central ellipsoid, arranged in descending order of magnitude, $e_{1}, e_{2}, e_{3}$ the eccentricities of its principal sections, $\Omega_{1}, \Omega_{2}, \Omega_{3}$ the initial component angular velocities of the body about its principal axes, prove that the condition that the instantaneous axis should be situated in the plane above described is $\Omega_{1} / e_{1}=\left(a b / c^{2}\right)\left(\Omega_{3} / e_{3}\right)$.
5. A rigid lamina not acted on by any forces has one point fixed about which it can turn freely. It is started about a line in the plane of the lamina the moment of inertia about which is $Q$. Show that the ratio of the greatest to the least angular velocity is $\sqrt{A+B}: \sqrt{B+Q}$, where $A, B$ are the principal moments of inertia about axes in the plane of the lamina.
6. If the earth were a rigid body acted on by no forces rotating about a diameter which is not a principal axis, show that the latitudes of places would vary and that the values would recur whenever $\sqrt{\overline{A-B}} \sqrt{A-C} \int \omega_{1} d t$ is a multiple of $2 \pi \sqrt{\overline{B C}}$. If a man were to lie down when his latitude is a minimum and to rise when it becomes a maximum, show that he would increase the vis viva, and so cause the pole of the earth to travel from the axis of greatest moment of inertia towards that of least moment of inertia.
7. If $d \theta$ be the angle between two consecutive positions of the instantaneous axis, prove that $\omega^{2}\left(\frac{d \theta}{d t}\right)^{2}=\left(\frac{d \omega_{1}}{d t}\right)^{2}+\left(\frac{d \omega_{2}}{d t}\right)^{2}+\left(\frac{d \omega_{3}}{d t}\right)^{2}-\left(\frac{d \omega}{d t}\right)^{2}$.
8. If $n$ be the angular velocity of the plane through the invariable line and the instantaneous axis about the invariable line and $\lambda$ the component angular velocity of the body about the invariable line, prove that

$$
\left(\frac{1}{2} \frac{d n}{d t}\right)^{2}+(n-\lambda)\left(n-\frac{G}{A}\right) \cdot\left(n-\frac{G}{B}\right)\left(n-\frac{G}{C}\right)=0
$$

9. If a body move in any manner, and all the forces pass through the centre of gravity, prove that $\frac{d\left(\omega^{2}\right)}{d t}+2 \frac{d}{d t}\left(\log \omega_{1}\right) \frac{d}{d t}\left(\log \omega_{2}\right) \frac{d}{d t}\left(\log \omega_{3}\right)=0$, where $\omega_{1}, \omega_{2}, \omega_{3}$ are the angular velocities about the principal axes at the centre of gravity, and $\omega$ is the resultant angular velocity.

## CHAPTER V.

## MOTION OF A BODY UNDER ANY FORCES.

200. In this Chapter it is proposed to discuss some cases of the motion of a rigid body in three dimensions as examples of the processes explained in Chapter I. The reader will find it an instructive exercise to attempt their solution by other methods; for example, the equations of Lagrange might be applied with advantage in some cases.

In each section of the Chapter the general method of proceeding will first be explained and a number of examples will then be considered. These have been chosen as being apparently the most interesting cases of the motion of a body which occur. But of course all the results obtained are not equally valuable. Besides this, some of the processes are only slight variations of those which have been already explained. Accordingly it has not been thought necessary in every case to give the whole of the algebraical work. The plan of the solution is sketched more or less fully and the results are stated. It is believed that the reader will be able to supply the omitted steps for himself. The student will find his interest in the subject greatly increased if, after reading the first few articles in each section, he will attack the problems which follow in his own way. He may then profitably compare his results with the solutions here sketched out.

## Motion of a Top.

201. A body two of whose principal moments at the centre of gravity are equal moves about some fuxed point O in the axis of unequal moment under the action of gravity. Determine the motion*.

To give distinctness to our ideas we may consider the body to be a top spinning on a perfectly rough horizontal plane.

Let the axis $O Z$ be vertical. Let the axis of unequal moment at the centre of gravity be the axis $O C$ and let this be called the axis of the body. Let $h$ be the distance of the centre of gravity $G$ of the body from the fixed point $O$ and let the mass of the body be taken as unity. Let $O A$ be that principal axis

[^13]at $O$ which lies in the plane $Z O C, O B$ the principal axis perpendicular to this plane.

If we take moments about the axis $O C$ we have by Euler's equations (Vol. I. Chap. v.),

$$
C \frac{d \omega_{3}}{d t}-(A-B) \omega_{1} \omega_{2}=N
$$

But in our case $A=B$, and since the centre of gravity lies in the axis $O C$, we have $N=0$. Hence $\omega_{3}$ is constant and equal to its initial value. Let this be called $n$.

Let us measure along the axis $O C$ in the direction $O G$ a length $O P=A / h$. Then, by Vol. I. Chap. III., $P$ is the centre* of oscillation of the body. This length we shall call $l$. Let $\theta$ be the inclination of the axis $O C$ to the vertical, $\psi$ the angle the plane $Z O C$ makes with some plane fixed in space passing through OZ. Then by the same reasoning as in Euler's geometrical equations (Vol. I. Chap. v.) we find that the velocities of $P$ resolved

$$
\left.\begin{array}{r}
\text { perpendicular to plane } Z O C=-l \omega_{1}=l \sin \theta d \psi / d t \\
\text { parallel to plane } Z O C=l \omega_{2}=l d \theta / d t
\end{array}\right\} \ldots(1) .
$$



It is clear that the moment of the momentum about OZ will be constant throughout the motion. Since the directioncosines of $O Z$ referred to $O A, O B, O C$ are $-\sin \theta, 0$ and $\cos \theta$, this principle gives

$$
\begin{equation*}
-A \omega_{1} \sin \theta+C n \cos \theta=E . . \tag{2}
\end{equation*}
$$

where $E$ is some constant depending on the initial conditions, and whose value may be found from this equation by substituting the initial values of $\omega_{1}$, and $\theta$.

The equation of Vis Viva gives

$$
\begin{equation*}
A\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+C n^{2}=F-2 g h \cos \theta \tag{3}
\end{equation*}
$$

- To avoid confusion in the figure, the body, which is represented by a top, is drawn smaller than it should be.
where $F$ is some constant, whose value may be found by substituting in this equation the initial values of $\omega_{1}, \omega_{2}$, and $\theta^{*}$.

202. Motion of the centre of Oscillation. Let us measure along the vertical $O Z$, in the direction opposite to gravity as the positive direction, two lengths $O U=E l / C n, O V=l\left(F-C n^{2}\right) / 2 g h$. These lengths we shall write briefly $O U=a$, and $O V=b$. Draw through $U$ and $V$ two horizontal planes, and let the vertical through $P$ intersect these planes in $M$ and $N$. Then the equations (2) and (3) give by ( 1 ), transverse velocity of $P=(C n / h) \tan P U M$

$$
\begin{equation*}
(\text { velocity of } P)^{2}=2 g P N \tag{4}
\end{equation*}
$$

Thus the resultant velocity of P is that due to the depth of P below the horizontal plane through V , and the velocity of P resolved perpendicular to the plane ZOP is proportional to the tangent of the angle PU makes with a horizontal plane.

It appears from this last result that when $P$ is below the horizontal plane through $U$, the plane $P O V$ turns round the vertical in the same direction as the body turns round its axis, i.e. according to the usual rule, $O V$ and $O P$ are the positive directions of the axes of rotation. When $P$ passes above the horizontal plane through $U$, the plane POV turns round the vertical in the opposite direction. If $P$ be below both the horizontal planes through $O$ and $U$ these results are still true, but if a top is viewed from above, the axis will appear to turn round the vertical in the direction opposite to the rotation of the top. In all the cases in which $P$ is below the plane $U M$ the lowest point of the rim of the top moves round the vertical in the same direction as the axis of the top.

If we substitute for $\omega_{1}, \omega_{2}, E$ and $F$ in (2) and (3) their values, we easily obtain

$$
\left.\begin{array}{c}
h l \sin ^{2} \theta \frac{d \psi}{d t}+C n \cos \theta=C n \frac{a}{l}  \tag{6}\\
l^{2}\left\{\left(\frac{d \theta}{d t}\right)^{2}+\sin ^{2} \theta\left(\frac{d \psi}{d t}\right)^{2}\right\}=2 g(b-l \cos \theta)
\end{array}\right\}
$$

These equations give in a convenient analytical form the whole motion. We see from the last equation, what is indeed obvious otherwise, that $b-l \cos \theta$ is always positive. The horizontal plane through $V$ is therefore above the initial position of $P$ and remains above $P$ throughout the whole motion.

Ex. 1. If $\omega$ be the resultant angular velocity of the body and $v$ the velocity of $P$ show that $\omega^{2}=n^{2}+(v / l)^{2}$.

Ex. 2. Show that the cosine of the inclination of the instantaneous axis to the vertical is $\{E+(A-C) n \cos \theta\} / A \omega$.

[^14]203. Rise and Fall of a Top. As the axis of the body goes round the vertical its inclination to the vertical is continually changing. These changes may be found by eliminating $d \psi / d t$ between the equation (6). We thus obtain
\[

$$
\begin{equation*}
\left(l \frac{d \theta}{d t}\right)^{2}=2 g(b-l \cos \theta)-\frac{C^{2} n^{2}}{h^{2}}\left(\frac{a-l \cos \theta}{l \sin \theta}\right)^{2} \tag{7}
\end{equation*}
$$

\]

It appears from this equation that $\theta$ can never vanish unless $a=l$, for in any other case the right-hand side of this equation would become infinite. This may be proved otherwise. Since $a / l$ is equal to the ratio of the angular momentum about the vertical to that about the axis of the body, it is clear the axis could not become vertical unless the ratio is unity.

Suppose the body to be set in motion in any way with its axis at an-inclination $i$ to the vertical. The axis will begin to approach or to fall away from the vertical according as the initial value of $d \theta / d t$ or $\omega_{2}$ is negative or positive. The axis will then oscillate between two limiting angles given by the equation

$$
\begin{equation*}
0=2 g h^{2} l^{2}(b-l \cos \theta)\left(1-\cos ^{2} \theta\right)-C^{2} n^{2}(a-l \cos \theta)^{2} \ldots \ldots \tag{8}
\end{equation*}
$$

This is a cubic equation to determine $\cos \theta$. It will be necessary to examine its roots. When $\cos \theta=-1$ the right-hand side is negative ; when $\cos \theta=\cos i$, since the initial value of $(d \theta / d t)^{2}$ is essentially positive, the right-hand side is either zero or positive ; hence the equation has one real root between $\cos \theta=-1$ and $\cos \theta=\cos i$. Again, the right-hand side is negative when $\cos \theta=+1$ and positive when $\cos \theta=\infty$. Hence there is another real root between $\cos \theta=\cos i$, and $\cos \theta=1$, and a third root greater than unity. I'his last root is inadmissible.
204. These limits may be conveniently expressed geometrically. The equation (7) may evidently be written in the form

$$
\begin{equation*}
\left(l \frac{d \theta}{d t}\right)^{2}=2 g \cdot P N-\frac{C^{2} n^{2}}{h^{2}} \cdot\left(\frac{P M}{U M}\right)^{2} \ldots \tag{9}
\end{equation*}
$$

Describe a parabola with its vertex at $U$, its axis vertically downwards and its latus rectum equal to $C^{2} n^{2} / 2 g h^{2}$. Let the vertical PMN cut this parabola in $R$, we then have

$$
\begin{equation*}
\frac{2 g}{(l d \theta \mid d t)^{2}-2 g \overline{M N}}=\frac{1}{P M}+\frac{1}{P R} \ldots \tag{10}
\end{equation*}
$$

The point $P$ oscillates between the two positions in which the harmonic mean of $P M$ and $P R$ is equal to $-2 . M N$. In the figure $V$ is drawn above $U$, and in this case one of the limits of $P$ is above $U M$, and the other below the parabola. If we take $U$ as origin and $U O$ as the axis of $x$, we have $P M=x, U M=y$. Let $2 p l$ be the latus rectum of the parabola, and $U V=c$, then the axis of the body oscillates between the two positions in which $P$ lies on the cubic curve

$$
\begin{equation*}
y^{2}(x+c)=2 p l x^{2} \tag{11}
\end{equation*}
$$

When $c$ is positive, i.e when $V$ is above $U$, the form of the curve is indicated in the figure by the dotted line. The tangents at $U$ cut each other at a finite angle and the tangent of the angle either makes with the vertieal is $(2 p l / c)^{\frac{3}{2}}$. When $c$ is negative the curve has two branches, one on each side of the vertical, with a conjugate point at the origin. It is clear from what precedes that the upper
branch will lie above, and the lower branch below, the initial position of $P$, and that $P$ must always lie between the two branches.
205. In the case of a top, the initial motion is generally given by a rotation $n$ about the axis. We have initially $\omega_{1}=0, \omega_{2}=0$, and therefore by (2) and (3) $E=C n \cos i$, and $F-C n^{2}=2 g h \cos i$. This gives $a=b=l \cos i$. Putting $C^{2} n^{2} / 2 g h^{2}=2 p l$, as before, the roots of equation (8) are $\cos \theta=\cos i$, and $\cos \theta=p-\sqrt{1-2 p \cos i+p^{2}}$. The value $\cos \theta=p+\sqrt{1-2 p \cos i+p^{2}}$ is always greater than unity, for it is clearly decreased by putting unity for $\cos i$, and its value is then not less than unity. The axis of the body will therefore oscillate between the values of $\theta$ just found.

Since $a=b$, the horizontal planes through $U$ and $V$ coincide, and $c=0$. The cubic curve which determines the limits of oscillation, becomes the parabola UR and the straight line $U M$. The axis of the body will then oscillate between the two positions in which $P$ lies on the horizontal through $U$ and on the parabola.

Generally the angular velocity $n$ about the axis of figure is very great. In this case $p$ is very great, and if we reject the squares of $1 / p$ we see that $\cos \theta$ will vary between the limits $\cos i$ and $\cos i-\sin ^{2} i . / 2 p$.

If the initial value of $i$ is zero, we see that the two limits of $\cos i$ are the same. The axis of the body will therefore remain vertical.
206. Examples. Ex. 1. When the limiting angles between which $\theta$ varies are equal to each other, so that $\theta$ is constant throughout the motion and equal to $\alpha$, show that $\tan ^{2} \phi-\tan \phi \tan \alpha+\tan ^{2} \alpha \cos \alpha / 4 p=0$, where $\phi$ is the angle PUM.

Ex. 2. A top is set in motion on a smooth horizontal plane with an initial resultant angular velocity about its axis of figure. Show that the path traced out by the apex on the horizontal plane lies between two circles, one of which it touches and the other it cuts at right angles. [M. Finck, Nouvelles Annales de Mathématiques, Tom. Ix. 1850.]

Ex. 3. Show that the vertical pressure of a top on the ground is greater than its weight by $\frac{1}{2} h \frac{d}{d \cos \theta}\left(\sin \theta \frac{d \theta}{d t}\right)^{2}$. Hence by equation (7) of Art. 203 show that $R$ is a quadratic function of $\cos \theta$ with constant coefficients.
207. Precession and Nutation of a Top. A body, two of whose principal moments at the centre of gravity G are equal, turns about a fixed point O in the axis of unequal moment under the action of gravity. The axis OG being inclined to the vertical at an angle a, and revolving about it with a uniform angular velocity, find the condition that the motion may be steady, and the time of a small oscillation.

The equations (2) and (3) of Art. 201 contain the solution of this problem. But if we use the equation of Vis Viva in the form (3) we shall have to take into account the squares of small quantities. It will be found more convenient to replace it by one of the equations of the second order from which it has been derived. The simplest method of obtaining this equation is to use Lagrange's Rule as given in Vol. I. Chap. viri. We thus obtain

$$
\begin{equation*}
A \frac{d^{2} \theta}{d t^{2}}-A \cos \theta \sin \theta\left(\frac{d \psi}{d t}\right)^{2}+C n \sin \theta \frac{d \psi}{d t}=g h \sin \theta . \tag{12}
\end{equation*}
$$

This equation might also have been obtained by differentiating both (2) and (3) and eliminating $d^{2} \psi / d t^{2}$.

When the motion is steady both $\theta$ and $d \psi / d t$ are constants. Let $\theta=\alpha, d \psi / d t=\mu$, then the equation (2) only determines the constant $E$ and (12) becomes

$$
\begin{equation*}
\sin \alpha\left(-A \cos \alpha \mu^{2}+C n \mu-g h\right)=0 \tag{13}
\end{equation*}
$$

This indicates two possible states of steady motion, one in which $\alpha=0$ or $\pi$, and the other in which

$$
\begin{equation*}
\mu=\frac{C n \pm \sqrt{C^{2} n^{2}-4 g h A \cos a}}{2 d \cos \alpha} \tag{14}
\end{equation*}
$$

a relation which does not necessarily hold when $a=0$ or $\pi$.
In the former of these two motions the axis of the body will oscillate about the vertical and $d \psi / d t$ will not be small or nearly constant. It will therefore be more convenient to discuss the oscillations about this state of steady motion with other co-ordinates than $\theta$ and $\psi$.

In the latter of these two motions, if the centre of gravity of the body be above the horizontal plane through the fixed point $O, h \cos a$ will be positive. In this case the angular velocity $n$ of the top round its axis of figure must be sufficiently great to make the quantity under the radical positive. We must therefore have $n^{2}$ not less than $4 g h A \cos a / C^{2}$.

When $a$ and $n$ are given we can make the body move with either of these two values of $\mu$ by giving the proper initial angular velocities to the body. By equations (1) we see that the conditions of steady motion are $\omega_{1}=-\mu \sin \alpha, \omega_{2}=0$. When a top is set in motion by unwinding a string from the axis, the value of $n$ is very great while the initial values of $\omega_{1}$ and $\omega_{2}$ are zero. The steady motion about which the top makes small oscillations will therefore have $\mu$ small. Hence the radical in (14) will have the negative sign. We have therefore very nearly $\mu=g h / C n$.
208. To find the small oscillation. Let $\theta=a+\theta^{\prime}$, and $d \psi \mid d t=\mu+d \psi / d t$, where $\theta^{\prime}$ and $d \psi^{\prime} \mid d t$ are small quantities whose squares are to be neglected. Let $a$ and $\mu$ be such that they contain the whole of the constant parts of $\theta$ and $d \psi / d t$, so that $\theta^{\prime}$ and $d \psi / d t$ contain only trigonometrical terms. Then when we substitute these values in equations (2) and (12), the constant parts must vanish of themselves. The equations thus obtained determine $E$ and $\mu$, and show that their values are the same as those determined when the motion is steady. The variable parts of the two equations become, after writing for $C n$ its value obtained from (13),

$$
\left.\begin{array}{l}
A \mu \sin a \frac{d \psi^{\prime}}{d t}-\left(g h-A \mu^{2} \cos a\right) \theta^{\prime}=0 \\
A \mu \frac{d^{2} \theta^{\prime}}{d t^{2}}+\sin a\left(g h-A \mu^{2} \cos a\right) \frac{d \psi^{\prime}}{d t}+\mu^{3} A \sin ^{2} a \theta^{\prime}=0
\end{array}\right\}
$$

To solve these, put $\theta^{\prime}=F \sin (p t+f)$, and $\psi^{\prime}=G \cos (p t+f)$.
Substituting, we have

$$
\left.\begin{array}{rl}
-A \mu \sin \alpha \cdot p G & =\left(g h-A \mu^{2} \cos \alpha\right) F \\
\left(A \mu p^{2}-\mu^{3} A \sin ^{2} \alpha\right) F & =-\left(g h-A \mu^{2} \cos \alpha\right) \sin \alpha \cdot G p
\end{array}\right\} .
$$

Multiplying these equations together, we have

$$
p^{2}=\frac{A^{2} \mu^{4}-2 g h A \cos \alpha \mu^{2}+g^{2} h^{2}}{A^{2} \mu^{2}},
$$

and the required time is $2 \pi / p^{*}$. It is evident that $p^{2}$ is always positive, and therefore both the values of $\mu$ given by (14) correspond to stable motions.

[^15]It is to be observed that this investigation does not apply if $\alpha$ be very small, for in that case some of the terms rejected are of the same order of magnitude as those retained. A different mode of investigation is therefore required, this case will be considered in Art. 212.
209. We may also determine the steady motion very simply by another process, which will be found useful when we come to consider Precession and Nutation. Let $O C$ be the axis of the body, $O I$ the instantaneous axis of rotation, $O Z$ the vertical. Then when the motion is steady, these three must be in one vertical plane which revolves about $O Z$ with a uniform angular velocity $\mu$. Let $\omega$ be the angular velocity about $O I$, then $\omega \cos I C=n$. Let $O B$ be the horizontal axis about which gravity tends to turn the body, then $O B$ is perpendicular to the plane $Z O C$.

Since gravity generates an angular velocity $(g h \sin a / A) d t$ in the time $d t$ about $O B$, therefore by the parallelogram of angular velocities, the instantaneous axis $O I$ has moved in the time $d t$ through an angle $(g h \sin a / A \omega) d t$ in a plane perpendicular to the plane $Z O I$. Hence the angular velocity of $I$ round $Z$ due to the action of the forces is $\frac{d \psi_{1}}{d t}=\frac{g h \sin a}{A \omega} \cdot \frac{1}{\sin 1 Z}$.

Also, since the angular velocity of the body about $O B$ is zero, the moments of the centrifugal forces about the axes $O A, O C$ are zero. The moment about $O B$ is $(A-C) n \omega \sin I C d t$, and this generates an angular velocity $\{(A-C) / A\} n \omega \sin I C d t$ about $O B$. Hence the angular velocity of $I$ round $Z$ due to the centrifugal forces of the body is $\frac{d \psi_{2}}{d t}=\frac{A-C}{A} n \frac{\sin I C}{\sin I Z}$.

The whole angular velocity is the sum of these two, i.e.

$$
\mu=\left(\frac{g h \sin a}{A n} \cot I C+\frac{A-C}{A} n\right) \frac{\sin I C}{\sin I Z}
$$



But when the motion is steady $O Z, O I$ and $O C$ are all in one plane. Now the angular velocity of $C$ round $I$ is $\omega$, and therefore its angular velocity round $Z$ is $\mu$ where $\mu \sin Z C=\omega \sin I C$. But $\omega \cos I C=n$, hence, $\tan I C=\mu \sin \alpha / n$. Substituting this value of $\tan I C$ in the value of $\mu$, we get $g h / \mu=C n-A \mu \cos \alpha$, the same expression as before.
210. Ex. A top two of whose principal moments at $O$ are equal is set in rotation about its axis of figure, viz. $O C$ with an angular velocity $n$, the point $O$ being fixed. If $O C$ be horizontal, and if the proper initial angular velocity be communi-
cated to the top about the vertical through $O$, prove that the top will not fall down, but that the axis of figure will revolve round the vertical, in steady motion, with an angular velocity $\mu=g h / C n$, where $h$ is the distance of the centre of gravity of the top from $O$, and $C$ is the moment of inertia about the axis of figure. Show also that if the top be initially placed with $O C$ nearly horizontal and if a very great angular velocity be communicated to it about $O C$ without any initial angular velocity about $O A$ or $O B$, then $O C$ will revolve round the vertical remaining very nearly in a horizontal plane with an angular velocity $\mu$ given by the same formula as before, and the time of the vertical oscillations of $O C$ about its mean position will be $2 \pi A / C n$.
211. Unsymmetrical Tops. $A$ body whose principal moments of inertia are not necessarily equal has a point O fixed in space and moves about O under the action of gravity. It is required to form the general equations of motion.

Let $O A, O B, O C$ be the principal axes at the fixed point $O$, and let these be taken as axes of reference. Let $h, k, l$ be the co-ordinates of the centre of gravity $G$, and let the mass of the body be taken as unity. Let $O V$ be drawn vertically upwards and let $p, q, r$ be the direction-cosines of $O V$ referred to $O A$, $O B, O C$. Then we have by Euler's equations

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}=-g(k r-l q) \\
B \frac{d \omega_{2}}{d t}-(C-A) \omega_{3} \omega_{1}=-g(l p-h r)  \tag{1}\\
C \frac{d \omega_{3}}{d t}-(A-B) \omega_{1} \omega_{2}=-g(h q-k p)
\end{array}\right\}
$$

Also $p, q, r$ may be regarded as the co-ordinates of a point in $O \mathrm{~V}$, distant unity from 0 . This point is fixed in space, and therefore its velocities as given by Art. 8 are zero. We have

$$
\frac{d p}{d t}=\omega_{8} q-\omega_{2} r, \quad \frac{d q}{d t}=\omega_{1} r-\omega_{3} p ; \quad \frac{d r}{d t}=\omega_{2} p-\omega_{1} q \ldots(2)
$$

It is obvious that two integrals of these equations are supplied by the principles of Angular Momentum and Vis Viva. These give

$$
A \omega_{1} p+B \omega_{2} q+C \omega_{3} r=E
$$

$$
A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}=F-2 g(p h+q h+r l)
$$

where $E$ and $F$ are two arbitrary constants. The first of these might also have been obtained by multiplying the equations (1) by $p, q, r$ respectively, and (2) by $A \omega_{1}, B \omega_{2}, C \omega_{3}$, and adding all six results. The second might have been obtained by multiplying the equations (1) by $\omega_{1}, \omega_{2}, \omega_{3}$ respectively, adding and simplifying the right-hand side by (2).
212. A body whose principal moments of inertia at the centre of gravity G are not necessarily equal, has a point O in one of the principal axes at G fixed in space and can move about 0 under the action of gravity. It is set in rotation about $O G$ which is supposed to be vertical. Find the small oscillations.

Referring to the general equations of Art. 211, we see that in this case $h=0$, $k=0$. Since $O C$ remains always nearly vertical, $\omega_{1}$ and $\omega_{2}$ are small quantities, we may therefore reject the product $\omega_{1} \omega_{2}$ in the last of equations (1). This gives $\omega_{3}$ constant. Let this constant value be called $n$. For the same reason $r=1$ nearly and $p, q$ are both small quantities. Substituting we get the following linear equations,

$$
\left.\begin{array}{ll}
A \frac{d \omega_{1}}{d t}-(B-C) n \omega_{2}=l g q  \tag{4}\\
B \frac{d \omega_{2}}{d t}-(C-A) n \omega_{1}=-l g p
\end{array}\right\} \cdots \cdots \ldots\left(\begin{array}{l}
\frac{d p}{d t}=q n-\omega_{2} \\
\frac{d q}{d t}=-p n+\omega_{1}
\end{array}\right\}
$$

To solve these, assume

$$
\left.\left.\begin{array}{ll}
\omega_{1}=F \sin (\lambda t+f) \\
\omega_{2}=G \cos (\lambda t+f)
\end{array}\right\}, \quad \begin{array}{l}
p=P \sin (\lambda t+f) \\
q=Q \cos (\lambda t+f)
\end{array}\right\}
$$

Substituting, we get

$$
\left.\begin{array}{ll}
A \lambda F-(B-C) n G=g l Q \\
B \lambda G-(A-C) n F=g l P
\end{array}\right\} \ldots \ldots \ldots \ldots\left(\begin{array}{l}
\lambda P=Q n-G  \tag{6}\\
\hline(5),
\end{array} \begin{array}{l}
\lambda Q=P n-F
\end{array}\right\}
$$

Eliminating the ratios $F: G: P: Q$ we have

$$
\lambda^{2} n^{2}(A+B-C)^{2}=\left\{g l+A \lambda^{2}+(B-C) n^{2}\right\}\left\{g l+B \lambda^{2}+(A-C) n^{2}\right\}
$$

If the values of $\lambda$ thus found should be real, the body will make small oscillations about the position in which $O G$ is vertical. If $C$ be the greatest moment, and $n^{2}$ sufficiently great to make both $g l-(C-A) n^{2}$ and $g l-(C-B) n^{2}$ negative, then all the values of $\lambda$ are real and the body will continue to spin with $O G$ vertical. If $G$ be beneath $O, l$ is negative and it will be sufficient that $O C$ should be the axis of greatest moment.

In order that the values of $\lambda^{2}$ may be real, we must have

$$
\left\{g l(A+B)+n^{2}\left(A C+B C-2 A B-C^{2}\right)\right\}^{2}>4\left\{(B-C) n^{2}+g l\right\}\left\{(A-C) n^{2}+g l\right\} A B,
$$

and in order that the two values of $\lambda^{2}$ may have the same sign we must have the last term of the quadratic positive; $\therefore\left\{(B-C) n^{2}+g l\right\}\left\{(A-C) n^{2}+g l\right\}$ is positive, and in order that the values of $\lambda^{2}$ may be both positive, we must have the coefficient of $\lambda^{2}$ in the quadratic negative; $\therefore g l(A+B)<n^{2}(B-C)(A-C)$.

In the particular case in which $A=B$, each side of the quadratic becomes a perfect square and we have

$$
\begin{gathered}
A \lambda^{2} \pm(2 A-C) n \lambda+(A-C) n^{2}+g l=0 ; \\
\therefore \lambda=\mp \frac{2 A-C}{2 A} n \pm \frac{\sqrt{C^{2} n^{2}-4 A g l}}{2 A}
\end{gathered}
$$

In this case the conditions of stability reduce to $n>2 \sqrt{A g l} / C$. By referring to equations (5) and (6) it will be seen that when $A=B$ we have $F=G$ and $P=Q$. If $\lambda_{1}, \lambda_{2}$ be the two values of $\lambda$ found above, we have

$$
\left.\begin{array}{l}
p=P_{1} \sin \left(\lambda_{1} t+f_{1}\right)+P_{2} \sin \left(\lambda_{2} t+f_{2}\right) \\
q=P_{1} \cos \left(\lambda_{1} t+f_{1}\right)+P_{2} \cos \left(\lambda_{2} t+f_{2}\right)
\end{array}\right\} .
$$

Following the notation used in Euler's geometrical equations Vol. r. Chap. v., let $\theta$ be the angle $O C$ makes with the vertical taken as axis of $z$, then $r^{2}=\cos ^{2} \theta=1-\theta^{2}$, and hence $\quad \theta^{2}=p^{2}+q^{2}=P_{1}{ }^{2}+P_{2}{ }^{2}+2 P_{1} P_{2} \cos \left\{\left(\lambda_{1}-\lambda_{2}\right) t+f_{1}-f_{2}\right\}$.

Let $\phi$ be the angle the plane containing $O A, O C$ makes with the plane containing $O C$ and the vertical $O V$, we have $p=-\sin \theta \cos \phi$, and $q=\sin \theta \sin \phi$, and hence

$$
-\tan \phi=\frac{P_{1} \cos \left(\lambda_{1} t+f_{1}\right)+P_{2} \cos \left(\lambda_{2} t+f_{2}\right)}{P_{1} \sin \left(\lambda_{1} t+f_{1}\right)+P_{2} \sin \left(\lambda_{2} t+f_{2}\right)} .
$$

Since $\theta$ is very small we have, still following the same notation, $\psi=n t+\alpha-\phi$, where $a$ is some constant, depending on the position of the arbitrary plane from which $\psi$ is measured.

When the axis of the top is inclined at an angle $a$ to the vertical, the period of oscillation about the steady motion is found in Art. 208 to be $2 \pi / p$. But this period is different from either of the periods found in Art. 212 when the axis is supposed to be nearly vertical. We easily see by eliminating $\mu$ from the expression for $p$ that $p=\lambda_{1}-\lambda_{2}$, so that the period of oscillation of $\theta$ when the axis is inclined is the same as the period of oscillation of $\theta^{2}$ when the axis is vertical ${ }^{*}$.
213. A body whose principat moments at the centre of gravity are not necessarily equal is free to turn about a fixed point O , and is in equilibrium under the action of gravity. A small disturbance being given, find the oscillations.

Referring to the general equations in Art. 211 we see that in this case $\omega_{1}, \omega_{2}, \omega_{3}$, are small, hence in equations ( 1 ) we may omit the terms containing the products $\omega_{1} \omega_{2}, \omega_{2} \omega_{3}, \omega_{3} \omega_{1}$. Also since in equilibrium $O G$ is vertical, $p, q, r$ are always nearly in the ratio $h: k: l$; hence if $O G=a$, we may write $h / a, k / a, l / a$ for $p, q, r$ on the right-hand sides of equations (2). The six equations are now all linear. To solve these we put $\omega_{1}=H \sin (\lambda t+\mu)$ and $p=h / a+P \cos (\lambda t+\mu)$. $\omega_{2}, \omega_{3}, q$ and $r$ being represented by similar expressions with $K$ and $L$ written for $H ; Q, k$ and $R, l$ written for $P$ and $h$. Substituting these in the equations we get six linear equations. Eliminating $P, Q, R$. we have

* In order to understand the relation which exists between the results and those of Arts. 208 and 212 , it will be necessary to determine the oscillations by some process which holds both when $a$ is large and very small. This may be done as follows. We have by Vis Viva the equation (see Art. 201)

$$
\begin{equation*}
\left(\frac{d \theta}{d t}\right)^{2}+\left(\frac{E-C n \cos \theta}{A \sin \theta}\right)^{2}=\frac{F^{\prime \prime}-2 g h \cos \theta}{A} \tag{1}
\end{equation*}
$$

where $F^{\prime}$ has been put for $F-C n^{2}$. If we put $z=\cos \theta$, this takes the form

$$
\begin{equation*}
A^{2}(d z / d t)^{2}+(E-C n z)^{2}=A\left(F^{\prime \prime}-2 g h z\right)\left(1-z^{2}\right) . \tag{2}
\end{equation*}
$$

Let us assume as the solution of this equation $z=\cos a+P \cos (\lambda t+f) \ldots \ldots(3)$, where $P$ is so small that on substituting in the above equation we may neglect $P^{3}$. Substituting and equating to zero the coefficients of the several powers of $\cos (\lambda t+f)$ we get

$$
\left.\begin{array}{l}
A^{2} P^{2} \lambda^{2}+(E-C n \cos a)^{2}=A\left(F^{\prime \prime}-2 g h \cos a\right)\left(1-\cos ^{2} a\right) \\
-(E-C n \cos a) C n=-g h A-A F^{\prime} \cos a+3 g h A \cos ^{2} a  \tag{4}\\
-A^{2} \lambda^{2}+C^{2} n^{2}=-A F^{\prime}+6 g h A \cos a
\end{array}\right\}
$$

Now let us change the constant $E$ into another $\mu$ by putting $\frac{E-C n \cos a}{A \sin ^{2} a}=\mu+\gamma P^{2}$, where $\gamma$ is to be so chosen as to remove the term $A^{2} P^{2} \lambda^{2}$ in our first equation.

$$
\begin{equation*}
\text { Since by (1) and (2) Art. } 201 \quad \frac{d \psi}{d t}=\frac{E-C n \cos \theta}{A \sin ^{2} \theta} \tag{5}
\end{equation*}
$$

we see that, when $\theta$ is not small, $\mu$ differs from the constant part of $d \psi / d t$ only by quantities depending on the squares of the small oscillation, and these are neglected in the text. Substituting for $E$ and eliminating $F^{\prime \prime}$ between the first and second equations we get $C n \mu=A \cos a \mu^{2}+g h$.

Eliminating $F^{v}$ between the first and third of equations (4) and substituting for $n$ we get $\lambda^{2}=\left(\mu^{4} A^{2}-2 g h A \cos \alpha \mu^{2}+g^{2} h^{2}\right) / A^{2} \mu^{2}$.

This process gives the period of the small oscillation in $\cos \theta$. When $\theta$ is finite this is the same as the oscillation in $\theta$, since $\cos \theta=\cos a-\sin a \theta^{\prime}$. When $\theta$ is very small, $\cos \theta=1-\frac{1}{2} \theta^{2}$ and the time of oscillation in $\cos \theta$ is the same as that in $\theta^{2}$. With this understanding it will be seen that there is a perfect agreement between the results of Arts. 208 and 212, when $a$ is put equal to zero.

$$
\left.\begin{array}{rl}
\left(\frac{a}{g} d \lambda^{2}+k^{2}+l^{2}\right) H-h k K-l h L & =0 \\
-l k H+\left(\frac{a}{g} B \lambda^{2}+l^{2}+h^{2}\right) K-l k L & =0  \tag{4}\\
-l h H-l k L+\left(\frac{a}{g} C \lambda^{2}+h^{2}+k^{2}\right) L & =0
\end{array}\right\}
$$

Eliminating the ratios of $H, K, L$ we have an equation to find $\lambda^{2}$. One root is $\lambda^{2}=0$, the others are given by the quadratic

$$
\begin{equation*}
\lambda^{4}+\left(\frac{k^{2}+l^{2}}{A}+\frac{l^{2}+h^{2}}{B}+\frac{h^{2}+h^{2}}{C}\right) \frac{g}{a} \lambda^{2}+g^{2} \frac{A h^{2}+B k^{2}+C l^{2}}{A B C}=0 . \tag{ŏ}
\end{equation*}
$$

To ascertain if the roots are real we must apply the usual criterion for a quadratic. This requires that

$$
\begin{equation*}
\left\{A(B-C) h^{2}+B(C-A) k^{2}-C(A-B) l^{2}\right\}^{2}+4 A B(B-C)(A-C) h^{2} k^{2} \tag{6}
\end{equation*}
$$

should be positive. Since $A, B, C$ can be chosen to be in descending order, we see that the condition is satisfied. See also Art. 58.

If $G$ is above $O, a$ is positive and the values of $\lambda^{2}$ are both negative. The equilibrium is therefore unstable. If $G$ is below $O, a$ is negative and the values of $\lambda^{2}$ are both positive. If the roots are equal, the two positive terms in (6) must be separately zero, this gives $k=0$ and $A(B-C) h^{2}=C(A-B) l^{2}$, i.e. the centre of gravity lies in the asymptote to the focal hyperbola of the momental ellipsoid. In this case we find $\lambda^{2}=-a g / B$. The case in which $k=0, l=0, B=C$ has been considered in Art. 212.

If the values of $\lambda^{2}$ are written $0, \lambda_{1}{ }^{2}, \lambda_{2}{ }^{2}$ we have

$$
\omega_{1}=H_{0}+H_{0}^{\prime} t+H_{1} \sin \left(\lambda_{1} t+\mu_{1}\right)+H_{2} \sin \left(\lambda_{2} t+\mu_{2}\right)
$$

with similar expressions for $\omega_{2}, \omega_{3}$. Equations (2) then give $p, q, r$. But substituting in (1) we find that all the non-periodic terms which contain $t$ are zero. Remembering that $p^{2}+q^{2}+r^{2}=1$ we have finally

$$
\omega_{1}=\Omega h / a+H_{1} \sin \left(\lambda_{1} t+\mu_{1}\right)+H_{2} \sin \left(\lambda_{2} t+\mu_{2}\right),
$$

$\omega_{2}$ and $\omega_{3}$ being represented by similar expressions with $k, K$ and $l, L$ written for $h, H$. The values of $K_{1}, L_{1}$ and $K_{2}, L_{2}$ are determined by equations (4) in terms of $H_{1}$ and $H_{2}$ respectively. We also have

$$
p=\frac{h}{a}+\frac{l K_{1}-k L_{1}}{a \lambda_{1}} \cos \left(\lambda_{1} t+\mu_{1}\right)+\frac{l K_{2}-k L_{2}}{a \lambda_{2}} \cos \left(\lambda_{2} t+\mu_{2}\right)
$$

with similar expressions for $q$ and $r$. There remain five constants, viz. $\Omega, H_{1}, H_{2}$, $\mu_{1}, \mu_{2}$ to be determined by the initial values of $\omega_{1}, \omega_{2}, \omega_{3}, r$ and $q$.

When the roots are equal the equations depending on $p, r, \omega_{2}$ separate from those depending on $q, \omega_{1}, \omega_{3}$, forming two sets; we find

$$
\left.\left.\begin{array}{l}
\omega_{1}=\Omega \frac{h}{a}+H \sin \left(\lambda t+\mu_{1}\right) \\
\omega_{3}=\Omega \frac{l}{a}+H \frac{A a \lambda^{2}+g l^{2}}{g h l} \sin \left(\lambda t+\mu_{1}\right) \\
q=H \frac{A \lambda}{g \bar{l}} \cos \left(\lambda t+\mu_{1}\right)
\end{array}\right\}, \begin{array}{l}
\omega_{2}=K \sin \left(\lambda t+\mu_{2}\right) \\
p=\frac{h}{a}+K \frac{l}{a \lambda} \cos \left(\lambda t+\mu_{2}\right) \\
r=\frac{l}{a}-K \frac{h}{a \lambda} \cos \left(\lambda t+\mu_{2}\right)
\end{array}\right\}
$$

A solution of this problem conducted in a totally different manner has been given by Lagrange in his Mécanique Analytique. His results do not altogether agree with those given here.

If we substitute the values of $\omega_{1}, \omega_{2}, \omega_{3}, p, q, r$ in the equation of angular momentum of Art. 211 and neglect the squares of small quantities, we evidently obtain $\quad\left(A h^{2}+B k^{2}+C l^{2}\right) \Omega=E a^{2}, \quad A H h+B K k+C L l=0$.

The first of these equations shows that $\Omega$ vanishes when the initial conditions are such that the angular momentum about the vertical is zero. In this case the problem reduces to that considered in Art. 134.
214. A body whose principal moments of inertia are not necessarily equal has a point O fixed in space and moves about O under the action of gravity. It is required to find what cases of steady motion are possible in which one principal axis OC at O describes a right cone round the vertical while the angular velocity of the body about OC is constant; and to find the small oscillations.

Referring to the general equations of Art. 211, we see that $r$ and $\omega_{3}$ are given to be constants. In this case the first two equations of (1) and (2) form a set of linear equations to find the four quantities $p, q, \omega_{1}, \omega_{2}$. The solution of these equations is therefore of the form

$$
\left.\left.\begin{array}{ll}
\omega_{1}=F_{0}+F_{1} \sin (\lambda t+f) \\
\omega_{2}=G_{0}+G_{1} \cos (\lambda t+f)
\end{array}\right\}, \quad \begin{array}{l}
p=P_{0}+P_{1} \sin (\lambda t+f) \\
q=Q_{0}+Q_{1} \cos (\lambda t+f)
\end{array}\right\} .
$$

But these must also satisfy the last of equations (1). Substituting we see that there will be a term on the left side of the form

$$
-\frac{1}{2}(A-B) F_{1} G_{1} \sin 2(\lambda t+f)
$$

But there will be no such term on the right side. Hence we must have either $A=B, F_{1}=0$ or $G_{1}=0$. The motion in the case in which $A=B$ has already been considered in Art. 207. Again, substituting in the last of equations (2) and equating to zero the coefficient of $\sin 2(\lambda t+f)$ we find

$$
P_{1} G_{1}-F_{1} Q_{1}=0
$$

Substituting in the first two of equations (1) and equating to zero the coefficients of $\cos (\lambda t+f)$ and $\sin (\lambda t+f)$, we find

$$
\begin{gathered}
A \lambda F_{1}-(B-C) n G_{1}=g l Q_{1} \\
-B \lambda G_{1}-(C-A) n F_{1}=-g l P_{1}
\end{gathered}
$$

from these equations we have $F_{1}, G_{1}, P_{1}, Q_{1}$ all equal to zero and therefore $\omega_{1}, \omega_{2}$, $p, q$ are all constant as well as the given constants $\omega_{3}$ and $r$.

In this case the equations (2) give $\omega_{1} / p=\omega_{2} / q=\omega_{3} / r$, so that the axis of revolution must be vertical. Let $\omega$ be the angular velocity about the vertical. Then $\omega_{1}=p \omega, \omega_{2}=q \omega, \omega_{3}=r \omega$. Substituting in equations (1) we get

$$
\begin{equation*}
\frac{h}{p}-\frac{A \omega^{2}}{g}=\frac{k}{q}-\frac{B \omega^{2}}{g}=\frac{l}{r}-\frac{C \omega^{2}}{g} \tag{3}
\end{equation*}
$$

Unless, therefore, two of the principal moments are equal, it is necessary for steady motion that the axis of rotation should be vertical and the centre of gravity (hkl) must lie in the vertical straight line whose equations are (3).

This straight line may be constructed geometrically in the following manner. Measure along the vertical a length $O V=g / \omega^{2}$ and draw a plane through $V$ perpendicular to $O V$ to touch an ellipsoid confocal with the ellipsoid of gyration. The centre of gravity must lie on the normal at the point of contact.

To find the small oscillations about the steady motion, i.e. to determine whether this motion be stable or not, we must put

$$
p=\cos \alpha+P_{0} \sin \lambda t+P_{1} \cos \lambda t
$$

with similar expressions for $q, r, \omega_{1}, \omega_{2}, \omega_{3}$. Substituting we shall get twelve linear equations to determine eleven ratios. Eliminating these we have an equation to find $\lambda$. It is sufficient for stability that all the roots of this equation should be real.

## Motion of a Sphere.

215. General equations of Motion. To determine the motion of a sphere on any perfectly rough surface under the action of any forces whose resultant passes through the centre of the sphere.

Let $G$ be the centre of gravity of the body and let the moving axes $G C, G A, G B$ be respectively a normal to the surface and some two lines at right angles to be afterwards chosen at our convenience. Let the motions of these axes be determined by the angular velocities $\theta_{1}, \theta_{2}, \theta_{s}$ about their instantaneous positions in the manner explained in Art. 3. Let $u, v, w$ be the velocities of $G$ resolved parallel to the axes so that $w=0$, and $\omega_{1}, \omega_{2}, \omega_{3}$ the angular velocities of the body about these axes. Let $F, F^{2^{\prime \prime}}$ be the resolved parts of the friction of the perfectly rough surface on the sphere parallel to the axes, $G A, G B$, and let $R$ be the normal reaction. Let $X, Y, Z$ be the resolved parts of the impressed forces on the centre of gravity. Let $k$ be the radius of gyration of the sphere about a diameter, $a$ its radius, and let its mass be unity. We shall suppose that in the standard case the sphere rolls on the convex side of the fixed surface and that the positive direction of the axis $Z$ is drawn outwards from the surface. The equations of motion of the sphere are by Arts. 22 and 5,

$$
\left.\begin{array}{rl}
\begin{array}{l}
\frac{d \omega_{1}}{d t}-\theta_{3} \omega_{2}+\theta_{2} \omega_{3}
\end{array} & =\frac{F^{\prime} a}{k^{2}} \\
\frac{d \omega_{2}}{d t}-\theta_{1} \omega_{3}+\theta_{3} \omega_{1} & =-\frac{F a}{k^{2}} \\
\frac{d \omega_{3}}{d t}-\theta_{2} \omega_{1}+\theta_{1} \omega_{2} & =0 \\
\frac{d u}{d t}-\theta_{3} v \quad & =X+F \ldots \ldots \ldots . .(1), \\
\frac{d v}{d t}+\theta_{3} u & =Y+F^{\prime} \\
-\theta_{2} u+\theta_{1} v & =Z+R
\end{array}\right\} \ldots \ldots \ldots \ldots \ldots(2)
$$

and since the point of contact of the sphere and surface is at rest, we have

$$
\begin{equation*}
u-a \omega_{2}=0, \quad v+a \omega_{1}=0 \tag{3}
\end{equation*}
$$

Eliminating $F, F^{\prime \prime}, \omega_{1}, \omega_{2}$ from these equations, we get

$$
\left.\begin{array}{l}
\frac{d u}{d t}-\theta_{3} v=\frac{a^{2}}{a^{2}+k^{2}} X+\frac{k^{2}}{a^{2}+k^{2}} \theta_{1} a \omega_{3}  \tag{4}\\
\frac{d v}{d t}+\theta_{3} u=\frac{a^{2}}{a^{2}+k^{2}} Y+\frac{k^{2}}{a^{2}+k^{2}} \theta_{2} a \omega_{3}
\end{array}\right\} .
$$

216. The meaning of these equations may be found as follows. They are the two equations of motion of the centre of gravity of
the sphere, which we should have obtained if the given surface had been smooth and the centre of gravity had been acted on by accelerating forces $\frac{k^{2}}{a^{2}+k^{2}} \theta_{1} a \omega_{3}$ and $\frac{k^{2}}{a^{2}+k^{2}} \theta_{2} a \omega_{3}$ along the axes $G A, G B$, and by the same impressed forces as before reduced in the ratio $\frac{a^{2}}{a^{2}+k^{2}}$. The motion therefore of the centre of gravity in these two cases with the same initial conditions will be the same. More convenient expressions for these two additional forces may be found thus. The centre of gravity moves along a surface formed by producing all the normals to the given surface a constant length equal to the radius of the sphere. Let us take the axes $G A, G B$ to be tangents to the lines of curvature of this surface and let $\rho_{1}, \rho_{2}$ be the radii of curvature of the normal sections through these tangents respectively. Then

$$
\begin{equation*}
\theta_{1}=-\frac{v}{\rho_{2}}, \quad \theta_{2}=\frac{u}{\rho_{1}} . \tag{5}
\end{equation*}
$$

If $G$ be the position of the centre of gravity at the time $t$, the quantity $\theta_{8} d t$ is the angle between the projections of two successive positions of GA on the tangent plane at $G$. Let $\chi_{1}, \chi_{2}$ be the angles the radii of the curvature of the lines of curvature at $G$ make with the normal. The centre of the sphere may be brought from $G$ to any neighbouring position $G^{\prime}$ by moving it first from $G$ to $H$ along one line of curvature and then from $H$ to $G^{\prime}$ along the other. As the sphere moves from $G$ to $H$, the angle turned round by $G A$ is the product of the arc $G H$ into the resolved curvature of $G H$ in the tangent plane. By Meunier's theorem, the curvature is $\frac{1}{\rho_{1} \cos \chi_{1}}$, multiplying this by $\sin \chi_{1}$ to resolve it into the tangent plane we find that the part of $\theta_{3}$ due to the motion along $G H$ is $\frac{u}{\rho_{1}} \tan \chi_{1}$. Treating the arc $H G^{\prime}$ in the same way, we have

$$
\theta_{8}=\frac{u}{\rho_{1}} \tan \chi_{1}+\frac{v}{\rho_{2}} \tan \chi_{2} \ldots \ldots \ldots \ldots \ldots \ldots(6)
$$

This result follows also from that given in Art. 13, Ex. 2.
We have also an expression for $\omega_{3}$ given by equations (1). Substituting for $\omega_{1}, \omega_{2}$ from the geometrical equations (3) we get

$$
\begin{equation*}
a \frac{d \omega_{3}}{d t}=u v\left(\frac{1}{\rho_{2}}-\frac{1}{\rho_{1}}\right) \tag{7}
\end{equation*}
$$

Many of the results in this section are deduced from equations (4) and (7) and in all these cases an apparently independent solution may be obtained by forming over again the equations (1), (2), (3), \&c. (from which (4) and (7) have been derived), with such simplifications as suit the problem under consideration. An example of this process is given in Art. 221.
217. The solution of the equations may be conducted as follows. Let $(x, y, z)$ be the co-ordinates of the centre of the sphere. Then $u, v$ may be found from the equation to the surface in terms of $d x / d t, d y / d t, d z / d t$ by resolving parallel to the axes of reference. If we eliminate $u, v, \theta_{1}, \theta_{2}, \theta_{3}$ by means of (4), (5), and (6), we shall get three equations containing $x, y, z, \omega_{3}$, and their differential coefficients with respect to $t$. These together with the equation to the surface will be sufficient to determine the motion at any time. One integral can always be found by the principle of Vis Viva. Since the sphere is turning about the point of contact as an instantaneously fixed point we have

$$
\left(a^{2}+k^{2}\right)\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+k^{2} \omega_{3}^{2}=2 \phi,
$$

where $\phi$ is the force function of the impressed forces. This is the same as

$$
u^{2}+v^{2}+\frac{k^{2} a^{2}}{a^{2}+k^{2}} \omega_{3}^{2}=2 \frac{a^{2}}{a^{2}+k^{2}} \phi \ldots \ldots \ldots \ldots(8),
$$

and the right-hand side of this equation is twice the force function of the altered impressed forces.
218. It will sometimes be more convenient to take the axis $G A$ to be a tangent to the path. Then $v=0$ and therefore $\omega_{1}=0$. If $U$ be the resultant velocity of the centre of the sphere we have $u=U$. Also if $R$ be the radius of torsion of a geodesic touching the path at $G$ and $\rho$ the radius of curvature of the normal section at $G$ through a tangent to the path, we have $\theta_{1}=U / R$ and $\theta_{2}=U / \rho$. In these expressions, as elsewhere, $R$ is estimated positive when the torsion round $G A$ is from the positive direction of $G B$ to the positive direction of $G C$. If $\chi$ be the angle the radius of curvature of the path makes with the normal, we have as before $\theta_{3}=\tan \chi U / \rho$. The equations (4) become

$$
\left.\begin{array}{r}
\frac{d U}{d t}=\frac{a^{2}}{a^{2}+k^{2}} X+\frac{k^{2}}{a^{2}+k^{2}} \frac{U}{R} a \omega_{3}  \tag{rv}\\
\frac{U^{2}}{\rho} \tan \chi=\frac{a^{2}}{a^{2}+k^{2}} Y+\frac{k^{2}}{a^{2}+k^{2}} \frac{U}{\rho} a \omega_{3}
\end{array}\right\} .
$$

The expression for $\omega_{3}$ given by equations (1) now takes the form

$$
a \frac{d \omega_{3}}{d t}=-\frac{U^{2}}{R} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \text { (VII). }
$$

It may be shown by geometrical considerations that this form is identical with that given in (7).
219. To find the pressure on the surface we use the last of equations (2). This may be written in either of the forms

$$
\begin{equation*}
\frac{U^{2}}{\rho}=\frac{u^{2}}{\rho_{1}}+\frac{v^{2}}{\rho_{2}}=-Z-R \tag{9}
\end{equation*}
$$

The sphere will leave the surface when $R$ changes sign. This will generally occur when the velocity of the centre of the sphere is that due to one half of the projection of the radius of curvature of the normal section on the direction of the resultant force.
220. Ex. 1. Show that the angular velocity of the sphere about a normal to the surface, viz. $\omega_{3}$, is constant when the direction of motion of the centre of gravity is a tangent to a line of curvature, and only then.

Ex. 2. A sphere is projected without initial angular velocity about the radius normal to the surface, so that its centre begins to move along a line of curvature. Show that it will continue to describe that line of curvature if the force transverse to the line of curvature and tangential to the surface is equal to seven-fifths of the centrifugal force of the whole mass collected into the centre, resolved in the tangent plane to the surface.

Ex. 3. If the sphere be not acted on by any forces, show that

$$
U^{2}\left(\tan ^{2} \chi+\frac{2}{7}\right)=\text { constant }, \quad a \omega_{3}=\frac{7}{2} U \tan \chi, \quad \frac{d}{d s} \log \left(\tan ^{2} \chi+\frac{2}{7}\right)=-\frac{2}{R} \tan \chi
$$

Show also that the path will not be a geodesic unless the path is a plane curve.
221. Motion on a rough plane. If the given surface on which the sphere rolls be a plane, we have $\rho_{1}$ and $\rho_{2}$ both infinite, hence $\theta_{1}, \theta_{2}$ are both zero. If therefore a homogeneous sphere roll on a perfectly rough plane under the action of any forces whatever of which the resultant passes through the centre of the sphere, the motion of the centre of gravity is the same as if the plane were smooth, and all the forces were reduced to five-sevenths of their former value. And it is also clear that the plane is the only surface which possesses this property for all initial conditions.

We may easily obtain the first part of this theorem from first principles. Taking the directions of the axes of $x$ and $y$ to be fixed in space and parallel to the rough plane we have (Arts. 22 and 236)

$$
\left.\left.\left.\begin{array}{l}
k^{2} \frac{d \omega_{1}}{d t}=F^{\prime} a \\
k^{2} \frac{d \omega_{2}}{d t}=-F a
\end{array}\right\} \quad \begin{array}{l}
\frac{d u}{d t}=X+F \\
\frac{d v}{d t}=Y+F^{\prime}
\end{array}\right\} \quad \begin{array}{l}
u-a \omega_{2}=0 \\
v+a \omega_{1}=0
\end{array}\right\} .
$$

Eliminating $F, F^{\prime}, \omega_{1}, \omega_{2}$ we find

$$
\frac{d u}{d t}=\frac{a^{2}}{a^{2}+k^{2}} X, \quad \frac{d v}{d t}=\frac{a^{2}}{a^{2}+k^{2}} Y
$$

which is the analytical statement of the theorem. The six equations of motion from which this result is derived are obviously only simplified forms of equations (1), (2), (3) of Art. 215.
222. Ex. A homogeneous sphere is placed upon an inclined plane sufficiently rough to prevent sliding and a velocity in any direction is communicated to it. Show that the path of its centre will be a parabola, and if $V$ be the initial horizontal velocity of the centre of gravity, a the inclination of the plane to the horizon, the latus rectum will be $\frac{14}{\delta} V^{2} / g \sin \alpha$.
223. Motion on a rough spherical surface. If the given surface on which the sphere rolls be another sphere of radius $b-a$, we have $\rho_{1}=\rho_{2}=b$. Hence $\omega_{8}$ is constant; let this constant value be called $n$, and let $U$ be the velocity of the centre of gravity. Since every normal section is a principal section, let us take GA a tangent to the path. Hence the motion of the centre of gravity is the same as if the whole mass collected at that point were acted on by an accelerating force $\frac{k^{2}}{a^{2}+k^{2}} \frac{a n U}{b}$ in a direction perpendicular to the path, and all the impressed forces were reduced in the ratio
$\frac{a^{2}}{a^{2}+k^{2}}$. According to the usual convention as to the relative positions of the axes $G A, G B, G C$ it is clear that if the positive direction of $G A$ be in the direction of motion, the angular velocity $n$ should be estimated positive when the part of the sphere in front is moving to the right of $G A$ and the additional force when positive will also act toward the right-hand side of the tangent. Since this additional force acts perpendicular to the path, it will not appear in the equation of Vis Viva. Hence the velocity of the centre of gravity in any position is the same as if it had arrived there simply under the action of the reduced forces. Let $O$ be the centre of the fixed sphere, $\theta$ the angle $O G$ makes with the vertical $O Z$, and $\psi$ the angle the plane $Z O G$ makes with any fixed plane passing through $O Z$. Then by Vis Viva we have

$$
\left(\frac{d \theta}{d t}\right)^{2}+\sin ^{2} \theta\left(\frac{d \psi}{d t}\right)^{2}=F-\frac{2 g}{b} \frac{a^{2}}{a^{2}+k^{2}} \cos \theta
$$

where $F$ is some constant to be determined from the initial conditions. This also follows from equation (8).

Also taking moments about $O Z$; we have

$$
\frac{b}{\sin \theta} \frac{d}{d t}\left(\sin ^{2} \theta \frac{d \psi}{d t}\right)=\frac{k^{2}}{a^{2}+k^{2}} a n \frac{d \theta}{d t}
$$

an equation which will be found to be a transformation of the second of equations (4). Integrating this equation we have

$$
\sin ^{2} \theta \frac{d \psi}{d t}=E-\frac{k^{2}}{a^{2}+k^{2}} \frac{a n}{b} \cos \theta
$$

where $E$ is some constant. These two equations will suffice to determine $d \theta / d t$ and $d \psi / d t$ under any given initial conditions.

If the sphere have no initial angular velocity about the normal to the surface it is clear that $n=0$ and the additional impressed force is zero. If therefore a homogeneous sphere roll on a perfectly rough fixed spherical surface, and if the sphere either start from, rest or have its initial angular velocity about the common normal equal to zero, the motion of the centre of the sphere is the same as if the fixed spherical surface were smooth and the forces on the rolling sphere were reduced to five-sevenths of their former value.
224. Ex. A homogeneous sphere rolls under the action of gravity in any manner on a perfectly rough fixed sphere whose centre is $O$. Prove that throughout the motion (1) the velocity of the centre $G$ of the moving sphere is that due to five-sevenths of its depth below a fixed horizontal plane; (2) the moving sphere will leave the fixed sphere when the altitude of its centre above $O$ is ten-seventeenths of the altitude of the fixed plane above the same point; (3) the transverse velocity of $G$ is proportional to the tangent of the angle $G U$ makes with the horizon, where $U$ is a fixed point on a vertical through 0 .
225. Motion on a rough cylinder. If the surface on which the sphere rolls be a cylinder the lines of curvature are the generators and the transverse sections. Let the axis $G_{A}$ be directed parallel to the generators, then $\rho_{1}$ is infinite and $\rho_{2}-a$
is the radius of curvature of the transverse section. We have $\theta_{1}=-v / \rho_{2}, \theta_{2}=0$, and since $\chi_{2}=0, \theta_{3}=0$. The equations (4) and (7) therefore become

$$
\left.\begin{array}{l}
\frac{d u}{d t}=\frac{a^{2}}{a^{2}+k^{2}} X-\frac{k^{2}}{a^{2}+k^{2}} \frac{v}{\rho_{2}} a \omega_{3} \\
\frac{d v}{d t}=\frac{a^{2}}{a^{2}+k^{2}} Y \\
\frac{d\left(a \omega_{3}\right)}{d t}=\frac{u v}{\rho_{2}}
\end{array}\right\}
$$

From these equations the motion may be found.
The second of these gives the motion transverse to the generators of the cylinder, and if $Y$ be the same for all positions of the sphere on the same generator, this equation may be solved independently of the other two. The transverse motion of the centre of the sphere is therefore the same under the same initial circumstances as that of a smooth sphere constrained to slide in a plane perpendicular to the generators on the transverse section of the cylinder and acted on by the same impressed forces but reduced in the ratio $a^{2} /\left(a^{2}+k^{2}\right)$.

Having found $v$ we may proceed thus; let $\phi$ be the angle the normal plane to the cylinder through a generator and through the centre of the sphere makes with some fixed plane passing through a generator, then $v=\rho_{2} d \phi / d t$. If $d \phi / d t$ be not zero, the first and third equations then become

$$
\frac{d u}{d \phi}+\frac{k^{2}}{a^{2}+k^{2}} a \omega_{3}=\frac{a^{2}}{a^{2}+k^{2}} \frac{\rho_{2}}{v} X \quad u=\frac{d\left(a \omega_{3}\right)}{d \phi}
$$

If $X$ be the same for all positions of the sphere on the same generator these equations can be solved without difficulty. For $v$ and $\rho_{2}$ being known in terms of $\phi$, we have in this case two linear equations to find $u$ and $a \omega_{3}$. If $X$ be zero, and $k^{2}=\frac{2}{6} a^{2}$, we find

$$
a \omega_{3}=A \sin \left(\sqrt{\frac{2}{7}} \phi+B\right), \quad u=A \sqrt{\frac{2}{7}} \cos \left(\sqrt{\frac{2}{7}} \phi+B\right),
$$

where $A$ and $B$ are two arbitrary constants to be determined by the initial values of $u$ and $\omega_{3}$.

If $X$ be not the same for all positions of the sphere on the same generator, let $\xi$ be the space traversed by the sphere measured along a generator. Then

$$
u=d \xi / d t=(d \xi / d \phi)\left(v / \rho_{2}\right)
$$

Substituting this value of $u$, we have two equations to find $\xi$ and $a \omega_{3}$ in terms of $\phi$. One integral of these is equation (8) of Art. 217 which was obtained by the principle of Vis Viva.
226. Ex. A sphere rolls under the action of gravity on a perfectly rough cylindrical surface with its axis inclined at an angle $a$ to the horizon. The section of the cylinder is such that when the sphere rolls on it, the centre describes a cycloid with its cusps on the same horizontal line. If the sphere start from rest with its centre at a cusp, find the motion.

Let the position of the sphere be defined by $\xi$ the space described along a generator and $s$ the are of the cycloid measured from the vertex. If $4 b$ be the radius of curvature of the cycloid at its vertex, we have

$$
8=4 b \cos \sqrt{\frac{5 g \cos \alpha}{28 b}} t
$$

Since $v=d s / d t$ and $\rho_{2}{ }^{2}+\delta^{2}=16 b^{2}$ we find that $v / \rho_{2}$ is constant. This gives without difficulty

$$
\begin{gathered}
\omega_{3}=-\frac{\sin \alpha}{a} \sqrt{\frac{35 b g}{\cos \alpha}\left\{1-\cos \frac{1}{7} \sqrt{\frac{5 g \cos a}{2 b}} t\right\},} \\
u=\sin \alpha \sqrt{\frac{10 b g}{\cos \alpha} \sin \frac{1}{7} \sqrt{\frac{5 g \cos a}{2 b}} t .}
\end{gathered}
$$

227. The relation, $v / \rho_{2}=$ constant, holds whenever (1) the forces acting at the centre of the sphere, and the form of the section of the cylinder, are so related that the tangential component bears a constant ratio to $\rho_{2} d \rho_{2} / d s$, and (2) the sphere starts from rest at a point where $\rho_{2}$ is zero. In such a case, the normal plane to the section through the centre of the sphere has a constant angular velocity in space and the resolved motion of the sphere perpendicular to the generators is independent of that along the generators.

Ex. A sphere rolls on a perfectly rough right circular cylinder whose radius is $c$ under the action of no forces, show that the path traced out by the point of contact becomes the curve $x=A \sin (2 y / 7 c)^{\frac{1}{2}}$ when the cylinder is developed on a plane.

This result shows that the sphere cannot be made to travel continually in one direction along the length of the cylinder except when the point of contact describes a generator.
228. motion on a rough cone. If the surface on which the sphere rolls be a cone, the lines of curvature are the generators and their orthogonal trajectories. Let the axis $G A$ be directed parallel to the generator, then $\rho_{1}$ is infinite and $\rho_{2}-a$ is the radius of curvature of a normal section perpendicular to the generators. Also $\theta_{1}=-v / \rho_{2}, \theta_{2}=0$. Let the position of the sphere be defined by the distance $r$ of its centre from the vertex 0 of the cone on which the centre always lies and by an angle $\phi$ such that $d \phi$ is the angle between two consecutive positions of the distance $r, d \phi$ being taken as positive when the centre moves in the positive direction of $G B$. If the cone were developed on a plane it is clear that $r$ and $\phi$ would be the ordinary polar co-ordinates of a point $G$. We have

$$
\theta_{3}=\frac{d \phi}{d t}, \quad u=\frac{d r}{d t}, \quad v=r \frac{d \phi}{d t}
$$

The equations (4) and (7) become therefore

$$
\left.\begin{array}{rl}
\frac{d^{2} r}{d t^{2}}-r\left(\frac{d \phi}{d t}\right)^{2} & \left.=\frac{a^{2}}{a^{2}+k^{2}} X-\frac{k^{2}}{a^{2}+k^{2}} \frac{r}{\rho_{2}} a \omega_{3} \frac{d \phi}{d t}\right) \\
\frac{1}{r} \frac{d}{d t}\left(r^{2} \frac{d \phi}{d t}\right) & =\frac{a^{2}}{a^{2}+k^{2}} Y \\
\frac{d\left(a \omega_{3}\right)}{d t} & =\frac{r}{\rho_{2}} \frac{d \phi}{d t} \frac{d r}{d t}
\end{array}\right\}
$$

If the impressed forces have no component perpendicular to the normal plane through a generator, $Y=0$, and we have $r^{2} d \phi \mid d t=h$, where $h$ is some constant depending on the initial values of $r$ and $v$.

If also the component $X$ of the forces along a generator be a function of $r$ only, another integral can be found by the principle of Vis Viva, viz.

$$
\left(\frac{d r}{d t}\right)^{2}+r^{2}\left(\frac{d \phi}{d t}\right)^{2}+\frac{k^{2}}{a^{2}+k^{2}} a^{2} \omega_{3}{ }^{2}=\frac{2 a^{2}}{a^{2}+k^{2}} \int X d r+h^{\prime}
$$

where $h^{\prime}$ is another constant depending on the initial values of $u, v$ and $r$.
If, further, the cone be a right cone, $\rho_{2}=r \tan \alpha$ where $\alpha$ is the semi-angle, and we have

$$
a \omega_{3}=-\frac{h \cot a}{r}+l l^{\prime \prime}
$$

where $h^{\prime \prime}$ is a third constant depending on the initial values of $\omega_{3}$ and $r$. The equations of the motion of the centre of the sphere resemble those of a particle in central forces. Hence $r$ and $\phi$ will be found as functions of the time if we regard them as the co-ordinates of a free particle moving in a plane under the action of a central force represented by $\frac{a^{2}}{a^{2}+k^{2}}\left\{X-k^{2} \omega_{3} \frac{d \omega_{3}}{d r}\right\}$, where $\omega_{3}$ has the value just found.
R. D. II.
229. Ex. A sphere rolls on a perfectly rough cone such that the equation to the cone on which the centre $G$ always lies is $r=\rho_{2} F(\phi)$. If the centre is acted on by a force tending to the vertex, find the law of force that any given path may be described. If the equation to the path be $1 / r=f(\phi)$, prove that the force $\boldsymbol{X}$ is

$$
X=k^{2} \omega_{3} \frac{d \omega_{3}}{d r}+\frac{a^{2}+k^{2}}{a^{2}} h^{2} f^{2}\left(f+\frac{d^{2} f}{d \phi^{2}}\right), \text { where } \omega_{3} \text { is given by } \frac{d \hat{\omega}_{3}}{d \phi}=-\frac{h}{a} F \frac{d f}{d \phi} .
$$

230. Motion on a surface of revolution. Let the given rough surface be any surface of revolution placed with its axis of figure vertical and vertex upwards, and let gravity be the only impressed force. In this case the meridians and parallels are the lines of curvature. Let the axis of figure be the axis of $Z$. Let $\theta$ be the angle the axis $G C$ makes with the axis of $Z, \psi$ the angle the plane containing $Z$ and $G C$ makes with any fixed vertical plane.

Then

$$
\theta_{1}=-\sin \theta \frac{d \psi}{d t}, \quad \theta_{2}=\frac{d \theta}{d t}, \quad \theta_{3}=\cos \theta \frac{d \psi}{d t} .
$$

Hence the equations (4) become

$$
\begin{array}{r}
\frac{d u}{d t}-\cos \theta \frac{d \psi}{d t} v=\frac{a^{2}}{a^{2}+k^{2}} g \sin \theta-\frac{k^{2}}{a^{2}+k^{2}} a \omega_{3} \sin \theta \frac{d \psi}{d t} . \\
\frac{d v}{d t}+\cos \theta \frac{d \psi}{d t} u=\frac{k^{2}}{a^{2}+k^{2}} a \omega_{3} \frac{d \theta}{d t} \ldots \ldots \ldots \ldots . \tag{ii}
\end{array}
$$

and equation (8) becomes

$$
\begin{equation*}
u^{2}+v^{2}+\frac{k^{2}}{a^{2}+k^{2}} a^{2} \omega_{3}^{2}=E+2 g \frac{a^{2}}{a^{2}+k^{2}} \int \rho \sin \theta d \theta \tag{iii}
\end{equation*}
$$

where $E$ is some constant, and $\rho$ is the radius of curvature of the meridian. Also we have by (7)

$$
\begin{equation*}
\frac{d \omega_{3}}{d t}=-\frac{u v}{a}\left(\frac{1}{\rho}-\frac{\sin \theta}{r}\right) \tag{iv}
\end{equation*}
$$

where $r$ is the distance of the centre of the sphere from the axis of 2 . The geometrical equations (5) become

$$
\begin{equation*}
u=\rho \frac{d \theta}{d t}, \quad v=\rho \frac{d \psi}{d t} \tag{v}
\end{equation*}
$$

To solve these, we may put (ii) into the form

$$
\frac{d v}{d \theta}+\cos \theta \frac{d \psi}{d \theta} u=\frac{k^{2}}{a^{2}+k^{2}} a \omega_{3},
$$

which by (v) becomes

$$
\frac{d v}{d \theta}+\frac{\rho \cos \theta}{r} v=\frac{k^{2}}{a^{2}+k^{2}} a \omega_{3} ;
$$

differentiating this, we have by (iv),

$$
\begin{equation*}
\frac{d^{2} v}{d \theta^{2}}+\frac{\rho \cos \theta}{r} \frac{d v}{d \theta}+P v=0 \tag{vi}
\end{equation*}
$$

where

$$
P=\frac{d}{d \theta}\left(\frac{\rho \cos \theta}{r}\right)+\frac{k^{2}}{k^{2}+a^{2}}\left(1-\frac{\rho \sin \theta}{r}\right) .
$$

Now $\rho$ and $r$ may be found from the equation to the meridian curve as functions of $\theta$. Hence $P$ is a known function of $\theta$. Solving this linear equation we have $v$ found as a function of $\theta$. Then by (iv) we have

$$
\frac{d \omega_{3}}{d \theta}=-\frac{v}{a}\left(1-\frac{\rho \sin \theta}{r}\right)
$$

and thence having found $\omega_{3}$ we have $u$ by equation (iii). Knowing $u$ and $v ; \theta$ and $\psi$ may be found by equations ( $v$ ).
231. Oscillations on the summit of a rough fixed surface. A heavy sphere rotating about a vertical axis is placed in equilibrium on the highest point of a surface of any form and being slightly disturbed makes small oscillations, find the motion.

Let $O$ be the highest point of the surface on which the centre of gravity $G$
always lies. Let the tangents to the lines of curvature at $O$ be taken as the axes of $x$ and $y$, and let $(x, y, z)$ be the co-ordinates of $G$. We shall assume that $O$ is not a singular point on the surface. In order to simplify the general equations of motion (4) we shall take as the axes $G A$ and $G B$ the tangents to the lines of curvature at $G$. But since $G$ always remains very near $O$, the tangents to the lines of curvature at $G$ will be nearly parallel to those at 0 . So that to the first order of small quantities we have

$$
\theta_{1}=-\frac{1}{\rho_{2}} \frac{d y}{d t}, \quad \theta_{2}=\frac{1}{\rho_{1}} \frac{d x}{d t}, \quad u=\frac{d x}{d t}, \quad v=\frac{d y}{d t},
$$

and $\theta_{3}$ will be a small quantity of at least the first order. Also since the sphere is supposed not to deviate far from the highest point of the surface, we have $\omega_{3}$ constant, let this constant be called $n$.

The equation to the surface on which $G$ moves, in the neighbourhood of the highest point, is $z=-\frac{1}{2}\left(\frac{x^{2}}{\rho_{1}}+\frac{y^{2}}{\rho_{2}}\right)$. The direction cosines of the normal at $x, y, z$ are $x / \rho_{1}, y / \rho_{2}, 1$. Hence the resolved parts parallel to the axes of the normal pressure $R$ on the sphere are $R x / \rho_{1}, R y / \rho_{2}$ and $R$. The equations of motion (4) therefore become

$$
\left.\begin{array}{l}
\frac{d^{2} x}{d t^{2}}=\frac{a^{2}}{a^{2}+k^{2}} R \frac{x}{\rho_{1}}-\frac{k^{2}}{a^{2}+k^{2}} \frac{d y}{d t} \frac{a n}{\rho_{2}} \\
\frac{d^{2} y}{d t^{2}}=\frac{a^{2}}{a^{2}+k^{2}} R \frac{y}{\rho_{2}}+\frac{k^{2}}{a^{2}+k^{2}} \frac{d x}{d t} \frac{a n}{\rho_{1}}  \tag{iv}\\
\frac{d^{2} z}{d t^{2}}=R-g
\end{array}\right\}
$$

But $z$ is a small quantity of the second order, hence the last equation gives $R=g$. To solve these equations, we put

$$
x=F \cos (\lambda t+f), \quad y=G \sin (\lambda t+f)
$$

These give

$$
\left.\begin{array}{l}
\left(\lambda^{2}+\frac{a^{2}}{a^{2}+k^{2}} \frac{g}{\rho_{1}}\right) F=\frac{k^{2}}{a^{2}+k^{2}} \frac{a \lambda n}{\rho_{2}} G \\
\left(\lambda^{2}+\frac{a^{2}}{a^{2}+k^{2}} \frac{g}{\rho_{2}}\right) G=\frac{k^{2}}{a^{2}+k^{2}} \frac{a \lambda n}{\rho_{1}} F
\end{array}\right\} .
$$

The equation to find $\lambda$ is therefore

$$
\left(\lambda^{2}+\frac{a^{2}}{a^{2}+k^{2}} \frac{g}{\rho_{1}}\right)\left(\lambda^{2}+\frac{a^{2}}{a^{2}+k^{2}} \frac{g}{\rho_{2}}\right)=\frac{k^{4}}{\left(a^{2}+k^{2}\right)^{2}} \frac{a^{2} \lambda^{2} n^{2}}{\rho_{1} \rho_{2}} .
$$

This is a quadratic equation to determine $\lambda^{2}$. In order that the motion may be oscillatory it is necessary and sufficient that the roots should be both positive. If $\rho_{1}, \rho_{2}$ be both negative, so that the sphere is placed like a ball inside a cup, the roots of the quadratic are positive for all values of $n$. If $\rho_{1}, \rho_{3}$ have opposite signs the roots cannot be both positive. If $\rho_{1}, \rho_{2}$ be both positive the two conditions of stability will be found to reduce to $n^{2}>\frac{a^{2}+k^{2}}{k^{4}} g\left(\sqrt{\left(\sqrt{\rho_{1}}\right.}+\sqrt{\rho_{2}}\right)^{2}$.

If $\rho_{1}$ be infinite, it is necessary that $\rho_{2}$ should be negative, and in that case the two values of $\lambda^{2}$ are $-\frac{a^{2}}{a^{2}+k^{2}} \frac{g}{\rho_{2}}$ and zero, which are both independent of $n$. If $\rho_{1}=\rho_{2}$, we have $F=G$. In this case if $\theta$ be the inclination of the normal to the vertical, we have $\theta^{2}=\left(x^{2}+y^{2}\right) / \rho^{2}$ and, as in Art. 212, we find

$$
\theta^{2}=F_{1}^{2}+F_{2}^{2}+2 F_{1} F_{2} \cos \left\{\left(\lambda_{1}-\lambda_{2}\right) t+f_{1}-f_{2}\right\},
$$

where $\lambda_{1}, \lambda_{2}$ are the roots of the quadratic

$$
\lambda^{2} \pm \frac{k^{2}}{a^{2}+k^{2}} \frac{a n}{\rho} \lambda+\frac{a^{2}}{a^{2}+k^{2}} \frac{g}{\rho}=0
$$

232. This problem may also be solved by Lagrange's method although the geometrical equations contain differential coefficients with regard to the time. To effect this we have recourse to the method of indeterminate multipliers as explained in Vol. I. Chap. vili. Let the axes of reference $O x, O y, O z$ be the same as before. Let $G C$ be that diameter which is vertical when the sphere is in equilibrium on the summit. Let $G A, G B$ be two other diameters forming with $G C$ a system of rectangular axes fixed in the sphere. Let the position of these with reference to the axes fixed in space be defined by the angular co-ordinates $\theta, \phi, \psi$ in Euler's manner. The vis viva of the sphere will then be

$$
2 T=x^{\prime 2}+y^{\prime 2}+z^{\prime 2}+k^{2}\left(\phi^{\prime}+\psi^{\prime} \cos \theta\right)^{2}+k^{2}\left(\theta^{\prime 2}+\sin ^{2} \theta \psi^{\prime 2}\right) .
$$

If we put $\sin \theta \cos \psi=\xi, \sin \theta \sin \psi=\eta, \phi+\psi=\chi$, and reject all small quantitics above the second order, we find that the Lagrangian function is

$$
L=\frac{1}{2}\left(x^{\prime 2}+y^{\prime 2}\right)+\frac{1}{2} k^{2}\left\{\chi^{\prime 2}-\chi^{\prime}\left(\xi \eta^{\prime}-\xi^{\prime} \eta\right)+\xi^{\prime 2}+\eta^{\prime 2}\right\}+\frac{1}{2} g\left(\frac{x^{2}}{\rho_{1}}+\frac{y^{2}}{\rho_{2}}\right) .
$$

It is easy to see by reference to the figure for Euler's geometrical equations Vol. I. Chap. v. that $\xi$ and $\eta$ are the cosines of the angles the diameter $G C$ makes with the axes $O x, O y$.

If $\omega_{x}, \omega_{y}, \omega_{y}$ are the angular velocities of the sphere about parallels to the axes fixed in space, the geometrical equations are

$$
x^{\prime}-a\left(\omega_{y}-\omega_{z} \frac{y}{\rho_{2}}\right)=0, \quad y^{\prime}+a\left(\omega_{x}-\omega_{z} \frac{x}{\rho_{1}}\right)=0
$$

These are found by making the resolved velocities of the point of contact in the directions of the axes of $x$ and $y$ equal to zero. See the expressions in Vol. i. Chap. v. for the velocity of any point. The angular velocities $\omega_{x}, \omega_{y}, \omega_{z}$ may be expressed in terms of $\theta, \phi, \psi$ by formulæ analogous to those of Euler. See Vol. r. Chap. v. Thus

$$
\left.\begin{array}{l}
\omega_{x}=-\theta^{\prime} \sin \psi+\phi^{\prime} \sin \theta \cos \psi \\
\omega_{y}=\theta^{\prime} \cos \psi+\phi^{\prime} \sin \theta \sin \psi \\
\omega_{z}=\phi^{\prime} \cos \theta+\psi
\end{array}\right\} .
$$

Substituting and expressing the result in terms of the new co-ordinates $\xi, \eta, \chi$, the geometrical equations become

$$
L_{1}=-\frac{x^{\prime}}{a}+\chi^{\prime} \eta+\xi^{\prime}-\chi^{\prime} \frac{y}{\rho_{2}}=0, \quad L_{2}=\frac{y^{\prime}}{a}+\chi^{\prime} \xi-\eta^{\prime}-\chi^{\prime} \frac{x}{\rho_{1}}=0
$$

Lagrange's equations of motion modified by the indeterminate multipliers $\lambda$ and $\mu$ are represented by the typical form

$$
\frac{d}{d t} \frac{d L}{d q^{\prime}}-\frac{d L}{d q}=\lambda \frac{d L_{1}}{d q^{\prime}}+\mu \frac{d L_{2}}{d q^{\prime}},
$$

where $q$ stands for any one of the five co-ordinates $x, y, \xi, \eta, \chi$. The steady motion is given by $x, y, \xi, \eta$ all zero and $\chi=n$. Taking $q=x$ and $q=y$ and giving the several co-ordinates their values in the steady motion, we find that $\lambda$ and $\mu$ are both zero in the steady motion.

To find the oscillations, we write for $q$ in turn $x, y, \chi, \xi$ and $\eta$, and retain the first powers of the small quantities. Remembering that $\lambda$ and $\mu$ are small quantities (Art. 51), we find

$$
\left.\left.\begin{array}{rl}
x^{\prime \prime}-g \frac{x}{\rho_{1}}+\frac{\lambda}{a}=0 \\
y^{\prime \prime}-g \frac{y}{\rho_{2}}-\frac{\mu}{a}=0 \\
k^{2} \chi^{\prime \prime}=0
\end{array}\right\}, \quad \begin{array}{l}
k^{2}\left(\xi^{\prime \prime}+\chi^{\prime} \eta^{\prime}\right)-\lambda=0 \\
k^{2}\left(\eta^{\prime \prime}-\chi^{\prime} \xi^{\prime}\right)+\mu=0
\end{array}\right\} .
$$

These and the two geometrical equations $L_{1}$ and $L_{2}$ are all linear, and may be solved in the usual manner. If we put $\chi^{\prime}=n$ and eliminate first $\lambda$ and $\mu$ and then
$\xi$ and $\eta$ we get two equations to find $x$ and $y$, which are the same as those marked (iv) in the solution of Art. 231.
233. Ex. A perfectly rough sphere is placed on a perfectly rough fixed sphere near the highest point. The upper sphere has an angular velocity $n$ about the diameter through the point of contact; prove that its equilibrium will be stable if $n^{2}>35 g(a+b) / a^{2}$, where $b$ is the radius of the fixed sphere, and $a$ the radius of the moving sphere.
234. Oscillations about steady motion. A perfectly rough surface of revolution is placed with its axis vertical. Determine the circumstances of motion that a heavy sphere may roll on it so that its centre describes a horizontal circle. And this state of steady motion being disturbed, find the small oscillations.

In this case we must recur to the equations of Art. 230. We shall adopt the notation of that article, except that to shorten the expressions we shall put for $k^{2}$ its value $\frac{2}{5} a^{2}$.

To find the steady motion. We must put $u, v, \omega_{3}, \theta, d \psi / d t$ all constant. Let $\alpha, \mu$ and $n$ be the constant values of $\theta, d \psi \mid d t$ and $\omega_{3}$. Then we have $u=0, v=b \mu$, where $b$ is the constant value of $r$. The equation (i) becomes

$$
-b \cos a \mu^{2}=\frac{5}{7} g \sin a-\frac{2}{7} a n \sin a \mu .
$$

The other dynamical equations are satisfied without giving any relation between the constants. If the motion be steady, we have therefore

$$
n=\frac{5}{2} \frac{g}{a \mu}+\frac{7}{2} \frac{b}{a} \mu \cot \alpha ;
$$

thus for the same value of $n$ we have two values of $\mu$, which correspond to different initial values of $v$.

We have the geometrical relation $a \omega_{1}=-v$, so that $\omega_{1}$ and $n$ have opposite signs. Hence the axis of rotation which necessarily passes through the point of contact of the sphere with the rough surface makes an angle with the vertical less than that made by the normal at the point of contact.

If the sphere roll on a surface of revolution so that the axis $G C$ is turned from the axis of symmetry, the angle $a$ must be positive. By inspecting the expression for $n$ and making $d n / d \mu=0$ it will be seen that the least value of the angular velocity $n$ of the sphere is given by $n^{2}=35 \cot \alpha \cdot b g / a^{2}$. In this case the precessional motion of the sphere is given by $\mu^{2}=\frac{5}{7} \tan \alpha . g / b$. If the sphere roll on the inner and upper side of such a surface as an anchor ring held with its axis vertical the angle $a$ is negative, and there is no inferior limit to the value of $n$.

To find the small oscillation.
Put $\theta=\alpha+\theta^{\prime}, d \psi / d t=\mu+d \psi^{\prime} d t$, where $\alpha$ and $\mu$ are supposed to contain all the constant parts of $\theta$ and $d \psi / d t$, so that $\theta^{\prime}$ and $d \psi^{\prime} / d t$ only contain trigonometrical terms. Let $c-a$ be the radius of curvature of the surface of revolution at the point of contact of the sphere in steady motion, so that $\rho$ differs from $c$ only by small quantities, and may be put equal to $c$ in the small terms. Also we have $r=b+c \cos \alpha \cdot \theta^{\prime}$.

Now by equations (iv) and (v) of Art. 230 we have

$$
\begin{gathered}
\frac{d \omega_{3}}{d t}=\frac{d \theta}{d t} \frac{d \psi}{d t} \frac{\rho \sin \theta-r}{a}=\frac{d \theta^{\prime}}{d t} \mu \frac{c \sin \alpha-b}{a} ; \\
\therefore \omega_{3}=\mu \frac{c \sin a-b}{a} \theta^{\prime}+n,
\end{gathered}
$$

where $n$ is the whole of the constant part of $\omega_{3}$.

Again, from equation (ii), we have

$$
\begin{aligned}
& \quad-\frac{1}{a} \frac{d}{d t}\left(r \frac{d \psi}{d t}\right)-\frac{\rho}{a} \frac{d \theta}{d t} \cos \theta \frac{d \psi}{d t}+\frac{\hbar^{2}}{a^{2}+k^{2}} \omega_{3} \frac{d \theta}{d t}=0 ; \\
& \therefore-\frac{\mu}{a} c \cos a \frac{d \theta^{\prime}}{d t}-\frac{b}{a} \frac{d^{2} \psi}{d t^{2}}-\frac{c \cos a \mu}{a} \frac{d \theta^{\prime}}{d t}+\frac{2}{7} n \frac{d \theta^{\prime}}{d t}=0 ; \\
& \text { have. } \quad\left(\frac{2}{7} n-\frac{2 \mu c \cos a}{a}\right) \theta^{\prime}=\frac{b}{a} \frac{d \psi^{\prime}}{d t},
\end{aligned}
$$

integrating we have.
the constant being put zero because $\theta^{\prime}$ and $\psi^{\prime}$ only contain trigonometrical terms.
Thirdly, from equation (i), we have

$$
\begin{gathered}
\frac{1}{a} \frac{d}{d t}\left(\rho \frac{d \theta}{d t}\right)-\frac{r}{a}\left(\frac{d \psi}{d t}\right)^{2} \cos \theta+\frac{2}{7} \omega_{3} \sin \theta \frac{d \psi}{d t}=\frac{5}{7} \frac{g}{a} \sin \theta ; \\
\therefore \frac{c}{a} \frac{d^{2} \theta^{\prime}}{d t^{2}}-\frac{b+c \cos a \theta^{\prime}}{a}\left(\cos \alpha-\sin a \theta^{\prime}\right)\left(\mu^{2}+2 \mu \frac{d \psi^{\prime}}{d t}\right) \\
+\frac{2}{7}\left(\sin a+\cos a \theta^{\prime}\right)\left(\mu+\frac{d \psi}{d t}\right)\left(n+\mu \frac{c \sin a-b}{a} \theta^{\prime}\right)=\frac{5}{7} \frac{g}{a}\left(\sin a+\cos a \theta^{\prime}\right) .
\end{gathered}
$$

This expression must be expanded and expressed in the form

$$
\frac{d^{2} \theta^{\prime}}{d t^{2}}+A \theta^{\prime}=B
$$

In this case, since $\theta^{\prime}$ contains only trigonometrical expressions, we must have $B=0$. Putting $\theta^{\prime}=0$ in the above expression, we find the same value for $n$ as in steady motion. After expanding the preceding equation we find

$$
\begin{aligned}
A=\mu^{2} & \left(-\cos ^{2} \alpha+\frac{2}{7} \sin ^{2} \alpha\right)+\mu^{2} \frac{b}{c \sin \alpha}\left(2 \cos ^{2} \alpha+\frac{5}{7} \sin ^{2} \alpha\right) \\
& +\frac{25}{49} \frac{g^{2} \sin \alpha}{\mu^{2} b c}-\frac{10}{7} \frac{g}{b} \sin \alpha \cos a+\frac{10}{7} \frac{g}{c} \cos \alpha .
\end{aligned}
$$

In order that the motion may be steady, it is sufficient and necessary that this value of $A$ should be positive. And the time of oscillation is then $2 \pi / \sqrt{A}$.

It is to be observed that this investigation does not apply if $a$ and therefore $b$ be small, for some terms which have been rejected have $b$ in their denominators, and may become important.
235. Motion on an Imperfectly rough surface. The general equations of the motion of a sphere on an imperfectly rough surface may be obtained on principles similar to those adopted in Vol. I. Chap. VI. to determine the motion of rough clastic bodies impinging on each other. The difference in the theory will be made clear by the following example, in which a method of proceeding is explained which is generally applicable, whenever the integrations can be effected.
236. A homogeneous sphere moves on an imperfectly rough inclined plane with any initial, conditions, find the direction of the motion and the velocity of its centre at any time.

Let $G$ be the centre of gravity of the sphere. Let the axes of reference $G A, G B, G C$ have their directions fixed in space, the first being directed down the inclined plane and the last normal to the plane. Let $u, v, w$ be the velocities of $G$ resolved parallel to these axes, and $\omega_{1}, \omega_{2}, \omega_{8}$ the angular velocities of the body about these axes. Let $F, F^{\prime \prime}$ be the resolved parts of the frictions of the plane on the sphere parallel to the axes $G A, G B$, but taken nergatively
in those directions. Let $k$ be the radius of gyration of the sphere about a diameter, $a$ its radius, and let the mass be unity. Let $\alpha$ be the inclination of the plane to the horizon.

Whether the sphere roll or slide the equations of motion will be

$$
\left.\left.\begin{array}{l}
k^{2} \frac{d \omega_{1}}{d t}=-F^{\prime} a \\
k^{2} \frac{d \omega_{2}}{d t}=F a
\end{array}\right\} \ldots \ldots(1), \quad \begin{array}{l}
\frac{d u}{d t}=-F+g \sin \alpha \\
\frac{d v}{d t}=-F^{\prime \prime}
\end{array}\right\} \ldots \ldots \text { (2). }
$$

Eliminating $F$ and $F^{\prime}$ from these equations and integrating we have

$$
\left.\begin{array}{l}
u+\frac{k^{2}}{a^{2}} a \omega_{2}=U_{0}+g \sin \alpha t \\
v-\frac{k^{2}}{a^{2}} a \omega_{1}=V_{0} \tag{3}
\end{array}\right\}
$$

where $U_{0}$ and $V_{0}$ are two constants determined by the initial values of $u, v, \omega_{1}, \omega_{2}$.

The meaning of these equations may be found as follows. Let $P$ be the point of contact of the sphere and plane, let $Q$ be a point within the sphere on the normal at $P$ so that $P Q=\left(a^{2}+k_{-}^{2}\right) / a$. Then $Q$ is the centre of oscillation of the sphere when suspended from $P$. It is clear that the left-hand sides of the equations (3) express the components of the velocity of $Q$ parallel to the axes. The equations assert that the frictional impulses at $P$ cannot affect the motion of $Q$, and this also readily follows from Vol. I. Chap. III., because $Q$ is in the axis of spontaneous rotation for a blow at $P$.
237. The friction at the point of contact $P$ always acts opposite to the direction of sliding and tends to reduce this point to rest. When sliding ceases the friction (see Vol. I. Chap. IV.) also ceases to be limiting friction and becomes only of sufficient magnitude to keep the point of contact at rest. If sliding ever does cease, we then have

$$
\begin{equation*}
u-a \omega_{2}=0, \quad v+a \omega_{1}=0 . \tag{4}
\end{equation*}
$$

The equations (3) and (4) suffice to determine these final values of $u, v, \omega_{1}$ and $\omega_{2}$. Thus the direction of the motion and the velocity of the centre of gravity after sliding has ceased have been found in terms of the time. It appears that both these elements are independent of the friction.

If the equations (4) hold initially the sphere will begin to move without sliding provided the friction found from the equations (1), (2) and (4) is less than the limiting friction. To determine this point we must find the magnitude of the friction necessary to prevent sliding. If the sphere does not slide we may differentiate the equations (4); then substituting from (1) and (2) we find $F^{\prime \prime}=0$ and $F=g \sin \alpha \cdot k^{2} /\left(a^{2}+k^{2}\right)$. But since the pressure on the plane is
$g \cos \alpha$, this requires that the coefficient of friction $\mu>\tan \alpha \frac{k^{2}}{a^{2}+k^{2}}$. Supposing this inequality to hold the friction called into play will be always less than or not greater than the limiting friction, and therefore equations (3) and (4) give the whole motion.

This method of finding the inferior limit to the value of $\mu$ is the same as that used in Vol. I. Chap. rv. in the corresponding problem where the sphere rolls down the inclined plane along the line of greatest slope.
238. If the equations (4) do not hold initially or if the inequality just mentioned be not satisfied, let $S$ be the velocity of sliding and let $\theta$ be the angle the direction of sliding makes with GA. To fix the signs we shall take $S$ to be positive while $\theta$ may have any value from $-\pi$ to $\pi$. Then

$$
S \cos \theta=u-a \omega_{2}, \quad S \sin \theta=v+a \omega_{1} \ldots \ldots \ldots \ldots(5) .
$$

The friction is equal to $\mu g \cos \alpha$ and acts in the direction opposite to sliding, hence

$$
F=\mu g \cos \alpha \cos \theta, \quad F^{\prime}=\mu g \cos \alpha \sin \theta
$$

The equations (1), (2) and (5) therefore give

$$
\left.\begin{array}{l}
\frac{d(S \cos \theta)}{d t}=-\left(1+\frac{a^{2}}{k^{2}}\right) \mu g \cos \alpha \cos \theta+g \sin \alpha \\
\frac{d(S \sin \theta)}{d t}=-\left(1+\frac{a^{2}}{k^{2}}\right) \mu g \cos \alpha \sin \theta \tag{6}
\end{array}\right\}
$$

Expanding we find

$$
\left.\begin{array}{rl}
\frac{d S}{d t} & =-\left(1+\frac{a^{2}}{k^{2}}\right) \mu g \cos \alpha+g \sin \alpha \cos \theta  \tag{7}\\
S \frac{d \theta}{d t} & =-g \sin \alpha \sin \theta
\end{array}\right\}
$$

If $\theta$ be not constant, we may eliminate $t$ and integrate with regard to $\theta$, this gives $S \sin \theta=2 A\left(\tan \frac{\theta}{2}\right)^{n}$.
where $n=\left(1+a^{2} / k^{2}\right) \mu \cot c$, and $A$ is the constant of integration. If $S_{0}$ and $\theta_{0}$ be the initial values of $S$ and $\theta$ determined by equations (5), we have $2 A=S_{0} \sin \theta_{0}\left(\cot \frac{\theta_{0}}{2}\right)^{n} \ldots$

Substituting the value of $S$ given by (8) in the second of equations (7) and integrating we find
$\frac{\left(\tan \frac{\theta}{2}\right)^{n-1}}{n-1}+\frac{\left(\tan \frac{\theta}{2}\right)^{n+1}}{n+1}=\frac{\left(\tan \frac{\theta_{0}}{2}\right)^{n-1}}{n-1}+\frac{\left(\tan \frac{\theta_{0}}{2}\right)^{n+1}}{n+1}-\frac{g \sin \alpha}{A} t \ldots(10)$,
the constant of integration being determined from the condition that $\theta=\theta_{0}$ when $t=0$. The equations (8), (9) and (10) give $S$ and
$\theta$ in terms of $t$. The equations (3) and (5) then give $u, v, \omega_{1}$ and $\omega_{2}$ in terms of $t$.

The second of equations (7) shows that $d \theta / d t$ has an opposite sign to $\theta$, hence $\theta$ beginning at any initial value except $\pm \pi$ continually approaches zero. It follows that, unless $\alpha$ is zero, $\theta$ will be constant only when $\theta_{0}=0$ or $\pm \pi$.

If $n>1$, i.e. $\mu>\tan \alpha \cdot k^{2} /\left(a^{2}+k^{2}\right)$, we see from (8) that sliding will cease when $\theta$ vanishes. This, by (10) will occur when

$$
t=\frac{S_{0}}{g \sin \alpha}\left(\frac{\cos ^{2} \frac{\theta_{0}}{2}}{n-1}+\frac{\sin ^{2} \frac{\theta_{0}}{2}}{n+1}\right) .
$$

The subsequent motion has already been found.
If $n<1$ we see by (8) that $S$ increases as $\theta$ decreases, so that sliding will never cease. It also follows from (10) that $\theta$ vanishes only at the end of an infinite time.

If $S_{0}=0$, sliding will never begin if $n>1$, but will immediately begin and never cease if $n<1$.
239. Billiard Balls. The theory of the motion of a sphere on an imperfectly rough horizontal plane is so much simpler than when the plane is inclined or when the sphere rolls on any other surface, that it seems unnecessary to consider this case in detail. At the same time the game of billiards supplies many problems which it would be unsatisfactory to pass over in silence. The following examples have been arranged so as both to indicate the mode of proof to be adopted and to supply some results which may be submitted to experiment.

The result given in Ex. 1, was first obtained by J. A. Euler the son of the celebrated Euler, and published in the Mém. de l'Acad. de Berlin, 1758. Most, possibly all, of the other results may be found in the Jeu de Billiard par G. Coriolis, published at Paris in 1835.

Ex. 1. A billiard-ball is set in motion on an imperfectly rough horizontal plane, show that the direction and magnitude of the friction are constant throughout the motion. The path of the centre of gravity is therefore an are of a parabola while sliding continues, and finally a straight line. The parabola is described with the given initial motion of the centre of gravity under an acceleration equal to $\mu g$ tending in a direction opposite to the initial direction of sliding.

Ex. 2. If $S_{0}$ be the initial velocity of sliding prove that the parabolic path lasts for a time $\frac{2}{7} S_{0} / \mu \mathrm{g}$. From some experiments of Coriolis it appears that $\mu=\frac{1}{6}$ nearly. If the initial velocity of sliding be one foot per second, the parabolic path lasts therefore less than a twentieth part of a second.

Ex. 3. If $P$ be the point of contact in any position and $Q$ the centre of oscillation with regard to $P$, prove that the velocity of $Q$ is always the same in direction and magnitude. Thence show that the final rectilinear path of the centre of gravity is parallel to the initial direction of the motion of $Q$ and the final velocity of the centre of gravity is five sevenths of the initial velocity of $Q$. If $P P^{\prime}$ be the initial direction of motion and $V$ the initial velocity of the centre of gravity and $t$ the time
given by Ex. 2, prove that the final rectilinear path of the centre of gravity intersects $P P^{\prime}$ in a point $P^{\prime}$ so that $P P^{\prime}=\frac{1}{2} V t$.

Ex. 4. A billiard-ball, at rest on an imperfectly rough horizontal table, is struck by a cue in a horizontal direction at any point whose altitude above the table is $h$, and the cue is withdrawn as soon as it has delivered its blow. Supposing the cue to be sufficiently rough to prevent sliding, show that the centre of the ball will move in the direction of the blow and that its velocity will become uniform and equal to $\frac{5}{7} \frac{h}{a} B$ after a time $\frac{5 h \sim 7 a}{7 a} \frac{B}{\mu g}$ where $B$ is the ratio of the blow to the mass of the sphere and $a$ is the radius.

In order that there should be no sliding the distance of the cue from the centre of the ball must be less than $a \sin \epsilon$ where $\tan \epsilon$ is the coefficient of friction between the cue and ball.

Ex. 5. A billiard-ball, initially at rest and touching the table at a point $P$, is struck by a cue making an angle $\beta$ with the horizon. Show that the final rectilinear motion of the centre of gravity is parallel to the straight line $P S$ joining $P$ to the point $S$ where the direction of the blow meets the table, and the final velocity of the centre of gravity is $\frac{5}{7} B \sin \beta . P S / a$ in the direction of the projection of the blow on the horizon. It will be noticed that these results are independent of the friction.

Ex. 6. Measure $S T=\frac{7}{6} a \cot \beta$ along the projection of the blow on the horizontal table, then TS measures the horizontal component of the blow referred to a unit of mass, on the same scale that PS measures the final velocity of the centre of gravity. Prove that during the impact and the whole of the subsequent motion the friction acts along $P T$ and that the whole friction called into play will be measured by $P T$ on the scale just mentioned. Thence show that unless $\mu<\frac{5}{7} P T / a$ the parabolic are of the path will be suppressed. Show also that $P T$ is the direction in which the lowest point of the ball would begin to move if the horizontal plane were smooth and the ball were acted on by the same blow as before.

## Motion of a Solid Body on a plane.

210. Historical summary. The motion of a heavy body of any form on a horizontal plane seems to have been studied first by Poisson. The body is supposed to be either bounded by a continuous surface which touches the plane in a single point or to be terminated by an apex as in a top, while the plane is regarded as perfectly smooth. Poisson uses Euler's equations to find the rotations about the principal axes, and refers these axes to others fixed in space by means of the formulæ usually called Euler's geometrical equations. He finds one integral by the principle of vis viva and another by that of angular momentum about the vertical straight line through the centre of gravity. These equations are then applied to find how the motion of a vertical top is disturbed by a slow movement of the smooth plane on which it rests. See the Traité de Mécanique.

In three papers in the fifth and eighth volumes of Crelle's Journal (1830 and 1832) M. Cournot repeated Poisson's equations, and expressed the corresponding geometrical conditions when the body rests on more than one point or rolls on an edge such as the base of a cylinder. He also considers the two cases in which the plane is (1) perfectly rough, and (2) imperfectly rough. He proceeds on the same general plan as Poisson, having two sets of rectangular axes, one fixed in the body and the other in space connected together by the formulæ usually given for
transformation of co-ordinates. As may be supposed, the equations obtained are extremely complicated. M. Cournot also forms the corresponding equations for impulsive forces. Those however which include the effects of friction do not agree with the equations given in this treatise.

In the thirteenth and seventeenth volumes of Liouville's Journal (1848 and 1852) there will be found two papers by M. Puiseux. In the first he repeats Poisson's equations and applies them to the case of a solid of revolution on a smooth plane. He shows that whatever angle the axis initially makes with the vertical, this angle will remain very nearly constant if a sufficiently great angular velocity be communicated to the body about the axis. An inferior limit to this angular velocity is found only in the case in which the axis is vertical. In the second memoir he applies Poisson's equations to determine the conditions of stability of a solid of any form placed on a smooth plane with a principal axis at its centre of gravity vertical and rotating about that axis. He also determines the small oscillations of a body resting on a smooth plane about a position of equilibrium.

In the fourth volume of the Quarterly Journal of Mathematics, 1861, Mr G. M. Slesser forms the equations of motion of a body on a perfectly rough horizontal plane and applies them to the problem considered at the end of Art. 251. He uses moving axes, and his analysis is almost exactly the same as that which the author independently adopted.
241. Oscillations about steady motion. A solid of revolution rolls on a perfectly rough horizontal plane under the action of gravity. To find the steady motion and the small oscillations.

Let $G$ be the centre of gravity of the body, $G C$ the axis of figure, $P$ the point of

contact. Let $G A$ be that principal axis which lies in the plane $P G C$ and $G B$ the axis at right angles to $G A, G C$. Let $G M$ be a perpendicular from $G$ on the hori-
zontal plane, and $P N$ a perpendicular from $P$ on $G C$. Let $R$ be the normal reaction at $P ; F, F^{v}$ the resolved parts of the frictions respectively in and perpendicular to the plane PGC. Let the mass of the body be unity.

Let $\theta$ be the angle $G C$ makes with the vertical, $\psi$ the angle $M P$ makes with any fixed straight line in the horizontal plane. Then $\theta$ and $\psi$ are two of the angles used in Euler's geometrical equations (Vol. I. Chap. v.) to refer the moving axes $G A, G B$, $G C$ to an axis fixed in space, viz. the vertical. The third Eulerian angle $\phi$ is here zero. The moving axes $G A, G B, G C$ are therefore the same as those described in Art. 21. Since $G C$ is fixed in the body we have $\theta_{1}=\omega_{1}, \theta_{2}=\omega_{2}$. Since $\phi=0$ the third of Euler's geometrical equations gives $\theta_{3}=\cos \theta d \psi / d t$. Remembering that the angular momenta about the axes are $h_{1}=A \omega_{1}, h_{2}=A \omega_{2}, h_{3}=C \omega_{3}$ as in Art. 20, the equations of moments of Art. 19 become

$$
\begin{array}{r}
A \frac{d \omega_{1}}{d t}-A \omega_{2} \frac{d \psi}{d t} \cos \theta+C \omega_{3} \omega_{2}=-F^{\prime} \cdot G N \ldots \ldots \ldots \ldots \\
A \frac{d \omega_{2}}{d t}-C \omega_{3} \omega_{1}+A \omega_{1} \frac{d \psi}{d t} \cos \theta=-F \cdot G M-R . M P . \\
C \frac{d \omega_{3}}{d t}=F^{v} \cdot P N \ldots \ldots \ldots \ldots \ldots \ldots \tag{3}
\end{array}
$$

The first two of Euler's geometrical equations give the relations between $\theta_{1}, \theta_{2}$ and the angles $\theta, \psi$. Since $\theta_{1}=\omega_{1}, \theta_{2}=\omega_{2}$ and $\phi=0$, these become

$$
\begin{equation*}
\frac{d \theta}{d t}=\omega_{2} \ldots \ldots \ldots \ldots \ldots \ldots(4) . \quad \sin \theta \frac{d \psi}{d t}=-\omega_{1} . \tag{5}
\end{equation*}
$$

The Eulerian geometrical equations which refer the body to the axes fixed in space are not required. We may also notice that the equations (4) and (5) are sufficiently obvious from the geometry of the figure to render any reference to Euler's equations unnecessary.

Let $u$ and $v$ be the velocities of the centre of gravity respectively along and perpendicular to $M P$, both being parallel to the horizontal plane. The accelerations of the centre of gravity along these moving axes will be

$$
\begin{align*}
& \frac{d u}{d t}-v \frac{d \psi}{d t}=F . .  \tag{6}\\
& \frac{d v}{d t}+u \frac{d \psi}{d t}=F^{\prime} . \tag{7}
\end{align*}
$$

And if 2 be the altitude of $G$ above the horizontal plane, i.e. $z=G M$, we have

$$
\begin{equation*}
\frac{d^{2} z}{d t^{2}}=-g+R \tag{8}
\end{equation*}
$$

Also since the point $P$ is at rest, we have

$$
\begin{gather*}
u-G M \omega_{2}=0 \ldots \ldots .  \tag{9}\\
v+P N \omega_{3}-G N \omega_{1}=0 \ldots .  \tag{10}\\
z=-G N \cos \theta+P N \sin \theta . \tag{11}
\end{gather*}
$$

These are the general equations of motion of a solid of revolution moving on a perfectly rough horizontal plane. If the plane is not perfectly rough the first eight equations will still hold, but the remaining three must be modified in the manner explained in the next proposition.

When the motion is steady, we have the surface of revolution rolling on the plane so that its axis makes a constant angle with the vertical. In this state of motion, let $\theta=a, d \psi / d t=\mu, \omega_{3}=n, G M=p, M P=q, G N=\xi, N P=\eta$, and let $\rho$ be the radius of curvature of the rolling body at $P$. Then the relations between these quantities may be found by substitution in the above equations.

When the form of the solid of revolution is given these equations will admit of considerable simplification, and may therefore be formed in any special case without
much difficulty. Thus if the solid were a hoop or dise of radius $a$, we should have $G N=0, G M=z=a \sin \theta, M P=a \cos \theta$, and the radius of curvature $\rho=0$.
242. Suppose it were required to find the conditions that the surface may roll with a given angular velocity $n$ with its axis of figure making a given angle with the vertical. Here $n$ and $\alpha$ are given, and $p, q, \xi, \eta, \rho$ may be found from the equations to the surface. We have to find $\mu, \omega_{1}, \omega_{2}, u, v$ and the radius of the circle described by $G$ in space. Then eliminating $F$ and $R$, we have $F^{\prime}=0$, and

$$
\begin{array}{rlrl}
\mu^{2} \sin \alpha(A \cos \alpha-p \xi)-n \mu(C \sin \alpha+p \eta)-g q=0 .  \tag{12}\\
\omega_{1} & =-\mu \sin \alpha, & \omega_{2}=0, \\
u & =0, & v & =-n \eta-\xi \mu \sin \alpha .
\end{array}
$$

Let $r$ be the radius of the circle described by $G$ as the surface rolls on the plane. Since $G$ describes its circle with angular velocity $\mu$, we have $r \mu=v$, and hence

$$
r=-\frac{\eta n}{\mu}-\xi \sin \alpha .
$$

Eliminating $n$ we may also find $r$ from the equation

$$
\mu^{2}\left\{A \eta \sin \alpha \cos \alpha+C \xi \sin ^{2} \alpha+r(C \sin \alpha+p \eta)\right\}=g q \eta
$$

For every value of $n$ and $a$ there are two values of $\mu$, which however correspond to different initial conditions. In order that a steady motion may be possible, it is necessary that the roots of the quadratic (12) should be real. This gives
$(C \sin \alpha+p \eta)^{2} n^{2}+4 g q \sin \alpha(A \cos \alpha-p \xi)=$ a positive quantity.
If the angular velocity $n$ be very great, one of these values of $\mu$ is very great and the other small. If the angular velocity be communicated to the body by unwinding a string, as in a top, the initial value of $\omega_{1}$ will be small. In this case the body will assume the smaller value of $\mu$, and we have approximately

$$
\mu=-\frac{g q}{n(C \sin \alpha+p \eta)}
$$

243. To find the small oscillation, we put $\theta=a+\theta^{\prime}, d \psi|d t=\mu+d \psi| d t, \omega_{3}=n+\omega_{3}^{\prime}$. Then we have by geometry,

$$
\begin{array}{ll}
z=G M=p+q \theta^{\prime}, & P M=q+(\rho-p) \theta^{\prime}, \\
N=\xi+\rho \theta^{\prime} \sin a, & P N=\eta+\rho \theta^{\prime} \cos \alpha,
\end{array}
$$

and substituting in (5), (9), (10), (6), (7) respectively, we find

$$
\begin{aligned}
& \begin{array}{l}
\omega_{1}=-\mu \sin \alpha-\mu \cos \alpha \theta^{\prime}-\sin \alpha \frac{d \psi^{\prime}}{d t}, \\
v=-\mu \sin \alpha \xi-n \eta-\left(\mu \cos \alpha \xi+\mu \rho \sin ^{2} \alpha+n \rho \cos \alpha\right) \theta^{\prime}-\sin \alpha \xi \frac{d \psi^{\prime}}{d t}-\eta \omega_{3}^{\prime}, \\
F=p \frac{d^{2} \theta^{\prime}}{d t^{2}}+\mu^{2} \sin \alpha \xi+n \mu \eta+2 \sin \alpha \mu \xi \frac{d \psi^{\prime}}{d t}+\eta n \frac{d \psi^{\prime}}{d t} \\
\\
\\
\quad+\mu\left(\mu \cos \alpha \xi+\mu \rho \sin ^{2} \alpha+n \rho \cos \alpha\right) \theta^{\prime}+\eta \mu \omega_{3}^{\prime}, \\
F^{\prime}=-\left(\mu \cos \alpha \xi-p \mu+\mu \rho \sin ^{2} \alpha+n \rho \cos \alpha\right) \frac{d \theta^{\prime}}{d t}-\sin \alpha \xi \frac{d^{2} \psi}{d t^{2}}-\eta \frac{d \omega_{3}^{\prime}}{d t} .
\end{array}
\end{aligned}
$$

Substituting these in equation (3) and integrating, we have

$$
\left(C+\eta^{2}\right) \omega_{3}^{\prime}=\left(p \mu-\mu \xi \cos \alpha-\mu \rho \sin ^{2} \alpha-n \rho \cos a\right) \eta \theta^{\prime}-\eta \sin \alpha \xi \frac{d \psi^{\prime}}{d t} \ldots \ldots(\mathrm{~A})
$$

the constant being omitted because $n$, $a$ and $\mu$ are supposed to contain all the constant parts of $\omega_{3}, \theta$, and $d \psi / d t$.

Again substituting in (1) and integrating, we have
$\left\{C n-2 A \mu \cos \alpha+\xi\left(p \mu-\mu \cos \alpha \xi-\mu \sin ^{2} \alpha \rho-n \rho \cos \alpha\right)\right\} \theta^{\prime}-\left(A+\xi^{2}\right) \sin \alpha \frac{d \psi^{\prime}}{d t}=\xi \eta \omega_{3}^{\prime}(\mathrm{B})$.

Also substituting in (2), we have

$$
\left.\begin{array}{rl}
(A & \left.+p^{2}+q^{2}\right) \frac{d^{2} \theta^{\prime}}{d t^{2}}+\theta^{\prime}\left\{A \mu^{2}\left(\sin ^{2} \alpha-\cos ^{2} \alpha\right)+C n \mu \cos a+(\rho-p) g\right. \\
& \left.+\mu^{2} \sin \alpha \xi q+n \mu \eta q+\mu^{2} \cos \alpha \xi p+n \mu \rho p \cos \alpha+\mu^{2} \sin ^{2} \alpha \rho p\right\} \\
& +\frac{d \psi}{d t}\{-2 A \mu \sin \alpha \cos \alpha+C n \sin \alpha+2 \xi p \mu \sin \alpha+n p \eta\} \\
& +\omega_{3}^{\prime}\{C \mu \sin \alpha+\mu p \eta\} \\
& +\left\{-A \sin \alpha \cos \alpha \mu^{2}+C n \mu \sin \alpha+g q+\sin \alpha \mu^{2} p \xi+n \mu p \eta\right\}
\end{array}\right\}=0 \ldots(\mathrm{C}) .
$$

The last term of this equation must vanish since $\theta^{\prime}, d \psi \mid d t, \omega_{3}^{\prime}$ only contain periodic terms. It is the equation thus formed which determines the steady motion and gives us the value of $\mu$.

To solve these equations we may put

$$
\theta^{\prime}=L \sin (\lambda t+f), \quad \frac{d \psi^{\prime}}{d t}=M \sin (\lambda t+f), \quad \omega_{3}^{\prime}=N^{\top} \sin (\lambda t+f) .
$$

If we substitute these in (A), (B), (C) we shall get three equations to eliminate the ratios $L: M: N$. Before substitution it will be found convenient to simplify the equations first by multiplying (A) by $\xi$ and (B) by $\eta$ and subtracting the latter result from the former, and secondly by multiplying (A) by $\mu p / \eta$ and adding the result to (C). We then obtain the following determinant,

| $-\left(A+p^{2}+q^{2}\right) \lambda^{2}+(\rho-p) g$ <br> $+\mu^{2}\left(p^{2}-A \cos 2 \alpha-q r\right)$ <br> $+n \mu C \cos \alpha$ | $A \mu \sin \alpha \cos \alpha$ <br> $+\frac{q g}{\mu}$ | $C \mu(\eta \sin \alpha-p)$ |
| :---: | :---: | :---: |
| $C n-2 A \mu \cos \alpha$ | $A \sin \alpha$ | $C \xi$ |
| $\left(p-\xi \cos \alpha-\rho \sin ^{2} \alpha\right) \mu$ <br> $-\rho n \cos \alpha$ | $\xi \sin \alpha$ | $-\left(C+\eta^{2}\right)$ |

244. Examples. Ex. 1. To find the least angular velocity which will make a hoop roll in a straight line.

In this case $r$ is infinite and therefore $\mu$ must be zero. It follows from the equation of steady motion that $q=0$, or the hoop must be upright. We have $p=a, q=0, \xi=0, \eta=a, \mu=0$, and $C=2 A$. The determinant becomes

$$
\left(A+a^{2}\right) \lambda^{2}=2 n^{2}\left(2 A+a^{2}\right)-a g,
$$

so that the least angular velocity which will make $\lambda$ a real quantity is given by

$$
2\left(C+a^{2}\right) n^{2}=a g .
$$

Let the hoop be an arc, we have $C=a^{2}$, and if $V$ be the least velocity of the centre of gravity, this equation gives $V^{2}>\frac{1}{4} \mathrm{ag}$. Let the hoop be a disc, then $C=\frac{1}{2} a^{2}$, and we have $V^{2}>\frac{1}{3} a g$.

Ex. 2. A circular disc is placed with its rim resting on a perfectly rough horizontal table and is spun with an angular velocity $\Omega$ about the diameter through the point of contact. Prove that in steady motion the centre is at rest at an altitude $k^{2} \Omega^{2} / g$ above the horizontal plane, where $k$ is the radius of gyration about a diameter; and, if $a$ be the inelination of the plane to the horizon, the point of contact has made a complete circuit in the time $2 \pi \sin \alpha / \Omega$. If the dise be slightly disturbed from this state of steady motion, show that the time of a small oscillation is $2 \pi\left\{\frac{k^{2}}{g a} \frac{\left(k^{2}+a^{2}\right) \sin a}{3 k^{2} \cos ^{2} a+a^{2} \sin ^{2} a}\right\}^{\frac{1}{3}}$.

Ex. 3. An infinitely thin circular dise moves on a perfectly rough horizontal plane in such a manner as to preserve a constant inclination $a$ to the horizon. Find the condition that the motion may be steady and the time of a small oscillation.

Let the radius of the disc be $a$, and the radius of gyration about a diameter $k$. Let $\omega_{3}$ be the angular velocity about the axis, $\mu$ the angular velocity of the centre of gravity about the centre of the circle described by $\mathrm{it}, r$ the radius of this circle, then in steady motion

$$
\left(2 k^{2}+a^{2}\right) \omega_{3}=k^{2} \mu \cos a-\frac{g a}{\mu} \cot a, \quad\left(2 k^{2}+a^{2}\right) r=-k^{2} a \cos a+\frac{g a^{2}}{\mu^{2}} \cot a .
$$

If $T$ be the time of a small oscillation $\left(\frac{2 \pi}{T}\right)^{2}\left(k^{2}+a^{2}\right)=\mu^{2}\left\{k^{2}\left(1+2 \cos ^{2} \alpha\right)+a^{2} \sin ^{2} a\right\}-n \mu \cos \alpha\left(6 k^{2}+a^{2}\right)+2 n^{2}\left(2 k^{2}+a^{2}\right)-g a \sin \alpha$.

Ex. 4. A heavy body is attached to the plane face of a hemisphere so as to form a solid of revolution, the radius of the hemisphere being $a$ and the distance of the centre of gravity of the whole body from the centre of the hemisphere being $h$. The body is placed with its spherical surface resting on a horizontal plane, and is set in motion in any manner. Show that one integral of the equations of motion is $A \sin ^{2} \theta \frac{d \psi}{d t}+C \omega_{3}\left(\cos \theta+\frac{h}{a}\right)=$ constant whether the plane be smooth, imperfectly rough, or perfectly rough.

It is clear that the first two terms on the left-hand side of this equation is the angular momentum about the vertical through $G$. Let this be called $I$. Since we may take moments about any axis through $G$ as if $G$ were fixed in space, we have $d I / d t=F^{\prime}$. PM. But $P M=-P N . h / a$, hence eliminating $F^{\prime}$ by equation (3) and integrating, we get the required result.

Ex. 5. A surface of revolution rolls on another perfectly rough surface of revolution with its axis vertical. The centre of gravity of the rolling surface lies in its axis. Find the cases of steady motion in which it is possible for the axes of both the surfaces to lie in a vertical plane throughout the motion.

Let $\theta$ be the inclination of the axes of the two surfaces, $P$ the point of contact, GM a perpendicular on the tangent plane at $P, P N$ a perpendicular on the axis $G C$ of the rolling body; $F$ the friction, $R$ the reaction at $P ; n$ the angular velocity of the rolling body about its axis $G C, \mu$ the angular rate at which $G$ describes its circular path in space, $r$ the radius of this circle. Then in steady motion

$$
\begin{gathered}
M \mu \sin \theta(C n-A \mu \cos \theta)=-F \cdot G M-R \cdot M P, \\
R=-M r \mu^{2} \sin \alpha+M g \cos \alpha \\
F=-M r \mu^{2} \cos \alpha-M g \sin \alpha \\
n \cdot P N+\mu \sin \theta \cdot G N=-r \mu
\end{gathered}
$$

where $M$ is the mass of the body.
245. General equations of motion. A surface of any form rolls on a fixed horizontal plane under the action of gravity. To form the equations of motion.

Let $G A, G B, G C$, the principal axes at the centre of gravity, be the axes of

reference and let the mass be unity. Let $\phi(\xi, \eta, \zeta)=0$ be the equation to the bounding surface, $(\xi, \eta, \zeta)$ the co-ordinates of the point $P$ of contact. Let $(p, q, r)$ be the direction-cosines of the outward direction of the normal to the surface at the point $\xi, \eta, \zeta$, then

$$
p / \frac{d \phi}{d \xi}=q / \frac{d \phi}{d \eta}=r / \frac{d \phi}{d \zeta} .
$$

Firstly, let the plane be perfectly rough. Let $X, Y, Z$ be the resolved parts along the axes of the normal reaction and the two frictions at the point $\xi, \eta, \zeta$, and let the mass of the body be unity. By Euler's equations we have

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}=\eta Z-\zeta Y \\
B \frac{d \omega_{2}}{d t}-(C-A) \omega_{3} \omega_{1}=\zeta X-\xi Z  \tag{1}\\
C \frac{d \omega_{3}}{d t}-(A-B) \omega_{1} \omega_{2}=\xi Y-\eta X
\end{array}\right\}
$$

Also the equations of motion of the centre of gravity are by Art. 5 ,

$$
\left.\begin{array}{l}
\frac{d u}{d t}-v \omega_{3}+w \omega_{2}=g p+X  \tag{2}\\
\frac{d v}{d t}-w \omega_{1}+u \omega_{3}=g q+Y \\
\frac{d w}{d t}-u \omega_{2}+v \omega_{1}=g r+Z
\end{array}\right\}
$$

Also since the line ( $p, q, r$ ) remains always vertical (Art. 9),

$$
\left.\begin{array}{l}
\frac{d p}{d t}=q \omega_{3}-r \omega_{2}  \tag{3}\\
\frac{d q}{d t}=r \omega_{1}-p \omega_{3} \\
\frac{d r}{d t}=p \omega_{2}-q \omega_{1}
\end{array}\right\}
$$

Since the point $(\xi, \eta, \zeta)$ which, for the moment, is fixed relatively to the moving axes is also, for the moment, fixed in space, we have by Art. 8

$$
\left.\begin{array}{r}
U=u-\eta \omega_{3}+\xi \omega_{2}=0 \\
V=v-\xi \omega_{1}+\xi \omega_{3}=0  \tag{4}\\
W=v-\xi \omega_{2}+\eta \omega_{1}=0
\end{array}\right\}
$$

where $U, V, W$ are the resolved parts of the velocity of the point of contact $P$ in the positive directions of the axes.
246. Secondly, let the plane be perfectly smooth. The equations (1), (2), (3), apply equally to this case, but equations (4) are not true. Since the resultant of $X, Y, Z$ is a reaction $R$ normal to the fixed plane, we have

$$
\begin{equation*}
X=-p R, \quad Y=-q R, \quad Z=-r R \tag{5}
\end{equation*}
$$

The negative sign is prefixed to $R$ because $(p, q, r)$ are the direction-cosines of the outward direction of the normal, and it is clear that when these are taken positively, the components of $R$ are all negative. If at any moment $R$ vanishes and changes sign the body will leave the plane.

Since the velocity of $G$ parallel to the fixed plane is constant in direction and magnitude, it will usually be more convenient to replace the equations (2) by the following single equation. Let $G M$ be the perpendicular on the fixed plane and let $M G=z$, then $\quad d^{2} z / d t^{2}=-g+R$

It is necessary that the velocity of the point of contact resolved normal to the plane should be zero, this condition may be written in either of the equivalent forms

$$
\left.\begin{array}{c}
U p+V q+W r=0 \\
d z / d t+\left(\eta \omega_{3}-\zeta \omega_{2}\right) p+\left(\xi \omega_{1}-\xi \omega_{3}\right) q+\left(\xi \omega_{2}-\eta \omega_{1}\right) r=0 \tag{7}
\end{array}\right\}
$$

247. Thirdly, let the body slide on an imperfectly rough plane. The equations (1), (2), (3) and (7) hold as before. If $\mu$ be the coefficient of friction the resultant of the forces $X, Y, Z$ must make an angle $\tan ^{-1} \mu$ with the normal at the point of contact, hence

$$
\begin{equation*}
\frac{(X p+Y q+Z r)^{2}}{X^{2}+Y^{2}+Z^{2}}=\frac{1}{1+\mu^{2}} \tag{8}
\end{equation*}
$$

Also since the resultant of $(X, Y, Z)$, the normal at $P$ and the direction of sliding must lie in one plane, we have the determinantal equation

$$
\begin{equation*}
X(q W-r V)+Y(r U-p W)+Z(p V-q U)=0 . \tag{9}
\end{equation*}
$$

Since the friction must act opposite to the direction of sliding, we must have $X U+Y V+Z W$ negative. When this vanishes and changes sign, the point of contact ceases to slide.

If the body start from rest we mast use the method explained in Vol. r. Chap. iv. to determine whether the point of contact will begin to slide or not. The rule may be briefly stated as follows. Assume $X, Y, Z$ to be the forces necessary to prevent sliding. Then since $u, v, v, \omega_{1}, \omega_{2}, \omega_{3}$ are all initially zero, we have by differentiating (4) and eliminating the differential coefficients of $u, v, w, \omega_{1}, \omega_{2}, \omega_{3}$ three linear equations to find $X, Y, Z$, in terms of the known initial values of $(p, q, r)$ and $(\xi, \eta, \zeta)$. The point of contact will slide or not according as these values make the left-hand side of equation (8) less or greater than the right-hand side.

In this way when the point of contact is fixed for the moment the equations (1), (2), and (4) are sufficient to find the initial values of $X, Y, Z$, i.e. the components of the reaction at the point of contact. This is also the rule given in Vol. r. Chap. Iv. under the heading Initial Motions to find the initial value of a reaction, viz. we differentiate the geometrical equations, and substitute from the dynamical equations. This seems the simplest method of proceeding, but we may, also adopt either of the following methods.

The equations to find $X, Y, Z$ may be obtained by treating the forces as if they were indefinitely small impulses. In the time $d t$, we may regard the body as acted on by an impulse $g d t$ at $G$ and a blow whose components are $X d t, Y d t, Z d t$ at $P$. It is shown in the chapter on Momentum in Vol. I. that we may consider these in succession. The effect of the first is to communicate to $P$ a velocity $g d t$ in a direction normal to the fixed plane and outwards. If $P$ does not slide, the effect of the blow at $P$ must be to destroy this velocity.

In the chapter on Momentum in Vol. 1. certain formulæ have been deduced from the ordinary equations of impact by which we can find the resolved initial velocities of the point of application of any impulse. A geometrical representation of these formulæ is also given by the help of an ellipsoid, $E=$ constant, where $E$ is the vis viva generated by the impulse. To avoid the repetition of this investigation we may use these formulæ to find $X, Y, Z$. We accordingly write $u_{1}=p g, v_{1}=q g_{\text {, }}$ $w_{1}=r g$ and $u_{2}, v_{2}, w_{2}$ all equal to zero on the left-hand sides and (to suit the notation of this article) change $p, q, r$ on the right-hand sides into $\xi, \eta, \zeta$. Geometrically the point of contact will not slide if the diametral line of the fixed plane with regard to the ellipsoid called $E$ makes a less angle with the normal than $\tan ^{-1} \mu$.

In any of these cases when $p, q, r$ have been found, the inclinations of the principal axes to the vertical are known. Their motion round the vertical may then be deduced by the rule given in Art. 12. When $u, v, w$ and the motions of the axes have been found, the velocity of the centre of gravity resolved along any straight line fixed in space may be found by resolution.

> R. D. II.
248. Some integrals of these equations are supplied by the principles of angular momentum and vis viva. If the plane is perfectly smooth we have

$$
\begin{gathered}
A \omega_{1} p+B \omega_{2} q+C \omega_{3} r=a \\
A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}+(d z / d t)^{2}=\beta-2 g z
\end{gathered}
$$

where $\alpha$ and $\beta$ are two constants. If the plane is perfectly rough we have

$$
A \omega_{1}{ }^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}+u^{2}+v^{2}+w^{2}=\beta-2 g z .
$$

249. Examples. Ex. 1. A body rests with a plane face on an imperfectly rough horizontal plane whose coefficient of friction is $\mu$. The centre of gravity of the body is vertically over the centre of gravity of the face, and the form of the face is such that the radius of gyration of the face about any straight line in its plane through its centre of gravity is $\gamma$. The body is now projected along the plane so that the initial velocity of its centre of gravity is $v_{0}$ and the initial rotation about a vertical axis through its centre of gravity is $\omega_{0}$. If $\omega_{0}$ be very small, prove that the centre of gravity moves in a straight line and its velocity at the end of any time $t$ is $v_{0}-\mu g t$. If $\omega$ be the angular velocity at the same time prove that $\frac{\gamma^{2}}{k^{2}} \log \frac{\omega}{\omega_{0}}=1-\frac{\mu g t}{v_{0}}$, where $k$ is the radius of gyration of the body about a vertical through the centre of gravity. [Poisson, Traite de Mecanique.]

Ex. 2. A body of any form rests with a plane face in contact with a smooth fixed plane so that the perpendicular from the centre of gravity $G$ on the plane falls within the face. If the body is then struck by a blow which passes through $G$ or begins to move from rest under the action of any finite forces whose resultant passes through $G$, prove that it will not turn over, but will begin to slide along the plane, even if the line of action of the force cuts the plane outside the base. [Cournot.]

Ex 3. A heavy ellipsoid is placed on an inclined plane, touching it at a point $P$ whose co-ordinates referred to the principal diameters are $(\xi, \eta, \zeta)$. Deduce from Arts. 246 and 247 the initial values of the reaction at $P$ when the plane is (1) perfectly rough, and (2) perfectly smooth. Thence deduce the initial direction of motion of the centre of gravity.
250. Oscillations on a rough horizontal plane. Whatever the shape of a body may be we may suppose it to be set in rotation about the normal at the point of contact with an angular velocity $n$. If this angular velocity be not zero, the normal must be a principal axis at the point of contact, and yet it must pass through the centre of gravity. This cannot be unless the normal be a principal axis at the centre of gravity. If however $n=0$, this condition is not necessary. There are therefore two cases to be considered.

Case 1. A body of any form is placed in equilibrium resting with the point C on a rough horizontal plane, with a principal axis at the centre of gravity vertical, and is then set in rotation with an angular velocity $n$ about GC. A small disturbance being given to the body, it is required to find the motion.

Case 2. A body of any form is placed in equilibrium on a rough horizontal plane with the centre of gravity over the point of contact. A small disturbance being given to the body, to find the motion.
251. Case 1. Supposing the body not to depart far from its initial position, we have $p, q, u, v, w, \omega_{1}, \omega_{2}$ all small quantities and $r=1$ nearly. Hence by (2), when we neglect the squares of small quantities, we see that $X, Y$ are also small, and $Z=-g$ nearly. It follows by (1) that $\omega_{3}$ is constant and $\therefore=n$. Also $\xi$ and $\eta$
are small and $\zeta=h$ nearly, where $h$ is the altitude of the centre of gravity above the horizontal plane before the motion was disturbed. The equation to the surface may, by Taylor's theorem, be written in the form

$$
\zeta=h-\frac{1}{2}\left(\frac{\xi^{2}}{a}+\frac{2 \xi \eta}{b}+\frac{\eta^{2}}{c}\right)
$$

where $(a, b, c)$ are some constants depending on the curvatures of the principal sections of the body at the point $C$.

The squares of all small quantities being neglected, the equations of Art. 245 become

$$
\begin{gathered}
\left.\begin{array}{c}
A \frac{d \omega_{1}}{d t}-(B-C) n \omega_{2}=-g \eta-h Y \\
B \frac{d \omega_{2}}{d t}-(C-A) n \omega_{1}=h X+g \xi
\end{array}\right\}, \\
\begin{array}{c}
d u \\
d t \\
-n v=g p+X, \\
\frac{d v}{d t}+n u=g q+Y, \\
\frac{d p}{d t}=n q-\omega_{2},
\end{array} \frac{d q}{d t}=\omega_{1}-n p, \\
u-n \eta+h \omega_{2}=0, \\
p=\frac{\xi}{a}+\frac{\eta}{b}, \quad q=\frac{\xi}{b}+\frac{\eta}{c} .
\end{gathered}
$$

Eliminating $X, Y, u, v, \omega_{1}, \omega_{2}$ from these equations, we get

$$
\begin{aligned}
& \left(A+h^{2}\right) \frac{d^{2} q}{d t^{2}}+\left(A+B+2 h^{2}-C\right) n \frac{d p}{d t}-\left\{(B-C) n^{2}+h g+h^{2} n^{2}\right\} q=-\left(g+h n^{2}\right) \eta+h n \frac{d \xi}{d t} \\
& -\left(B+h^{2}\right) \frac{d^{2} p}{d t^{2}}+\left(A+B+2 h^{2}-C\right) n \frac{d q}{d t}+\left\{(A-C) n^{2}+h g+h^{2} n^{2}\right\} p=\left(g+h n^{2}\right) \xi+h n \frac{d \eta}{d t}
\end{aligned}
$$

It will be found convenient to express $\xi, \eta$ in terms of $p, q$. The right-hand sides of each of these equations will then take the form

$$
L p+M q+L^{\prime} \frac{d p}{d t}+M^{\prime} \frac{d q}{d t}
$$

To solve these equations, we must then assume $p, q$ to be of the form

$$
\left.\begin{array}{l}
p=P_{0} \cos \lambda t+P_{1} \sin \lambda t \\
q=Q_{0} \cos \lambda t+Q_{1} \sin \lambda t
\end{array}\right\} .
$$

If the tangents to the lines of curvature of the moving body at $C$ be parallel to the principal axes at the centre of gravity, these equations admit of considerable simplification. In that case the equation to the surface may be written in the form

$$
\zeta=h-\frac{1}{2}\left(\frac{\xi^{2}}{a}+\frac{\eta^{2}}{c}\right)
$$

where $a$ and $c$ are the radii of curvature of the lines of curvature. The right-hand sides of the equations then become respectively

$$
-\left(g+h n^{2}\right) c q+h n a \frac{d p}{d t} \quad \text { and } \quad\left(g+h n^{2}\right) a p+h n c \frac{d q}{d t}
$$

To satisfy the equations, it will be sufficient to put

$$
p=F \cos (\lambda t+f), \quad q=G \sin (\lambda t+f)
$$

This simplification is possible, because we can see beforehand that if we substitute these values, the first equation will contain only $\sin (\lambda t+f)$ and the second only $\cos (\lambda t+f)$. These trigonometrical terms may be divided out of the equations leaving two relations between the constants $F, G$ and $\lambda$. Eliminating the ratio $F / G$, we get the following quadratic to determine $\lambda^{2}$.

$$
\begin{gathered}
{\left[\left(A+h^{2}\right) \lambda^{2}+\{B-C+h(h-c)\} n^{2}+g(h-c)\right]\left[\left(B+h^{2}\right) \lambda^{2}+\{A-C+h(h-a)\} n^{2}+g(h-a)\right]} \\
=\lambda^{2} n^{2}\left\{A+B+2 h^{2}-C-h a\right\}\left\{A+B+2 h^{2}-C-h c\right\} .
\end{gathered}
$$

If $\lambda_{1}, \lambda_{2}$ be the roots of this equation, the motion is represented by the equations

$$
\left.\begin{array}{c}
p=F_{1} \cos \left(\lambda_{1} t+f_{1}\right)+F_{2} \cos \left(\lambda_{2} t+f_{2}\right) \\
q=G_{1} \sin \left(\lambda_{1} t+f_{1}\right)+G_{2} \sin \left(\lambda_{2} t+f_{2}\right)
\end{array}\right\},
$$

where $G_{1} / F_{1}, G_{2} / F_{2}$ are known functions of $\lambda_{1}, \lambda_{2}$ respectively, and $F_{1}, F_{2}, f_{1}, f_{2}$ are constants to be determined by the initial values of $p, q, d p / d t, d q / d t$.

In order that the motion may be stable, it is necessary that the roots of this quadratic should be real and positive. These conditions may be easily expressed.
252. Examples. Ex. 1. A solid of revolution is placed with its axis vertical on a perfectly rough horizontal plane and is set in rotation about its axis with an angular velocity $n$. If $c$ be the radius of curvature at the vertex, $h$ the altitude of the centre of gravity, $k$ the radius of gyration about the axis, $k^{\prime}$ that about an axis through the vertex perpendicular to the axis of figure, show that the position of the body will be stable if $n>2 \frac{k^{\prime} \sqrt{g(h-c)}}{k^{2}+h c}$.

Ex. 2. An ellipsoid is placed with one of its vertices in contact with a smooth horizontal plane. What angular velocity of rotation must it have about the vertical axis in order that the equilibrium may be stable?

Result. Let $a, b, c$ be the semi-axes, $c$ the vertical axis, then the angular velocity must be greater than $\sqrt{\frac{5 g}{c}} \cdot \frac{\sqrt{c^{4}-a^{4}}+\sqrt{a^{4}-b^{4}}}{a^{2}+b^{2}} \cdot$ [Puiseux.]

Ex. 3. A solid of any form is placed in equilibrium with the point $C$ on a smooth horizontal plane, a principal axis $G C$ at the centre of gravity being vertical, and an angular velocity $n$ is then communicated to it about GC. A small disturbance being given, show that the harmonic periods may be deduced from the quad-
ratic $\quad\left(A \lambda^{2}+E\right)\left(B \lambda^{2}+F\right)=(A+B-C) n^{2} \lambda^{2}+g^{2}\left(\rho^{\prime}-\rho\right)^{2} \sin ^{2} \delta \cos ^{2} \delta$,
where $\quad E=(B-C) n^{2}+g\left\{(h-\rho) \sin ^{2} \delta+\left(h-\rho^{\prime}\right) \cos ^{2} \delta\right\}$,

$$
F \equiv(A-C) \dot{n}^{2}+g\left\{(h-\rho) \cos ^{2} \delta+\left(h-\rho^{\prime}\right) \sin ^{2} \delta\right\}
$$

Also $h$ is the altitude of the centre of gravity, $\rho, \rho^{\prime}$ are the principal radii of curvature at the vertex, and $\delta$ is the angle the principal axis $G A$ makes with the plane of the section whose radius of curvature is $\rho$. [Puiseux.]
253. Case 2. Returning now to the general problem enunciated in Art. 250, we.proceed to discuss the oscillations about equilibrium of a heavy body resting on a rough horizontal plane with the centre of gravity over the point of contact.

Supposing the disturbance to be small, we have $\omega_{1}, \omega_{2}, \omega_{3}, u, v, w$ all small quantities. Hence when we neglect the squares of small quantities the equations (1) and (2) of Art. 245 become respectively,

$$
\begin{array}{rlr}
A \frac{d \omega_{1}}{d t}=\eta Z-\zeta Y, & B \frac{d \omega_{2}}{d t}=\zeta X-\xi Z, & C \frac{d \omega_{3}}{d t}=\xi Y-\eta X . \\
\frac{d u}{d t}=g p+X, & \frac{d v}{d t}=g q+Y, & \frac{d v}{d t}=g r+Z \ldots \ldots \ldots \tag{ii}
\end{array}
$$

Let $\xi_{0}, \eta_{0}, \zeta_{0}$ be the co-ordinates of the point of contact in the position of equilibrium, and let $\xi=\xi_{0}+\xi^{\prime}, \quad \eta=\eta_{0}+\eta^{\prime}, \quad \zeta=\zeta_{0}+\zeta^{\prime}$. Then in the small terms of equation (4) we may write $\xi_{0}, \eta_{0}, \zeta_{0}$ for $\xi, \eta, \zeta$. Hence differentiating these and eliminating $X, Y, Z, u, v, w$ by help of equations (i) and (ii), we get

$$
\begin{equation*}
\left(A+\eta_{0}^{2}+\zeta_{0}^{2}\right) \frac{d \omega_{1}}{d t}-\xi_{0} \eta_{0} \frac{d \omega_{2}}{d t}-\xi_{0} \zeta_{n} \frac{d \omega_{3}}{d t}=-g(\eta r-\zeta q) . \tag{iii}
\end{equation*}
$$

and two similar equations.

Let $p_{0}, q_{0}, r_{0}$ be the values of $p, q, r$ in the position of equilibrium. Then $\xi_{0} / p_{0}=\eta_{0} / q_{0}=\zeta_{0} / r_{0}=\rho$, where $\rho$ is the radius vector from $G$ to the point of contact. Now in the small terms of equations (3) we may write $\rho p_{0}, \rho q_{0}, \rho r_{0}$ for $\xi_{n}, \eta_{0}, \zeta_{0}$. Hence equations (iii) become by substitution from the second and third of equations (3)

$$
\begin{equation*}
A \frac{d \omega_{1}}{d t}=\eta_{0} \rho \frac{d^{2} r}{d t^{2}}-\zeta_{0} \rho \frac{d^{2} q}{d t^{2}}-g\left(\eta r-\zeta_{q}\right) . \tag{iv}
\end{equation*}
$$

and two similar equations. At the time $t$ let $p=p_{0}+p^{\prime}, q=q_{0}+q^{\prime}$, and $r=r_{0}+r^{\prime}$.
Then since $\left(p_{0}+p^{\prime}\right)^{2}+\left(q_{0}+q^{\prime}\right)^{2}+\left(r_{0}+r^{\prime}\right)^{2}=1$, we have $p_{0} p^{\prime}+q_{0} q^{\prime}+r_{0} r^{\prime}=0$. The form of the surface being known we can find $p^{\prime}, q^{\prime}, r^{\prime}$ in terms of $\xi^{\prime}, \eta^{\prime}, \xi^{\prime}$, and thus express $\eta r-\zeta q, \zeta p-\xi r, \xi q-\eta p$ in the form $-g(\eta r-\zeta q)=L p^{\prime}+M q^{\prime}$.

The equations (iv) now become

$$
\begin{equation*}
A \frac{d \omega_{1}}{d t}=\eta_{0} \rho \frac{d^{2} r^{\prime}}{d t^{2}}-\zeta_{0} \rho \frac{d^{2} q^{\prime}}{d t^{2}}+L p^{\prime}+M q^{\prime} \tag{v}
\end{equation*}
$$

and two similar equations.
Differentiating equations (3), and substituting for $d \omega_{1} / d t, d \omega_{2} / d t, d \omega_{3} / d t$, from (v), and for $r^{\prime}$ and $d^{2} r^{\prime} / d t^{2}$ from $p_{0} p^{\prime}+q_{0} q^{\prime}+r_{0} r^{\prime}=0$, we get equations of the form

$$
\left.\begin{array}{c}
F \frac{d^{2} p^{\prime}}{d t^{2}}+G \frac{d^{2} q^{\prime}}{d t^{2}}=H p^{\prime}+K q^{\prime} \\
F^{\prime \prime} \frac{d^{2} p^{\prime}}{d t^{2}}+G^{\prime} \frac{d^{2} q^{\prime}}{d t^{2}}=H^{\prime} p^{\prime}+K^{\prime} q^{\prime}
\end{array}\right\}
$$

To solve these we put $p^{\prime}=P \cos (\lambda t+f), q^{\prime}=Q \cos (\lambda t+f)$, substituting and eliminating the ratios $P / Q$, we have the following quadratic to determine $\lambda^{2}$

$$
\left|\begin{array}{cc}
F \lambda^{2}+H, & G \lambda^{2}+K  \tag{vi}\\
F^{\prime} \lambda^{2}+H^{\prime}, & G^{\prime} \lambda^{2}+K^{\prime}
\end{array}\right|=0 . .
$$

Thus by virtue of the relation existing between $p^{\prime}, q^{\prime}, r^{\prime}$, each of these may be represented by an expression of the form

$$
P_{1} \cos \left(\lambda_{1} t+f_{1}\right)+P_{2} \cos \left(\lambda_{2} t+f_{2}\right)
$$

Substituting these values in equations (v) we see that $\omega_{1}, \omega_{2}, \omega_{3}$ can each be represented by an expression

$$
\Omega_{1}+E_{1} \cos \left(\lambda_{1} t+f_{1}\right)+E_{2} \cos \left(\lambda_{2} t+f_{2}\right)
$$

where $E_{1}, E_{2}$ are known functions of $P_{1}, P_{2} \ldots$ and $\lambda_{1}, \lambda_{2}$, but $\Omega_{1}, \Omega_{2}, \Omega_{3}$ are small arbitrary quantities. By substituting in equations (3) and equating the coefficients of $\cos \left(\lambda_{1} t+f_{1}\right)$ and $\cos \left(\lambda_{2} t+f_{2}\right)$, we may find the values of $E_{1}$ and $E_{2}$ without difficulty. And we also see that we must have $\Omega_{1} / p_{0}=\Omega_{2} / q_{0}=\Omega_{3} / r_{0}$, so that, of the three $\Omega_{1}, \Omega_{2}, \Omega_{3}$, only one is really arbitrary. We have therefore but five arbitrary constants, viz. $P_{1}, P_{2}, f_{1}, f_{2}$, and $\Omega_{1}$. These are determined by the initial values of $\omega_{1}, \omega_{2}, \omega_{3}, p^{\prime}$ and $q^{\prime}$.

To find the motion of the principal axes round the vertical, let $\phi$ be the angle the plane containing $G C$ and the vertical makes with the plane of $A C$. Then by drawing a figure for the standard case in which $p, q, r$ are all positive, it will be seen that if $\mu$ be the rate at which $G C$ goes round the vertical,

$$
\mu \sqrt{1-r^{2}}=\omega_{1} \cos \phi+\omega_{2} \sin \phi=\left(p_{0} \omega_{1}+q_{0} \omega_{2}\right) / \sqrt{1-r_{0}{ }^{2}}
$$

Substituting for $\omega_{1}, \omega_{2}$, this takes the form

$$
\mu=n_{3}+N_{1} \cos \left(\lambda_{1} t+f_{1}\right)+N_{2} \cos \left(\lambda_{2} t+f_{2}\right)
$$

where $n_{3}, N_{1}, N_{2}$ are all known constants.
In order that the equilibrium may be stable it is necessary that the roots of the quadratic (vi) should both be real and positive. These conditions may easily be expressed.

These conditions being supposed satisfied, the expressions for $p^{\prime}, q^{\prime}, r^{\prime}$ will only contain periodical terms, and thus the inclinations of the principal axes to the vertical will not be sensibly altered. But the expressions for $\omega_{1}, \omega_{2}, \omega_{3}$ may each contain a non-periodical term, and if so the rate at which the principal axes will go round the vertical will also contain non-periodical terms. The body therefore may gradually turn with a slow motion round the normal at the point of contact. The expressions for $u, v, w$ will contain only periodic terms, so that the body will have no motion of translation in space.

## Motion of a Rod.

254. When the body whose motion is to be determined is a rod, it is often more convenient to recur to the original equations of motion supplied by D'Alembert's Principle. The equations of Lagrange may also be used with advantage. These methods will be illustrated by the following problem.

A uniform heavy rod, suspended from a fixed point 0 by a string, makes small oscillations about the vertical. Determine the motion.

Let $O$ be taken as origin, and let the axis of $z$ be measured vertically downwards; let $2 a$ be the length of the rod, $b$ the length of the string. Let $(l, m, n)(p, q, r)$ be the direction-cosines of the string and rod. Then $l, m, p, q$ are small quantities whose squares are to be neglected, and we may put $n$ and $r$ each equal to unity. Let $u$ be the distance of any element $d u$ of the rod from that extremity $A$ of the rod to which the string is attached. Let $(x, y, z)$ be the co-ordinates of the element $d u$, then we have $\quad x=b l+u p, y=b m+u q, \quad z=b+u$.

Let $M$ be the mass of the rod, $M T$ the tension of the string. The equations of motion of the centre of gravity will be

$$
\begin{equation*}
b \frac{d^{2} l}{d t^{2}}+a \frac{d^{2} p}{d t^{2}}=-T l \quad b \frac{d^{2} m}{d t^{2}}+a \frac{d^{2} q}{d t^{2}}=-T m \quad 0=g-T . \tag{2}
\end{equation*}
$$

By D'Alembert's Principle the equation of moments round $x$ will be

$$
\Sigma d u\left(y \frac{d^{2} z}{d t^{2}}-z \frac{d^{2} y}{d t^{2}}\right)=\Sigma d u(y Z-z Y)=\Sigma d u(y g)
$$

By equations (1) this reduces to

$$
\int_{0}^{2 a} d u\left\{-(b+u)\left(b \frac{d^{2} m}{d t^{2}}+u \cdot \frac{d^{2} q}{d t^{2}}\right)\right\}=2 a g(b m+a q)
$$

Integrating, we get

$$
-2 a b\left(b \frac{d^{2} m}{d t^{3}}+a \frac{d^{2} q}{d t^{2}}\right)-2 b a^{2} \frac{d^{2} m}{d t^{2}}-\frac{8 a^{3}}{3} \frac{d^{2} q}{d t^{2}}=2 a g(b m+a q),
$$

which by equations (2) reduces to

$$
\begin{equation*}
b \frac{d^{2} m}{d t^{2}}+\frac{4}{3} a \frac{d^{2} q}{d t^{2}}=-g q \tag{3}
\end{equation*}
$$

Therefore by (2) and (3) the four equations of motion are

$$
\begin{equation*}
b \frac{d^{2} l}{d t^{2}}+a \frac{d^{2} p}{d t^{2}}=-g l, \quad b \frac{d^{2} l}{d t^{2}}+\frac{4}{3} a \frac{d^{2} p}{d t}=-g p \tag{4}
\end{equation*}
$$

and two similar equations for $m, q$. These equations do not contain $m$ or $q$, and on the other hand the equations to find $m$ and $q$ do not contain $l$ or $p$. This shows that the oscillations in the plane $x z$ are not affected by those in the perpendicular plane $y z$.

To solve these equations, put $l=F \sin (\lambda t+\alpha), \quad p=G \sin (\lambda t+\alpha)$,
we get

$$
\begin{gathered}
l \lambda^{2} F^{2}+a \lambda^{2} G=g F, \quad \quad\left\langle\lambda^{2} F+\frac{4}{3} a \lambda^{2} G=g G ;\right. \\
\therefore \lambda^{4}-\frac{4 a+3 b}{a b} g \lambda^{2}+\frac{3 g^{2}}{a b}=0,
\end{gathered}
$$

and the values of $\lambda$ may be found from this equation.
255. In order to make a comparison of different methods, let us deduce the motion from Lagrange's equations. In this case we must determine the semi vis viva $T$ true to the squares of the small quantities $p, q, l, m$, we cannot therefore put $r=1$, $n=1$. Since $p^{2}+q^{2}+r^{2}=1, l^{2}+m^{2}+n^{2}=1$, we have

$$
r=1-\frac{1}{2}\left(p^{2}+q^{2}\right), \quad n=1-\frac{1}{2}\left(l^{2}+m^{2}\right)
$$

we must therefore replãce the third of equations (1) by

$$
z=b n+u r=b+u-\frac{1}{2} b\left(l^{2}+m^{2}\right)-\frac{1}{2} u\left(p^{2}+q^{2}\right) .
$$

If accents denote differential coefficients with regard to $t$, as in Lagrange's equations we have

$$
\Sigma m x^{\prime 2}=\Sigma m\left(b^{2} l^{\prime 2}+2 b l^{\prime} p^{\prime} u+p^{\prime 2} u^{2}\right)=M\left(b^{2} l^{\prime 2}+2 b l^{\prime} p^{\prime} a+\frac{4}{3} a^{2} p^{\prime 2}\right) .
$$

The value of $\Sigma m y^{\prime 2}$ may be found in a similar manner. The value of $\Sigma m z^{\prime 2}$ is of the fourth order and may be neglected. Hence the vis viva is

$$
2 T=b^{2}\left(l^{2}+m^{\prime 2}\right)+2 a b\left(l^{\prime} p^{\prime}+m^{\prime} q^{\prime}\right)+\frac{4}{3} a^{2}\left(p^{\prime 2}+q^{\prime 2}\right)
$$

Also we have $U=-\frac{1}{2} g b\left(l^{2}+m^{2}\right)-\frac{1}{2} g a\left(p^{2}+q^{2}\right)+$ constant.
The equation $\frac{d}{d t} \frac{d T}{d l^{\prime}}-\frac{d T}{d l}=\frac{d U}{d l}$ becomes $b l^{\prime \prime}+a p^{\prime \prime}=-g l$; similarly we get

$$
b l^{\prime \prime}+\frac{1}{3} a p^{\prime \prime}=-g p
$$

These are the same equations which we deduced from D'Alembert's Principle, and the solution may be continued as before.

## EXAMPLES*.

1. A uniform rod, moveable about one extremity, moves in such a manner as to make always nearly the same angle $\alpha$ with the vertical; show that the time of a small oscillation is $2 \pi \sqrt{\frac{2 a}{3 g} \cdot \frac{\cos a}{1+3 \cos ^{2} \alpha}}, a$ being the length of the rod.
2. If a rough plane inclined at an angle $\alpha$ to the horizon be made to revolve with uniform angular velocity $n$ about a normal $O z$ and a sphere be placed at rest upon it, show that the path in space of the centre will be a prolate, a common, or a curtate cycloid, according as the point at which the sphere is initially placed is without, upon, or within the circle whose equation is $x^{2}+y^{2}=\left(35 g \sin a / 2 n^{2}\right) x$, the axis Oy being horizontal.

When the sphere is placed at rest on the moving plane, it should be noticed that a velocity is suddenly given to it by the impulsive frictions.
3. A circular dise capable of motion about a vertical axis through its centre perpendicular to its plane is set in motion with angular velocity $\Omega$. A rough uniform sphere is gently placed on any point of the disc, not the centre, prove that the sphere will describe a circle on the disc, and that the disc will revolve with angular velocity $\frac{7 M k^{2}}{7 M k^{2}+2 m r^{2}} \Omega$, where $M k^{3}$ is the moment of inertia of the dise about its centre, $m$ is the mass of the sphere and $r$ the radius of the circle traced out.
4. A sphere is pressed between two perfectly rough parallel boards which are made to revolve with the uniform angular velocities $\Omega$ and $\Omega^{\prime}$ about fixed axes perpendicular to their planes. Prove that the centre of the sphere describes a circle about an axis which is in the same plane as the axes of revolution of the boards and

[^16]whose distances from these axes are inversely proportional to the angular velocities about them.

Show that when the boards revolve about the same axis, their points of contact will trace on the sphere small circles, the tangents of whose angular radii will be $\frac{c}{a} \cdot \frac{\Omega \sim \Omega^{\prime}}{\Omega+\Omega^{\prime}}$, $a$ being the radius of the sphere and $c$ that of the circle described by its centre.
5. A perfectly rough circular cylinder is fixed with its axis horizontal. A sphere being placed on it in a position of unstable equilibrium is so projected that the centre begins to move with a velocity $V$ parallel to the axis of the cylinder. It is then slightly disturbed in a direction perpendicular to the axis. If $\theta$ be the angle the radius through the point of contact makes with the vertical, prove that the velocity of the centre parallel to the axis at any time $t$ is $V \cos \sqrt{\frac{2}{7}} \theta$ and that the sphere will leave the cylinder when $\cos \theta=\frac{1}{10}$.
6. A uniform sphere is placed in contact with the exterior surface of a perfectly rough cone. Its centre is acted on by a force the direction of which always meets the axis of the cone at right angles and the intensity of which varies inversely as the cube of the distance from that axis. Prove that if the sphere be properly started the path described by its centre will meet every generating line of the cone on which it lies in the same angle. See the Solutions of Cambridge Problems for 1860, page 92.
7. Every particle of a sphere of radius $a$, which is placed on a perfectly rough sphere of radius $c$, is attracted to a centre of force on the surface of the fixed sphere with a force varying inversely as the square of the distance; if it be placed at the extremity of the diameter through the centre of force and be set rotating about that diameter and then slightly displaced, determine its motion; and show that when it leaves the fixed sphere the distance of its centre from the centre of force is a root of the equation $20 x^{3}-13(2 c+a) x^{2}+7 a(2 c+a)^{2}=0$.
8. A perfectly rough plane revolves uniformly about a vertical axis in its own plane with an angular velocity $n$, a sphere being placed in contact with the plane rolls on it ander the action of gravity, find the motion.

Take the axis of revolution as axis of 2 , and let the axis of $x$ be fixed in the plane. Let $a$ be the radius, $m$ the mass of the sphere; $F, F^{\prime \prime}$ the frictions resolved parallel to the axes of $x$ and $z$ and $R$ the normal reaction. The motions of the axes (Art. 5) are given by $\theta_{1}=0, \theta_{2}=0, \theta_{3}=n$. The equations of motion (Arts. 4 , 5,22 ) are

$$
\begin{array}{ccc}
u=d x / d t-a n, & v=x n, & w=d z / d t, \\
d u / d t-v n=F / m, & d v / d t+u n=R / m, & d v / d t=-g+F^{\prime} / m, \\
d \omega_{x} / d t-n \omega_{y}=-F^{\prime} a / k^{2}, & d \omega_{y} / d t+n \omega_{x}=0, & d \omega_{z} / d t=F a / k^{2}
\end{array}
$$

Si ice the point of contact has the same motion as the plane the geometrical equations are $u+a \omega_{z}=0, w-a \omega_{x}=0$. Solving these equations we find that the sphere will not fall down. If the sphere start from relative rest at a point in the axis of $x$, we have $n^{2} z=-g \tan ^{2} i\{1-\cos (n t \cos i)\}$ where $\sin i=\sqrt{\frac{6}{7}}$. The sphere will therefore never descend more than $5 \mathrm{~g} / \mathrm{n}^{2}$ below its original position.
9. A perfectly rough vertical plane revolves with a uniform angular velocity $\mu$ about an axis perpendicular to itself, and also with a uniform angular velocity $\Omega$ about a vertical axis in its own plane which mects the former axis. A heavy uni-
form sphere of radius $c$ is placed in contact with the plane; prove that the position of its centre at any time $t$, will be determined by the equations

$$
7 \frac{d^{2} \xi}{d t^{2}}-5 \Omega^{2} \xi-2 \mu \frac{d z}{d t}=0, \quad 7 \frac{d^{3} z}{d t^{3}}+2 \Omega^{2} \frac{d z}{d t}+2 \mu\left(\frac{d^{2} \xi}{d t^{2}}+\Omega^{2} \xi\right)=0
$$

$z$ denoting the distance of the centre from the horizontal plane through the horizontal axis of revolution, and $\xi$ that from the plane through the two axes.

Prove also that $7 u=7 c \Omega+2 \mu b, 7 v+2 \mu a=0$, if $a$ and $b$ be the initial values of $\xi$ and $z, u$ and $v$ those of $d \xi / d t$ and $d z / d t$.
10. A hoop $A G B F$ revolves about $A B$ its diameter as a fixed vertical axis. $G F$ is a horizontal diameter of the same circle which is without mass and which is rigidly connected to the circle; $D C$ is a smaller concentric hoop which can turn freely about $G F$ as diameter. If $\Omega, \Omega^{\prime}, \omega, \omega^{\prime}$, be the greatest and least angular velocities about $A B, G F$ respectively, prove that $\Omega . \Omega^{\prime}=\omega^{2}-\omega^{\prime 2}$.
11. $O A, O B, O C$ are the principal axes of a rigid body which is in motion about a fixed point $O$. The axis $O C$ has a constant inclination a to a line $O Z$ fixed in space, and revolves with uniform angular velocity $\Omega$ round it, and the axis $O A$ always lies in the plane $Z O^{\circ} C$. Prove that the constraining couple has its axis coincident with $O B$, and that its moment is $-(A-C) \Omega^{2} \sin \alpha \cos a$.
12. A heavy sphere rolls, without spinning, round the inside of a rough horizontal circular wire, the normal to the sphere at the point of contact being inclined at a constant angle $a$ to the vertical; prove that the angular velocity of the point of contact of the sphere is given by $\omega^{2}=\frac{5}{7} g \tan a /(h-b \sin a)$ where $h$ is the radius of the ring and $b$ that of the sphere.

## CHAPTER VI.

## Nature of the motion Given by linear equations AND THE CONDITIONS OF STABILITY.

## Linear Differential Equations.

256. It has been shown in Chap. iur. that the problem of determining the small oscillations of a system about a state of steady motion is really the same as that of solving a corresponding system of linear differential equations. In that chapter the forces were assumed to have a potential, so that the differential equations had a certain symmetry which simplified the solution. We now propose to remove this restriction. Taking the differential equations in their most general form, but still with constant co-efficients, we shall briefly discuss any peculiarities of their solution which appear to have dynamical applications.

The chief object of this chapter is to determine the conditions that the undisturbed motion should be stable. This resolves itself into two questions (1) under what circumstances do positive powers of the time enter into the expressions for the coordinates, and what is the highest power which presents itself? (2) when the roots of the fundamental equation cannot be found, what conditions must the coefficients of that equation satisfy that stability may be assured? In order to make our remarks on these two questions intelligible it will be necessary to sum up a few propositions which belong rather to Differential Equations than to Dynamics. The discussion of the first question begins therefore at Art. 268 though alluded to before that article. The second question will occupy the next section.
257. Following the same notation as in Art. 111, let $\theta, \phi$, \&c. be the co-ordinates of the system. Let the system be moving in any known manner determined by $\theta=f(t), \phi=F(t), \& c$. We now suppose the system to be slightly disturbed from this state of motion. To discover the subsequent motion we put $\theta=f(t)+x$, $\phi=F(t)+y$, \&c. These quantities $x, y, \& c$ are in the first instance very small because the disturbance is small. The quantities
$x, y, \& c$. are said to be small when it is possible to choose some quantity numerically greater than all of them which is such that its square can be neglected. This quantity may be called the standard of reference for small quantities.
258. To determine whether $x, y, \& c$. remain small, we substitute these new values of $\theta, \phi, \& c$. in the equations of motion. Assuming, for the moment, that $x, y, \& c$. remain small we may neglect their squares, and thus the resulting equations will be linear. The coefficients of $x, d x / d t, d^{2} x / d t^{2}, y, d y / d t \& c$. in these equations may be either constants or functions of the time. Following the definitions in Art. 111, the undisturbed motion in the former case is said to be steady.
259. We propose to consider first the case in which the system depends on two independent co-ordinates or (as it is sometimes called) has two degrees of freedom. This is a case which occurs very frequently, and as the results are comparatively simple, it seems worthy of a separate discussion. We shall then proceed to the general case in which the system has any number of coordinates.
260. Two degrees of freedom. The equations of motion of a dynamical system performing its natural oscillations with two degrees of freedom may be written

$$
\left.\begin{array}{l}
A \frac{d^{2} x}{d t^{2}}+B \frac{d x}{d t}+C x+A^{\prime} \frac{d^{2} y}{d t^{2}}+B^{\prime} \frac{d y}{d t}+C^{\prime} y=0 \\
E \frac{d^{2} x}{d t^{2}}+F \frac{d x}{d t}+G x+E^{\prime} \frac{d^{2} y}{d t^{2}}+F^{\prime} \frac{d y}{d t}+G^{\prime} y=0
\end{array}\right\}
$$

To solve these equations we put

$$
x=\left[A^{\prime} \frac{d^{2}}{d t^{2}}+B^{\prime} \frac{d}{d t}+C^{\prime}\right] V \quad y=-\left[A \frac{d^{2}}{d t^{2}}+B \frac{d}{d t}+C\right] V,
$$

these suppositions evidently satisfy the first equation whatever $V$ may be. Substituting in the second and using the symbol $\delta$ to represent $\frac{d}{d t}$ for the sake of brevity we find

$$
\left|\begin{array}{ll}
A \delta^{2}+B \delta+C & A^{\prime} \delta^{2}+B^{\prime} \delta+C^{\prime} \\
E \delta^{2}+F \delta+G & E^{\prime} \delta^{2}+F^{\prime} \delta+G^{\prime}
\end{array}\right| V=0
$$

This is an equation to find $V$ in terms of $t$. Since $\delta$ enters into the determinant in the fourth power, the value of $V$ when found will contain four arbitrary constants. Thence we find both $x$ and $y$ by means of the formulæ given above. It will be observed that these require no operation to be performed except differentiation. Thus, no matter how complicated $V$ may be, the values of $x$ and $y$ readily follow.
261. Let $\Delta(\delta)$ represent the determinant which is the operator on $V$. Then making $\Delta(\delta)=0$, we have a biquadratic to find $\delta$. If the roots of this biquadratic be $m_{1}, m_{2}, m_{3}, m_{4}$, we know by the rules for solving differential equations that

$$
V=L_{1} e^{m_{1} t}+L_{2} e^{m_{2} t}+L_{8} e^{m_{3} t}+L_{4} e^{m_{4} t}
$$

where $L_{1}, L_{2}, L_{3}, L_{4}$, are the four arbitrary constants.
If all the roots of the biquadratic are real and unequal, this is the proper expression to use for $V$. But it takes a variety of different forms when the biquadratic contains imaginary or equal roots. These however are described in the theory of differential equations, and will be summed up in Art. 264.
262. Many degrees of freedom. The equations which occur in Dynamics are in general all of the second order, but as this restriction is not necessary in what follows, we shall suppose the equations to contain differential coefficients of any order.

Let there be $n$ dependent variables represented by $x, y, z$, \&c. and one independent variable represented by $t$. If the symbol $\delta$ represent differentiation with regard to $t$, the $n$ equations to find $x, y, \& c$. may be written :

$$
\left.\begin{array}{c}
f_{11}(\delta) x+f_{12}(\delta) y+f_{13}(\delta) z+\ldots \\
f_{21}(\delta) x+f_{22}(\delta) y+f_{23}(\delta) z+\ldots  \tag{1}\\
\ldots \quad \ldots \quad \ldots \quad
\end{array}\right)
$$

To solve these, we use the analogy which exists between the rules for combining symbols of differentiation and those of common algebra. Omitting for the moment any one equation, say the first, and proceeding to solve the remaining $n-1$ equations by the rules of common algebra, we find the ratios

$$
\begin{equation*}
\frac{1}{I_{\mathrm{i}}(\delta)} x=\frac{1}{I_{2}(\delta)} y=\frac{1}{I_{3}(\delta)} z=\& \mathrm{cc}=V \tag{2}
\end{equation*}
$$

where each of the equalities has been put equal to $V$. Here we have used the letter $I$ to stand for the minors of the determinant

$$
\Delta(\delta)=\left\lvert\, \begin{array}{cc}
f_{11}(\delta), & f_{12}(\delta),  \tag{3}\\
f_{13}(\delta), \ldots \\
f_{21}(\delta), & f_{22}(\delta), \\
\ldots . f_{23}(\delta), \ldots \\
\ldots & \ldots
\end{array} \cdots .\right.
$$

The suffix of the letter $I$ indicates the number of the column in which the constituent of the omitted equation lies whose minor is required.

Substituting these values of $x, y, z, \& c$. in the equation previously omitted, we obtain

$$
\begin{equation*}
\Delta(\delta) V=0 \tag{4}
\end{equation*}
$$

This: is an equation to determine a single quantity $V$ as a function of $t$. We may call $V$ the type of the solution. Supposing
this equation to be solved by the usual rules, the values of $x, y, z$, \&c. are found by equations (2). Thus we have

$$
\begin{equation*}
x=I_{1}(\delta) V, \quad y=I_{2}(\delta) V, \& c \tag{5}
\end{equation*}
$$

These operators, $I_{1}(\delta), I_{2}(\delta)$, \&c., are all integral and rational functions of $\delta$; so that when $V$ is once known, all the other operations necessary for the complete solution of the equations are reduced to the one operation of continued differentiation.
263. This arrangement of the solution of the differential equations (1) has the advantage of expressing the results by means of integral and rational functions of the symbol $\delta$. In practice, this will be found to introduce a great simplification into the solution. The type $V$ can always be immediately written down by the usual rules for solving equation (4). It is sometimes very complicated. In such cases it may be found very convenient to be able to deduce the forms of $x, y, z, \& c$. without having to perform any inverse operation.
264. Different types of the solution. If the roots of the determinantal equation $\Delta(\delta)=0$ be $m_{1}, m_{2}, \& c$. the type $V$ is known to be

$$
V=L_{1} e^{m_{1} t}+L_{2} e^{m_{2} t}+\ldots \ldots
$$

where $L_{1}, L_{2}, \& c$. are arbitrary constants. When a pair of imaginary roots of the form $r \pm p \sqrt{-1}$ occurs we replace the two corresponding imaginary exponentials by the terms

$$
V=e^{r t}(L \cos p t+M \sin p t)
$$

If equal roots occur, the value of $V$ thus given has no longer the full number of constants. Supposing that we have a roots each equal to $m$, the type of the solution which depends on these roots is

$$
V=\left(L_{0}+L_{1} t+\ldots+L_{\alpha-1} t^{\alpha-1}\right) e^{m t}
$$

where the $L$ 's are a arbitrary constants. This may be put into the form

$$
V=\left(L_{0}+L_{1} \frac{d}{d m}+\ldots+L_{\alpha-1} \frac{d^{\alpha-1}}{d m^{\alpha-1}}\right) e^{m t}
$$

If we have $a$ equal pairs of imaginary roots of the form $r \pm p \sqrt{-1}$ we replace the a pairs of terms by

$$
e^{r t}\left(L_{0} \cos p t+M_{0} \sin p t\right)+\frac{d}{d r} e^{r t}\left(L_{1} \cos p t+M_{1} \sin p t\right)+\& c
$$

Here, if we please, we may replace the differentiation with regard to $r$ by a differentiation with regard to $p$.

The peculiarity of the case of equal roots is the presence of terms containing some power of $t$ as a factor. The occurrence of $a$ equal roots will in general indicate the presence of terms containing all the integral powers of $t$ up to $t^{a-1}$ in the solution.
265. In order to deduce the corresponding values of $x, y$, \&c. from these types, we shall have, in the absence of equal roots, to operate with some integral and rational function of $\delta$ such as $I(\delta)$ on an exponential real or imaginary.
I. We have the theorem $\quad I(\delta) e^{m t}=I(m) e^{m t}$, so that when the roots of the equation $\Delta(\delta)=0$ are all real and unequal we have immediately

$$
\begin{aligned}
& x=L_{1} I_{1}\left(m_{1}\right) e^{m_{1} t}+L_{2} I_{1}\left(m_{2}\right) e^{m_{2} t}+\& \mathrm{c} . \\
& y=L_{1} I_{2}\left(m_{1}\right) e^{m_{1} t}+L_{2} I_{2}\left(m_{2}\right) e^{m_{2} t}+\& \mathrm{c} . \\
& z=\& \mathrm{c} .
\end{aligned}
$$
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II. If $X$ be any function of $t$, we have the theorem $I(\delta) e^{r t} X=e^{r t} I(\delta+r) X$, so that when a pair of imaginary roots occurs, and we have to operate on the product of a real exponential and a sine or cosine, we can immediately remove the real exponential, and reduce the operator to that of continued differentiation of the sine or cosine.
III. We have the theorem $f\left(\delta^{2}\right) \sin m t=f\left(-m^{2}\right) \sin m t$.

Hence if we have to operate with $F(\delta)$, we arrange the operator in the form $\phi\left(\delta^{2}\right)+\delta \psi\left(\delta^{2}\right)$. We then have $F^{\prime}(\delta) \sin m t=\phi\left(-m^{2}\right) \sin m t+\psi\left(-m^{2}\right) m \cos m t$.
266. When the determinantal equation $\Delta(\delta)=0$ has equal roots we have to operate on expressions which contain some powers of $t$. But since the operators $d / d t$ and $d / d m$ or $d / d r$ are independent we may use the theorem

$$
I(\delta) \frac{d^{\kappa}}{d m^{\kappa}} e^{m t}=\frac{d^{\kappa}}{d m^{\kappa}}\left\{I(m) e^{m t}\right\}
$$

Thus when the equation $\Delta(\delta)=0$ has a roots each equal to $m$ we may write the solution given by equation (5) of Art. 262 in the form

$$
\begin{aligned}
& x=L_{0}\left[I_{1}(m) e^{m t}\right]+L_{1} \frac{d}{d m}\left[I_{1}(m) e^{m t}\right]+\ldots+L_{\alpha-1} \frac{d^{\alpha-1}}{d m^{\alpha-1}}\left[I_{1}(m) e^{m t}\right], \\
& y=L_{0}\left[I_{2}(m) e^{m t}\right]+L_{2} \frac{d}{d m}\left[I_{2}(m) e^{m t}\right]+\ldots+L_{\alpha-1} \frac{d^{\alpha-1}}{d m^{\alpha-1}}\left[I_{2}(m) e^{m t}\right], \\
& z=\& c
\end{aligned}
$$

267. Ex. 1. If there be two roots of the determinantal equation $\Delta(\delta)=0$ each equal to $m$, show by an actual comparison of the several terms that we have the same solutions for $x, y, \& c$. whether we use as operators the minors of the first or the minors of any other row of the determinant $\Delta(\delta)$.

- Ex. 2. The values of $x, y, \& c$. are obtained from $V$ by operating with certain functions of $\delta$, viz. $I_{1}(\delta), I_{2}(\delta), \& c$. If instead of these operators we use $\mu I_{1}(\delta)$, $\mu I_{2}(\delta), \& c$. where $\mu$ is some function of $\delta$ such as $\mu=f(\delta)$, show that the effect is merely to alter the arbitrary constants $L_{0}, L_{1}, \& c$. Thence show that the solutions are the same, whether there be equal roots or not, whatever set of first minors of $\Delta(\delta)$ are used as operators.

268. An Indeterminate Case. If the roots of the determinantal equation $\Delta(\delta)=0$ be $m_{1}, m_{2}$, \&c. we have shown that the values of $x, y, \& c$. are given by

$$
x=\Sigma L I_{1}(m) e^{m t}, \quad y=\Sigma L I_{2}(m) e^{m t}, \quad \& c
$$

But we see at once that there is a case of failure. If one of the roots of the equation $\Delta(\delta)=0$ make all the minors, $I_{1}(m), I_{2}(m)$, \&c. equal to zero, the solution becomes incomplete. One constant $L$ disappears from the solution. If all the minors of only one row vanished, we could find the values of $x, y, z, \& c$. by choosing as our operators the minors of some other row. But this cannot be done if all the minors of all the rows are zero*.

[^17]269. We shall now prove that this indeterminate case cannot occur unless the determinantal equation $\Delta(\delta)=0$ has equal roots. To show this, we differentiate equation (3) of Art. 262. We find
$$
\frac{d \Delta(\delta)}{d \delta}=I_{11} \frac{d f_{11}}{d \delta}+I_{12} \frac{d f_{12}}{d \delta}+\& c .+I_{21} \frac{d f_{21}}{d \delta}+\& \mathrm{c} .,
$$
where the letter $I$ stands for the minor of that constituent of the determinant $\Delta(\delta)$ which is indicated by the suffix. We notice that the right-hand side of this equation vanishes when all the first minors are zero. Thus the equation $\Delta(\delta)=0$ must have at least two equal roots. In the same way, if the second minors are all zero also, any first minor has two equal roots, and therefore the original equation has three equal roots.
270. We may notice two obvious results. (1) If all the first minors of a determinant have a root $a$ times, the determinant has the root $a+1$ times at least. (2) If a determinant have $r$ equal roots, and all its first, second, \&c. minors vanish for these roots, then each of the first minors has the equal root $r-1$ times, each of the second minors $r-2$ times, and so on.
271. We may now consider the following general problem:-

Let the determinant $\Delta(\delta)$ have a roots each equal to m . Let $\beta$ of these roots make every first minor of $\Delta(\delta)$ equal to zero. Let $\gamma$ of these last make every second minor equal to zero, and so on. It is required to state the general form of the solution and to explain how the a constants in that solution are to be found.
272. Solution with a single type. First, let us consider the $\alpha$ roots which are equal to $m$. It has been proved in Art. 266, that the part of the solution which depends on these may be written in the form

$$
x=L_{0}\left[I_{1}(m) e^{m}\right]+L_{1} \frac{d}{d m}\left[I_{1}(m) e^{m m}\right]+\ldots+L_{a-1} \frac{d^{a-1}}{d m^{a-1}}\left[I_{1}(m) e^{m m}\right],
$$

with similar expressions for $y, z$, \&c.
If these first minors are finite, these formulæ contain powers of $t$ from $t^{0}$ to $t^{a-1}$, and thus supply the $\alpha$ constants which belong to the $\alpha$ equal roots. If the first minors have $\beta$ roots equal to $m$, $I_{1}(m), I_{2}(m)$, \&c., and their differential coefficients up to the $(\beta-1)$ th are all zero. In this case the powers of $t$ extend only to $t^{a-\beta-1}$, and thus these formulæ do not supply the full number of constants.

When all the first minors have the root $\alpha$ times and all the second minors have the root $\beta$ times, we know by Art. 270 that $\alpha-\beta-1$ cannot be negative.
273. Solution with a double type. To find the proper forms for $x, y$, \&c. when the first minors are all zero, we return to the analogy between operations and quantities alluded to in Art. 262. We now reject any two of the equations (1), say the first two. Solving the remaining $n-2$ equations we can express all the co-ordinates $z, u \& c$. in terms of $x$ and $y$, thus obtaining a series of equations of the form

$$
z=\phi(\delta) x+\psi(\delta) y,
$$

where the functional symbols are really second minors of the determinant $\Delta(\delta)$. We now substitute these expressions for $z$, $u, \& c$. in the two omitted equations. These two equations will be satisfied provided $x$ and $y$ have any values which make $I(\delta) x=0$ and $I(\delta) y=0$, where $I(\delta)$ is any first minor of $\Delta(\delta)$.

We notice also that these two equations are satisfied by the separate parts of these values of $z, u, \& c$. which arise from $x$ and from $y$. We may therefore arrange the solution so as to find these two parts separately, and then finally add the results. The following arrangement will be found convenient in practice.

When the first minors are all zero, reject some one of the given differential equations (1), say the first. We have now $n-1$ equations to determine the $n$ co-ordinates. Putting $y=0$ in these equations we find $x, z$, \&c. in terms of a single type $\xi$, where $\xi$ satisfies the equation $I_{2}(\delta) \xi=0$. Here $I_{2}$ represents the minor of the second constituent of the first line of the determinant $\Delta(\delta)$. We write the solution thus found in the form

$$
x=J_{11}(\delta) \xi, \quad y=0, \quad z=J_{18}(\delta) \xi, \& c .
$$

where the operators are the second minors of the constituents in the first two lines of $\Delta(\delta)$. Next, putting $x=0$ instead of $y$ in the equations after the first, we obtain another solution, by which $x, z, \& c$. are expressed in terms of another single type $\eta$. Here $\eta$ satisfies the equation $I_{1}(\delta) \eta=0$, where $I_{1}$ is the minor of the first constituent of the first line of $\Delta(\delta)$. We write the solution thus found in the form

$$
x=0, \quad y=J_{22}(\delta) \eta, \quad z=J_{23}(\delta) \eta, \& c .
$$

Adding these two solutions together, we have the following values of $x, y, z$, \&c.

$$
x=J_{11}(\delta) \xi, \quad y=J_{22}(\delta) \eta, \quad z=J_{13}(\delta) \xi+J_{23}(\delta) \eta, \& c .
$$

These evidently satisfy all the equations except the one rejected. But this equation also is satisfied because by hypothesis we take those parts only of these solutions which make all the first minors equal to zero.

If the minors which the types $\xi$ and $\eta$ are to satisfy contain the root $\delta=m, \beta$ times, we have therefore

$$
\begin{aligned}
& \xi=\left(G_{0}+G_{1} t+\ldots+G_{\beta-1} t^{\beta-1}\right) e^{m t}, \\
& \eta=\left(H_{0}+H_{1} t+\ldots+H_{\beta-1} t^{\beta-1}\right) e^{m t} .
\end{aligned}
$$

274. The corresponding values of $x, y, \& c$ are found by substitution, and may be written in the form
$x=G_{0}\left[J_{11}(m) e^{m t}\right]+G_{1} \frac{d}{d n}\left[J_{11}(m) e^{m t}\right]+\ldots+G_{\beta-1} \frac{d^{\beta-1}}{d m^{\beta-1}}\left[J_{11}(m) e^{m t}\right]$,
with similar expressions for $y$, \&c.
The peculiarity of the solutions which are derived from the double type $\xi, \eta$ is that the corresponding terms in the expressions for $x$ and $y$ have independent constants.

If the second minors which form the operators are all finite, these formulæ contain powers of $t$ up to $t^{\beta-1}$ and supply $2 \beta$ constants. But if these second minors contain $\gamma$ roots equal to $m$, the powers of $t$ extend only to $t^{\beta-\gamma-1}$, and thus the full number of constants has not been found.
275. Solution with a triple type. Thirdly, we have to find the solution when the second minors are zero as well as the first minors. In this case the solution just found becomes again insufficient. To determine the proper forms of $x, y, z, \& c$. we now reject any three of the differential equations (1) of Art. 262, and proceed as before. We thus have $n-3$ equations to find the $n$ co-ordinate. We see at once that we can express all the co-ordinates in terms of any three we please, say $x, y, z$. We thus have three times as many arbitrary constants as there are roots equal to $m$.

In the same way as before we can express the solution in terms of a triple type $\xi, \eta, \zeta$. Putting $y$ and $z$ equal to zero, we find the remaining co-ordinates, viz. $x, u$, \&c. in terms of a single type $\xi$. Putting $x$ and $z$ equal to zero (instead of $y$ and $z$ ) in these $n-3$ equations we obtain a second solution depending on another single type $\eta$. Lastly, putting $x$ and $y$ equal to zero we obtain a third solution depending on $\zeta$. Adding together these three solutions we find that all the coordinates may be expressed by means of operators which are really third minors of the determinant $\Delta(\delta)$. The subjects of operation are the three independent functions $\xi, \eta, \zeta$. These are such that if $I(\delta)$ be any of the second minors of the constituents of the three omitted equations $I(\delta) \xi=0, I(\delta) \eta=0, I(\delta) \xi=0$. If these contain the root $\delta=m, \gamma$ times, each of the three $\xi, \eta, \zeta$ will be expressed by a series of the form $\quad\left(K_{0}+K_{1} t+\ldots+K_{\gamma-1} t^{t-1}\right) e^{m t}$,
but with independent constants.
276. The number of constants. Each of the sets of values of $x, y, \& c$, given in Arts. (272), (273), and (275) is, of course, a solution. The complete solution is really the sum of these partial solutions, provided it has the proper number of constants. We appear, however, to have too many constants. We must therefore examine these, and determine what terms are absolutely zero and what terms are repeated in the several partial solutions.

We begin with the solution derived from the type $V$, Art. (272), by the help of the first minors. Since the first minors have $\beta$ roots each equal to $m$, the first $\beta$ terms of each of the expressions for $x, y, \& c$. are easily seen to be zero. Consider the solution derived from any term $L_{k}$, where $k$ lies between $\beta-1$ and $2 \beta$. In the case of the variables $x$ and $y$ they are expressions of the form

$$
\left(A_{0}+A_{1} t+\ldots+A_{l c-\beta} t^{k-\beta}\right) e^{m t}
$$

All these are evidently included amongst the terms derived from $\xi, \eta$ by the help of the second minors. The corresponding terms in $z, u$, \&c. must be related to the terms in $x, y$ by the formula given in Art. (273), and are therefore also included in the series derived from $\xi, \eta$. Lastly, consider the solution derived from the terms from $L_{2 \beta}$ to $L_{\alpha-1}$. They include powers of $t$ from $t^{\beta}$ to $t^{\alpha-1-\beta}$. These $a-2 \beta$ terms are not included in the terms derived from $\xi$ and $\eta$, and they supply $\alpha-2 \beta$ arbitrary constants.

Secondly, we turn our attention to the solution derived from the double type $\xi, \eta$ by the help of the second minors (Arts. 273 and 274). Each of these second minors has $\gamma$ roots each equal to $m$; hence, by the same reasoning as before, the first $\gamma$ terms of the series for $x$ and $y$ are zero, and the highest power of $t$ is $\beta-1-\gamma$ instead of $\beta-1$. In consequence of this, the terms of ${ }^{\circ}$ the series derived from the
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single type $V$, and not included in those derived from the double type $\xi$, $\eta$, now extend their powers of $t$ from $t^{\beta-\gamma}$ to $t^{\alpha-1-\beta}$. There are therefore $\alpha-2 \beta+\gamma$ such terms instead of $\alpha-2 \beta$.

The same reasoning applies to all the other partial solutions derived from the triple and higher types. We therefore conclude that the partial solution derived from a single type by operating with the first minors of the first row of the fundamental determinant supplies $\alpha-2 \beta+\gamma$ terms not included in the solutions which follow. These supply as many arbitrary constants. The partial solution derived from a double type by operating with the second minors of the two first rows of the fundamental determinant supplies $\beta-2 \gamma+\delta$ terms not included in the solutions which follow. These supply twice as many constants. The partial solution derived from a triple type by operating with the third minors of the three first rows supplies $\gamma-2 \delta+\epsilon$ terms and thrice as many constants, and so on.

Thus suppose (for example) the fourth minors are not all zero; the number of constants supplied by each of the several partial solutions is indicated by the terms of the series $\quad(\alpha-2 \beta+\gamma)+2(\beta-2 \gamma+\delta)+3(\gamma-2 \delta)+4 \delta$.

If none of the terms of this series are negative, we have obtained a series of partial solutions containing the proper number of constants. This point we now proceed to discuss.
277. If a determinant contain the root just a times, if the first minors of the two first constituents of the two first rows contain the root just $\beta$ times, if the second minor of these four constituents contain the root just $\gamma$ times, then $\alpha-2 \beta+\gamma$ is positive.

To prove this, let $\Delta$ be the determinant, $I_{1}, I_{2}, J_{1}, J_{2}$ the four first minors, $\Delta_{2}$ the second minor. Then we know that $\Delta \Delta_{2}=I_{1} J_{2}-I_{2} J_{1}$. The left-hand side contains the root just $a+\gamma$ times, the right-hand side contains the root at least $2 \beta$ times. Hence $\alpha+\gamma-2 \beta$ is positive.

In the same way we may show, on similar suppositions, that $\beta-2 \gamma+\delta$ is positive, and so on.
278. Example. Solve the differential equations

$$
\left.\begin{array}{r}
(\delta-1)^{2}(\delta+1) x-(\delta-1)(\delta-2) y+(\delta-1) z=0 \\
3(\delta-1)^{2} x-(\delta-1)(\delta-3) y+2(\delta-1) z=0 \\
(\delta-1)^{2} x+(\delta-1) y+(\delta-1) z=0
\end{array}\right\} .
$$

The fundamental determinant (Art. 262) is $\Delta(\delta)=-(\delta-1)^{6}$. This determinant (Art. 271) has six equal roots ( $\alpha=6$ ), every first minor has the root three times $(\beta=3)$, and every second minor has the root once $(\gamma=1)$. The part of the solution depending on a single type (Art. 276) will supply $\alpha-2 \beta+\gamma$ (i.e. one) constants. These accompany the highest powers of $t$ which occur in the type, one constant for each power (Art. 272). The part of the solution depending on a double type will supply $2(\beta-2 \gamma)$ (i.e. two) constants. These accompany the highest powers of $t$ which occur in this type, two constants to each power. The part of the solution depending on a triple type will supply $3 \gamma$ (i.e. three) constants which again accompany the highest powers of $t$, three constants to each power. To obtain the full number of constants it is nccessary in this example to retain only the one highest power of $t$ which occurs in each type.

The single type is $\xi=\left(\& c .+A t^{5}\right) e^{t}$ by Art. $26 t$. Taking the minors of the first row of $\Delta(\delta)$ we have by Art. $262 x=-(\delta-1)^{3} \xi, y=-(\delta-1)^{3} \xi, z=\delta(\delta-1)^{3} \xi$.

To find the part of the solution which depends on a double type we reject the first equation (Art. 273). Putting $x=0$ we find $y=(\delta-1) \xi, z=-(\delta-1) \xi$ where $(\delta-1)^{3} \xi=0$. Putting $y=0$ we find $x=(\delta-1) \eta, z=-(\delta-1)^{2} \eta$ where $(\delta-1)^{3} \eta=0$.

The double type is therefore $\xi=\left(\& \mathrm{c} .+B t^{2}\right) e^{t}, \eta=\left(\& \mathrm{c} .+c t^{2}\right) e^{t}$. The values of the coordinates are $\quad x=(\delta-1) \eta, y=(\delta-1) \xi, z=-(\delta-1) \xi-(\delta-1)^{2} \eta$.

To find the part of the solution which depends on a triple type we reject the two first equations (Art. 275). The three partial solutions are then first, $x=0, y=0$, $z=D e^{t}$; secondly, $x=0, y=E e^{t}, z=0$, thirdly, $x=F e^{t}, y=0, z=0$. The sum of these is the solution derived from a triple type.

Adding up the solutions which are derived from all the different types and simplifying the constants we have

$$
x=\left(F+C t+A t^{2}\right) e^{t}, \quad y=\left(E+B t+A t^{2}\right) e^{t}, \quad z=\left\{D-B t-A\left(t^{2}+2 t\right)\right\} e^{t}
$$

279. Conversely, suppose it is given that we have such a solution as that described in Art. 276, let us enquire what minors must be zero.

Let it be given that the solution contains terms depending on a triple type containing $(\gamma-1)$ powers of $t$ accompanied by independent constants in some three co-ordinates. Putting any two of these co-ordinates equal to zero the differential equations are satisfied by a solution depending on a single type. Thus we have $n$ equations containing $n-2$ co-ordinates all satisfied by values of the co-ordinates which contain powers of $t$ up to the $(\gamma-1)$ th. This shows that all the second minors which can be formed from these equations must be zero and each of these minors must contain the root $\gamma$ times.

From this we infer by Art. 270 that every first minor must contain the root $\gamma+1$ times. But let us suppose that the given solution contains also terms derived from a double type which have powers of $t$ extending up to the $(\beta-\gamma-1)$ th with independent constants in some two of the co-ordinates. Reasoning in the same way as before, we see that every first minor must have the root $(\beta-\gamma-1)$ times. These must be in addition to the $\gamma+1$ roots already counted, because we may regard the given solutions derived from the double and triple tspes as solutions which depend on unequal roots and then make these roots become equal in the limit. It follows therefore that every first minor has the root $\beta$ times.

We now infer by Art. 270 that the determinant (4) of Art. 261 must have the root $\beta-1$ times. But if the given solution also contains terms derived from a single type with powers of $t$ extending to the $(\alpha-\beta-1)$ th, we deduce by the preceding reasoning that the determinant (4) must have the root a times.
280. We may notice as a corollary of this theory that the solution cannot contain terms in which the high powers of $t$ depend on a larger type than the low powers of $t$. For example, if the term $t^{n} e^{m t}$ occur accompanied by $k$ independent constants, this term must be part of a solution derived from a $k$ th type. It follows that all the lower powers of $t$ which multiply the same exponential will be part of the same type and must be accompanied by at least $k$ independent constants.
281. Condition that all powers of $t$ are absent. In some dynamical problems it is well known that, thowgh the fundamental determinant has a equal roots, yet there are no terms in the solution with powers of t . We may now determine the conditions that this may occur.

We see by Art. 272 that, unless every first minor has the root $\alpha-1$ times at least, a solution can be deduced from the first minors which has some power of $t$ greater than zero in the coefficient. Again, unless every second minor has the root $\alpha-2$ times at least, a solution can be deduced from the second minors with some power

$$
11--2
$$

of $t$ in the coefficient. On the whole, we infer that when a equal roots occur in the determinant, and the terms in the solution with t as a factor are to be absent, it is necessary as well as sufficient that all the first, second, \&c. minors up to the $(x-1)$ th should be zero.

2S2. Dynamical Meaning of the Types. We shall now consider how the three different types of solution given in Art. 264 indicate different kinds of motion. Let us begin with a real root. In this case every co-ordinate has a term of the form $M e^{m t}$. If $m$ be positive this term will become greater as time goes on, and the system will therefore depart widely from its undisturbed state, and our equations will represent only the manner in which the system begins its travels. If $m$ be negative this term will gradually dwindle away and the motion will finally depend on the other term in the solution.

Similar remarks apply whenever we have a real exponential whether multiplied by a trigonometrical function or not. We may therefore state as a general principle, subject to some reservations in the case of equal roots which will be presently mentioned, that the necessary and sufficient conditions of stability are that the real roots and the real parts of the imaginary roots should be all negative or zero. A simple rule to determine whether this is the case or not will be given in another section of this chapter.
283. Effect of equal roots on stability. When there are equal roots in the determinantal equation we have seen that the solution in general has terms which contain powers of $t$ as a factor. The important question for us to determine is the effect of these terms on the stability of the system. If $m$ be positive the presence of a term $M t^{q} e^{m t}$ will of course make the system unstable. But if $m$ be negative, this term can never be numerically greater than $M\left(\frac{q}{e m}\right)^{q}$. If $m$ be very small the initial increase of the term may make the values of $x, y, \& c$. become large, and the motion cannot be regarded as a small oscillation. But if the system be not so disturbed that $M\left(\frac{q}{e m}\right)^{q}$ is large, the term will ultimately disappear and the motion may be regarded as stable. If $m$ be wholly imaginary and equal to $n \sqrt{ }-1$, this term will take the form $t^{\gamma} \sin n t$ and will of course cause the system to be unstable.

Thus equal roots do not disturb the stability if their real parts are negative, but do render the system unstable if their real parts are zero.
284. It is clear from this that the whole character of the motion depends on the nature of the roots of the determinantal equation $\Delta(\delta)=0$. If we can solve this equation and find the roots, we of course know immediately the nature of the motion.

But if this cannot be done we must have recourse to the Theory of Equations to determine whether the roots are real or imaginary, and whether any roots are equal or not. The theorems of Fourier and Sturm will be of use in the equations of the higher orders, but in many dynamical problems we have only to deal with two coordinates, and we have therefore to examine the roots of the biquadratic in Art. 260.

Rules by which the analysis of a biquadratic is made to depend on the solution of a cubic are given in most treatises on the Theory of Equations; but as this form is not convenient in practice, a short analysis will be given here for reference.
285. Analysis of a biquadratic. Let the biquadratic be

$$
a x^{4}+4 b x^{3}+6 c x^{2}+4 d x+e=0
$$

so that the invariants are $I=a e-4 b d+3 c^{2}$, and $J=a c e+2 b c d-a d^{2}-e b^{2}-c^{3}$. This last may also be written as a determinant. It will generally be found convenient to clear the equation of the second term. Let the equation so transformed be

$$
a \xi^{4}-2 a H \xi^{2}+a G \xi-a F=0,
$$

where $a^{2} H=3\left(b^{2}-a c\right)$ and $a^{3} G=4\left(2 b^{3}-3 a b c+a^{2} d\right)$. By using the invariants or by actual transformation it is easy to see that

$$
I=\frac{1}{3} a^{2} H-a^{2} F \text { and } J=\frac{4}{27} a^{3} H^{3}-\frac{1}{16} a^{3} G^{2}-\frac{1}{3} a I H .
$$

Let $\Delta$ be the discriminant, i. e. $\Delta=1^{3}-27 J^{2}$, then it is proved in all books on the theory of equations that if $\Delta$ is negative and not zero, the biquadratic has two real and two imaginary roots. If $\Delta$ is positive and not zero the roots are either all real or all imaginary.

Usually we can distinguish between these two cases by ascertaining if the biquadratic has or has not a real root. Thus if $a$ and $e$ have opposite signs, one root is real and therefore all the roots are real. In any case we can use the following criterion. Having cleared the given biquadratic of the second term we may write the resulting equation in the form $\left(\xi^{2}-H\right)^{2}+G \xi=K$.

If $S_{n}$ be the arithmetic mean of the $n$th powers of the roots, we have by Newton's theorem on the sums of powers, $S_{1}=0, S_{2}=H, 4 S_{3}=-3 G$ and $K=S_{4}-S_{2}{ }^{2}$. If all the roots are real we have $S_{2}$ positive and by a known theorem in "inequalities" $S_{4}$ is greater than $S_{2}{ }^{2}$. Hence $H$ and $K$ are both positive. If all the roots are imaginary, let them be $r \pm p \sqrt{-1}$ and $-r \pm q \sqrt{-1}$. Then

$$
\begin{aligned}
& H=S_{2}=r^{2}-\frac{1}{2}\left(p^{2}+q^{2}\right), \\
& K=S_{4}-S_{2}{ }^{2}=\frac{1}{4}\left(p^{2}-q^{2}\right)^{2}-2 \gamma^{2}\left(p^{2}+q^{2}\right) .
\end{aligned}
$$

If $H$ is positive or zero we see that $K$ is negative. The criterion may therefore be stated thus. If $H$ and $K$ are both positive the four roots are real. If either is negative or zero the four roots are imaginary.

If the discriminant $\Delta$ is zero but $I$ and $J$ not zero, it is known that the biquadratic has two roots equal. If two of the roots are real and equal and the other two imaginary we see (by putting $q=0$ ) that if $H$ is positive or zero, $K$ must be negative. The criterion therefore is, if $H$ and $K$ are both positive all the roots are real, if $H$ or $K$ is negative or zero, two roots are real and two are imaginary. If $G$ is zero, there are then two pairs of equal roots. In this case $K$ is zero and these roots are all real if $H$ is positive, all imaginary if $H$ is negative.

Lastly let the discriminant $\Delta$ be zero and also both $I$ and $J$ zero. The biquadratic has three roots equal and therefore all the roots are equal. If $H$ be also zero the four roots are all equal and real.

Ex. If the discriminant of a biquadratic be positive, clear the equation of the term containing the third power in the usual manner, and then arbitrarily erase the term containing the first power. If both the roots of the quadratic thus formed be real and the sum of the roots be positive, then all the four roots of the biquadratic are real. If either contingency fail the four roots are imaginary.

## Conditions of Stability.

286. It has been shewn that the determination of the oscillation of a system can be reduced to the solution of a certain determinantal equation, which has been represented in Art. 262, by $\Delta=f(\delta)=0$. In many cases it is impracticable to solve this equation and therefore the motion cannot be properly found. If however we only wish to ascertain whether the position of equilibrium or the steady motion about which the system is in oscillation is stable or unstable we may proceed without solving the equation.

It is clear from Art. 282 that the conditions of stability are that the real roots and the real parts of the imaginary roots should all be negative. It is now proposed to investigate a method to decide whether the roots are of this character or not.
287. Taking first the case of a biquadratic ; let the equation to be considered be

$$
f(z)=a z^{4}+b z^{3}+c z^{2}+d z+e=0
$$

where we have written $z$ for $\delta$. Let us form that symmetrical function of the roots which is the product of the sums of the roots taken two and two. If this be called $X / a^{3}$, we find*

$$
X=b c d-a d^{2}-e b^{2}=\frac{1}{2}\left|\begin{array}{rrr}
2 a & b & c \\
b & 0 & d \\
c & d & 2 e
\end{array}\right| .
$$

* This value of $X$ may be found in several ways more or less elementary. If we substitute $z=E \pm Z$ in the given biquadratic and equate to zero the even and odd powers of $Z$, we have

$$
\left.\begin{array}{r}
a Z^{4}+\left(6 a E^{2}+3 b E+c\right) Z^{2}+a E^{4}+b E^{3}+c E^{2}+d E+e=0 \\
(4 a E+b) Z^{3}+\left(4 a E^{3}+3 b E^{2}+2 c E+d\right) Z=0
\end{array}\right\} .
$$

Rejecting the root $Z=0$ and eliminating $Z$ we have

$$
64 a^{3} E^{6}+\ldots \ldots+b c d-a d^{3}-e b^{2}=0
$$

where only the first and last terms of the equation are retained, the others not being required for our present purpose. Since $z=E \pm Z$ it is clear that each value of $E$ is the arithmetic mean of two values of $z$. We have an equation of the sixth degree to find $E$ because there are six ways of combining the four roots of the biquadratic two and two. The product of the roots of the equation in $E$ may be deduced in the usual manner from the first and last terms, and thence the value of $X$ is seen to be that given in the text.

If we eliminated $E$ we should obtain an equation in $Z$ whose roots are the arithmetic means of the differences of the roots of the given equation taken two and two. If we put $4 Z^{2}=\zeta$, we obtain by an easy process the equation whose roots are the squares of the differences of the roots of the given equation $f(z=0)$.

It will be convenient to consider first the case in which $X$ is finite. Suppose we know the roots to be imaginary, say $\alpha \pm p \sqrt{-1}$, and $\beta \pm q \sqrt{-1}$. Then

$$
X / a^{3}=4 \times \beta\left\{(\alpha+\beta)^{2}+(p+q)^{2}\right\}\left\{(\alpha+\beta)^{2}+(p-q)^{2}\right\}
$$

Thus, $\alpha \beta$ always takes the sign of $X / a$, and $\alpha+\beta$ always takes the sign of $-b / a$. The signs of both $\alpha$ and $\beta$ can therefore be determined; and if $a, b, X$ have the same sign, the real parts of the roots are all negative.

Suppose, next, that two of the roots are real and two imaginary. Writing $q^{\prime} \sqrt{-1}$ for $q$, so that the roots are $\alpha \pm p \sqrt{-1}$ and $\beta \pm q^{\prime}$, we find

$$
X / a^{3}=4 x \beta\left\{\left[(\alpha+\beta)^{2}+p^{2}-q^{\prime 2}\right]^{2}+4 p^{2} q^{\prime 2}\right\}
$$

Just as before, $\alpha \beta$ takes the sign of $X / a$, and $\alpha+\beta$ takes the sign of $-b / a$. Also, $\beta^{2}-q^{\prime 2}$ takes the sign of the last term $e / a$ of the biquadratic. This determines whether $\beta$ is numerically greater or less than $q^{\prime}$. If, then, $a, b, e$, and $X$ have the same sign, the real roots and the real parts of the imaginary roots are all negative.

Lastly, suppose the roots to be all real. Then, if all the coefficients are positive, we know, by Descartes' rule, that the roots must be all negative, and the coefficients cannot be all positive unless all the roots are negative. In this case, since $X$ is the product of the sums of the roots taken two and two, it is clear that $X / a$ will be positive.

Whatever the nature of the roots may be, yet if the real roots and the real parts of the imaginary roots are negative, the biquadratic must be the product of quadratic factors all whose terms are positive. It is therefore necessary for stability that every coefficient of the biquadratic should have the same sign. It is also clear that no coefficient of the equation can be zero unless either some real root is zero or two of the imaginary roots are equal and opposite.

Summing up the several results which have just been proved, we conclude that if X and e are finite, the necessary and sufficient conditions that the real roots and the real parts of the imaginary roots should be negative are that every coefficient of the biquadratic and also X should have the same sign.
288. The case in which $X=0$ does not present any difficulty. It follows from the definition of $X$, that if $X$ vanishes two of the roots must be equal with opposite signs, and conversely if two roots are equal with opposite signs $X$ must vanish. Writing $-z$ for $z$ in the biquadratic and subtracting the result thus obtained from the original equation we find $b z^{3}+d z=0$. The equal and opposite roots are therefore given by $z= \pm \sqrt{-d / b}$. If $b$ and $d$ have opposite signs these roots are real, one being positive and one negative. If $b$ and $d$ have the same sign, they are a pair of imaginary roots with the real parts zero.

The sum of the other two roots is equal to $-b / a$ and their product is be/ad. We therefore conclude that if $\mathrm{X}=0$, the real roots and the real parts of the imaginary roots will be negative or zero if every coefficient of the biquadratic is finite and has the same sign.
289. If either $a$ or $e$ vanishes, the biquadratic.reduces to a cubic, see note to Art. 105. Putting $e$ zero, we have

$$
X / a^{3} d=b c-a d
$$

If the coefficients have all the same sign it is easy to see that it is necessary for stability that $b c-a d$ should be positive or zero.

If $a$ and $e$ be not zero and one of the two $b, d$ vanish, the other must vanish also, for otherwise $X$ could not have the same sign as a. In this case $X$ vanishes, and the biquadratic reduces to the quadratic

$$
\alpha z^{4}+c z^{2}+e=0 .
$$

As this equation admits of an easy solution, no difficulty can arise in practice from this case. It is necessary for stability that the roots of the quadratic should be real and negative. The conditions for this are, firstly the coefficients $a, c, e$ must all have the same sign, secondly that $c^{2}>4 a e$.
290. Equation of the $n$th degree. When the degree of the equation is higher than a biquadratic the conditions of stability become more numerous. A very simple rule will now be proved by which these conditions can be calculated as quickly as they can be written down. Besides this we propose to give an extension of this rule by which we may determine how many roots there are, real or imaginary, which have their real parts positive. If there be no such roots the conditions of stability are supposed to be satisfied. The number of roots with their real parts equal to zero is also found,
291. To discover this rule we have recourse to a theorem of Cauchy. Let $z=x+y \sqrt{-1}$ be any root, and let us regard $x$ and $y$ as co-ordinates of a point referred to rectangular axes. Substitute for $z$ and let

$$
f(z)=P+Q \sqrt{-1}
$$

Let any point whose co-ordinates are such that $P$ and $Q$ both vanish be called a radical point. Describe any contour, and let a point move round this contour in the positive direction, and notice how often $P / Q$ passes through the value zero and changes its sign. Suppose it changes $\alpha$ times from + to - and $\beta$ times from - to + . Then Cauchy asserts that the number of radical points within the contour is $\frac{1}{2}(\alpha-\beta)$. It is however necessary that no radical point should lie on the contour.

Let us choose as our contour the infinite semicircle which bounds space on the positive side of the axis of $y$. Let us first travel from $y=-\infty$ to $y=+\infty$ along the circumference. If

$$
\begin{equation*}
f(z)=p_{0} z^{n}+p_{1} z^{n-1}+\ldots+p_{n} \tag{1}
\end{equation*}
$$

we have changing to polar co-ordinates

$$
\left.\begin{array}{c}
f(z)=p_{0} r^{n}(\cos n \theta+\sin n \theta \sqrt{-1})+\ldots \\
P=p_{0} r^{r^{n}} \cos n \theta+p_{1} r^{n-1} \cos (n-1) \theta+\ldots  \tag{2}\\
Q=p_{0} r^{n} \sin n \theta+p_{1} r^{n-1} \sin (n-1) \theta+\ldots
\end{array}\right\}
$$

Hence

In the limit since $r$ is infinite $P / Q=\cot n \theta$.

$$
\begin{array}{ll}
P / Q \text { vanishes when } \theta= \pm \frac{1}{n} \frac{\pi}{2}, & \pm \frac{3}{n} \frac{\pi}{2}, \pm \frac{5}{n} \frac{\pi}{2} . \\
P / Q \text { is infinite when } \theta=0, & \pm \frac{2}{n} \frac{\pi}{2}, \pm \frac{4}{n} \frac{\pi}{2} . \tag{B}
\end{array}
$$

The values of $\theta$ in series (B), it will be noticed, separate those in series (A).
When $\theta$ is small and very little greater than zero, $P / Q$ is positive and therefore changes sign from + to - at every one of the values of $\theta$ in series (A). If therefore $n$ be even there will be $n$ changes of sign.

If $n$ be odd there will be $n-1$ changes of sign excluding $\theta= \pm \frac{1}{2} \pi$, in this case $P / Q$ is positive when $\theta$ is a little less than $\frac{1}{2} \pi$ and negative when $\theta$ is a little greater than $\frac{1}{2} \pi$, but this result will not be wanted in the sequel.

Let us now travel along the axis of $y$, still in the positive direction round the contour, viz. from $y=+\infty$ to $y=-\infty$. Substituting $z=x+y \sqrt{-1}$ in (1) and remembering that $x=0$ along the axis of $y$, we have, when n is even,

$$
\left.\begin{array}{r}
P=p_{n}-p_{n-2} y^{2}+p_{n-4} y^{4}-\ldots+(-1)^{\frac{n}{2}} p_{0} y^{n} \\
Q=p_{n-1} y-p_{n-3} y^{3}+\ldots \quad-(-1)^{\frac{n}{2}} p_{1} y^{n-1} \tag{4}
\end{array}\right\}
$$

Let $e$ be the excess of the number of changes of sign from - to + over that from + to - in this expression as we travel from $y=+\infty$ to $y=-\infty$, then by Cauchy's theorem the whole number of radical points on the positive side of the axis of $y$ is $\frac{1}{2}(n+e)$. This of course expresses the number of roots which have their real parts positive.
292. To count these changes of sign we use Sturm's theorem. Taking

$$
\left.\begin{array}{l}
f_{1}(y)=p_{0} y^{n}-p_{2} y^{n-2}+\ldots  \tag{5}\\
f_{2}(y)=p_{1} y^{n-1}-p_{3} y^{n-3}+\ldots
\end{array}\right\}
$$

we perform the process of finding the greatest common measure of $f_{1}(y)$ and $f_{2}(y)$, changing the sign of each remainder as it is obtained. Let the series of modified remainders thus obtained be $f_{3}(y), f_{4}(y)$, \&c. Then, as in Sturm's theorem, we may show that when any one of these functions vanishes the two on each side have opposite signs. It also follows that no two successive functions can vanish unless $f_{1}(y)$ and $f_{2}(y)$ have a common factor. This exception will be considered presently.

Taking then the functions $f_{1}(y), f_{2}(y), \& c$. , using them, as in Sturm's theorem, we see that no change of sign can be lost or gained except at one end of the series. Now the last is a constant and cannot change sign, hence changes of sign can be gained or lost only by the vanishing of the function $f_{1}(y)$ at the beginning of the series.

Consider now the beginning of the series of functions $f_{1}(y), f_{2}(y)$, \&c., and nsing them in Sturm's manner let $y$ proceed from $+\infty$ to $-\infty$. We see that a change of sign is lost when the first two change from unlike to like signs, i.e. when the ratio of $f_{1}(y)$ to $f_{2}(y)$ changes from - to + . In the same way a change of sign is gained when the ratio changes from + to - . Hence $e$ is equal to the number of variations or changes of sign lost in the series as we travel from $y=+\infty$ to $y=-\infty$.
293. When $y= \pm \infty$ we need only consider the coefficients of the highest powers in the series of functions $f_{1}(y), f_{2}(y), \& c$. Let these coefficients when $y$ is positive be called $\quad p_{0}, p_{1}, q_{3}, q_{4}$, \&c.

When $y$ is negative the signs, since $n$ is even, will be indicated by

$$
p_{0}, \quad-p_{1}, \quad q_{3}, \quad-q_{4}, \& c
$$

Then we have just proved that $e$ is equal to the number of variations or changes of sign lost as ave proceed from the first series to the second.
294. If every term of the series $p_{0}, p_{1}, q_{3}, \& c$. have the same sign, it is evident that $n$ changes of sign will be gained and therefore $e=-n$; and $e$ cannot $=-n$ unless all these terms have the same sign. In this case there will be no radical point on the positive side of the axis of $y$. We therefore infer the following theorem. The necessary and sufficient conditions that the real part of every root of the equation $f(z)=0$ should be negative are that all the coefficients of the highest powers in the series $f_{1}(y), f_{2}(y)$, \&c. should have the same sign.
295. Suppose next that these coefficients do not all have the same sign. The degree of the equation being $n$, there are $n+1$ functions in the series $f_{1}(y), f_{2}(y)$, \&c., and therefore on the whole there are $n$ variations and permanencies. Let there be $k$ variations and $n-k$ permanencies of sign. Now every permanency in the series $y=+\infty$ changes into a variation in the series $y=-\infty$, and every variation into a permanency. It follows that there will be $n-k$ variations and $k$ permanencies in this second series. Hence the number $e$ of variations lost in proceeding from the first to the second series is $2 k-n$. But the number of radical points on the positive side of the axis of $y$ has been proved to be $=\frac{1}{2}(n+e)$; substituting for $e$, this becomes equal to $k$. We therefore infer the following theorem. If we form the series of coefficients of the highest powers of the functions $f_{1}(y), f_{2}(y)$, \&c., every variation of sign implics one radical point within the positive contour, and therefore one root with its real part positive.
296. We require some rule to construct the series of coefficients with facility. If we perform the process of Greatest Common Measure on the functions $f_{1}(y)$, $f_{2}(y)$ changing the signs of the remainders, we find that the first three functions are

$$
\begin{aligned}
& f_{1}(y)=p_{0} y^{n}-p_{2} y^{n-2}+p_{4} y^{n-4}-\& c ., \\
& f_{2}(y)=p_{1} y^{n-1}-p_{3} y^{n-3}+p_{5} y^{n-5}-\& c . \\
& f_{3}(y)=\frac{p_{1} p_{2}-p_{0} p_{3}}{p_{1}} y^{n-2}-\frac{p_{1} p_{4}-p_{0} p_{5}}{p_{1}} y^{n-4}+\& c .
\end{aligned}
$$

Thas the coefficients of $f_{3}(y)$ may be obtained from those of $f_{1}(y)$ and $f_{2}(y)$ by a simple cross-multiplication, and may therefore be written down by inspection. The coefficients of $f_{4}(y)$ may be derived from those of $f_{2}(y)$ and $f_{3}(y)$ by a similar crossmultiplication and so on. These successive functions may be called the subsidiary functions.
297. First form of the Rule. Summing up the preceding arguments, we have the following rule. The equation being

$$
f(z)=p_{0} z^{n}+p_{1} z^{n-1}+p_{2} z^{n-2}+\ldots
$$

arrange the coefficients in two rows thus

| $p_{0}$, | $p_{2}$, | $p_{4}$, | \&c. |
| :--- | :--- | :--- | :--- |
| $p_{1}$, | $p_{3}$, | $p_{5}$, | \&c. |

Form a new row by cross-multiplication in the following manner

$$
\frac{p_{1} p_{2}-p_{0} p_{3}}{p_{1}}, \quad \frac{p_{1} p_{4}-p_{0} p_{5}}{p_{1}}, \quad \& c .
$$

Form a fourth row by opcrating on these two last rows by a similar crossmultiplication. Proceeding thus the number of terms in each row will gradually decrease, and we stop only when no term is left. Then in order that there may be no roots whose real parts are positive it is necessary and sufficient that the terms in
the first column should be all of one sign. If they be not all of one sign, the number of variations of sign is equal to the number of roots with their real parts positive.

The terms which constitute the first column may be called the test functions.
As in forming these rows we only want their signs, we may multiply or divide any one by any positive quantity which may be convenient. We may thus often avoid complicated fractions.
298. Equations of an odd degree. In order to simplify the argument we have supposed the degree of the equation to be even. If $n$ be odd, let as before

$$
f(z)=p_{0} z^{n}+p_{1} z^{n-1}+\ldots+p_{n}
$$

We may regard this equation as the limit of

$$
p_{0} z^{n+1}+p_{1} z^{n}+\ldots+p_{n} z+p_{n} h=0
$$

If $h$ be positive and indefinitely small the additional root of this equation is real and negative, and ultimately equal to $-h$. Those roots also of the two equations which lie within the positive contour are ultimately the same.

Since $n+1$ is even we may apply to this equation the preceding rule. The two first rows are

$$
\begin{array}{llll}
p_{0}, & p_{2} \& c ., & p_{n-1}, & p_{n} h, \\
p_{1}, & p_{3} \& c ., & p_{n} . &
\end{array}
$$

We easily see by calculating a few rows that none of the coefficients in the subsequent rows contain $h$ as a factor except the extreme coefficients on the right-hand side. Hence in the general case all the test functions, except the two last, remain finite when $h$ is put equal to zero; and therefore have the same sign as if the rows had been calculated before the addition of the final term $p_{n} h$. The last two coefficients in the first column, when only the principal power of $h$ is retained, are $p_{n}$ and $p_{n} h$. But since $h$ is positive there can be no variation of sign in this sequence. We may therefore omit this final term $p_{n} h$ altogether as giving nothing to the number of variations of sign. The result is that the rule to calculate the number of roots whose real parts are positive is the same whether the degree of the equation is even or odd.
299. Simplification of the rule when tests of stability only are required. In a dynamical point of view it is generally more important to determine the conditions of stability than to count how many times those conditions are broken. If we only want to discover these conditions we may in forming the successive subsidiary functions by the rule of cross-multiplication omit the divisor at every stage provided $p_{0}$ be made positive to begin with, for this divisor being one of the test functions must in every case be positive.

Supposing the conditions of stability to be satisfied we see by reference to Art. 292 that the proper number of variations cannot be lost at the beginning of the series unless the roots of the equation $f_{1}(y)$ are all real and the roots of $f_{2}(y)$ separate the roots of $f_{1}(y)$ and therefore are all real also. Then because when a subsidiary function vanishes the two on each side have opposite signs it follows that the roots of $f_{3}(y)$ are real and separate those of $f_{2}(y)$ and so on.

Supposing the roots of the equation $f(z)=0$ to have their real parts negative, the real quadratic factors made up of those roots must have their terms positive. Thus every term of the equation $f(z)=0$ must be positive. It follows from the definition of the functions $f_{1}(y)$ and $f_{2}(y)$ in Art. 292 that the signs of their terms are alternately positive and negative, and since their roots are real every one of those roots is positive. Hence all the subsequent auxiliary functions $f_{3}(y), f_{4}(y)$, \&c. have their roots real and positive. The signs therefore of all their terms are alternately positive and negative, and by Art. 297 the coefficient of the highest power is in every case positive.

In this way we are led to an extension of the theorem in Art. 297. Supposing $p_{0}$ to have been made positive, we see by the preceding reasoning that though it is necessary and sufficient that all the terms in the first column should be positive, yet it is also true that the terms in every column must be positive. Hence as we perform the process indicated in that article we may stop as soon as we find any negative term, and conclude at once that $f(z)$ has some roots with their real parts negative.
300. Ex. 1. Express the condition that the real roots and the real parts of the imaginary roots of the cubic $z^{3}+p_{1} z^{2}+p_{2} z+p_{3}=0$ should be all negative.

By Art. 296

$$
\begin{aligned}
& f_{1}(y)=y^{3}-p_{2} y, \\
& f_{2}(y)=p_{1} y^{2}-p_{3}
\end{aligned}
$$

Using the method of cross-multiplication given in Art. 297 and omitting the divisors as shown in Art. 299 we have

$$
\begin{aligned}
& f_{3}(y)=\left(p_{1} p_{2}-p_{3}\right) y \\
& f_{4}(y)=\left(p_{1} p_{2}-p_{3}\right) p_{3}
\end{aligned}
$$

The necessary conditions are that $p_{1}, p_{1} p_{2}-p_{3}$, and $p_{3}$ should be all positive.
We have retained the powers of $y$ in order to separate the terms, and also the negative signs in the second column, but both these are unnecessary and in accordance with Art. 297 might have been omitted. In both this and the next example all the numerical calculations are shown.

Ex. 2. Express the corresponding conditions for the biquadratic

\[

\]

The conditions are that $p_{1}, p_{1} p_{2}-p_{3},\left(p_{1} p_{2}-p_{3}\right) p_{3}-p_{1}^{2} p_{4}$ and $p_{4}$ should be all positive. These are evidently equivalent to the conditions given in Art. 287.
301. second Form of the rule. When the degree of the equation is very considerable there is some labour in the application of the rule given in Art. 297. The objection is that we only want the terms in the first column and to obtain these we have to write down all the other columns. We shall now investigate a method of obtaining each term in the first column from the one above it without the necessity of writing down any expression except the one required.

We notice that each function is obtained from the one above it by the same process. Now the three first functions are written down in Art. 297. The first and second lines will be changed into the second and third by writing for
the values

$$
\left.\begin{array}{ccc}
p_{0}, & p_{1}, \quad p_{2}, \quad p_{3}, \& \mathrm{c} .  \tag{A}\\
p_{1}, & p_{2}-\frac{p_{0} p_{3}}{p_{1}}, & p_{3}, \\
p_{4}- & -\frac{p_{0} p_{5}}{p_{1}}, \& \mathrm{c} .
\end{array}\right\}
$$

We therefore infer the following rule. To form the test functions of Art. 297 we write down the first, viz. $\mathrm{p}_{0}$; the second may be obtained from the first and the third from the second and so on by changing each letter as indicated in the schedule A just above.

In these changes we always increase the suffix, hence we may write zero for any letter as soon as its suffix becomes greater than the degree of the equation.

We thus form the test functions, each from the preceding, and we stop as soon as we have obtained the proper number, viz. (counting $p_{0}$ as one test function) one more than the degree of the equation.

## 302. Example. Express the test functions for the quintic

$$
f(z)=p_{0} z^{5}+p_{1} z^{4}+p_{2} z^{3}+p_{3} z^{2}+p_{4} z+p_{5}=0 .
$$

Here we notice that $p_{6}, p_{7}$, \&c. are all zero, so that any term which has the factor $p_{5}$ will become zero in the next test function. Following the rule the six test functions
are

$$
\begin{aligned}
& p_{0}, \quad p_{1}, \quad p_{2}-\frac{p_{0} p_{3}}{p_{1}} \\
& p_{3}-\frac{p_{1}\left(p_{1} p_{4}-p_{0} p_{5}\right)}{p_{1} p_{2}-p_{0} p_{3}}, \quad p_{4}-\frac{p_{0} p_{5}}{p_{1}}-\frac{\left(p_{1} p_{2}-p_{0} p_{3}\right)^{2} p_{5}}{p_{1} p_{3}\left(p_{1} p_{2}-p_{0} p_{3}\right)-p_{1}^{2}\left(p_{1} p_{4}-p_{0} p_{5}\right)}
\end{aligned}
$$

and lastly, $p_{5}$.
If we regard $z$ as of one dimension in space it is clear that the dimensions of the several coefficients $p_{0}, p_{1}$, \&c. are indicated by their suffixes. Hence we may test the correctness of our arithmetical processes by counting the dimensions of the several terms in each of the test functions.
303. When any test function vanishes this process causes an infinite term to appear in the next function. In such a case we may replace the vanishing function by an infinitely small quantity $\alpha$ and then proceed as before. Thus suppose $p_{1}=0$, writing $a$ for $p_{1}$ the six functions become $p_{0}, a,-p_{0} p_{3} / a, p_{3}, p_{4}-p_{2} p_{5} / p_{3}+p_{0} p_{5}{ }^{2} / p_{3}{ }^{2}$, $p_{5}$. Consider the first four of these functions; the signs of $p_{0}$ and $p_{3}$ being given, it is easy to see by trial that there will be the same number of variations of sign whether we regard $\alpha$ as positive or negative. Thus if $p_{0}$ and $p_{3}$ have the same sign, the middle terms have always opposite signs and there will be just two variations; if $p_{0}$ and $p_{3}$ have opposite signs, the middle terms are both positive or both negative and there will be just one variation.
304. Vanishing of a subsidiary function. In the preceding theory two reservations have been made.

1. In applying Cauchy's theorem it has been assumed that there were no radical points on the axis of $y$.
2. It has been assumed that $P$ and $Q$ have no common factor. In this case as we continue the process of finding the greatest common measure in order to construct the subsidiary functions $f_{3}(y)$, \&c. we arrive at a function which is this greatest common measure and the next function is absolutely zero. Thus we are warned of the presence of common factors by the absolute vanishing of one of the subsidiary functions.

It is clear that if $f(z)=0$ have two roots which are equal and opposite, the even and odd powers of $z$ must separately vanish. It follows from the definition in Art. 292 that $f_{1}(y)$ and $f_{2}(y)$ will have these roots common to each. The greatest common measure of $f_{1}(y)$ and $f_{2}(y)$ must therefore contain as factors all the roots of $f(z)$ which are equal and opposite. Conversely, the greatest common measure of $f_{1}(y)$ and $f_{2}(y)$ is necessarily a function of $y$ which contains only even powers of $y^{*}$, and if it be equated to zero, its roots are necessarily equal and opposite. These roots must obviously satisfy $f(z)=0$.

Now if any radical point lie on the axis of $y, f(z)$ must have roots of the form $\pm k \sqrt{ }-1$ and therefore equal and opposite. The two reserved cases therefore are included in the one case in which $f_{1}(y)$ and $f_{2}(y)$ have common factors.

[^18]305. Let the greatest common measure of $f_{1}(y)$ and $f_{2}(y)$ be $\psi\left(y^{2}\right)$. If then we put $f(z)=\psi\left(-z^{2}\right) \phi(z)$, the function $\phi(z)$ is such that no two of its roots are equal and opposite, and to this function we may therefore apply Cauchy's theorem without fear of failure. By Art. 295, the number of roots of $\phi(z)$ which have their real parts positive is equal to the number of variations of sign in the coefficients of the highest powers of the subsidiary functions of $\phi(z)$. But, since $\psi\left(-z^{2}\right)$ is real when we write $z=y \vee-1$, the subsidiary functions of $\phi(z)$ become, when each is multiplied by $\psi\left(y^{2}\right)$, the subsidiary functions of $f(z)$. The presence of this common factor will not affect the number of variations of signs in the series. Suppose then we agree to omit the consideration of the factors of $\psi\left(-z^{2}\right)$, we may test the positions of the remaining radical points by discussing either of the functions $f(z)$ or $\phi(z)$.

We may therefore make the following addition to the rule given in Art. 297. If we apply that rule, using only the subsidiary functions which do not wholly vanish, we obtain the number of roots which have their real parts positive, but excluding those roots which are in pairs equal and opposite to each other.

These omitted roots are of course given by equating to zero, the last subsidiary function which does not wholly vanish. Putting $y \sqrt{-1}=z$ we may deduce the corresponding roots of the original equation.

It will be seen that for every pair of imaginary roots of $y$ there will be one value of $z$ which has its real part positive, and for every pair of real roots of $y$ there will be two values of $z$ of the form $\pm k \sqrt{-1}$. The former indicate an unstable, the latter a stable motion according to the rule of Art. 283.
306. Usually we may best find the nature of these roots by solving the equation formed by equating to zero the last subsidiary function. But if this be troublesome we may conveniently use Sturm's theorem. Since the powers of $y$ in any subsidiary function decrease two at a time we may effect Sturm's process of finding the greatest common measure exactly as described in Art. 297. We may also show by the same kind of reasoning as in Art. 295, that for every variation of sign when $y=+\infty$ in Sturm's functions there will be a pair of imaginary values of $y$. We may thus make a second addition to the rule given in Art. 297.

In forming the successive subsidiary functions as soon as we arrive at one which wholly vanishes, we write instead of it the differential coefficient of the last which does not vanish and proceed to form the succeeding functions by the same rule as before. Every variation of sign in the first column will then indicate one root with its real part positive. The remaining roots will have their real parts negative or zero.
307. Equal Roots. We know by Art. 283 that whether a single root of the form $a+b \sqrt{ }-1$ indicate stability or instability, several equal roots will indicate the same, except when $a=0$. In this latter case while solitary roots of the form $\pm b \sqrt{ }-1$ imply stability, several equal roots indicate instability. It is therefore generally important to determine if the roots of the latter form are repeated or not.

When the equal roots are of the first form and there happen to be no others equal and opposite to them, their number is fully counted in using Cauchy's theorem. When the equal roots are of the second form, i.e. $\pm b \sqrt{ }-1$, they appear in the common factor $\psi\left(-z^{2}\right)$. If we can solve the equation $\psi\left(-z^{2}\right)=0$, we know at once whether the repeated roots are of the first or sccond forms. If we analyse the equation by Sturm's theorem (Art. 306) and stop as usual at the first Sturmian function which does not vanish, we must remember that these equal roots will be counted as if they were one root. The last Sturmian function which does not
vanish gives by its factors the sets of equal roots with a loss of one root in each set. If we differentiate this function and continue the process described in Art. 297, we are really applying Sturm's theorem anew to this function, and will arrive at another Sturmian function containing the sets of equal roots with a loss of two of each set. Thus by continuing the process the number of repetitions may be counted.

Numerical Examples. Determine how many roots of the equation

$$
z^{10}+z^{9}-z^{8}-2 z^{7}+z^{6}+3 z^{5}+z^{4}-2 z^{3}-z^{2}+z+1=0
$$

have their real parts positive.
Forming the first two rows by the rule of Art. 297 we have

| $y^{10}$ | 1, | -1, | 1, | 1, | -1, |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $y^{9}$ | 1, | -2, | 3, | -2, | 1, |

where we have written on the left-hand side the highest power of each subsidiary function, and have omitted the negative signs given in the second, fourth and sixth columns of Art. 292. We may notice that the presence of negative terms shows that the equation indicates an unstable motion (Art. 299). Hence if we merely wish to determine the question of stability or instability the process terminates at the first negative sign.

Operating by the rule of Art. 297 we have

$$
\begin{array}{llllll}
y^{3} & 1, & -2, & 3, & -2, & 1 .
\end{array}
$$

These are the same as the figures in the last line, hence the next subsidiary function will wholly vanish. Therefore $\psi\left(-z^{2}\right)=z^{8}-2 z^{6}+3 z^{4}-2 z^{2}+1$. By Art. 306 we replace the next function by the differential coefficient

$$
\begin{aligned}
& \begin{array}{l}
y^{7} \quad\left\{\begin{array}{lrrr}
8, & -12, & 12, & -4, \text { divide by } 4, \\
2, & -3, & 3, & -1,
\end{array}\right. \\
y^{6} \quad\left\{\begin{array}{llll}
-\frac{1}{2}, & \frac{3}{2}, & -\frac{3}{2}, & 1, \text { multiply by } 2, \\
-1, & 3, & -3, & 2,
\end{array}\right.
\end{array} \\
& y^{5} \quad\left\{\begin{array}{lll}
3, & -3, & 3, \text { divide by } 3, \\
1, & -1, & 1,
\end{array}\right. \text {. } \\
& y^{4} \quad\left\{\begin{array}{lll}
2, & -2, & 2, \text { divide by } 2 \text {, } \\
1, & 1,
\end{array}\right.
\end{aligned}
$$

Here again the next function vanishes. There are therefore equal roots given by $z^{4}-z^{2}+1=0$. The nature of these roots may be found by solving this equation. Disregarding this, we may (Art. 307) replace the next function by the differential coefficient

| $y^{3}$ | 4, -2, divide by 2, <br> 2, -1, |  |
| :--- | ---: | :--- |
| $y^{2}$ | -1, | 2, after multiplication by 2, |
| $y$ | 3, |  |
| $y^{0}$ | 2. |  |

Looking at the first column, we see that there are four changes of sign. Hence there are four roots whose real parts are positive. We verify this by remarking that the given equation may be written in the form $\left(z^{4}-z^{2}+1\right)^{2}\left(z^{2}+z+1\right)=0$.
In this example we have exhibited all the numerical calculations.
Ex. 2. Show that the roots of the equations

$$
\begin{array}{r}
z^{4}+2 z^{3}+z^{2}+1=0 \\
z^{8}+2 z^{7}+4 z^{6}+4 z^{5}+6 z^{4}+6 z^{3}+7 z^{2}+4 z+2=0
\end{array}
$$

do not satisfy the conditions of stability.

Ex. Show that the roots of the equations

$$
\begin{array}{r}
z^{4}+3 z^{3}+5 z^{2}+4 z+2=0 \\
z^{6}+z^{5}+6 z^{4}+5 z^{3}+11 z^{2}+6 z+6=0
\end{array}
$$

do satisfy the conditions of stability.
The conditions of stability given in this section are taken from the third chapter of the author's essay on Stability of Motion. Other methods of testing the roots of the equation $f(z)=0$ are given in the second chapter of that essay. The conditions for a biquadratic were read before the Mathematical Society in 1874.

## CHAPTER VII.

## FREE AND FORCED OSCILLATIONS.

## Free Oscillations.

308. The difference between free and forced vibrations will be explained in the next section of this chapter. The following rough distinction will be sufficient for our present purpose. When the forces which act on a system depend only on the deviations of the several particles from their undisturbed motion, every term in the equations of motion, as explained in Art. 257, will contain the first powers of the co-ordinates. The equations of motion will then take the form given to them in Art. 310 of this chapter. The oscillations of such a system are called its free oscillations.

Besides these forces we may have others due to external causes which may be functions of the time, and may not vanish when the system is placed in its undisturbed position. Such forces are usually written on the right hand side of the equations of motion, to intimate that their effects must be calculated by different rules from the former forces. The oscillations produced by these forces are called forced oscillations. .
309. Introductory summary. The propositions in this section are constructed for the purpose of examining the small oscillations of a system which depends on many co-ordinates. But as they are of general application they are here presented in a form which is purely mathematical. No reference is made to any dynamical principle and when dynamical terms are used it is only for the sake of explanation.

We begin by taking the equations of the second order with $n$ dependent variables in their most general forms, though such general forms do not occur in dynamics. Two typical equations are then deduced, and from these, the chief propositions in the section are derived.

The first step usually taken in solving simultaneous equations is to form a certain determinant (Art. 262). The general form of the solution and the stability of the resulting motion depend on the roots of this determinant. If as explained in Art. 282 the real parts of the roots are positive the motion is unstable. Two propositions are shown to follow immediately from the typical equations. If three functions here called $A, B, C$ be one-signed it is shown (1) however general the equations may be the real roots of the determinant cannot be positive, (2) if the equations be of that simpler character which occurs in dynamics the real part of every imaginary root is negative.
R. D. II.

When we apply our equations to the case of a system oscillating about a position of equilibrium we see that the function $A$ corresponds to half the vis viva, $B$ to the dissipation function, and $C$ to the potential of the forces of restitution.

The first of these propositions has been established by Lagrange and Sir W. Thomson when the equations represent the oscillations of a system about a position of equilibrium. The second is to be found in the author's essay on the Stability of Motion but expressed in a different form. It is also given in the last edition of Thomson and Tait's Natural Philosophy. The reader is also referred to a paper by the author read in April 1883 before the Mathematical Society of London.
310. The roots of the fundamental determinant. Let there be any number of dependent variables $x, y, z$, \&c., to be found in terms of $t$, by means of as many differential equations of the second order with constant coefficients. Whatever these equations may be, they may be very conveniently written in the form

$$
\begin{aligned}
& \left.\left(A_{11} \delta^{2}+B_{11} \delta+C_{11}\right) x+\binom{A_{12} \delta^{2}+B_{12} \delta+C_{12}}{+D_{12} \delta^{2}+E_{12} \delta+F_{12}}^{y+( } \begin{array}{c}
A_{13} \delta^{2}+B_{13} \delta+C_{13} \\
+D_{13} \delta^{2}+E_{13} \delta+F_{13}
\end{array}\right)^{2+\& c .=0,}
\end{aligned}
$$

$$
\begin{aligned}
& \binom{A_{13} \delta^{2}+B_{13} \delta+C_{13}}{-D_{13} \delta^{2}-E_{13} \delta-F_{13}}^{x+}\binom{A_{23} \delta^{2}+B_{23} \delta+C_{23}}{-D_{23} \delta^{2}-E_{23} \delta-F_{23}}^{y+\left(A_{33} \delta^{2}+B_{33} \delta+C_{33}\right) z+\& c=0, ~} \\
& \text { \&c. } \\
& \text { \&c. } \\
& +\& \mathrm{c} .=0,
\end{aligned}
$$

where the symbol $\delta$ represents differentiation with regard to $t$, and the order of suffixes is immaterial, so that $A_{12}=A_{21}$, and so on.

We see here two sets of terms, (1) those which depend on the letters $A, B, C$, and which by themselves constitute a symmetrical determinant; (2) those which depend on the letters $D, E, F$, and which by themselves constitute a skew determinant.
311. For the reasons given in Chap. Ix. of Vol. I., we may call the terms which depend on the letter $A$ the effective forces, those which depend on the letter $B$ the forces of resistance, those on $C$ the forces of restitution. It. will generally happen that the terms which depend on the letters $D$ and $F$ are absent. The terms which depend on the letter $E$ will occur when we consider the oscillations about a state of motion, Chap. III., Art. 112. These we shall call the centrifugal forces.

If we write $A, B, C$ for the three functions

$$
\begin{aligned}
& A=\frac{1}{2} A_{11} x^{2}+A_{12} x y+\frac{1}{2} A_{22} y^{2}+\ldots \ldots, \\
& B=\frac{1}{2} B_{11} x^{2}+B_{12} x y+\frac{1}{2} B_{22} y^{2}+\ldots \ldots, \\
& C=\frac{1}{2} C_{11} x^{2}+C_{12} x y+\frac{1}{2} C_{22} y^{2}+\ldots \ldots,
\end{aligned}
$$

the terms in the several equations which arise from $A, B, C$ may be written

$$
\delta^{2} \frac{d A}{d x}+\delta \frac{d B}{d x}+\frac{d C}{d x}, \quad \delta^{2} \frac{d A}{d y}+\delta \frac{d B}{d y}+\frac{d C}{d y}, \quad \& \mathrm{c} .
$$

Hence $A, B, C$ may be called respectively the potentials of the
effective forces, the forces of resistance, and the forces of restitution.
312. When we compare the equations of motion with those given by Lagrange for the oscillations about a position of equilibrium (Chap. II.), we see that the function $A$ cannot be otherwise than positive. So also these oscillations are stable if the function $C$ be always positive.

Thus, it will frequently occur that the three functions $A, B, C$, or some of them, are such that they keep one sign whatever real quantities we write for $x, y, z, \& c$. ., and do not become zero except when $x, y$, \&c. are all zero. Such functions will be referred to as one-signed quadrics.
313. The method of solving the differential equations in Art. 310 has been explained in Chap. vi. Let $m_{1}, m_{2}, \& c$. , be the roots of the fundamental determinant, which we need not here write down. This determinant is the same as that represented by the symbol $\Delta(\delta)$ in Art. 262. Let us suppose that these roots are unequal, the case of equal roots being regarded as a limiting case of unequal roots. The solution may be written thus :-

$$
\left.\left.\begin{array}{ll}
x=x_{1} e^{m_{2} t}+x_{2} e^{m_{2} t}+\ldots \\
y=y_{1} e^{m_{1} t}+y_{2} e^{m_{2} t}+\ldots \\
z=\& c .
\end{array}\right\}, \begin{array}{l}
d x / d t=x_{1}^{\prime} e^{m_{1} t}+x_{2}^{\prime} e^{m_{2} t}+\ldots \\
d y / d t=y_{1}^{e_{m_{1} t}}+y_{2}^{\prime} e^{m_{2} t}+\ldots \\
\& c .=\& c .
\end{array}\right\}
$$

where $x_{1}^{\prime}=x_{1} m_{1}, y_{1}^{\prime}=y_{1} m_{1}$, \&c., $x_{2}^{\prime}=x_{2} m_{2}$, \&c.
Here $x_{1}, y_{1}, z_{1}$, \&c. contain as a common factor one constant of integration, $x_{2}, y_{2}$, \&c. another constant, and so on. The forms of these constants are not wanted here. It is enough that we should remember that the coefficients which belong to a real exponential are themselves real. On the other hand, if $m_{1}, m_{2}$ be a pair of imaginary roots, the coefficients $\left(x_{1}, x_{2}\right)$, \&c., take the form $P \pm Q \sqrt{ }-1$.
314. The first equation. If we substitute the first terms of each of these values of $x, y, z, \& c$., in the equations of Art. 310, we obtain a set of equations which differs from those only in having $m_{1}$ written for $\delta$, and $x_{1}, y_{1}$, \&c. for $x, y$, \&c. Multiply these respectively by $x_{1}, y_{1}$, \&c., and add the results together; we have

$$
\begin{aligned}
&\left(A_{11} x_{1}^{2}+2 A_{12} x_{1} y_{1}+\& c .\right) m_{1}^{2}+\left(B_{11} x_{1}^{2}+2 B_{12} x_{1} y_{1}+\& c .\right) m_{1} \\
&\left(C_{11} x_{1}^{2}+2 C_{12} x_{1} y_{1}+\& c .\right)=0 .
\end{aligned}
$$

It should be noticed that the terms which depend on the letters $D, E, F$ have altogether disappeared from this equation.

It should also be noticed that the coefficients of the powers of $m$ are twice the functions $A, B, C$ with $x_{1}, y_{1}, \& c$. written for $x, y, \& c$.
315. Prop. I.-On real roots.-We may immediately deduce the three following theorems:-
(1) If the potentials $\mathrm{A}, \mathrm{B}, \mathrm{C}$ be either zero or one-signed functions, and if ull three have the same sign, the fundamental determinant cannot have a real positive root.

For if $m_{1}$ were real, the coefficients $x_{1}, y_{1}$, \&c. would be real. We should thus have the sum of three positive quantities equal to zero:
(2) If there be no forces of resistance, i.e. if the term B be absent, and if the potentials A and C be one-signed and have the same sign, the fundamental determinant cannot have a real root; positive or negative.
(3). If $\mathrm{A}, \mathrm{B}, \mathrm{C}$ be one-signed functions, but if the sign of B be opposite to that of A and C , the fundamental determinant cannot. have a négative root.

These propositions, are true, whether there be any terms in the differential equations which depend on the functions D, E, F or not.

We may also notice that unless the potential C can vanish for some real values of the coordinates other than zero, the fundamental determinant cannot have a root equal to zero. If, for example, the coordinate $x$ is absent from $C$ (Art. 98), then $C$ vanishes whèn the other coordinates are zero and $x$ is fimite. In this case $m_{1}$ can be equal to zero. If the forces depending on $B$ are absent also the determinant will have two roots equal to zero.


#### Abstract

When two zero roots occur terms such as $n t+\alpha$ must be added to some of the expressions for the co-ordinates given in Art. 313. Unless the initial conditions are such as to make the constants $n$ and a equal to zero, these terms should be included in the expressions $\theta \equiv f(t), \phi=F(t)$, \&c., which as explained in Art. 257, give the steady motion. The presence of these terms thus indicate a slight change in the steady motion about which the system has been supposed to oscillate.


316. The two equations. Exactly as in Art.. 314, let us again substitute the first term of each of the values of $x, y$, \&c. in the equations of motion. But let us now multiply these by $x_{2}, y_{2}, \& c$ c., and add the results. We thus obtain

$$
\begin{aligned}
{\left[A_{11} x_{1} x_{2}\right.} & \left.+A_{12}\left(x_{1} y_{2}+x_{2} y_{1}\right)+A_{23}\left(y_{1} z_{2}+y_{2} z_{1}\right)+\& c .\right] m_{1}{ }^{2} \\
& +\left[B_{11} x_{1} x_{2}+\& c .\right] m_{1}+\left[C_{11} x_{1} x_{2}+\& c .\right] \\
& =\left[D_{12}\left(x_{1} y_{2}-x_{2} y_{1}\right)+D_{23}\left(y_{1} z_{2}-y_{2} z_{1}\right)+\& c .\right] m_{1}^{2} \\
& +\left[E_{12}\left(x_{1} y_{2}-x_{2} y_{1}\right)+\& c .\right] m_{1}+\left[F_{12}\left(x_{1} y_{2}-x_{2} y_{1}\right)+\& c .\right] .
\end{aligned}
$$

To bring this equation within bounds, we must use some notation to shorten the coefficients. Let us represent the halves of these series by their first terms, omitting suffixes to $A, B, \& c$." We may therefore write the equation in the form

$$
\begin{aligned}
& A\left(x_{1} x_{2}\right) m_{1}^{2}+B\left(x_{1} x_{2}\right) m_{1}+C\left(x_{1} x_{2}\right) \\
& \quad=D\left(x_{1} y_{2}\right) m_{1}^{2}+E\left(x_{1} y_{2}\right) m_{1}+F\left(x_{1} y_{2}\right) .
\end{aligned}
$$

In the same way we have

$$
\begin{aligned}
& A\left(x_{1} x_{2}\right) m_{2}^{2}+B\left(x_{1} x_{2}\right) m_{2}+C\left(x_{1} x_{2}\right) \\
&=-D\left(x_{1} y_{2}\right) m_{2}^{2}-E\left(x_{1} y_{2}\right) m_{2}-F\left(x_{1} y_{2}\right) .
\end{aligned}
$$

Also we deduce from these the two equations

$$
\begin{aligned}
& \left.\begin{array}{l}
A\left(x_{1} x_{1}\right) m_{1}^{2}+B\left(x_{1} x_{1}\right) m_{1}+C\left(x_{1} x_{1}\right)=0 \\
A\left(x_{2} x_{2}\right) m_{2}^{2}+B\left(x_{2} x_{2}\right) m_{2}+C\left(x_{2} x_{2}\right)=0
\end{array}\right\} .
\end{aligned}
$$

The first of these is the same as that already found in Art. 314.
Here we may notice that the functions $A(x x), B(x x), C(x x)$ are really the same as those we have already more simply denoted by $A, B, C$. We also notice that $D\left(x_{1} y_{1}\right)=0, E\left(x_{1} y_{\mathrm{x}}\right)=0$, and $F\left(x_{1} y_{1}\right)=0$.
317. Let us now suppose that there is a pair of imaginary roots in the fundamental determinant of the form $m_{1}=r+p \sqrt{ }-1$, $m_{2}=x-p \sqrt{ }-1$. The values of $x, y$, \&c., given in Art. 313, become

$$
\begin{aligned}
& x=\left(x_{1}+x_{2}\right) e^{r t} \cos p t+\left(x_{1}-x_{2}\right) \sqrt{-1} e^{r t} \sin p t+\& \mathrm{c} . \\
& y=\left(y_{1}+y_{2}\right) e^{r t} \cos p t+\left(y_{1}-y_{2}\right) \sqrt{-1} e^{r t} \sin p t+\& \mathrm{c} .
\end{aligned}
$$

which may be conveniently abbreviated into

$$
\left.\begin{array}{l}
x=X_{1} e^{r t} \cos p t+X_{2} e^{r t} \sin p t+x_{3} e^{m_{3} t}+\ldots \\
y=Y_{1} e^{r t} \cos p t+Y_{2} e^{r t} \sin p t+y_{3} e^{m_{3} t}+\ldots \\
z=\& c .
\end{array}\right\} .
$$

If $X_{1}^{\prime}=r X_{1}+p X_{2}$ and $X_{2}^{\prime}=-p X_{1}+r X_{2}$, \&c.,

$$
\left.\begin{array}{rl}
d x / d t & =X_{1}^{\prime} e^{r t} \cos p t+X_{2}^{\prime} e^{r t} \sin p t+x_{3}^{\prime} e^{m_{3} t}+\ldots \\
d y / d t & =Y_{1}^{\prime} e^{r t} \cos p t+Y_{2}^{\prime} e^{r t} \sin p t+y_{3}^{\prime} e^{m_{3} t}+\ldots
\end{array}\right\} .
$$

318. Returning now to the two first equations of Art. 316, let us divide them by $m_{1}$ and $n_{2}$ respectively. If we first add and then subtract the results, we have

$$
\begin{aligned}
& A\left(x_{1} x_{2}\right) r+B\left(x_{1} x_{2}\right)+C\left(x_{1} x_{2}\right) \frac{r}{r^{2}+p^{2}}=\left\{D\left(x_{1} y_{2}\right) p-F\left(x_{1} y_{2}\right) \frac{p}{r^{2}+p^{2}}\right\} \sqrt{ }-1, \\
& A\left(x_{1} x_{2}\right) p-C\left(x_{1} x_{2}\right) \frac{p}{r^{2}+p^{2}}=\left\{D\left(x_{1} y_{2}\right) r+E\left(x_{1} y_{2}\right)+F\left(x_{1} y_{2}\right) \frac{r}{r^{2}+p^{2}}\right\} \frac{1}{\sqrt{-1}} .
\end{aligned}
$$

By substitution, we find that

$$
\left.\begin{array}{r}
4 A\left(x_{1} x_{2}\right)=A\left(X_{1} X_{1}\right)+A\left(X_{2} X_{2}\right) \\
-2 D\left(x_{1} y_{2}\right) \cdot \sqrt{-1}=D\left(X_{1} Y_{2}\right)
\end{array}\right\},
$$

with similar results for the other letters. We also infer from these equations that if $A$ be a one-signed function, $A,\left(x_{1} x_{2}\right)$ is not only real, but has always the same sign as $A$. Similar remarks apply to the functions $B$ and $C$.

If the functions $D, E, F$ be absent, the two first equations of this Article reduce to

$$
\left.\begin{array}{c}
A\left(x_{1} x_{2}\right) 2 r+B\left(x_{1} x_{2}\right)=0 \\
-A\left(x_{1} x_{2}\right)\left(r^{2}+p^{2}\right)+C\left(x_{1} x_{\mathrm{q}}\right)=0
\end{array}\right\},
$$

except when $p=0$, i.e., except when the roots (which we have supposed imaginary) are real.

These equations may be conveniently written

$$
r=-\frac{1}{2} \frac{B\left(X_{1} X_{1}\right)+B\left(X_{2} X_{2}\right)}{A\left(X_{1} X_{1}\right)+A\left(X_{2} X_{2}\right)}, \quad r^{2}+p^{2}=\frac{C\left(X_{1} X_{1}\right)+C\left(X_{2} X_{2}\right)}{A\left(X_{1} X_{1}\right)+A\left(X_{2} X_{2}\right)},
$$

thus giving $r$ and $p$ when the amplitudes of the oscillations are known.
319. Prop. II. On imaginary roots.-We may immediately deduce the following theorem from the equations of Art. 318.
(1) Let the fundamental determinant be symmetrical, i.e., let the functions D, E, F be all absent. Let the potentials A and B be one-signed and have the same sign (whether C be a one-signed function or not). Then the real part r of every imaginary root must be negative and not zero. But if the potential B be absent, then the real part of every imaginary root is zero.

If the potentials A and C be one-signed and have opposite signs, there can be no imaginary roots.

These results follow by simply looking at the two last equations of Art. 318.
(2) If the terms depending on D and F be absent from the equations, whether the terms depending on E be present or not, and if the three potential functions $\mathrm{A}, \mathrm{B}, \mathrm{C}$ be all one-signed and have the same sign, then the real part r of every imaginary root is negative, and not zero. But if the forces of resistance, 'i.e. B, be also absent, then the real part of every imaginary root is zero.
(3) If the terms depending on D and E be absent, but not necessarily those depending on $F$, and if $A, B, C$ be all one-signed and have the same sign, then the real part $r$ of every imaginary root must be negative, or, if positive, must be less than $p$.
320. Ex. 1. If $A$ be a one-signed function prove that $\left\{A\left(x_{1} x_{2}\right)\right\}^{2}$ is always less than the product $A\left(x_{1} x_{1}\right), A\left(x_{2} x_{2}\right)$.

Ex. 2. If $\Delta(m)$ be the determinant of motion, $\Delta_{1}(m)$ the minor of its leading constituent, $x_{1} y_{1}$, \&c. the minors of the first row, and $m$ any quantity not necessarily a root of $\Delta(m)$, prove the identity

$$
A\left(x_{1} x_{1}\right) m^{2}+B\left(x_{1} x_{2}\right) m+C\left(x_{1} x_{1}\right)=\Delta(m) \Delta_{1}(m) .
$$

Ex. 3. If $m_{1}, m_{2}$ be any two quantities not necessarily roots of the determinant $\Delta(m)$, prove that

$$
\left.\begin{array}{r}
A\left(x_{1} x_{2}\right) m_{1}{ }^{2}+B\left(x_{1} x_{2}\right) m_{1}+C\left(x_{1} x_{2}\right) \\
-D\left(x_{1} y_{2}\right) m_{1}^{2}-E\left(x_{1} y_{2}\right) m_{1}-F\left(x_{1} y_{2}\right)
\end{array}\right\}=\Delta\left(m_{1}\right) \Delta_{1}\left(m_{2}\right) .
$$

Ex. 4. If the determinant be symmetrical, and if the potentials $A$ and $C$ be one-signed and have opposite signs, then whatever sign the potential $B$ may have, the roots of the determinant are all real.

Ex. 5. If the terms depending on $F$ and $E$ be absent, but not necessarily those depending on $D$, and if the three potentials $A, B, C$ be all one-signed and have the same sign, then the real part $r$ of any imaginary root must be negative or if positive less than $p$.
321. 玉ffect of the forces of resistance on oscillations about a position of equilibrium. Let a system be oscillating about its position of equilibrium under no forces of resistance, so that the functions $B, D, E, F$ are all zero. We also suppose the functions $A$ and $C$ to be one-signed and to have the same sign.

By referring to the equations of motion in Art. 310 we see at once that the determinant of the motion $\Delta(\delta)$ will contain only even powers of $\delta$. This determinant is of course the same as the Lagrangian determinant discussed in Chap. ir. It follows either from Chap. in. or from Arts. 315 and 319 of this chapter that all the roots of the equation $\Delta(\delta)=0$ are of the form $\pm p \sqrt{ }-1$. Any co-ordinate will therefore be represented by a series of the form

$$
x=X_{1} \cos p t+X_{2} \sin p t+\ldots \ldots
$$

Let now some small forces of resistance act on the system. We therefore introduce into the equations of motion the terms which depend on the function $B$. The forces thus introduced are supposed to be so small that we may reject the squares of the coefficients of the function $B$. We represent this by supposing every coefficient to contain a factor $\kappa$ whose square can be neglected. It is the effect of these additional forces on the former motion which we wish to discover.

Referring again to the equations of motion in Art. 310, let $\Delta_{1}(\delta), \Delta_{2}(\delta)$ be the determinants of motion before and after the introduction of these forces of resistance. The determinantal equation therefore becomes

$$
\Delta_{2}(\delta)=\Delta_{1}(\delta)+B_{11} \delta I_{11}(\delta)+\& c .=0
$$

where the symbol $I$ indicates the minors of the constituents of $\Delta_{1}(\delta)$ as explained in Chap. vi.

This equation may be written in the form $\Delta_{1}(\delta)+\kappa \delta \phi(\delta)=0$, where $\phi(\delta)$ contains only even powers of $\delta$. Since $p \vee-1$ is a root of $\Delta_{1}(\delta)=0$, we let the corresponding root of this new equation be $p \sqrt{ }-1+r$ where $r$ is a small quantity, real or imaginary, whose square can be neglected. We find by Taylor's theorem

$$
\Delta_{1}^{\prime}(p \vee-1) r+\kappa p \vee-1 \phi(p \vee-1)=0
$$

Hence since $\Delta_{1}{ }^{\prime}(\delta)$ contains only odd powers of $\delta$, it follows that $r$ is necessarily real.

We have thus proved that the correction to any root of the determinantal equation when we introduce the resistances is necessarily real. This means that the correction to the imaginary part of the root depends on the square of the resistances. The addition $r$ to the real part of the root introduces a real exponential factor $e^{r t}$ into the amplitude of any oscillation. The addition to the imaginary part alters the period of the oscillation (Art. 317). Thus the periods of the oscillations are affected only by the squares of small quantities when we introduce the resisting forces.
322. The series for any co-ordinate will now take the form (Art. 317)

$$
x=X_{1} e^{r t} \cos p t+X_{2} e^{r t} \sin p t+\ldots
$$

where $p$ is the same as before and by Art. $319 r$ is negative. With the same given initial values of $x, y, \& c . d x / d t, d y / d t, \& c$. the coefficients $X_{1}, \& c$. will be changed
only by terms which contain the factor $\kappa$, and being themselves small, these changes may be neglected.

The value of $r$ may be deduced from the expressions given at the end of Art. 318. If the forces of resistance were zero, the real exponentials would be absent and the ratios $X_{1} / X_{2}, Y_{1} / Y_{2}$ would all be equal. With small forces of resistance these ratios differ from each other by quantities which contain the small factor $\kappa$. It follows that the ratios $B\left(X_{1} X_{1}\right) / A\left(X_{1} X_{1}\right)$ and $B\left(X_{2} X_{2}\right) / A\left(X_{2} X_{2}\right)$ are also equal when we reject the square of the small quantity. The expression for $r$ therefore reduces to the simple form

$$
r=-\frac{1}{2} \frac{B\left(X_{1} X_{1}\right)}{A\left(X_{1} X_{1}\right)}=-\frac{1}{2} \frac{B_{11} X_{1}^{2}+2 B_{12} X_{1} Y_{1}+\ldots}{A_{11} X_{1}^{2}+2 A_{12} X_{1} Y_{1}+\ldots}
$$

Translating this formula into English we see by Art. 73 that the numerical value of $r$, for any one principal oscillation, is one half the ratio of the mean value of the dissipation function to the mean value of the kinetic energy for that oscillation.

## Forced Oscillations.

323. We may suppose a system to be moving in a given state of motion defined, as explained in Art. 257, by the co-ordinates $\theta=\theta_{0}, \phi=\phi_{0}, \& c$. where $\theta_{0}, \phi_{0}, \& c$. are known functions of the time. This motion we shall call sometimes the undisturbed motion and sometimes the steady motion. If the system be now disturbed in any manner, we write $\theta=\theta_{0}+x, \phi=\phi_{0}+y$, \&c. where $x, y$, \&c. are so small that we may reject their squares. This disturbance may have been made by some small impulse and the system may then have been left to oscillate about the undisturbed motion.

We may also have continuous forces acting on the system tending to make it oscillate about the undisturbed motion. As the object of our enquiry is the oscillation of a system, we shall suppose that these forces when they exist are periodic. If $f(t)$ represents any one we may suppose this function to be expanded by the known processes of Trigonometry in a series of multiple angles; thus

$$
f(t)=P e^{-\kappa t} \sin (\lambda t+\alpha)+P^{\prime} e^{-\kappa^{\prime} t} \sin \left(\lambda^{\prime} t+\alpha^{\prime}\right)+\& c
$$

Each of these terms is called a disturbing force. The coefficient of the trigonometrical factor of any term is called the magnitude or amplitude of that term. The augle $\lambda t+\alpha$ is called sometimes the phase and sometimes the argument.

It frequently happens that the real exponentials are absent from the expression for the force. This case will therefore be more particularly considered in what follows. When we wish to call attention to the absence of the real exponential, the disturbing force is often called a permanent force. When the real exponential is present with a negative index, we may call the force evanescent.
324. The general equations of motion of the second order are given in Art. 310, but in Dynamics the terms which depend on the functions $D$ and $F$ are in general absent. The mode in which.
these are formed when the resisting forces are absent is explained in Art. 111. Including these resistances we may suppose that the equations of motion take the form

$$
\begin{gathered}
\left(A_{11} \delta^{2}+B_{11} \delta+C_{11}\right) x+\binom{A_{12} \delta^{2}+B_{12} \delta+C_{12}}{+E_{12} \delta} y+\ldots=P e^{-\kappa t} \sin (\lambda t+\alpha) \\
\binom{A_{12} \delta^{2}+B_{12} \delta+C_{12}}{-E_{12} \delta} x+\left(A_{22} \delta^{2}+B_{22} \delta+C_{22}\right) y+\ldots=Q e^{-\kappa^{\prime} t} \sin (\mu t+\beta) \\
\& c .=\& c .
\end{gathered}
$$

where we have written on the right-hand side only one disturbing force in each equation as a specimen.

For the sake of brevity, it will be found convenient to distinguish the equation in which any disturbing force occurs by some simple phrase. The first equation is obtained from Lagrange's equations by differentiating with regard to $\theta$ or $x$. The second by differentiating with regard to $\phi$ or $y$. The force on the right-hand side of the first equation may therefore be said to act directly on the co-ordinate $x$ and indirectly on $y, z$, \&c. So the force on the right-hand side of the second equation acts directly on the co-ordinate $y$ and indirectly on $x, z, \& c$.
325. Forced and Free Oscillations. It is proved in the theory of Differential Equations that the solution of these equations leads to an expression for each of the co-ordinates which contains two sets of terms. The first set is called a particular integral and consists of any solution obtained by any process however restricted. The second set is called the complementary function and represents the value of the co-ordinate when all the disturbing forces on the right-hand side are omitted. The complementary function is therefore the same as the solution found and discussed in the first section of this chapter.

The complementary functions in the expressions for the coordinates give the oscillations of the system about the undisturbed motion when not influenced by any disturbing forces. These integrals are therefore said to constitute the natural or free vibrations of the system. The particular integrals in the several coordinates which indicate the effects of any disturbing force are called the forced vibrations or oscillations due to that force.

According to this definition any particular integral may be taken to represent the forced vibration. But in practice there is one particular integral which is more convenient than any other. What this is will be made clear by the next proposition.

A free oscillation does not necessarily mean a principal oscillation though it is sometimes used in that sense (Arts. 53 and 116). Any motion represented by any number of terms selected from the complementary function will be a free motion. The word "free " is meant to be a contrast to the word "forced."

[^19]326. To find the Forced Vibration. To find a particular integral for any force $P e^{-\kappa t} \sin (\lambda t+\alpha)$ we follow the methods already explained in Chap. vi. If $\Delta(\delta)$ be the determinant of the motion and $I_{1}(\delta), I_{2}(\delta), \& c$. be the minors of the first, second, \&c. terms in that row of $\Delta(\delta)$ which corresponds to the equation in which the force occurs, we have
$$
x=\frac{I_{1}(\delta)}{\Delta(\delta)} P e^{-\kappa t} \sin (\lambda t+\alpha), \quad y=\frac{I_{2}(\delta)}{\Delta(\delta)} P e^{-\kappa t} \sin (\lambda t+\alpha), \quad z=\delta c
$$

We shall now prove that these operators will lead to two trigonometrical terms in each of the co-ordinates. These two terms constitute the forced vibration in that co-ordinate.
327. To perform the operations indicated by these functions of $\delta$, we use the following simple rule. To perform the operation $\mathrm{F}(\delta)=\frac{\mathrm{I}(\delta)}{\Delta(\delta)}$ on $\mathrm{Pe}^{-\kappa t} \sin _{\sin }(\lambda t+\alpha)$ we write $\delta=-\kappa+\lambda \sqrt{ }-1$ and reduce the operator to the form $\mathrm{L}+\mathrm{M} \lambda \sqrt{ }-1$. The required result is then $\mathrm{Pe}^{-\kappa t}(\mathrm{~L}+\mathrm{M} \delta){ }_{\cos }^{\sin }(\lambda t+a)$.

To prove this rule, we notice that by Art. $265 F(\delta) e^{m t}=(L+M \vee-1) e^{m t}$ where $m=-\kappa+\lambda \sqrt{-1}$. If we now replace the imaginary part of the exponential by its trigonometrical value, and equate the real and imaginary parts on each side of the equation, the result follows at once.
328. Ex. If the determinant $\Delta(\delta)$ have $\alpha$ roots each equal to $m$, i.e. $-\kappa+\lambda \sqrt{-1}$, the result assumes an infinite form. Prove that in this case the operator may be replaced by

$$
\left\{t^{a} I(\delta)+\alpha t^{a-1} I^{\prime}(\delta)+\ldots+I^{a}(\delta)\right\} / \Delta^{a}(\delta),
$$

where the coefficients follow the binomial law, and $\Delta^{a}(\delta)$, \&c. have been written to express the ath differential coefficient of $\Delta(\delta)$, \&c. Every one of these operations may now be performed by the rule given in the last article.

To prove this, we replace the root $m$ by $m+h$ where $h$ is to be afterwards put equal to zero. We then find

$$
\frac{I(\delta)}{\Delta(\delta)} e^{m=}=\left\{I(m) e^{m+}+\ldots+\frac{d^{a}}{d m^{a}}\left(I(m) e^{m i}\right) \frac{h^{a}}{L a}\right\} /\left\{\Delta^{a}(m) \frac{h^{a}}{L a}\right\} .
$$

The first a terms of this series though infinite may be absorbed into the complementary function. The solution is therefore expressed by the $(a+1)$ th term.
329. Ex. A particle describes a nearly circular orbit about a centre of force whose attraction varies inversely as the square of the distance. It is also acted on by two disturbing forces represented by $P \sin \lambda t$ and $Q \sin \lambda t$ acting respectively along and perpendicular to the radius vector. If the polar co-ordinates $r, \theta$ be given by $r=a+x, \theta=n t+y$, prove that the equations of motion are

$$
\left.\begin{array}{rl}
\left(\delta^{2}-3 n^{2}\right) x-2 a n \delta y & =P \sin \lambda t \\
2 n \delta x+a \delta^{2} y & =Q \sin \lambda^{t}
\end{array}\right\},
$$

show that the forced vibrations are given by

$$
x=\frac{P}{n^{2}-\lambda^{2}} \sin \lambda t-\frac{2 n Q}{\lambda\left(n^{2}-\lambda^{2}\right)} \cos \lambda t \quad y=\frac{2 n P}{a \lambda\left(n^{2}-\lambda^{2}\right)} \cos \lambda t+\frac{\left(3 n^{2}+\lambda^{2}\right) Q}{a \lambda^{2}\left(n^{2}-\lambda^{2}\right)} \sin \lambda t .
$$

330. Smooth and Tremulous Motion. We have supposed the system to be capable of moving in some state of steady motion, just as a hoop rolls on the ground in a vertical plane. But owing to some small disturbances the system really oscillates
on each side of this steady motion, the amount of disturbance being always represented for each co-ordinate by the sum of the natural and forced oscillations. When the period of one of these is small the system rapidly changes from one side to the other of its mean or steady motion. This mean motion will then appear to the eye to be tremulous. When the periods of all the oscillations are very long the changes from one side of the mean motion to the other takes place so slowly that it is hardly perceived to be an oscillation. The mean motion is thus said to be smooth.
331. Disappearance of the Free Vibrations. When a system is set in vibration by any continuous permanent disturbing force, we have seen that two kinds of vibration are excited in the system, viz. the free and the forced vibrations. If there be no forces of resistance both these will continue to coexist throughout the motion. But the forces of resistance introduce an exponential into the free vibration which causes the amplitude of the vibration to decrease continually (Art. 319). Finally the free vibration becomes insensible. But the amplitude of the forced vibration does not decrease. Thus the oscillation of the system is ultimately independent of the initial conditions and depends only on the forced vibrations. The forced vibration produced by a permanent disturbing force is therefore sometimes called the permanent vibration.
332. It is sometimes important to compare the rates at which the different free oscillations tend to become extinct under the influence of the resisting forces. It is clear that this depends on the magnitude of the negative quantity $r$ in the exponential factor $e^{r t}$ introduced by these resistances. Since this factor is not necessarily the same in all the terms, it follows that all the free vibrations do not diminish at the same rate. Some may become insensible before the magnitudes of others have been much impaired.

When the initial amplitudes of any one principal oscillation are known in all the co-ordinates, the value of $r$ for that oscillation can be deduced from the equations given in Art. 318. But when the system is oscillating about a position of equilibrium and the forces of resistance are small the expression for $r$ takes the very simple form given in Art. 322. If $X_{1}, Y_{1}$, \&c. be the amplitudes in the co-ordinates $x, y$, \&c. of any one free principal oscillation, this expression is

$$
r=-\frac{B_{11} X_{1}{ }^{2}+2 B_{12} X_{1} Y_{1}+\ldots}{A_{11} X_{1}^{2}+2 A_{12} X_{1} Y_{1}+\ldots},
$$

where the vis viva and twice the dissipation function are given by

$$
2 A=A_{11} x^{\prime 2}+2 A_{12} x^{\prime} y^{\prime}+\ldots, \quad 2 B=B_{11} x^{\prime 2}+2 B_{12} x^{\prime} y^{\prime}+\ldots
$$

The use of this expression for $r$ will be best shown by a few examples.
333. Ex. 1. Let us regard a homogeneous tight chain as constructed of a series of equal very small particles, each of mass $m$, connected by very short strings each of length $l$ and without mass. Let $x, y, \& c$. be the displacements of the particles of
such a string vibrating, say, transversely. Then the vis viva is given by $\Sigma m x^{\prime \prime}$. Suppose the resistance of the atmosphere to be represented by a retarding force on each particle which varies as its actual velocity. Prove that the dissipation function $B$ may be represented by $2 B=\Sigma \kappa m x^{\prime 2}$. Taking $\kappa$ to be the same for all the particles it immediately follows that $r=-\frac{1}{2} \kappa$. This is the same for all the free vibrations.

Ex. 2. If the particles of the chain vibrate longitudinally instead of transversely the effects of the resistance of the air will be less than before while the effects of viscosity or imperfect elasticity will be more apparent. Let us suppose that these may be represented by a series of forces resisting compression or extension between adjacent particles, each force being proportional to the relative velocities of the two particles between which it acts and reacts. Prove that the dissipation function $B$ may be represented by $2 B=\Sigma \kappa m\left(x^{\prime}-y^{\prime}\right)^{2}$.

Speaking in general terms, we infer that $r$ is greatest for that kind of oscillation in which the differences of the amplitudes of the oscillations of adjacent particles are greatest. Oscillations of this kind will disappear the soonest, while those in which adjacent particles move nearly together may remain perceptible for a long time after. This is sometimes briefly expressed by saying that the effect of viscosity is to extinguish the shorter waves before the longer ones.

Ex. 3. If the co-ordinates be so chosen that the dissipation function and the vis tiva take the forms

$$
2 B=B_{11} x^{\prime 2}+B_{22} y^{\prime 2}+\ldots
$$

$$
2 T=A_{11} x^{\prime 2}+A_{22} y^{\prime 2}+\ldots
$$

then the value of $r$ for every principal vibration lies between the greatest and least of the fractions $B_{11} / 2 A_{11}, B_{22} / 2 A_{11}$, \&c. It will be noticed that these limits are independent of the force function and are therefore the same whatever the forces may be.

Ex. 4. The membrane which forms a drum-head vibrates transversely when struck. If the resistance of the air be slight and vary as the actual velocity of each particle, show that all the free vibrations have the same real exponential factor.

Ex. 5. When successive notes are sounded on a musical instrument the terminal motion of one note is the initial motion of the next. Explain why each note is not sensibly affected by the preceding one.

## 334. Herschel's Theorem on the period of the Forced

 Vibration. On comparing the terms in Art. 327 which constitute the forced vibration with that which forms the disturbing force, we notice that the period of the forced vibration is the same as that of the force to which it is due. Thus if any periodical cause of disturbance act on a system of vibrating particles the forced vibrations follow the period of the exciting cause. This important theorem is due to Sir J. Herschel, who first enunciated it in his Theory of Sound (Encyc. Met. 323). His demonstration however is totally different from that given here.More generally, the disturbing force and the resulting forced vibration have not only the same period, but have the same real exponential also. Thus, when the fundamental determinant has no equal roots the two have the same general form or type. A permanent force produces a permanent vibration, an evanescent vibration follows only from an evanescent force.

In the proof of this theorem we have assumed that the system
of vibrating particles is such that the squares of the displacements can be neglected.

The theorem also only applies to the forced vibrations. If therefore we wish to apply Herschel's theorem to the actual visible motion, a time sufficient to allow the free vibrations to die away, must have elapsed since the initial motion. See Art. 331.
335. As an example of this principle we may notice that when a sounding body (such as a drum) excites vibrations in the air, the period or pitch of the sound produced in the air and in the ear is the same as that of the sounding body.
336. As another example we may take one given by Herschel. Let a ray of light fall on a refracting substance like glass. The vibrations of the incident light must excite vibrations inside the glass. These last as long as the exciting cause continues and therefore constitute the forced vibration. The period of the refracted light is, by Herschel's theorem, the same as that of the incident light.

There are however some exceptions to this result. Thus in the Phil. Trans. for 1802 Prof. Stokes has pointed out that light beyond the ultra violet by passing through certain substances may have its period so lengthened as to become visible*. And Prof. Tyndall by means of the ultra red rays heated a platinum foil to incandescence and thus so shortened the periods that the vibrations became visible. See his Rede Lecture, 1865.
337. How a Disturbing Force is Magnified. Let a system be acted on by two permanent disturbing forces which we may represent by the two terms $P \sin (\lambda t+\alpha)$ and $Q \sin (\mu t+\beta)$ both placed in the first equation of Art. 324. The corresponding forced vibrations in the co-ordinate $x$ are given by

$$
x=\frac{I(\delta)}{\Delta(\delta)} P \sin (\lambda t+\alpha)+\frac{I(\delta)}{\Delta(\delta)} Q \sin (\mu t+\beta),
$$

where $I(\delta)$ is the minor of the $x$ term in the first line of the determinant $\Delta(\delta)$. These coefficients contain the operator $\delta$ and their magnitudes will therefore depend on $\lambda$ and $\mu$. We therefore infer that the effects of different permanent disturbing forces acting under similar conditions on the same co-ordinate are not simply proportional to their respective magnitudes but depend on their periods.

[^20]338. Without however restricting ourselves to permanent disturbing forces, let us consider the forced vibration produced by the disturbing force $P e^{-\kappa t} \sin \lambda t$. Writing as before (Art. 327) $m=-\kappa+\lambda \sqrt{ }-1$, the resulting forced vibration is the coefficient of $\sqrt{ }-1$ in $\frac{I(\delta)}{\Delta(\delta)} P e^{m t}=P \frac{I(m)}{\Delta(m)} e^{m t}$.
If $m$ be nearly equal to a root of $\Delta(\delta)$ the denominator of this expression is very small. But the types of the free vibrations are given by $\Delta(m)=0$ as shown in Art. 262. We therefore infer that a disturbing force whose period and real exponential ure nearly the same as those of any one free vibration will produce a large forced vibration.
339. Usually the disturbing forces are of the permanent type $P \sin (\lambda t+\alpha)$. If there be any free permanent oscillation of the form $A \sin (p t+\beta)$ where $p$ and $\lambda$ are nearly equal, we have just seen that this force will produce a magnified oscillation. But if any resisting forces, which vary as the velocities, act on the system, these resistances will introduce a real exponential into the free oscillation (Art. 319). Thus the type of the disturbing force will be no longer the same as that of the free particles. We conclude that one effect of the resistances on a disturbing force which would otherwise produce a magnified forced oscillation is to modify that oscillation and keep it within bounds.
340. As a simple example of this dynamical principle, let us consider how easily a heavy swing can be set into violent oscillation by a series of little pushes and pulls if properly timed. If we push when the swing is receding and pull when it is approaching us, the swing is continually accelerated and the arc of oscillation will be greater and greater at each succeeding swing. Such a series of alternations of push and pull is practically what we have called a permanent disturbing force whose period is the same as that of the free vibration of the swing. But if the period be very unequal to that of the free vibration though a few pushes and pulls may increase the are of vibration yet a time comes when the effect is reversed. The force acts opposite to the motion of the swing and the oscillations will decrease just as they before increased.
341. We may take a second example from the rolling of ships at sea. The ship has its own natural vibration together with that forced one which follows the oscillation of the waves. If the periods of these synchronise the rolling of the ship may become very great. Mr White in his Manual of Naval Architecture mentions several interesting examples of this. After noticing how some vessels are made to roll heavily by an almost imperceptible swell, he mentions the case of the Achilles, a vessel of great reputation for steadiness, which rolled more heavily off Portland in an almost dead calm than it did off the coast of Ireland in very heavy weather. Again in the cruise of the combined squadrons in 1871, though the Monarch far surpassed most of the vessels present in steadiness when the weather was heavy, there was one occasion (possibly owing to a near agreement between the natural period of this ship and the period of the waves) when the ship rolled more heavily in a long swell than some of the most notorious heavy rollers.
342. A good use of this principle was made by Capt. Kater in his experiments to determine the length of the seconds' pendulum. It was important to determine if the support of his pendulum was perfectly firm. He had recourse to a delicate and simple instrument invented by Mr Hardy a clockmaker, the sensibility of which is such that had the slightest motion taken place in the support it must have been instantly detected. The instrument consists of a steel wire, the lower part of which is inserted in the piece of brass which forms its support, and is flattened so as to form a delicate spring. On the wire a small weight slides by means of which it may be made to vibrate in the same time as the pendulum to which it is to be applied as a test. When thus adjusted it is placed on the material to which the pendulum is attached, and should this not be perfectly firm, the motion will be communicated to the wire, which in a little time will accompany the pendulum on its vibrations. This ingenious contrivance appeared fully adequate to the purpose for which it was employed, and afforded a satisfactory proof of the stability of the point of suspension. See Phil. Trans. 1818.
343. It has been shown in Art. 338 that a disturbing force may produce a large vibration in $x$ if its period be such that the denominator $\Delta(\delta)$ is small. But this result is affected by the operator $I(\delta)$ which occurs in the numerator. If for instance the result of the operation of the minor $I(\delta)$ be zero, the forced vibration disappears.

Now these minors are just the operators used in finding the free vibrations. Thus in Art. 262, we have $\quad x=I(\delta)$ [type].

If then any one of the free vibrations be absent from one of the co-ordinates though present in the others, then a disturbing force of nearly the same period will not produce a large forced vibration in that co-ordinate. We infer that a disturbing force can produce a large forced vibration in any co-ordinate only if there be in that co-ordinate a free vibration of nearly the same period and containing nearly the same real exponential.
344. If the force be nearly equal to $P e^{-\kappa t} \sin (\lambda t+\alpha)$, it may occur that the determinant $\Delta(\delta)$ has $a$ roots equal to $-\kappa+\lambda \sqrt{ }-1_{2}$ while the minor $I(\delta)$ has none of them. In this case the forced vibration will be divided a times by a small quantity and is said to be magnified a times. But if the minor $I(\delta)$ has $\beta$ of these roots, the forced vibration will be magnified $\alpha-\beta$ times. By reference to Art. 272 we see that the co-ordinate $x$ has in this case powers of $t$ up to the $(\alpha-\beta-1)^{\text {th }}$ in the coefficients of its free vibration. We infer that the forced vibration in any co-ordinate will be magnified once more than the highest power of t which occurs in that co-ordinate in connexion with the free vibrations of nearly the same period.
345. As an example let us consider the case of a planet describing a circle about the sun considered as fixed in the centre. If slightly disturbed the change in the radius vector and longitude will be small and these changes may be represented by what we have called $x$ and $y$. From the theory of elliptic motion we know these will be approximately

$$
\begin{aligned}
& x=a-a e \cos (n t+a) \\
& y=b t+c+2 e \sin (n t+a)
\end{aligned}
$$

where $a, b, c$ are small quantities and $2 \pi / n$ is the period of the planet. These are of course the free vibrations. Comparing these with the type $\sin (\lambda t+a)$ we see that two free vibrations occur in $x$, viz. $\lambda=n$ and $\lambda=0$. There are three free vibrations in the expression for $y$, viz. $\lambda=n$ and two equal values of $\lambda$ each zero. These equal values introduce the terms with powers of $t$ as explained in Art. 266.

We infer that any small permanent periodical force will produce a magnified disturbance both in the radius vector and longitude of a planet, if its period is nearly equal to that of the planet or is very long. Since there are two equal free periods in the longitude whose type is $\lambda=0$ and only one in the radius vector, those small disturbing forces whose periods are very long will be twice magnified in their effects on the longitude and once magnified in the radius vector. If any such forces as these act on the planet it will be necessary to examine into their effects. Small disturbing forces, whose magnitudes are less than the standard of small quantities to be retained, may be disregarded only if their periods are different from those just indicated.

These rules are used in the Lunar and Planetary Theories to assist us in estimating the values of the disturbing forces. They enable us to separate from the crowd of small forces those which can produce sensible effects on the motions of the planets.
346. How a disturbing force is diminished. Let us resume the expression given in Art. 326 for the forced vibration due to a continuous disturbing force. We remark in the first place that the denominator of the coefficient contains higher powers of $\lambda$ than the numerator. To show this it may be sufficient to notice that the determinant of the motion $\Delta(\delta)$ has two powers of $\delta$ more than any of its minors. We therefore infer that, in the limit, when $\lambda$ is very great, i. e. when the period of the disturbing force is much smaller than that of any-free oscillation, the forced vibration produced is in general insignificant.
347. When the type of a continuous disturbing force $f(t)$ which acts directly on the co-ordinate $x$ is such that it satisfies the differential equation $I_{1}(\delta) f(t)=0$, we remark in the second place that the forced oscillation in the co-ordinate $x$ wholly vanishes. Now $I_{1}(\delta)=0$ is the determinantal equation whose roots give the free vibration when the co-ordinate $x$ is constrained to be zero. We infer that when the type of a disturbing force which acts directly on any co-ordinate x is nearly the same as any one of the modes of free vibration when x is constrained to be zero, then the forced vibration in x will be very small.
348. Ex. A tight string, whose extremities $A$ and $B$ are fixed, is acted on transversely at any point $C$ by a permanent disturbing force. If the period of the force be equal to any one of the periods of a string stretched with the same tension but whose length is either $A C$ or $C B$, show that the forced vibration will not disturb the point $C$. If the strings $A C, C B$ have no free period in common, show that one string will not be moved by the forced vibration.

We may also deduce this result from some elementary considerations. Let the string be held at rest at $C$ and let the part $A C$ be set in motion, $C B$ being at rest. The pressure at $C$ when resolved perpendicular to the string will represent a permanent disturbing force whose period is equal to that of any one of the free vibrations of $\dot{A} C$. Replacing the pressure by the disturbing force we have $A C$ in vibration and $C B$ at rest.
349. How an Impulse is diminished. When a system of machinery is moving in some state of steady stable motion it may
be liable to disturbance from any sudden jerks whose effects it may be important to diminish as much as possible. Let us consider briefly what means we have to abate an impulse.

When the jerk has completed its work and has ceased to act, the system is displaced from its proper state of motion. It now begins to oscillate about this state. Thus the effect of the jerk is to introduce a new set of "free oscillations." If there be any forces of resistance these free vibrations will begin to fade away and the system will tend to assume a state of steady motion. One method of correcting the effects of a disturbing impulse is therefore to increase the resisting forces.

These resistances which are thus intentionally introduced into the machinery should be properly arranged. They should be such as not to affect the steady motion, but to begin to act only when the machine deviates from its intended course. An example of this has been given in Art. 105, where the motion of the Governor was discussed.
350. The actual effect of a jerk $X$ on any co-ordinate such as $x$ is easily deduced from the equations of Art. 118. If $\Delta$ be the discriminant of the quadric $A$ where $2 A=A_{11} x^{2}+2 A_{12} x y+\ldots \ldots$ and $I_{11}$ the minor of the constituent $A_{11}$, we have

$$
\delta x_{1}-\delta x_{0}=\left(I_{11} / \Delta\right) X
$$

If then it is important to lessen the effects of the impulse $X$, we may make some addition to the machine or modify the arrangement of its parts so as to increase the discriminant $\Delta$ as compared with $I$ as much as possible.

If the function $A$ be a positive one-signed function, its discriminant $\Delta$ is positive. We may then show, as in the next article, that the ratio of $I_{11}$ to $\Delta$ is in general decreased by the addition of the square of any linear function of $x, y, \& c$. to the function $A$. Now the quadric function $A$ with accented co-ordinates is part of the expression for the vis viva (Art. 111) and is always a positive function. Hence if any addition be made to the vis viva the corresponding addition to this function is also positive and may be expressed as the sum of a number of squares of linear functions. We may therefore in general weaken the direct effects of jerks on a system by increasing the expression for the vis viva.

The usual method of effecting this is to attach a fly-wheel to the machine. The vis viva of a rotating body is $M k^{2} \omega^{2}$, where $M k^{2}$ is the moment of inertia of the body about the axis and $\omega$ is the angular velocity. The advantage of using a wheel is that with a given quantity of additional matter, the additional terms may be increased to any extent by increasing the radius of gyration.
351. Ex. 1. If the co-ordinates be so chosen that the square factor added to the quadric $2 A$ is of the form $\mu y^{2}$, where $y$ is any co-ordinate other than $x$, show that the ratio $I_{11} / \Delta$ becomes $\left(I_{11}+\mu \Delta_{2}\right) /\left(\Delta+\mu I_{22}\right)$, where $\Delta_{2}$ is the second minor formed by omitting the two first rows and columns, and the suffix of each $I$ indicates as usual the constituent of which that $I$ is the minor. Show also that the second ratio is less than the first by $I_{12}{ }^{2} \mu / \Delta\left(\Delta+\mu I_{22}\right)$. Show also that this difference is positive or zero and has a finite limit when $\mu$ is infinite.

Ex. 2. If the square factor added to the quadric $2 A$ be $\mu(a x+b y+c z+\ldots)^{2}$, show that the direct effect of an impulse represented by $X$ on the co-ordinate $x$ will not be altered by this addition to the inertia if $a^{2} I_{11}{ }^{2}+2 a b I_{11} I_{12}+b^{2} I_{12}{ }^{2}+\ldots=0$.
R. D. II.
352. The interval at which any phase of effect follows the same phase of cause. Any disturbing force tends alternately to increase and decrease the deviation of the system from its undisturbed position, but it is not true that this deviation actually increases when the force urges an increase or decreases when the force urges a decrease. To examine into this point we notice that by Art. 327 the forced vibration produced by a disturbing force $P e^{-\kappa t} \sin (\lambda t+\alpha)$ is

$$
\begin{aligned}
& P e^{-\kappa t}\{L \sin (\lambda t+\alpha)+M \cos (\lambda t+\alpha)\} \\
= & P \sqrt{L^{2}+M^{2}} e^{-\kappa t} \sin \left(\lambda t+\alpha+\tan ^{-1} \frac{M}{L}\right) .
\end{aligned}
$$

In this transformation it is clear that if the square root in the coefficient be regarded as positive, the angle added to the phase must be such that its sine has the same sign as $M$ and its cosine the same sign as $L$. The consequence is that all the possible values of the change of phase differ by multiples of $2 \pi$.

Comparing the expression for the forced vibration with that for the disturbing force we see that their maxima do not occur simultaneously. The maximum of the oscillation occurs later than the maximum of the force by an interval equal to $-(1 / \lambda) \tan ^{-1}(M / L)$. In the same way every phase of the oscillation follows the corresponding phase in the force after the same interval.

The change of phase in any co-ordinate thus depends on the values of $L$ and $M$ for that co-ordinate. These are easily found by the rule given in Art. 327, where it is shown that if we write $\delta=-\kappa+\lambda \sqrt{ }-1$ in the operator $I(\delta) / \Delta(\delta)$ for that co-ordinate the result is $L+M \sqrt{-1}$.
353. If the disturbing force be permanent, i.e. be of the form $P \sin (\lambda t+a)$, and if the forces of resistance be neglected, the determinant $\Delta(\delta)$ contains only even powers of $\delta$ and is therefore real after the substitution $\delta=\lambda \sqrt{-1}$. We infer therefore that if the minor $I(\delta)$ be also real when the same substitution is effected, the phase of the forced oscillation is the same as that of the force or is greater by $\pi$ according as $L=I(\delta) / \Delta(\delta)$ is positive or negative. If the minor $I(\delta)$ is of the form $H \sqrt{-1}$, the phase of the oscillation is greater than that of the force by $+\frac{1}{2} \pi$ or - $\frac{1}{2} \pi$ according as $I(\delta) / \delta \Delta(\delta)$ is positive or negative.

If we consider the direct effect of a force on any co-ordinate the minor $I(\delta)$ contains only even powers of $\delta$, as well as the determinant $\Delta(\delta)$. If the centrifugal forces are absent as when the system oscillates about a position of equilibrium, every minor contains only even powers of $\delta$. In all these cases the forced vibration is simply a multiple positive or negative of the disturbing force without further change of phase.
354. Ex. A particle describes a nearly circular orbit about a centre of force which attracts according to the Newtonian law, and is acted on by a permanent disturbing force along the radius vector. Show that the particle at any moment is inside the mean circular orbit when the force acts outwards and outside when the force acts inwards, provided the period of the force is less than that of the particle in its undisturbed orbit round the centre of the force. But the reverse of this is the
case if the period of the disturbing force is greater than that of the particle. Would there be a similar distinction of cases if the centre of force attracted according to some inverse power greater than 3 ?

## Second approximations.

355. When we try to find the oscillations of a dynamical system we generally proceed by continued approximations. We first reject all the squares of the small quantities and thus obtain a set of linear differential equations. Solving these we substitute the results in the terms of the second order and treat these functions of $t$ as disturbing forces. Their corresponding forced vibrations are then found. The operation may be repeated for a third approximation and so on.

It has been shown in Art. 337 that when the forces of resistance are small, a permanent disturbing force whose period is nearly equal to that of any one of the free vibrations produces a magnified forced vibration. It follows that a small force of proper period which would appear in the differential equations only when we include terms of (say) the third order may produce oscillations in the co-ordinates which are of the second or first order.

If therefore we wish to have our results correct to any given order it will be necessary to retain, for examination, those periodic terms in the differential equations of higher orders whose periods are nearly equal to any of the free vibrations.

We also see the importance of proceeding to higher approximation. These small terms which produce such large forced vibrations may not make their appearance until the terms of the higher orders are examined. Thus some important oscillations may be missed if we stopped at a first approximation.
356. When we substitute our first approximation in the terms of the higher orders it sometimes happens that permanent disturbing forces make their appearance whose periods are exactly the same as those of some of the free vibrations included in the first approximation. When this occurs, it has been shown in Art. 328 that the forced vibration changes its character. The solution now contains terms with powers of $t$ as factors. These terms (not being balanced by the proper exponential factors, Art. 283) will become large, so that the system will depart widely from the state indieated by the approximate solution.

This is another way of saying that what we have taken as our first approximation is not sufficiently near to the truth to serve as an approximation. In most dynamical problems the disturbing forces are given as functions of the coordinates and then by the approximate solution expressed as functions of the time. Thus the expressions for the forces themselves are only approximations. It may therefore happen that if we can obtain a more correct first approximation to the motion the small terms which indicate such a large departure from the first approximation may not make their appearance.

To find a sufficiently correct first approximation to the motion it may not be enough to take the solution of the differential equations when all the terms of the
higher orders are neglected. We must include in these differential equations all those small terms of the higher orders which so materially affect the motion. The solution of these modified equations (if one can be found) is to be taken as our first approximation.

Let us repeat the argument in a slightly different form. The first approximation comprises all the largest terms in the expressions for the coordinates and may generally be taken to represent the visible motion of the system. If now a disturbing force, such as that we have just described, act on the system, it greatly modifies the visible motion and in turn its own period is modified by the change of motion. Thus the system takes up some new state of steady motion with oscillations about that steady motion. This obliges us to abandon the former first approximation in order to use one which may be a permanent representation of the new visible motion.

When we examine this new first approximation, as in the following examples, we find that it sometimes has the same general character as the former, but with the important exception that the free vibration whose period was the same as that of the force has been greatly modified. We therefore infer that when a small disturbing force is wholly or in part a function of the co-ordinates and has the same period as a free oscillation of the system, it may have the effect of removing that type of free oscillation from the system and replacing it by some other type of a different period.
357. Before proceeding to the general theory we shall illustrate the method of proceeding by a simple example.

A particle oscillates in a straight line about a centre of force whose attraction at a distance $x$ is represented by $p^{2} x+\beta x^{3}$. Find the time of a small oscillation.

The equation of motion is clearly

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+p^{2} x=-\beta x^{3} . \tag{1}
\end{equation*}
$$

As a first approximation we reject the term on the right-hand side as being of the third order of small quantities. We then find

$$
\begin{equation*}
x=M \sin (p t+\alpha) . \tag{2}
\end{equation*}
$$

Proceeding to a second approximation we substitute this in the term previously rejected. We have

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+p^{2} x=-\frac{\beta}{4} M^{3}\{3 \sin (p t+a)-\sin 3(p t+a)\} . \tag{3}
\end{equation*}
$$

The first trigonometrical term on the right-hand side has the same period as the oscillation which represents the first approximation and will therefore modify considerably that approximation (Art. 356). To include its effects we must alter equation (2). This modified solution when substituted in the differential equation must make the left-hand side, not equal to zero as before, but equal to a very small quantity, viz. the small disturbing force. As a trial solution we shall therefore retain the same general form. The letters $M$ and $a$ being undetermined will still serve for general symbols, but we shall replace $p$ by $p+\mu$ where $\mu$ is some small quantity to be determined by the distarbing force. We shall therefore write the first approximation in the form

$$
\begin{equation*}
x=M \sin \{(p+\mu) t+a\} \tag{4}
\end{equation*}
$$

Proceeding to a second approximation we have

$$
\left.\frac{d^{2} x}{d t^{2}}+p^{2} x=-\frac{3 \beta}{4} M^{3} \sin \{(p+\mu) t+\alpha)\right\}
$$

If our correction be successful, this equation must be satisfied by our amended first approximation. Substituting we find the equation is satisfied provided

$$
\begin{gathered}
M\left\{-(p+\mu)^{2}+p^{2}\right\}=-\frac{3}{4} \beta M^{3}, \\
\therefore \mu=\frac{3}{8} \frac{\beta}{p} M^{2} \text { nearly. }
\end{gathered}
$$

Thus the oscillations of the particle about the centre of force are very nearly represented by equation (4). The effect of the disturbing force $-\beta x^{3}$ is to shorten the time of oscillation by a quantity which depends on the square of the arc.
358. If the force of attraction had been $p^{2} x+\beta(d x / d t)^{3}$ instead of that given above, we may show that this process would have failed.

Taking the first approximation as before and substituting in the differential equation we obtain

$$
\frac{d^{2} x}{d t^{2}}+p^{2} x=-\frac{\beta}{4} M^{3}\{3 \cos (p t+a)+\cos 3(p t+a)\}
$$

Neglecting the second trigonometrical term as before, let us try to include the other in our first approximation. Taking the amended form (4) and substituting we find that we should have

$$
M\left\{-(p+\mu)^{2}+p^{2}\right\} \sin \{(p+\mu) t+a\}=-\frac{3}{4} \beta M^{3} \cos \{(p+\mu) t+a\} .
$$

But this equation cannot be satisfied by any constant value of $\mu$. The effect of this disturbing force is therefore not merely to alter the time of oscillation.
359. Ex. A particle describes a nearly circular orbit about a centre of force whose attraction at a distance $r$ is represented by $\mu\left(u^{2}+\beta u^{n}\right)$ where $u$ is the reciprocal of $r$. If $\beta$ be very small show that the path is nearly represented by

$$
\begin{gathered}
u=a\{1+e \cos (c \theta-a)\} \\
c=1-\frac{1}{2} \beta a^{n-2}(n-2)\left\{1+\frac{1}{8}(n-3)(n-4) e^{2}+\& c .\right\}
\end{gathered}
$$

where
provided the square of $\beta$ can be neglected. This example is a modification of a case which occurs in the Lunar Theory.
360. General Theory. Having illustrated the method of treating the terms of the higher orders by several examples, we shall now consider the subject more generally. Our object is to so modify the first approximate solution as to include in it (when such a thing is possible) the effects of small forces whose periods are the same as those of the free vibrations (Art. 356). The general result arrived at will be given in the summary at the end of the argument.

We shall suppose the left-hand sides of the differential equations to contain all the first powers of the small coordinates $x, y, z, \& c$. These therefore take the form given in Art. 324 or more generally Art. 262. The disturbing forces are placed on the right hand sides and contain powers and products higher than the first of the co-ordinates $x, y, \& c$., and their differential coefficients. Thus all these disturbing forces would be neglected if we took into account only the terms of the first order. We shall also suppose that these disturbing forces are not explicit functions of the time. If this condition be not satisfied, the following analysis must be slightly modified.
361. To avoid a complication of symbols let us resume the exponential values of the sine and cosine. Let then the first approximation obtained by neglecting in the differential equation all terms beyond the first order be

$$
\left.\begin{array}{rl}
x & =M_{1} e^{m_{1} t}+M_{2} e^{m_{2} t}+\ldots  \tag{1}\\
y & =N_{1} e^{m_{1} t}+N_{2} e^{m_{2} t}+\ldots \\
\& c . & =\& c .
\end{array}\right\} .
$$

where $m_{1}, m_{2}$, \&c. are the roots real or imaginary of the determinant $\Delta(\delta)$ (Art. 262). On proceeding to a second approximation we substitute these values of $x, y, \& c$. in the several small terms which were before neglected. Taking some term which contains the products and powers of the variables the result of the substitution produces disturbing forces of the form

$$
\begin{equation*}
\Sigma P e^{\left(f m_{1}+g m_{2}+\ldots\right) t} . \tag{2}
\end{equation*}
$$

where the order of the term is $f+g+\ldots$. If these quantities $f, g$, \&c. are such that any number of relations hold of the form

$$
\begin{equation*}
f m_{1}+g m_{2}+\ldots=m_{1} . \tag{3}
\end{equation*}
$$

there will be just so many of these disturbing forces which take the type $P e^{m_{1} t}$. The forced vibrations derived from these are obtained by using the operator $I(\delta) / \Delta(\delta)$ and are evidently infinite. To include these in the first approximation we replace the equations (1) by

$$
\left.\begin{array}{rl}
x & =M_{1} e^{n_{1} t}+M_{2} e^{n_{2} t}+\ldots  \tag{4}\\
y & =N_{1} e^{n_{1} t}+N_{2} e^{n_{2} t}+\ldots \\
\& c . & =\& c .
\end{array}\right\} .
$$

where the $M$ 's $N^{\prime}$ s, \&c. are not necessarily the same as before, and each $n$ only differs slightly from the corresponding $m$. Substituting as before we of course obtain a disturbing force of the form (2) but with $n$ 's written for the $m$ 's. If we assume the same relations to hold as before between the exponents, viz.

$$
\begin{equation*}
f n_{1}+g n_{2}+\ldots=n_{1} . \tag{5}
\end{equation*}
$$

this force will take the type $P e^{n_{1} t}$. There may also be other relations similar to (5) but with $n_{2}$ or $n_{3}$, \&c. written for $n_{1}$ on the right-hand side and these will introduce other disturbing forces whose effects have also to be included in the new first approximation.

Including these forces we may write the differential equations in the form

$$
\left.\begin{array}{rl}
f_{11}(\delta) x+f_{12}(\delta) y+\ldots & =P_{1} e^{n_{1} t}+P_{2} e^{n_{2} t}+\ldots  \tag{6}\\
f_{21}(\delta) x+f_{22}(\delta) y+\ldots & =Q_{1} e^{n_{1} t}+Q_{2} e^{n_{2} t}+\ldots \\
\& c . & =\& c .
\end{array}\right\} .
$$

where the functional symbols $f_{11}(\delta) \& c$. have been used for the sake of brevity. If we have been successful in including the effects of these disturbing forces in our new first approximation, these differential equations must be satisfied by the values of $x, y$ \&c. given in (4). Substituting we have

$$
\left.\begin{array}{rl}
f_{11}\left(n_{1}\right) M_{1}+f_{12}\left(n_{1}\right) N_{1}+\ldots & =P_{1}  \tag{7}\\
f_{21}\left(n_{1}\right) M_{1}+f_{22}\left(n_{1}\right) N_{1}+\ldots & =Q_{1} \\
\& \mathrm{c} . & =\& \mathrm{c} .
\end{array}\right\} .
$$

with similar equations for each of the other disturbing forces.
In these equations the $M$ 's are to be regarded as arbitrary, their values being reserved to satisfy the initial conditions of the motion. Our object is to find the values of the remaining coefficients, viz., the $N$ 's and also the values of the $n$ 's in terms of the M's. These values of the n's must also satisfy the relations (5). Supposing this test to be satisfied we have found values of the co-ordinates which satisfy the differential equations to the first order, and include the disturbing forces which appeared to threaten the stability of the system.
362. The forces $P, Q, \& c$. may each consist of several terms of different orders of smallness. But the lowest is supposed to be of a higher order than the coefficients $M, N \& c$. Taking only the lowest powers which occur in $P, Q \& c$., we may easily find a first approximation to the values of $n_{1}, n_{2}$ \&c. Solving the equations (7) we find

$$
M_{1} \Delta\left(n_{1}\right)=P_{1} I_{11}\left(n_{1}\right)+Q_{1} I_{21}\left(n_{1}\right)+\& c .
$$

where $I_{11}(n) \& c$. are as usual the minors of the determinant $\Delta(n)$. Let $n_{1}=m_{1}+\mu_{1}$, $n_{2}=m_{2}+\mu_{2}$ \&c. Since all the terms on the right-hand side are smaller than $M_{1}$ we may in these terms write $n_{1}=m_{1}, n_{2}=m_{2}$ \&c. Remembering that $\Delta\left(m_{1}\right)=0$, we have

$$
\begin{equation*}
M_{1} \frac{d \Delta\left(m_{1}\right)}{d m_{1}} \mu_{1}=P_{1} I_{11}\left(m_{1}\right)+Q_{1} I_{21}\left(m_{1}\right)+\& c \tag{8}
\end{equation*}
$$

In the same way we have

$$
M_{2} \frac{d \Delta\left(m_{2}\right)}{d m_{2}} \mu_{2}=P_{2} I_{11}\left(m_{2}\right)+Q_{2} I_{21}\left(m_{2}\right)+\& c .
$$

The forces $P_{1} \& c$. are functions of $M_{1}, N_{1} \& c ., M_{2}, N_{2} \& c$. But looking at equations (7) we see that the ratios of $M_{1}, N_{1} \& c$., differ from the ratios of the minors $I_{11}\left(m_{1}\right), I_{12}\left(m_{1}\right) \& c$. by quantities of the order $P / M F$. We may therefore in calculating the values of $P_{1} \& c$., substitute for $N_{1} \& c ., N_{2} \& c$. by the help of these ratios. Thus the right-hand sides of the equations (8) are all known functions of the arbitrary $M$ 's and of the roots of the determinantal equation $\Delta(\delta)=0$.

The quantities $f, g \& c$. are usually positive integers. In this case the orders of the quantities $P$ \&c. are not less than $f+g+\& c$. It follows that the corrections $\mu_{1}, \mu_{2} \& c$. are of the order $f+g+\& c .-1$ at least.
363. summary of results. We may embody the results of equations (8) in a rule.

Taking the first approximation viz. $x=M_{1} e^{m_{1} t}+\& c$. found by rejecting all terms of the higher orders in the differential equations, we proceed to a second approximation. Suppose that in consequence of some relations such as

$$
f m_{1}+g m_{2}+\& c .=m_{1},
$$

we arrive at disturbing forces $P_{1} e^{m_{1} t}, P_{2} e^{m_{2} t}$ \&c. These would produce infinite terms in the co-ordinate $x$, if we employed the operators $I(\delta) / \Delta(\delta)$, \&c. as usual (Art. 326). Instead of these let us employ the operators $I(\delta) / \Delta^{\prime}(\delta)$, \&c. simply replacing $\Delta(\delta)$ by $\Delta^{\prime}(\delta)$. Let the result be $x=H e^{m_{1} t}+K e^{m_{2} t}+\& c$., where $H$ and $K$ contain powers of $M_{1}, M_{2}, \& c$. above the first. Then the effects of these disturbing forces may be taken account of to the next approximation by replacing the first approximation by $x=M_{1} e^{\left(m_{1}+\mu_{1}\right) t}+M_{2} e^{\left(m_{2}+\mu_{2}\right) t}$ where $\mu_{1}=H / M_{1}, \mu_{2}=K / M_{2}$ \&c., provided these new indices satisfy the relations $f \mu_{1}+g \mu_{2}+\& c .=\mu_{1}, \& c$.

Supposing this condition to be satisfied, we see that a disturbing force of the same type and period as a free vibration has the effect of removing that type from the system and replacing it by some other type of vibration which is more and more remote from the original type the greater the amplitude of the vibration.
364. 玉xamples. A pendulum swings in a very rare medium, resisting partly as the velocity and partly as the square of the velocity, to find the motion.

Let $\theta$ be the angle the straight line joining the point $O$ of support to the centre of gravity $G$ of the pendulum makes with the vertical. Then the equation of motion is

$$
\begin{equation*}
\frac{d^{2} \theta}{d t^{2}}+\frac{g}{l} \sin \theta=-2 \kappa \frac{d \theta}{d t}-\mu\left(\frac{d \theta}{d t}\right)^{2} \tag{1}
\end{equation*}
$$

where $l$ is the length of the simple equivalent pendulum, $2 \kappa$ and $\mu$ the coefficients of the resistance divided by the moment of inertia of the pendulum about the axis of suspension. Let $g=\ln ^{2}$. Since $\theta$ is small we may write the equation in the form

$$
\frac{d^{2} \theta}{d t^{2}}+n^{2} \theta=-2 \kappa \frac{d \theta}{d t}-\mu\left(\frac{d \theta}{d t}\right)^{2}+n^{2} \frac{\theta^{3}}{6}-\ldots
$$

Since $\kappa$ and $\theta$ are very small, we might at first suppose that it would be sufficient as a first approximation to reject all the terms on the right-hand side.

This gives $\theta=\alpha \sin n t$, the origin of measurement of $t$ being so chosen that $t$ and $\theta$ vanish together. If we substitute this in the small terms we get

$$
\frac{d^{2} \theta}{d t^{2}}+n^{2} \theta=-2 \kappa n . a \cos n t+\frac{1}{8} n^{2} a^{3} \sin n t+\& c
$$

which gives $\quad \theta=a \sin n t-\kappa \alpha t \sin n t+\frac{1}{18} n a^{3} t \cos n t+\& c$.
These additional terms contain $t$ as a factor, and show that our first approximation was not sufficiently near the truth to represent the motion except for a short time. To obtain a sufficiently near first approximation we must include in it the small term $2 \kappa d \theta / d t$ (Art. 356). We have therefore

$$
\frac{d^{2} \theta}{d t^{2}}+2 \kappa \frac{d \theta}{d t}+n^{2} \theta=0 .
$$

This gives $\theta=a e^{-\kappa t} \cdot \sin m t$, where for the sake of brevity we have put $n^{2}-\kappa^{2}=m^{2}$.
In our second approximation we shall reject all terms of the order $a^{3}$ or $a^{2} \kappa$ unless they are such that after integration they rise in importance in the manner explained in Art. 344. We thus get

$$
\begin{aligned}
\frac{d^{2} \theta}{d t^{2}}+2 \kappa \frac{d \theta}{d t}+n^{2} \theta=-\frac{\mu a^{2} m^{2}}{2} e^{-2 \kappa t}(1+\cos 2 m t) & +\frac{n^{2}}{6} a^{3} \frac{e^{-3 \kappa t}}{4}(3 \sin m t-\sin 3 m t) \\
& -\mu a^{2} \kappa e^{-2 \kappa t}\left(-\frac{\kappa}{2}+\frac{\kappa}{2} \cos 2 m t+m \sin 2 m t\right),
\end{aligned}
$$

where all the terms on the right-hand side after the first are of the third order, and are to be rejected unless they rise in importance. To solve this, let us first consider the general case

$$
\frac{d^{2} \theta}{d t^{2}}+2 \kappa \frac{d \theta}{d t}+n^{2} \theta=e^{-p \kappa t} \cdot(A \sin r m t+B \cos r m t) .
$$

Put $\theta=e^{-p \kappa t}(L \sin r m t+M \cos r m t)$. Substituting we get

$$
\begin{aligned}
& L\left\{(p-1)^{2} \kappa^{2}+m^{2}\left(1-r^{2}\right)\right\}+2(p-1) \kappa r m M=A \\
& M\left\{(p-1)^{2} \kappa^{2}+m^{2}\left(1-r^{2}\right)\right\}-2(p-1) \kappa r m L=B
\end{aligned} .
$$

Now $\kappa$ is very small. If then $r$ be not equal to unity, we have $L=\frac{A}{m^{2}\left(1-r^{2}\right)}$, $M=\frac{B}{m^{2}\left(1-r^{2}\right)}$ nearly; but if $r=1$, we have $L=\frac{-B}{2(p-1) \kappa m}, M=\frac{A}{2(p-1) \kappa m}$ nearly. The case of $p=1$ does not occur in our problem. It appears that those terms only in the differential equation which have $r=1$ give rise to terms in the value of $x$ which have the small quantity $\kappa$ in the denominator. Hence in the differential equation the only term of the third order which should be retained is the first. We thus find, putting successively $r=0, r=2, r=1$,

$$
\theta=\alpha e^{-\kappa t} \sin m t-\frac{\mu a^{2}}{2} e^{-2 \kappa t}+\frac{\mu a^{2}}{6} e^{-2 \kappa t} \cos 2 m t+\frac{n^{2} a^{3}}{32 \kappa m} e^{-3 \kappa t} \cos m t
$$

This equation determines the motion only during any one swing of the pendulum; when the pendulum turns to go back $\mu$ changes sign. Let us suppose the pendulum to be moving from left to right, and let us find the lengths of the arcs of descent and ascent. To do this, we must put $d \theta / d t=0$. Let the equation be written in the form $\theta=f(t)$, then if we neglect all the small terms, $d \theta / d t$ vanishes when $m t= \pm \frac{1}{2} \pi$. Put then $m t=-\frac{1}{2} \pi+x$ where $x$ is a small quantity, we have

Now

$$
f^{\prime}(t)=f^{\prime}\left(-\frac{\pi}{2 m}\right)+f^{\prime \prime}\left(-\frac{\pi}{2 m}\right) \frac{x}{m}=0
$$

$f^{\prime}(t)=a e^{-\kappa t}(m \cos m t-\kappa \sin m t)-\frac{\mu a^{2}}{2} e^{-2 \kappa t}\left(-2 \kappa+\frac{2 \kappa}{3} \cos 2 m t+\frac{2 m}{3} \sin 2 m t\right)$

$$
+\frac{n^{2} \alpha^{3}}{32 \kappa m} e^{-3 \kappa t}(-m \sin m t-3 \kappa \cos m t) .
$$

A sufficiently near approximation to the value of $f^{\prime \prime}(t)$ may be found by differentiating the first term of the value of $f^{\prime}(t)$. We thus find $x=-\frac{\kappa}{m}-\frac{4}{3} \frac{\mu a \kappa}{m}-\frac{n^{2} \alpha^{2}}{32 \kappa m}$; the second of these terms being smaller than the other two might be neglected. We also find as the arc of descent

$$
\theta=f\left(-\frac{\pi}{2 m}\right)+f^{\prime}\left(-\frac{\dot{\pi}}{2 m}\right) \frac{x}{m}=-\left[a e^{\frac{\kappa \pi}{2 m}}+\frac{2}{3} \mu a^{2} e^{\frac{\kappa \pi}{m}}-x\left\{\kappa \alpha e^{\frac{\kappa \pi}{2 m}}+\frac{n^{2} a^{3}}{32 \kappa m} e^{\frac{3 \kappa \pi}{m}}\right\}\right]
$$

Similarly to find the arc of ascent we put $m t=\frac{\pi}{2}+y$. This gives $y=-\frac{\kappa}{m}-\frac{n^{2} a^{2}}{32 \kappa m}$ and the arc of ascent is

$$
\theta=\alpha e^{-\frac{\kappa \pi}{2 m}}-\frac{2}{3} \mu a^{2} e^{-\frac{\kappa \pi}{m}}-y\left\{\kappa \alpha e^{-\frac{\kappa \pi}{2 m}}+\frac{n^{2} a^{3}}{32 \kappa m} e^{-\frac{3 \kappa \pi}{2 m}}\right\}
$$

In these expressions for the arcs of descent and ascent the terms containing $x$ and $y$ are very small, and assuming $\kappa$ not to be extremely small, these terms will be neglected *.

Now $a$ is different for every swing of the pendulum, we must therefore eliminate a. Let $u_{n}$ and $u_{n+1}$ be two successive arcs of descent and ascent, and let $\lambda=e^{-\kappa \pi / 2 m}$, so that $\lambda$ is a little less than unity. Then we have

$$
u_{n}=a \frac{1}{\lambda}+\frac{2}{3} \mu a^{2} \frac{1}{\lambda^{2}}, \quad u_{n+1}=a \lambda-\frac{2}{3} \mu a^{2} \lambda^{2}
$$

eliminating $\alpha$ we have very nearly $\frac{1}{u_{n+1}}+\frac{1}{c}=\frac{1}{\lambda^{2}}\left(\frac{1}{u_{n}}+\frac{1}{c}\right)$,
where

$$
c=\frac{3}{2 \mu} \frac{1-\lambda^{2}}{1+\lambda^{2}}=\frac{3 \kappa \pi}{4 \mu m} \text { nearly. }
$$

The successive arcs are, therefore, such that $1 / u_{n}+1 / c$ is the general term of a geometrical series whose ratio is $e^{\kappa \pi / m}$. The ratio of any arc $u_{n}$ to the following are
$u_{n+1}$ is

$$
\frac{u_{n}}{u_{n+1}}=e^{\frac{\kappa \pi}{m}}+\frac{u_{n}}{c}\left(e^{\frac{\kappa \pi}{m}}-1\right)
$$

which continually decreases with the arc. In any series of oscillations the ratio is at first greater and afterwards less than its mean value. This result seems to agree with experiment.

To find the time of oscillation. Let $t_{1}, t_{2}$ be the times at which the pendulum is at the extreme left and right of its arc of oscillation. Then

$$
m t_{1}=-\frac{\pi}{2}-\frac{\kappa}{m}-\frac{n^{2} \alpha^{2}}{32 m \kappa}, \quad m t_{2}=\frac{\pi}{2}-\frac{\kappa}{m}-\frac{n^{2} a^{2}}{32 m \kappa}
$$

The time of oscillation from one extreme position to the other is $t_{2}-t_{1}$ which is equal to $\pi / m$. This result is independent of the are, so that the time of oscillation remains constant throughout the motion. The time is however not exactly the same as in vacuo, but is a little longer; the difference depending on the square of the small quantity $\kappa$. See Art. 321.

Ex. 2. A rigid body is suspended by two equal and parallel threads attached to it at two points symmetrically situated with respect to a principal axis through the centre of gravity which is vertical, and being turned round that axis through a small angle is left to perform small finite oscillations. Investigate the reduction to infinitely small oscillations. [Smith's Prize.]

[^21]
## CHAPTER VIII.

## DETERMINATION OF THE CONSTANTS OF INTEGRATION IN TERMS OF THE INITIAL CONDITIONS.

## Method of Isolation.

365. OUR object in this chapter may be very briefly stated. Given any number of simultaneous differential equations with constant coefficients, it is known that the dependent variables $x, y, z, \& c$. can be expressed in terms of the independent variable $t$, by means of a series of exponentials real or imaginary. Let one of these exponentials be $x=M e^{m t}$, then $M$ is a function of the initial values of the variables $x, y, \& c$. and of their differential coefficients. It is here proposed to exhibit this function. Thus, without solving the equations, any one term of the solution, if its exponent be known, can be separated from the others and its value written down, without finding those other terms.

When the differential equations are not of a high order we can generally solve the determinantal equation and find all the possible values of $m$. In such a case it is merely a question of algebra to find the constants in terms of the initial values of the variables. We may, however, effect this more briefly and simply by using the rule here given. Sometimes it is impossible to solve the determinantal equation. We may find one or more roots, but the rest remain unknown. In such a case we could not proceed by the processes of common algebra, for the equations cannot be written down. Our object is to find the constants which accompany these known terms without the knowledge of the remaining ones.

This method is very simple and easy of application when the exponential to be separated from the others is connected with a solitary root of the fundamental determinant. But it may be used even though the root is repeated several times. The complication arises from the fact that the exponential is then accompanied by as many constants as there are equal roots. Each of these requires a separate operation to find its value.

The method is generally applicable whatever be the order of the equations, but there is considerable simplification when the order is not higher than the second. This is of course the most
interesting case, as the equations may then be such as occur in Dynamics.

In some cases the rule can be put into another form, which may possibly be thought simpler. In these cases it takes the form of the Method of Multipliers. When the number of dependent variables is infinite, we have an example in Fourier's rule to expand any function in a series of sines or cosines.
366. The Determinant of Isolation. Resuming the notation of Art. 262, we let the $n$ equations to find $x, y, z, \& c$. be written in the form

$$
\begin{array}{r}
f_{11}(\delta) x+f_{12}(\delta) y+f_{13}(\delta) z+\ldots=0 \\
f_{21}(\delta) x+f_{22}(\delta) y+f_{23}(\delta) z+\ldots=0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots, ~
\end{array}
$$

where $\delta$ as before stands for $d / d t$. In dynamical applications these functions of $\delta$ are all of the second degree, but at present we make no restriction of that kind.

To solve these we proceed as explained in Art. 262 and form the determinant

$$
\Delta(\delta)=\left|\begin{array}{cccc}
f_{11}(\delta), & f_{12}(\delta), & f_{13}(\delta) & \ldots \\
f_{21}(\delta), & f_{22}(\delta), & f_{23}(\delta) & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|
$$

If we equate this determinant to zero, we have an equation to find $\delta$. Let its roots be $m, m_{2}$, \&c. omitting the suffix of the first for the sake of brevity. Then we know that

$$
x=M e^{m t}+M_{2} e^{m_{2} t}+\ldots
$$

It is our present object to find any one of these coefficients, say $M$, without finding any of the others.

To effect this we deduce from the determinant $\Delta(\delta)$ another determinant, which we write

We form this determinant by the following rule. Erase any column of the determinant $\Delta(\delta)$, say the first column. To replace it we divide the first equation by $\delta-m$, and rejecting the remainder place the quotient in the first row of the erased column. We divide the second equation by $\delta-m$ and place the quotient in the second row, and so on. Finally we put $\delta=m$ in the remaining columns.

If we erase the second column of the determinant $\Delta(\delta)$ or $\Delta(m)$ we obtain a slightly different determinant, which we may write $\Pi_{2}(m)$, the suffix indicating which. column of $\Delta(m)$ we erase.

The determinant $\Pi(m)$ is evidently a function of the co-ordinates $x, y, \& c$. and their differential co-ordinates with regard to $t$ up to the $(n-1)$ th. For all these we write their given initial values. We then have

$$
M=\frac{\Pi(m)}{\Delta^{\prime}(m)},
$$

where $\Delta^{\prime}(m)$ means as usual the differential coefficient of $\Delta(m)$ with regard to $m$. In the same way if $N e^{m t}$ be the corresponding term in the value of $y$, we have $N=\frac{\Pi_{2}(m)}{\Delta^{\prime}(m)}$, and so on.
367. Examples. Before proceeding to the demonstration of this theorem let us consider some examples.

Ex. 1. Taking the equations $\left.\begin{array}{c}\left(\delta^{2}-4 \delta\right) x-(\delta-1) y=0 \\ (\delta+6) x+\left(\delta^{2}-\delta\right) y=0\end{array}\right\}$, we see that the fundamental determinant

$$
\Delta(m)=\left|\begin{array}{cc}
m^{2}-4 m, & -(m-1) \\
m+6 & m^{2}-m
\end{array}\right|=m^{4}-5 m^{3}+5 m^{2}+5 m-6 .
$$

Equating this to zero, we find that one value of $m$ is $m=-1$. Let us find the coefficient of $e^{-t}$ in the value of $x$.

Dividing the equations by $\delta+1$ and rejecting the remainders, we form at once the second determinant, viz. $\Pi(m)=\left|\begin{array}{l}(\delta-5) x-y, 2 \\ x+(\delta-2) y, 2\end{array}\right|$,
the second column being obtained by putting $m=-1$ in the second column of $\Delta(m)$. Expanding, and noticing that $\Delta^{\prime}(m)=-24$ when $m=-1$, we find

$$
-12 M=\delta x-\delta y-6 x+y,
$$

where $M$ is the required coefficient. Here $x, y, \delta x, \delta y$ are supposed to have their known initial values.

We may show in the same way that there is a term $M^{\prime} e^{2 t}$ in the value of $x$ where $-3 M^{\prime}=2 \delta x+\delta y-3 x-y$.

Ex. 2. Let us take another example, in which the differential coefficients rise to a higher order, but let us still restrict ourselves to two dependent variables to save space. Taking the equations

$$
\left.\begin{array}{rl}
\left(\delta^{3}+2 \delta^{2}+\delta+1\right) x+\left(\delta^{3}+2 \delta+1\right) y & =0 \\
\left(\delta^{2}+2 \delta+2\right) x+\left(\delta^{4}+\delta+2\right) y & =0
\end{array}\right\},
$$

we see by inspection that the determinantal equation is satisfied by $m=1$. Thus $x=M e^{t}$ is a part of the solution. Let it be required to find $M$ when the initial values of $\delta x, \delta^{2} x, \delta y, \delta^{2} y, \delta^{3} y$ are all zero, and the initial values of $x$ and $y$ unity. Constructing the function $\Pi$ by dividing each equation by $\delta-1$, and putting $\delta=0$ as we proceed, we have

$$
\Pi(m)=\left|\begin{array}{l}
4 x+3 y, 4 \\
3 x+2 y, 4
\end{array}\right|=M \Delta^{\prime}(m) .
$$

But, differentiating the determinant without expanding it, and putting $m=1$, we have $\Delta^{\prime}(m)=16$. Hence, putting $x$ and $y$ each equal to unity, we immediately find $M=\frac{1}{2}$.
368. We now proceed to the proof of the rule given in Art. 366.

Let $p$ be some quantity which we shall write for $m$ in the definition of the determinant $\Pi(m)$ in order to call attention to the fact that $p$ is not necessarily a root of $\Delta(\delta)=0$.

Taking the general expression for the determinant $\Pi(p)$ given in Art. 366, we may resolve it into the difference of two determinants, the first rows of each of which may be written as follows.

$$
\begin{aligned}
\Pi(p) & \left.=\frac{1}{\delta-p} \right\rvert\, f_{11}(\delta) x+f_{12}(\delta) y+\& c ., f_{12}(\delta), \& c . \\
& -\frac{1}{\delta-p}\left|f_{11}(p) x+f_{12}(p) y+\& c ., f_{12}(p), \& c .\right|
\end{aligned}
$$

Consider the first determinant, the first column is occupied by the functions which form the differential equations. Hence this determinant vanishes whenever $x, y, \& c$. have values which satisfy the differential equations.

Consider the second determinant, it may be made into the sum of as many determinants as there are terms in the leading constituent. All these determinants have two columns the same except the first determinant. This first determinant is clearly $\Delta(p) x$.

It immediately follows that

$$
(\delta-p) \Pi(p)=-\Delta(p) x
$$

Solving this linear differential equation in the usual way, we have

$$
\begin{equation*}
\Pi(p)+\Delta(p) e^{p t} \int_{0}^{t} e^{-p t} x d t=C e^{p t} . \tag{1}
\end{equation*}
$$

Here $p$ is any quantity at our disposal and $x, y$, \&c. have any values which satisfy the differential equations.
'I'o find the value of the constant $C$, we put $t=0$. The second term on the left-hand side is then zero because the limits coincide. It follows that $C$ is the value of $\Pi(p)$ when we write for $x, y, \& c$., $\delta x, \delta y, \& c$. their initial values.

Since $p$ is arbitrary we may differentiate the equation partially with respect to $p$. Differentiating and putting $p=m$, where $m$ is a solitary root of the equation $\Delta(p)=0$, we find

$$
\frac{d \Pi(m)}{d m}+\Delta^{\prime}(m) e^{m t} \int_{0}^{t} e^{-m t} x d t=C t e^{m t}+\frac{d C}{d p} e^{m t}
$$

Let us now substitute $x=M e^{m t}+M_{2} e^{m_{2} t}+\& c$. with the corresponding values of $y, z, \& c$. in the left-hand side of this equation and let us search for terms of the form $t e^{m t}$. The operator $d \Pi(m) / d m$ is a linear function of $x, y, \& c ., \delta x$, \&c., and can clearly give rise to no term of the required form. The remaining portion of the left-hand side gives only the single term $\Delta^{\prime}(m)$ Mte ${ }^{m t}$ of the required form. Equating this to the corresponding term on the right-hand side we have $\Delta^{\prime}(m) M=C$. Since $C$ is the initial value of $\Pi(p)$, this equation is exactly equivalent to that given in Art. 366.
369. On Repeated Roots. When the root $p=m$ is a repeated root of the equation $\Delta(p)=0$, the demonstration just given no longer applies. Since $p$ is arbitrary we may differentiate the equation (1) as often as we please, and after each differentiation we may write $p=m$. Since $\Delta(m)=0, \Delta^{\prime}(m)=0$, \&c. the successive left-hand
sides reduce to $\Pi(m), d \Pi(m) / d m, \& c$. On the successive right-hand sides we have only terms which contain the exponential $e^{m t}$.

It follows that if $\Delta(p)=0$ have $a$ roots each equal to $m$, the operators

$$
\Pi(m), \frac{d \Pi(m)}{d m}, \frac{d^{2} \Pi(m)}{d m^{2}}, \ldots \ldots \frac{d^{\alpha-1} \Pi(m)}{d m^{\alpha-1}},
$$

all produce zero when we sibstitute for $\mathrm{x}, \mathrm{y}$, dic. any solutions of the differential equations which do not contain the exponential $\mathrm{e}^{\mathrm{mt}}$.

Thus it appears that if we calculate the results of these operations by substituting the particular parts of the values of $x, y$, \&c. which depend on the root $m$ of the equation $\Delta(\delta)=0$, the results will be general, i.e., will be the same as if we had substituted the complete values of $x, y, \& c$.

Without using any further rule, therefore, we may find the a constants which depend on the repeated root $p=m$ by substituting in these $\alpha$ operators the particular terms in $x, y, \& c$. which contain the exponential $e^{m t}$. Thus we obtain a expressions for the operators which contain the a constants. At the same time the values of the operators themselves may be found by giving the variables $x, y$, \&c. their initial values.

This, however, requires that we should use all the co-ordinates, but if we wish to find the values of the constants which occur in one co-ordinate only, we may use the results of the following theorem.
370. It is required to find in terms of the initial conditions the values of the constants which enter into the expression for any one of the co-ordinates when the fundamental determinant $\Delta(\mathrm{p})$ has a roots each equal to m .

In this case the value of $x$ will contain powers of $t$, but how many will depend on whether the minors of the determinant $\Delta(\delta)$ are zero or not. Since, however the highest power of $t$ cannot exceed $a-1$ we may take as the general value of $x$

$$
x=\left(M_{0}+M_{1} t+\ldots+\frac{M M_{\alpha-1}}{L(\alpha-1)} t^{\alpha-1}\right) e^{m t}+\Sigma N t^{t} e^{q t}
$$

where the terms included in the $\Sigma$ stand for those portions of the value of $x$ which do not depend on the root $m$ and $L(a-1)=1.2 .3 \ldots(a-1)$. There will be similar expressions for $y, z, \& c$. also containing powers of $t$ not higher than the $(a-1)^{\text {th }}$, but it will be unnecessary to write these down.

We now proceed to differentiate equation (1) of Art. $368 r$ times with regard to $p$, and after substitution for $x, y, \& c$., we will search for the terms containing $t^{\kappa} e^{m t}$ where $r$ and $\kappa$ are any integers we may find convenient to use. The $r^{\text {th }}$ differential coefficient is clearly

$$
\begin{equation*}
\frac{d^{r} \Pi(p)}{d p^{r}}+\frac{d^{r} \Delta(p) P}{d p^{r}}=\frac{d^{r}}{d p^{r}} C e^{p t} . \tag{II}
\end{equation*}
$$

where $P=e^{p t} \int_{0}^{t} e^{-p t} x d t$.
We notice that the first of the two terms on the left-hand side is a linear function of $x, y, \& c$. and their differential coefficients with regard to $t$. Hence no term of the form searched for can enter unless with powers of $t$ less than a. If then we restrict ourselves to values of $\kappa$ greater than $a-1$, we may pay no further attention to this term.

The sccond term on the left-hand side of (II) may by Leibnitz's theorem be
written

$$
\Delta^{r}(p) P+r \Delta^{r-1}(p) \frac{d P}{d p}+\ldots+\frac{L(r)}{L(a) L(r-a)} \Delta^{a}(p) \frac{d^{r-a} p}{d p^{r-a}}
$$

In this series all the differential coefficients of $\Delta(p)$ below the $a^{\text {th }}$ have been omitted because the equation $\Delta(p)=0$ has been supposed to have a roots each equal to $m$.

If we substitute in the expression for $P$ any such term as $N t^{i} e^{q t}$ we find after integration only one term which is free from the exponential $e^{q t}$, and this one term is of the form $H e^{p t}$. Hence $d^{*} P / d p^{s}$ contains no power of $t$ higher than the $s^{\text {th }}$. In this series therefore, when we put $p=m$ and search for the terms of the form $t^{k} e^{m t}$, if we restrict ourselves to values of $\kappa$ greater than $r-a$, we may pay no further attention to such terms as $N t^{i} e^{q t}$.

We have next to find the value of $d^{s} P / d p^{s}$ when we substitute for $x$ any term of the form $\frac{M_{\kappa-1}}{L(\kappa-1)} t^{\kappa-1} e^{m t}$. Now whatever $x$ may be we have

$$
\frac{d^{\bullet} P}{d p^{*}}=\frac{d^{s}}{d p^{s}} \frac{1}{\delta-p} x=\frac{L s}{(\delta-p)^{\rho+1}} x=L s e^{p t} \delta^{s-1}\left(e^{-p t} x\right)
$$

where $L s=1.2$. $3 \ldots s$ as usual. Substituting for $x$ and writing $p=m$, we may effect the integrations represented by $\delta^{-s}$ without difficulty. The exponential disappears and we find at once $\frac{d^{s} P}{d p^{2}}=\frac{L s}{L(\kappa+s)} M_{\kappa-1} t^{\kappa+8} e^{m t}$. No correction is necessary to the integration since this vanishes with $t$.

Supposing then $\kappa$ to be greater than both $a-1$ and $r-a$ we find for the coefficient of $t^{\kappa} e^{m t}$ on the left-hand side of the equation (II)

$$
\frac{1}{L \kappa}\left\{\Delta^{r}(m) M_{\kappa-1}+r \Delta^{r-1}(m) M_{\kappa-2}+\frac{r(r-1)}{1.2} \Delta^{r-2}(m) M_{\kappa-3}+\& \mathrm{c} .\right\}
$$

On the right-hand side we find the coefficient of $t^{\kappa} e^{m t}$ to be $\frac{L r}{L \kappa L(r-\kappa)} \cdot \frac{d^{r-\kappa} C}{d m^{r-\kappa}}$. Equating these two we have

$$
\frac{\Delta^{r}(m)}{L r} M_{\kappa-1}+\frac{\Delta^{r-1}(m)}{L(r-1)} M_{\kappa-2}+\ldots+\frac{\Delta^{\alpha}(m)}{L a} M_{\kappa-r+\alpha-1}=\frac{1}{L(r-\kappa)} \frac{d^{r-\kappa} C}{d m^{r-\kappa}}
$$

The letter $C$ stands for the initial value of $\Pi(m)$, it will therefore be more convenient to replace it by the latter symbol, with the understanding that all the coordinates have their initial values.

Since $\kappa$ must be greater than $a-1$ and $M^{\alpha}=0$, the only useful value of $\kappa$ is $\kappa=a$. Since $\kappa$ must be greater than $r-a$, the only possible values of $r$ are $r=a$, $a+1, \ldots 2 a-1$. Writing these in sucoession for $r$, we obtain

$$
\begin{aligned}
\frac{\Delta^{\alpha}}{L a} M_{\alpha-1} & =\Pi(m), \\
\frac{\Delta^{\alpha+1}}{L(a+1)} M_{\alpha-1}+\frac{\Delta^{\alpha}}{L a} M_{\alpha-2} & =\frac{d \Pi(m)}{d m}, \\
\frac{\Delta^{\alpha+2}}{L(a+2)} M_{\alpha-1}+\frac{\Delta^{\alpha+1}}{L(\alpha+1) .} M_{\alpha-2}+\frac{\Delta^{\alpha}}{L a} M_{\alpha-3} & =\frac{1}{1.2} \frac{d^{2} \Pi(m)}{d m^{2}}, \\
\& c . & =\& c . \\
\frac{\Delta^{2 \alpha-1}}{L(2 a-1)} M_{\alpha-1+}+\& c .+\frac{\Delta^{\alpha+1}}{L(\alpha+1)} M_{1}+\frac{\Delta^{\alpha}}{L \alpha} M_{0} & =\frac{1}{L(\alpha-1)} \frac{d^{\alpha-1} \Pi(m)}{d m^{\alpha-1}} .
\end{aligned}
$$

We have here just the right number of equations to find the $a$ arbitrary constants which occur in the value of $x$ without requiring the corresponding values of the other co-ordinates.

If all the first minors of the determinant $\Delta(\delta)$ have $\beta$ roots equal to $m$, the first $\beta$ operators on the right-hand side vanish whatever $x, y, \& c$. may be. In this case therefore the coefficients $M_{\alpha-1} \ldots M_{\alpha-\beta}$ are all zero. Thus the expression for $x$ (as already explained in Art. 272) loses $\beta$ of its highest powers of $t$.

In the same way we may find the constants which occur in $y$ by using the operator called $\Pi_{2}$ in Art. 366 instead of $\Pi$.
371. Another form of the determinant. There is another form in which the operator $\Pi(m)$ can be written and which is particularly useful when the differential equations are of the second order. Returning to the proof given in Art. 368, we see that the determinant $\Pi(p)$ may be written as the difference between two determinants, the second of which is zero when $\Delta(p)=0$. Looking at the first determinant, we may divide all the constituents of the first column by any power of $\delta$ we please, provided we finally multiply the determinant by the same power of $\delta$. But these constituents are the functions which form the differential equations. We may therefore modify the rule given in Art. 366 as follows. First divide the equations by any power of $\delta$ we please. Then form $\Pi(\mathrm{m})$ from these modified equations by the same rule as before and finally multiply the constituents of the first column by the same power of $\delta$. If this modified operator be called $\Pi^{\prime}(m)$, we see that $\Pi(m)$ and $\Pi^{\prime}(m)$ differ by some multiple of $\Delta(m)$. If $\Delta(\delta)=0$ have $\alpha$ roots each equal to $m$, it follows that all the differential coefficients of $\Pi(m)$ and $\Pi^{\prime}(m)$ up to the $(\alpha-1)$ th are equal each to each.
372. Thus let the equations be

$$
\left.\begin{array}{l}
\left(A_{11} \delta^{2}+B_{11} \delta+C_{11}\right) x+\left(A_{12} \delta^{2}+B_{12} \delta+C_{12}\right) y=0 \\
\left(A_{21} \delta^{2}+B_{21} \delta+C_{21}\right) x+\left(A_{22} \delta^{2}+B_{22} \delta+C_{22}\right) y=0
\end{array}\right\}
$$

taking only two variables to shorten the results. We divide each equation by $\delta$, then to form $\Pi(m)$ we divide by $\delta-m$ and reject the remainders. Finally we multiply again by $\delta$. We thus have

$$
\Pi(m)=\left|\begin{array}{ll}
A_{11} \delta x+A_{12} \delta y-\frac{C_{11} x+C_{12} y}{m}, & A_{12} m^{2}+B_{12} m+C_{12} \\
A_{21} \delta x+A_{22} \delta y-\frac{C_{21} x+C_{22} y}{m}, & A_{22} m^{2}+B_{22} m+C_{22}
\end{array}\right| .
$$

In this form the constituents of the first column (when the equations are of the second degree) may be written down by copying them from the equation.

The advantage of this form is that the forces of resistance which depend on the potential $B$ (Art. 311) have disappeared from the symbol $\Pi(m)$. It also leads to the method of multipliers to be explained in the next section.
373. Ex. 1. Let the equations be

$$
\left.\begin{array}{r}
\begin{array}{r}
\left.\delta^{2}-3 \delta+2\right) x+(\delta-1) y \\
-(\delta-1) x+\left(\delta^{2}-5 \delta+4\right) y
\end{array}=0
\end{array}\right\} .
$$

The fundamental determinant is

$$
\Delta(m)=\left|\begin{array}{cc}
m^{2}-3 m+2 & m-1 \\
-(m-1) & m^{2}-5 m+4
\end{array}\right|=(m-1)^{2}(m-3)^{2} .
$$

The equation $\Delta(m)=0$ has therefore two roots each equal to 3 and the corresponding terms in the value of $x$ will be $\quad x=\left(M_{0}+M_{1} t\right) e^{3 e}$.
It is required to find $M_{0}$ and $M_{1}$ in terms of the initial values of the co-ordinates.

We form the operator $\Pi(m)$ by the rule given in Art. 372, copying the columns from the equations given above

$$
\Pi(m)=\left|\begin{array}{l}
\delta x-\frac{2 x-y}{m}, m-1 \\
\delta y-\frac{x+4 y}{m}, m^{2}-5 m+4
\end{array}\right|=(m-1)\left\{(m-4) \delta x-\delta y-\frac{2 m-9}{m} x+y\right\}
$$

This gives when $m=3, \quad \Pi(m)=-2\{\delta x+\delta y-x-y\}, \quad \frac{d \Pi(m)}{d m}=\delta x-\delta y-x+y$.
Also when $m=3$ we have $\Delta(m)=0, \Delta^{\prime}(m)=0, \Delta^{\prime \prime}(m)=8, \Delta^{\prime \prime \prime}(m)=24$. Hence by the rule given in Art. 370

$$
\left.\begin{array}{r}
4 M_{1}=-2(\delta x+\delta y-x-y) \\
4\left(M_{1}+M_{0}\right)=\delta x-\delta y-x+y
\end{array}\right\},
$$

where the quantities on the right-hand side have their initial values.

$$
\text { Ex. 2. Let the equations be } \left.\begin{array}{r}
\left(\delta^{2}-2 \delta\right) x-y=0 \\
(2 \delta-1) x+\delta^{2} y=0
\end{array}\right\} .
$$

Find the constants in $x=\left(M_{0}+M_{1} t+\frac{1}{2} M_{2} t^{2}\right) e^{t}$.
The result is $2 M_{2}=\delta x+\delta y+x+y, 2 M_{1}+M_{2}=2 \delta x-x+y, 2 M_{0}+M_{1}=\delta x+x$.
374. The following examples illustrate the application of the preceding theorems when the differential equation has but one dependent variable.

Ex. 1. The differential equation $\left(\delta^{3}-2 \delta^{2}-\delta+2\right) x=0$ is satisfied by $x=M e^{t}$. If the initial values of $x, \delta x, \delta^{2} x$ are $a, a^{\prime}, a^{\prime \prime}$, prove that $2 M=2 a+a^{\prime}-a^{\prime \prime}$.

Ex. 2. Let the differential equation be $f(\delta) x=0$ and let $f(\delta)$ contain only even powers of $\delta$. If the terms of the solution depending on the pair of solitary roots $m= \pm k \vee-1$ of $f(m)=0$ be $x=F \cos k t+G \sin k t$, prove that

$$
\frac{F}{2} \frac{f^{\prime}(m)}{m}=\frac{f(\delta)}{\delta^{2}+k^{2}} x \text { and } \frac{G}{2} \frac{f^{\prime}(m)}{m}=\frac{f(\delta)}{\delta^{2}+k^{2}} \frac{\delta c}{k} .
$$

Ex. 3. Let $A_{n} \delta^{n} x+\ldots+A_{1} \delta x+A_{0} x=0$ be a differential equation. Representing this by $f(\delta) x=0$, let $m$ be a real solitary root of $f(\delta)=0$, and let $M e^{m t}$ be the corresponding term in the value of $x$. Prove that a superior limit to the value of $M f^{\prime}(m)$ is the sum of those terms in the series $A_{n} \delta^{n-1} x+\ldots+A_{2} \delta x+A_{1}$ which have the same sign as $f^{\prime}(m)$. Here of course $x, \delta x$, \&c. are all supposed to have their known initial values.
375. The following examples indicate another method of investigating the theorems of this section.

Ex. 1. Let the first minors of the determinant $\Delta(\delta)$ be represented by the letter $I$, the suffix indicating the constituent of which it is the minor. If $q$ be any root of $\Delta(\delta)=0$ we know that a solution of the differential equations is

$$
x=G I_{11}(q) e^{q t}, y=G I_{12}(q) e^{q t}, z=\& c .
$$

where $G$ is an arbitrary constant. Let us however suppose that $q$ is unrestricted in value and is not necessarily a root of $\Delta(\delta)=0$. Prove that the result of the substitution of these values of $x, y, \& \mathrm{c}$. in $\Pi(p)$ is

$$
\Pi(p)=G e^{e t} \frac{\Delta(q) I_{11}(p)-\Delta(p) I_{11}(q)}{q-p}
$$

where $p$ also is unrestricted in value.
This result may be proved by resolving $\Pi(p)$ into the difference between two determinants as in Art. 368, and then substituting in each.

Ex. 2. Deduce from the last example that if $p$ and $q$ be unequal solitary roots of $\Delta(\delta)=0$, then $\Pi(p)=0$. But if $p$ and $q$ be the same solitary root then

$$
\Pi(p)=G I_{11}(p) \Delta^{\prime}(p) e^{p t}
$$

R. D. II.

Ex. 3. If the equation $\Delta(\delta)=0$ have $\beta$ roots each equal to $q$, the form of the solution is indicated by $x=G_{0} I_{11}(q) e^{q t}+\ldots+G_{\beta-1}(d / d q)^{\beta-1}\left\{I_{11}(q) e^{q}\right\}$, with similar expressions for the other co-ordinates. If the equation $\Delta(\delta)=0$ have also $a$ roots each equal to $p$, prove that the result of the substitution of these values of the co-ordinates in any one of the determinants $\Pi(p),(d / d p) \Pi(p) \ldots$ $(d / d p)^{\alpha-1} \Pi(p)$ is zero if $p$ and $q$ be unequal. If $p$ and $q$ be equal, we obtain the results given in Art. 366 .

This may be proved by using Leibnitz's theorem to differentiate the equation of Ex. 1, $i$ times with regard to $p$, and $j$ times with regard to $q$, where $i$ is less than $a$ and $j$ than $\beta$.

Ex. 4. When all the first minors of $\Delta(\delta)$ vanish for any particular value of $\delta$, the solution depends on a double type $\xi, \eta$ so that $x=J_{12}(\delta) \xi, y=J_{12}(\delta) \eta$ \&c. where $J_{12}(\delta)$ is the second minor of $\Delta(\delta)$ formed by omitting the first two rows and columns as in Art. 273. Prove that if we write $\xi=G e^{q t}, \eta=H e^{\rho t}$, where $G$ and $H$ are two arbitrary constants which run through all the values of the other coordinates, then

$$
\Pi(p)=G \frac{e^{g t}}{q-p}\left\{\left|\begin{array}{ll}
I_{11}(p), & I_{12}(q) \\
I_{21}(p), & I_{22}(q)
\end{array}\right|-J_{12}(q) \Delta(p)\right\}-H \frac{e^{q t}}{q-p}\left|\begin{array}{ll}
I_{11}(p), & I_{11}(q) \\
I_{21}(p), & I_{21}(q)
\end{array}\right|
$$

Here $p$ and $q$ are unrestricted in value and do not necessarily satisfy $\Delta(\delta)=0$.
Ex. 5. Deduce from the result of Ex. 4, that if $\Delta(\delta)$ have two roots each equal to $m$ one of which makes all the first minors zero, so that $x=M e^{m t}, y=N e^{m t}$ are parts of the solution where $M, N$ are independent constants, then

$$
\frac{1}{2} \Delta^{\prime \prime}(m) M=\frac{d \Pi}{d m}, \quad \frac{1}{4} \Delta^{\prime \prime}(m) N=\frac{d \Pi_{2}}{d m}
$$

where $\Pi_{2}$ is obtained from $\Delta(m)$ by erasing the second column instead of the first (see Art. 366). Here the co-ordinates on the right-hand side are supposed to have their initial values.

Ex. 6. Let the equation $\Delta(\delta)=0$ have $a$ roots each equal to $m$, and let all the first minors have $\beta$ roots also equal to $m$. Let us form from $\Pi(m)$ a new determinant $\Pi^{\prime}(m)$ by omitting any row we please and any column except the first. Prove that if we substitute in the determinants $(d / d m) \Pi^{\prime}(m), \& c .(d / d m)^{\beta-1} \Pi^{\prime}(m)$ any values of the co-ordinates which satisfy the differential equations and which do not involve the exponential $e^{m t}$, the results are all zero.

## Method of Multipliers.

376. In the last section we showed how the constant belonging to any one oscillation could be determined when the differential equations were of any order. We now propose to consider what simplifications can be made in the rule when the differential equations are of the second order and of that simpler kind which usually occurs in dynamics.

Referring to Art. 310, we find the equations of the second order written at length. But forms so general as these seldom make their appearance. The two most important problems which occur in dynamics are those in which we have-
(1) Oscillations about a position of equilibrium, whether with forces of resistance or not.
(2) Oscillations about a state of steady motion.

In the first of these cases the terms depending on $D, E, F$ are absent from the equations so that the fundamental determinant is therefore symmetrical. In the second the terms depending on $D$ and $F$ are absent, but those depending on the centrifugal forces $E$ are present. In this case the forces of resistance $B$ are generally absent.
377. We may therefore simplify these equations of motion and write them in the form

$$
\left.\begin{array}{c}
\left(A_{11} \delta^{2}+B_{11} \delta+C_{11}\right) x+\binom{\left.A_{12} \delta^{2}+B_{12} \delta+C_{12}\right) y+\& c .=0}{+E_{12} \delta} \\
\left.\begin{array}{c}
A_{12} \delta^{2}+B_{12} \delta+C_{12} \\
-E_{12} \delta
\end{array}\right) x+\left(A_{22} \delta^{2}+B_{22} \delta+C_{22}\right) y+\& c .=0 \\
\& c .
\end{array}+\& c . \quad+\& c .=0.4\right\}
$$

The solution of these equations has been already expressed in Arts. 313 and 317 in the following forms. If $m_{1}, m_{2}$, \&c. be real roots of the fundamental determinant, we have

$$
\left.\left.\begin{array}{rl}
x & =x_{1} e^{m_{1} t}+x_{2} e^{m_{2} t}+\& c . \\
y & =y_{1} e^{m_{1} t}+y_{2} e^{m_{2} t}+\& c . \\
\& c . . & =\& c .
\end{array}\right\} \begin{array}{r}
d x / d t=x_{1}^{\prime} e^{m_{1} t}+x_{2}^{\prime} e^{m_{2} t}+\& c . \\
d y / d t=y_{1}^{\prime} e^{m_{1} t}+y_{2}^{\prime} e^{m_{2} t}+\& c . \\
\& c .=\& c .
\end{array}\right\}
$$

Here $x_{1}, y_{1}, z_{1}, \& c ., x_{1}^{\prime}, y_{1}^{\prime}, \& c$ c. contain as a common factor one constant of integration, $x_{2}, y_{2}, \& c ., x_{2}^{\prime}, y_{2}^{\prime}, \& c$. another constant and so on. Also $x_{1}^{\prime}=x_{1} m_{1}, y_{1}^{\prime}=y_{1} m_{1}$ and so on.
378. If there be a pair of imaginary roots in the fundamental determinant of the form $m_{1}=r+p \sqrt{ }-1, m_{2}=r-p \sqrt{ }-1$, the preceding solution takes the form

$$
\left.\begin{array}{rl}
x & =X_{1} e^{r t} \cos p t+X_{2} e^{r t} \sin p t+x_{3} e^{m_{3} t}+\& c . \\
y & \left.=Y_{1} e^{r t} \cos p t+Y_{2} e^{r t} \sin p t+y_{3} e^{m_{3} t}+\& c .\right\} \\
\& c . & =\& c . \\
d x / d t & =X_{1}^{\prime} e^{r t} \cos p t+X_{2}^{\prime} e^{r t} \sin p t+x_{3}^{\prime} e^{m_{2} t}+\& c . \\
d y / d t & =Y_{1}^{\prime} e^{r t} \cos p t+Y_{2}^{\prime} e^{r t} \sin p t+y_{3}^{\prime} e^{m_{3} t}+\& c .
\end{array}\right\}
$$

where $X_{1}=x_{1}+x_{2}, \quad X_{2}=\left(x_{1}-x_{2}\right) \sqrt{ }-1 \quad$ and $\quad X_{1}^{\prime}=r X_{1}+p X_{1}$ $X_{2}^{\prime}=-p X_{1}+r X_{2} .{ }^{2}$ There are of course similar expressions for the $Y$ 's, \&c. Here we notice that all the coefficients in the first two columns are linear functions of two constants of integration, the coefficients of the third column are multiples of a third constant and so on.
379. If we examine the form of the solution given in the last article we see that the columns are arranged according to the roots of the fundamental determinant. Each column contains
one or two arbitrary constants which have to be determined from the initial values of $x, y, \& c$. If the whole solution be known we may therefore find the constants by common algebra, though if there be many unknown constants the process may be very long. But if the whole solution be not known the processes of common algebra fail.
380. Thus suppose we have found only one root of the fundamental determinant, then we know the terms which occur in one column only. The other columns depend on the other roots which have not yet been investigated. We may yet wish to find the value of the constant which occurs in this column in terms of the initial values of the variables. We should then be able to find the magnitude of any one oscillation without finding the others.

To effect this we use the method of multipliers, our object is to find some multipliers for the equations which express the values of $x, y, \& c ., d x / d t, d y / d t$, \&c. such that on adding together the products all the columns will disappear except the one we wish to retain. Supposing this done we have one equation containing the constant to be found and the initial values of $x, y, \& c$. This equation will be sufficient to determine the value of the constant.

There is this point of difference between the method of isolation and that of multipliers. In the former we find the constant connected with any one term in any column without caring for the other terms in that or any other column. In the latter we require to use all the terms in that column to find the one constant. In the former method we isolate any one term, in the latter we isolate any one column.
381. The proper multipliers may be deduced from the determinant $\Pi(m)$. Taking the form given in Art. 371 as the best adapted for equations of the second order, we have by expansion

$$
\Pi(m)=P x+Q y+\& c .+P^{\prime} \delta x+Q^{\prime} \delta y+\& c .
$$

where $P, Q, \& c$. stand for the coefficients in the expanded determinant. Now it has been proved in Art. 369 that $\Pi(m)$ is zero when we write for $x, y$, \&c., the terms of any column of the solution in Art. 377 depending on a root other than $m$. It follows at once that the proper multipliers to separate the column depending on the root $m$ from the other columns are $P, Q, \& c ., P^{\prime}, Q^{\prime}$, \&c.

These multipliers are really determinants, and when there are many co-ordinates it may be very troublesome to calculate their values. The coefficients of the column which is to be separated from the others are also determinants. Both these sets of determinants are connected with the minors of the fundamental determinant ; the former with the minors of some column, the latter with the minors of some row. When the differential equations are of the simpler kind which occurs in dynamics, (Art. 377) the fundamental determinant has a certain symmetry about the leading diagonal. In this case the two sets of determinants are connected together so that the required multipliers can be expressed as some simple function of the coefficients of the column we wish to separate.

Instead of making the transformation from one set of determinants to the other, it will be simpler to adopt an independent mode of proof. The required multipliers follow at once from the two equations which have been made the foundation of the
theorems in the first section of Chap. vir. (see Art. 316). As the equations now under consideration are simpler than those treated of in the section just referred to, the proofs of these two theorems will be briefly summed up in the next article. The definitions of the functions $A, B, C$ (Art. 311) will also be adapted to the special use which we now intend to make of them.
382. If we substitute the terms in the first column of the expressions for $x, y, \& c$. given in Art. 377 in the differential equations we obtain a set of equations which differs from the differential equations only in having $m_{1}$ written for $\delta$ and $x_{1}$, $y_{1}, \& c$. for $x, y, \& c$. First multiply these respectively by $x_{1}, y_{1}$, \&c. and add the results together, the sum may be briefly written,

$$
A\left(x_{1} x_{1}\right) m_{1}^{2}+B\left(x_{1} x_{1}\right) m_{1}+C\left(x_{1} x_{1}\right)=0 .
$$

Next, multiply these respectively by $x_{2}, y_{2}, \& c$. and add the results together. The sum may be briefly written

$$
A\left(x_{1} x_{2}\right) m_{1}^{2}+B\left(x_{1} x_{2}\right) m_{1}+C\left(x_{1} x_{2}\right)=E\left(x_{1} y_{2}\right) m_{1} .
$$

The functional symbols $A, B, C$ when not followed by the subject of the functions all represent functions of the co-ordinates $x, y, z$, \&c. which have been defined in Art. 311. Thus

$$
\begin{aligned}
& A=\frac{1}{2} A_{11} x^{2}+A_{12} x y+\frac{1}{2} A_{22} y^{2}+\ldots, \\
& B=\frac{1}{2} B_{11} x^{2}+B_{12} x y+\frac{1}{2} B_{22} y^{2}+\ldots, \\
& C=\frac{1}{2} C_{11} x^{2}+C_{12} x y+\frac{1}{2} C_{22} y^{2}+\ldots .
\end{aligned}
$$

When the differential equations are given the following rule to find $A, B, C$ will be useful:-Multiply the equations by x , $\mathrm{y}, \mathrm{z}, \& c$. and add the products, treating the operator $\delta$ as an algebraic factor. The halves of the coefficients of the powers of $\delta$ are the functions A, B, C.

When we wish to substitute for the variables $x, y, z, \& c$. any quantities we affix as usual those quantities to the functional symbol and write

$$
A\left(x_{1} x_{1}\right)=\frac{1}{2} A_{11} x_{1}^{2}+A_{12} x_{1} y_{1}+\frac{1}{2} A_{22} y_{1}^{2}+\ldots,
$$

with similar expressions for $B\left(x_{1} x_{1}\right)$ and $C\left(x_{1} x_{1}\right)$.
We then generalize these expressions and for the sake of brevity write

$$
A\left(x_{1} x_{2}\right)=\frac{1}{2} A_{11} x_{1} x_{2}+\frac{1}{2} A_{12}\left(x_{1} y_{2}+x_{2} y_{1}\right)+\frac{1}{2} A_{22} y_{1} y_{2}+\ldots
$$

383. Prop. A.-To determine the multipliers when the fundamental determinant is symmetrical and the forces of resistance not absent.

Let $m_{1} m_{2}$ be any two roots of this determinant. Then, by Art. (382), since the terms depending on $E$ are absent,

$$
\left.\begin{array}{l}
A\left(x_{1} x_{2}\right) m_{1}^{2}+B\left(x_{1} x_{2}\right) m_{1}+C\left(x_{1} x_{2}\right)=0  \tag{1}\\
A\left(x_{1} x_{2}\right) m_{2}^{2}+B\left(x_{1} x_{2}\right) m_{2}+C\left(x_{1} x_{2}\right)=0
\end{array}\right\}
$$

Eliminating $B$ and $C$ in turn from these equations, we have

$$
\left.\begin{array}{c}
A\left(x_{1} x_{2}\right) m_{1} m_{2}=C\left(x_{1} x_{2}\right)  \tag{2}\\
-A\left(x_{1} x_{2}\right)\left(m_{1}+m_{2}\right)=B\left(x_{1} x_{2}\right)
\end{array}\right\}
$$

except when $m_{1}$ and $m_{2}$ are the same root.
Either of these equations may be used to find the required multipliers. We thus find two sets of multipliers. We shall choose the first equation, as giving the simpler results.

If there be a pair of imaginary roots in the fundamental determinant, say $m_{1}=r+p \sqrt{-1}, m_{2}=r-p \sqrt{-1}$, and if $m_{3}$ be any other root, the first of equations (2) gives

$$
\left.\begin{array}{l}
A\left(x_{1} x_{3}\right)(r+p \sqrt{-1}) m_{3}=C\left(x_{1} x_{3}\right)  \tag{3}\\
A\left(x_{2} x_{3}\right)(r-p \sqrt{-1}) m_{3}=C\left(x_{2} x_{3}\right)
\end{array}\right\} .
$$

Remembering that $A$ and $C$ are linear functions, we see that these give by addition and subtraction

$$
\left.\begin{array}{l}
A\left(X_{1}^{\prime} x_{3}\right) m_{3}=C\left(X_{1} x_{3}\right)  \tag{4}\\
A\left(X_{2}^{\prime} x_{3}\right) m_{3}=C\left(X_{2} x_{3}\right)
\end{array}\right\}
$$

where $X_{1} X_{1}{ }^{\prime}, X_{2} X_{2}^{\prime}$ have the meaning given to them in Art. 378.
The function $A\left(x_{1} x_{2}\right)$ may obviously be deduced from the potential $A\left(x_{1} x_{1}\right)$ by the process

$$
2 A\left(x_{1} x_{2}\right)=x_{2} \frac{d A\left(x_{1} x_{1}\right)}{d x_{1}}+y_{2} \frac{d A\left(x_{1} x_{1}\right)}{d y_{1}}+\ldots
$$

where of course $A\left(x_{1} x_{1}\right)$ (Art. 382) represents the value of $A(x x)$, or $A$ when $x_{1}, y_{1}, \& c$. have been written for $x, y, \& c$. The functions $B$ and $C$ may be treated in a similar manner.

We may now immediately deduce the proper multipliers.
Taking the solutions written down in Art. 377, let us multiply the expressions for $x, y$, \&c. by $-d C / d x,-d C / d y$, \&c., after writing $x_{1}, y_{1}$, \&c. in these multipliers for $x, y, \& c$. ; also let us multiply the expressions for $d x / d t$, \&c. by $d A / d x$, \&c., after writing $x_{1}^{\prime}$, $y_{1}^{\prime}$, \&c., for $x, y, \& c$., in these multipliers. Finally, let us add the products ; then, by virtue of the first of equations (2), the sum of every column except the first is zero.

If we have imaginary roots in the fundamental determinant, we take the solution given in Art. 378. Treating it in the same way, we see by equations (4) that all the columns disappear except the two first. Repeating the process for the second column, we again find that all the columns except the two first disappear.
384. The rule may be summed up as follows:-

Let the fundamental determinant be symmetrical, and the furces of resistance not absent. Let it be required to separate by the method of multipliers any given column from the others. The proper multipliers for the co-ordinates are the values of $\mathrm{dC} / \mathrm{dx}$, $\mathrm{dC} / \mathrm{dy}, \& c$. ., after we have substituted for $\mathrm{x}, \mathrm{y}, \& c \mathrm{c}$, in these multipliers the corresponding coefficients in the column we wish to
preserve. The proper multipliers for the velocities are the values of $-\mathrm{dA} / \mathrm{dx},-\mathrm{dA} / \mathrm{dy}$, \&c., after we have substituted for $\mathrm{x}, \mathrm{y}, \& \mathrm{c}$. in these multipliers the corresponding coefficients in the column of velocities we wish to preserve. Finally, we add the products together.

In this way we can find an equation connecting the initial values of the co-ordinates with the constant which accompanies any one column. Since these initial values are arbitrary, neither side of this equation can wholly vanish unless all the multipliers themselves vanish. Hence the coefficient of the exponential on the right-hand side cannot be zero, except in this one case.

The multipliers cannot all vanish unless the quadric functions $C$ and $A$ also vanish for some finite values of the co-ordinates. In dynamics the function $A$ is such a function of the co-ordinates as the vis viva is of the velocities. It is therefore impossible that $A$ could vanish for any finite values of the co-ordinates.
385. Example. Let us consider the equations

$$
\left.\begin{array}{l}
\left(\delta^{2}+\delta+1\right) x+\frac{1}{2}\left(\delta-\frac{3}{2}\right) y=0 \\
\frac{1}{2}\left(\delta-\frac{3}{2}\right) x+\left(\delta^{2}-\delta+\frac{1}{4}\right) y=0 .
\end{array}\right\} .
$$

It is easily seen that the determinant of the solution reduces to $m^{4}-\frac{5}{16}=0$.
We therefore have, if $m$ now stand for $\frac{1}{2} \sqrt[4]{5}$,

$$
\left.\begin{array}{rl}
\left.\begin{array}{rl}
x & =x_{1} e^{m t}+x_{2} e^{-m t}+X_{3} \cos m t+X_{4} \sin m t \\
y & =y_{1} e^{m t}+y_{2} e^{-m t}+Y_{3} \cos m t+Y_{4} \sin m t
\end{array}\right\}, \\
d x / d t & =m x_{1} e^{m t}-m x_{2} e^{-m t}+m X_{4} \cos m t-m X_{3} \sin m t \\
d y / d t & =m y_{1} e^{m t}-m y_{2} e^{-m t}+m Y_{4} \cos m t-m Y_{3} \sin m t
\end{array}\right\} .
$$

Also multiplying the equations by $x$ and $y$, and taking the halves of the coefficients of the powers of $\delta$, we have

$$
A=\frac{1}{2}\left(x^{2}+y^{2}\right), \quad C=\frac{1}{2} x^{2}-\frac{3}{4} x y+\frac{1}{8} y^{2} .
$$

Suppose we wish to find the coefficients $x_{1}, y_{1}$ in terms of the initial conditions. Following the rule, we multiply $x$ and $y$ by the differential coefficients of $C$ after we have written $x_{1}, y_{1}$ for $x, y$ in the multipliers. We multiply the velocities by minus the differential coefficients of $A$, writing in the multipliers $m x_{1}$ and $m y_{1}$ for $x$ and $y$. Finally, we add the results. Thus we have

$$
\left.\begin{array}{l}
x\left(x_{1}-\frac{3}{4} y_{1}\right)+y\left(-\frac{3}{4} x_{1}+\frac{1}{4} y_{1}\right) \\
-\frac{d x}{d t} m x_{1}-\frac{d y}{d t} m y_{1}
\end{array}\right\}=\left\{\begin{array}{l}
x_{1}{ }^{2}-\frac{3}{2} x_{1} y_{1}+\frac{1}{4} y_{1}{ }^{2} \\
-m^{2}\left(x_{1}{ }^{2}+y_{1}{ }^{2}\right)
\end{array}\right\} e^{m t} .
$$

Putting $t=0$, and giving $x, y$ and their velocities their known initial values, we have one equation to find the constants $x_{1}, y_{1}$. Their ratio,

$$
\frac{y_{1}}{x_{1}}=-\frac{m^{2}+m+1}{\frac{1}{2}\left(m-\frac{3}{2}\right)}, m=\frac{1}{2} \sqrt[4]{5}
$$

being known from the first equation, we easily find both $x_{1}$ and $y_{1}$.
If we wish to find the coefficients of the trigonometrical terms, we use two sets of multipliers, because the two imaginary exponentials have become mixed up together in the trigonometrical term; or we may replace them by their imaginary exponentials, and find the coefficients of either by one set of multipliers. Taking the first alternative, one set of multipliers will be respectively

$$
X_{3}-\frac{3}{4} Y_{3}, \quad-\frac{3}{4} X_{3}+\frac{1}{4} Y_{3}, \quad-m X_{4}, \quad-m Y_{4} .
$$

The other set will be

$$
X_{4}-\frac{3}{4} Y_{4}, \quad-\frac{3}{4} X_{4}+\frac{1}{4} Y_{4}, \quad+m X_{5}, \quad+m Y_{3}
$$

386. Prop. B.-To determine the multipliers when the fundamental determinant is symmetrical and the forces of resistance absent.

This proposition is really included in the last. But as the absence of the function $B$ introduces great simplification, it is worth while to consider this case separately.

Since the forces of resistance are absent, none but even powers of $\delta$ enter into the equations. Hence for every root of the fundamental determinant there is another equal in magnitude but contrary in sign. If $A$ and $C$ are one-signed functions, and have the same sign, these roots are of the form $\pm p \sqrt{ }-1$. Choosing this as the type, we may write the equations of Art. 378 in the form

$$
\begin{aligned}
x & =X_{1} \cos p t+X_{2} \sin p t+x_{3} e^{m_{3} t}+\ldots \\
\& c . & =\& c . \\
d x / d t & =X_{1}^{\prime} \cos p t+X_{2}^{\prime} \sin p t+x_{3}^{\prime} e^{m_{3} t}+\ldots \\
\& c . & =\& c .
\end{aligned}
$$

Here, unless there be equal roots, we have

$$
\frac{X_{2}}{X_{1}}=\frac{Y_{2}}{Y_{1}}=\& \mathrm{c} .=\frac{X_{1}^{\prime}}{-X_{2}^{\prime}}=\frac{Y_{1}^{\prime}}{-Y_{2}^{\prime}}=\& \mathrm{c} .=H
$$

because the ratios of the coefficients of any exponential are expressed by the minors of the fundamental determinant, and these, containing only even powers of $m$, are the same when the exponents are equal in magnitude but contrary in sign.

Here $H$ will stand for the constant in the second column on the right-hand side of the equations, the constant in the first column being included as a factor in $X_{1}, Y_{1}, \& c ., X_{2}{ }^{\prime}, Y_{2}{ }^{\prime}$, \&c.

Since the function $B$ is zero, the equations (2) of Art. 383 reduce to $\quad A\left(x_{1} x_{2}\right)=0, \quad C\left(x_{1} x_{2}\right)=0$, except when $m_{1}= \pm m_{2}$. For a pair of imaginary roots such as $m_{1}=r+p \sqrt{-1}, m_{2}=r-p \sqrt{-1}$, combined with a third root $m_{3}$, we have (exactly as in that article)

$$
\left.\left.\begin{array}{ll}
A\left(\mathrm{X}_{1} x_{3}\right)=0 \\
A\left(X_{2} x_{3}\right)=0
\end{array}\right\}, \quad \begin{array}{l}
C\left(X_{1} x_{3}\right)=0 \\
\hline
\end{array}\right\} .
$$

387. We may use either the function $A$ or the function $C$ to supply the proper multipliers. We thus find two sets of multipliers. Which we should choose depends on the forms of $A$ and $C$.

If either of these functions contain only the squares of the co-ordinates, i.e. if it be of the form

$$
a x^{2}+b y^{2}+c z^{2}+\ldots
$$

it is clear that its differential coefficients will be much simpler than if the terms containing the products of the co-ordinates were also present. The multipliers are indicated by these differential coefficients, and will therefore also be simpler. That
function is therefore to be chosen which has the fewest terms containing the products of the co-ordinates.

Choosing the function $A$, we have the following rule to find the multipliers. Let it be required to separate from the others any particular oscillation-say the two columns containing the phase $p t$. The proper multipliers for the co-ordinates $\mathrm{x}, \mathrm{y}, \& \mathrm{c}$. are the values of $\frac{\mathrm{dA}}{\mathrm{dx}}, \frac{\mathrm{dA}}{\mathrm{dy}}$, \&c., after we have substituted for $\mathrm{x}, \mathrm{y}$, \&c. in these multipliers the coefficients of either of the columns containing the phase pt. Adding these products, we have one equation from which all the oscillations except the one to be preserved have disappeared. The same multipliers may now be used for the velocities, and thus by a second addition we obtain another equation of the same kind.

The two equations thus obtained may be written thus:-

$$
\begin{gathered}
x \frac{d A\left(X_{1} X_{1}\right)}{d X_{1}}+\& c .=2 A\left(X_{1} X_{1}\right)\{\cos p t+H \sin p t\} \\
\frac{d x}{d t} \frac{d A\left(X_{1} X_{1}\right)}{d X_{1}}+\& c .=2 A\left(X_{1} X_{1}\right)\{H p \cos p t-p \sin p t\}
\end{gathered}
$$

Putting $t=0$ either before or after using the multipliers, we have two equations to determine $H$ and the other constant included in $X_{1}, Y_{1}, \& c$.
388. A rule to find the functions $A$ and $C$ when the differential equations are known has already been given in Art. 382. But in using Lagrange's method it is sometimes more convenient to refer to the expression for the Vis Viva and the Force Function from which these equations have been derived. Referring to Vol. I. we see that the Vis Viva is

$$
2 T=A_{11} x^{\prime 2}+2 A_{12} x^{\prime} y^{\prime}+\ldots
$$

Thus the function $A$ is derived from $T$ by merely dropping the accents from the co-ordinates. The function $C$ is of course the same as the function $U_{0}-U$ as defined in Vol. I.
389. Prop. C.-To determine the multipliers when the forces of resistance are absent but the determinant is skewed by the centrifugal forces.

Referring to the equations of motion in Art. 377, we form the determinant which we have called the fundamental determinant. It is unnecessary to write this determinant, as its form is evident from the merest inspection of the equations. It is also given at length in Art. 112.

If in this determinant we write $-\delta$ for $\delta$, the rows of the new determinant are the same as the columns of the old, so that the determinant is unaltered. When expanded, the determinant will contain only even powers of $\delta$, and therefore its roots enter in
pairs. We shall therefore take as our standard form of solution, instead of that in Art. 378, the expressions

$$
\left.\begin{array}{rl}
x & =X_{1} \cos p t+X_{2} \sin p t+x_{3} e^{m_{3} t}+\ldots \\
y & =Y_{1} \cos p t+Y_{2} \sin p t+y_{3} e^{m_{3} t}+\ldots \\
\& c . & =\& c . \\
d x / d t & =X_{1}^{\prime} \cos p t+X_{2}^{\prime} \sin p t+x_{3}^{\prime} e^{m_{3} t}+\ldots \\
d y / d t & =Y_{1}^{\prime} \cos p t+Y_{2}^{\prime} \sin p t+y_{3}^{\prime} e^{m_{3} t}+\ldots .(1) ; \\
\& c . & =\& c .
\end{array}\right\} \ldots \ldots .(2) ;
$$

Here the first two columns represent the most common form of a principal oscillation, and the third column represents any other form. When the centrifugal forces (i.e. the terms depending on $E$ ) are present, the minors of the fundamental determinant do not contain only even powers of $\delta$. It follows that the coefficients in the second column do not necessarily bear a uniform ratio to those in the first column.

Since the function $B$ is absent, we have by Art. 382, the equations ${ }^{\circ}$

$$
\left.\begin{array}{l}
A\left(x_{1} x_{2}\right) m_{1}+C\left(x_{1} x_{2}\right) \frac{1}{m_{1}}=E\left(x_{1} y_{2}\right) \\
A\left(x_{1} x_{2}\right) m_{2}+C\left(x_{1} x_{2}\right) \frac{1}{m_{2}}=-E\left(x_{1} y_{2}\right) \tag{3}
\end{array}\right\}
$$

Adding these to eliminate the functional symbol $E$, we find

$$
\begin{equation*}
A\left(x_{1} x_{2}\right) m_{1} m_{2}^{\prime}+C\left(x_{1} x_{2}\right)=0 . \tag{4}
\end{equation*}
$$

except when $m_{1}=-m_{2}$.
We notice also, that by Art. 382,

$$
\left.\begin{array}{l}
A\left(x_{1} x_{1}\right) m_{1}^{2}+C\left(x_{1} x_{1}\right)=0  \tag{5}\\
A\left(x_{2} x_{2}\right) m_{2}^{\varepsilon}+C\left(x_{2} x_{2}\right)=0
\end{array}\right\} .
$$

We might also eliminate the function $A$ or $C$ from the equations (3) instead of the function $E$, and in each case we may deduce a rule to find the multipliers; but the simplest rule is found by eliminating the function $E$.

The formula (4) resembles that used in Art. 383, and there called (2), except in the sign of $A$. Proceeding therefore exactly as in that article, we shall deduce the corresponding rule for the multipliers.

Instead of equations (3) of Art. 383, we now have (since $r=0$ )

$$
\left.\begin{array}{r}
A\left(x_{1} x_{\mathrm{s}}\right) p \sqrt{-1} m_{\mathrm{s}}+C\left(x_{1} x_{\mathrm{s}}\right)=0  \tag{6}\\
-A\left(x_{2} x_{3}\right) p \sqrt{-1} m_{3}+C\left(x_{2} x_{3}\right)=0
\end{array}\right\} .
$$

Remembering that $A$ and $C$ are linear functions of the letters of any one suffix, these give by addition and subtraction

$$
\left.\begin{array}{l}
A\left(X_{1}^{\prime} x_{3}\right) m_{3}+C\left(X_{1} x_{3}\right)=0  \tag{7}\\
A\left(X_{2}^{\prime} x_{3}\right) m_{3}+C\left(X_{2} x_{3}\right)=0
\end{array}\right\} .
$$

where as before $X=x_{1}+x_{2}, X_{2}=\left(x_{1}-x_{2}\right) \sqrt{-1}, X_{1}^{\prime}=p X_{2}, X_{2}^{\prime}=-p X_{1}$.

Also writing $m_{1}=p \sqrt{-1}, m_{2}=-p \sqrt{-1}$ in equations (5), we find by subtraction

$$
\begin{equation*}
A\left(X_{1}^{\prime} X_{2}^{\prime}\right)+C\left(X_{1} X_{2}\right)=0 \tag{8}
\end{equation*}
$$

390. From these formulæ we now deduce the following rule to find the multipliers.

Let the forces of resistance be absent, and let the fundamental determinant be skewed by the centrifugal forces only. Let it be required to separate any principal oscillation from the others. Selecting one of the two columns which form the oscillation, the proper multipliers for the co-ordinates $\mathrm{x}, \mathrm{y}, \& \mathrm{c}$. are the values of $\frac{\mathrm{dC}}{\mathrm{dx}}, \frac{\mathrm{dC}}{\mathrm{dy}}$, \&c., after we have substituted for $\mathrm{x}, \mathrm{y}$, \&c. in these multipliers the corresponding coefficients in the column selected. The proper multipliers for the velocities are the values of $\frac{\mathrm{dA}}{\mathrm{dx}}, \frac{\mathrm{dA}}{\mathrm{dy}}$, \&c., after we have substituted for $\mathrm{x}, \mathrm{y}$, \&c. in these multipliers the coefficients corresponding to these velocities in the column selected. Finally, we add all these products together. We then repeat the process with the coefficients of the other of the two columns which form the oscillation.

By virtue of equations (5) and (8) it will be found that in each of these processes every column except one will disappear from the final summation. But we may notice a curious difference between the columns which contain real exponentials and those which contain trigonometrical expressions. If we operate with the coefficients of one of the former introduced into the multipliers, it is the companion column which does not disappear; but if we operate with the coefficients of one of the latter, it is the column whose coefficients we have used which does not disappear.
391. Example. Let us consider the equations

$$
\begin{aligned}
& \left(\delta^{2}-8\right) x+\sqrt{ } 6 \delta y=0 \\
& \left.-\sqrt{ } 6 \delta x+\left(\delta^{2}+2\right) y=0\right\} \text {. }
\end{aligned}
$$

It is easily seen that the fundamental determinant reduces to $m^{4}-16=0$. Hence we have

$$
\begin{aligned}
& \begin{array}{l}
x=X_{1} \cos 2 t+X_{2} \sin 2 t+x_{3} e^{2 t}+x_{4} e^{-2 t} \\
y=Y_{1} \cos 2 t+Y_{2} \sin 2 t+y_{3} e^{2 t}+y_{4} e^{-2 t} x_{4} e^{2},
\end{array} \\
& \begin{array}{l}
d x / d t=2 X_{1} \cos 2 t-2 X_{1} \sin 2 t+2 x_{3} e^{2 t}-2 x_{4} e^{-2 t} \\
\left.d y / d t=2 Y_{2} \cos 2 t-2 Y_{1} \sin 2 t+2 y_{3} e^{2 t}-2 y_{4} e^{-2 t}\right\} ;
\end{array} ;
\end{aligned}
$$

where

$$
\left.\left.\begin{array}{ll}
2 x_{3}=\sqrt{ } 6 y_{3} \\
2 x_{4}=-\sqrt{ } 6 y_{4}
\end{array}\right\}, \begin{array}{l}
Y_{1}=-\sqrt{ } 6 X_{2} \\
Y_{2}=\sqrt{ } 6 X_{1}
\end{array}\right\} .
$$

Also multiplying the equations (Art. 382) by $x, y$, adding and taking the halves of the coefficients of the powers of $\delta$,

$$
A=\frac{1}{2}\left(x^{2}+y^{2}\right), \quad C=\frac{1}{2}\left(-8 x^{2}+2 y^{2}\right) .
$$

The proper multipliers are indicated (Art. 390) by the formula

$$
x \frac{d C}{d x}+y \frac{d C}{d y}+\frac{d x}{d t} \frac{d A}{d x}+\frac{d y}{d t} \frac{d A}{d y}
$$

Now

$$
\frac{d C}{d x}=-8 x, \quad \frac{d C}{d y}=2 y, \quad \frac{d A}{d x}=x, \quad \frac{d A}{d y}=y .
$$

Having chosen the column whose coefficients are to be used in the multipliers, we see by Art. 390 that the proper multiplier for the first equation is minus eight times the coefficient of the column in that equation; the proper multiplier for the second equation is twice the coefficient in that equation; the proper multipliers for the third and fourth equations are the coefficients themselves in those equations.

Suppose first we wish to find $x_{4}$ and $y_{4}$, then, because the fourth column contains a real exponential, we operate with the coefficients of the companion column. The multipliers are therefore

$$
\frac{d C}{d x}=-8 x_{3}, \quad \frac{d C}{d y}=2 y_{3}, \quad \frac{d A}{d x}=2 x_{3}, \quad \frac{d A}{d y}=2 y_{3} .
$$

Hence we find

$$
-8 x_{3} x+2 y_{3} y+2 x_{3} \frac{d x}{d t}+2 y_{3} \frac{d y}{d t}=16 y_{3} y_{4} e^{-2 t}
$$

substituting for $x_{3}$ in terms of $y_{3}$ and putting $t=0$, we find

$$
-4 \sqrt{ } 6 x+2 y+\sqrt{ } 6 \frac{d x}{d t}+2 \frac{d y}{d t}=16 y_{4}
$$

which determines $y_{4}$ in terms of the initial values of the co-ordinates and their velocities.

Suppose next we wish to find $X_{1}, X_{2}$. Taking the coefficients of the first column, the multipliers are $\frac{d C}{d x}=-8 X_{1}, \frac{d C}{d y}=2 Y_{1}, \frac{d A}{d x}=2 X_{2}, \frac{d A}{d y}=2 Y_{2}$. Since these columns contain trigonometrical expressions, we know that when we operate with the coefficients of either column in the multipliers, the other column disappears. Hence, paying no attention to any column except the first, we have

$$
-8 X_{1} x+2 Y_{1} y+2 X_{2} d x / d t+2 Y_{2} d y / d t=16\left(X_{1}{ }^{2}+X_{2}{ }^{2}\right) \cos 2 t ;
$$

substituting for $Y_{1}$ and $Y_{2}$ and putting $t=0$, we find

$$
-8 X_{1} x-2 \sqrt{ } 6 X_{2} y+2 X_{2} d x / d t+2 \sqrt{ } 6 X_{1} d y / d t=16\left(X_{1}{ }^{2}+X_{2}{ }^{2}\right)
$$

Operating in the same way with the coefficients of the second column, we have

$$
-8 X_{2} x+2 Y_{2} y-2 X_{1} d x / d t-2 Y_{1} d y / d t=16\left(X_{1}{ }^{2}+X_{2}^{2}\right) \sin 2 t ;
$$

substituting as before, we have

$$
-8 X_{2} x+2 \sqrt{ } 6 X_{1} y-2 X_{1} d x / d t+2 \sqrt{ } 6 X_{2} d y / d t=0
$$

These equations determine $X_{1}$ and $X_{2}$ in terms of the initial values of $x, y$, and their differential coefficients.
392. Prop. D.-To consider the effect of equal roots on the rules already given.

When there are equal roots in the fundamental determinant, we require only some slight modification of our rules. Referring to the general solution exhibited in Art. 377, let us suppose, for example, that there are three roots equal to $m_{1}$. Regarding these as the limits of the unequal roots, $m_{1}, m_{1}+h, m_{1}+k$, we may write that solution in the form

$$
\begin{aligned}
x & =x_{1} e^{m_{1} t}+G \frac{d}{d m_{1}}\left(x_{1} e^{m_{1} t}\right)+H \frac{d^{2}}{d m_{1}^{2}}\left(x_{1} e^{m_{1} t}\right)+x_{4} e^{m_{4} t}+\ldots \\
y & =y_{1} e^{m_{1} t}+G \frac{d}{d m_{1}}\left(y_{1} e^{m_{1} t}\right)+H \frac{d^{2}}{d m_{1}^{2}}\left(y_{1} e^{m_{1} t}\right)+y_{4} e^{m_{4} t}+\ldots \\
\& \mathrm{c} . & =\& \mathrm{c}_{.} \\
\frac{d x}{d t} & =x_{1}^{\prime} e^{m_{1} t}+\frac{d}{d m_{1}}\left(x_{1}^{\prime} e^{m_{1} t}\right)+\frac{d^{2}}{d m_{1}^{2}}\left(x_{1}^{\prime} e^{m_{1} t}\right)+x_{4}^{\prime} e^{m_{4} t}+\ldots \\
\& \mathrm{c} . & =\& c .
\end{aligned}
$$

where $x_{1}^{\prime}=x_{1} m_{1}, x_{4}^{\prime}=x_{4} m_{4}, \& c$. , and $G, H$ are the two constants in addition to the one included in $x_{1}, y_{1}$, \&c.

Two questions now present themselves:-(1) When we use certain multipliers to separate a column which depends on a solitary root such as $m_{4}$, will the columns which depend on other equal roots such as $m_{1}$ (and therefore contain powers of $t$ as factors) still disappear?
(2) What multipliers must we use to separate the three columns which depend on the three equal roots from the remaining columns?
393. Taking the first of these questions, suppose we wish to separate the fourth column of the equations of Art. 392 from the others. Let us use the same multipliers as if there were no equal roots. It is obvious that, since the three first columns disappear in the general case in which $h$ and $k$ have any values, these columns must also disappear when $h$ and $k$ are indefinitely small. We therefore infer that any column which depends on a solitary root may be separated by the same rules as before.

As an example, take the rule given in Prop. A, Art. 383. To separate the fourth column, we multiply the equations by

$$
d C\left(x_{4} x_{4}\right) / d x_{4}, \& c ., \quad-d A\left(x_{4}^{\prime} x_{4}^{\prime}\right) / d x_{4}^{\prime}, \& c .
$$

and add the products. Since the three first columns must disappear, we have

$$
\left.\begin{array}{l}
C\left(x_{1} x_{4}\right)-A\left(x_{1}^{\prime} x_{4}^{\prime}\right)=0 \\
C\left(\frac{d x_{1}}{d m_{1}} x_{4}\right)-A\left(\frac{d x_{1}^{\prime}}{d m_{1}^{\prime}} x_{4}^{\prime}\right)=0 \\
C\left(\frac{d^{2} x_{1}}{d m_{1}^{2}} x_{4}\right)-A\left(\frac{d^{2} x_{1}^{\prime}}{d m_{1}^{2}} x_{4}^{\prime}\right)=0
\end{array}\right\} .
$$

The last two of these equations also follow from the first by an evident process.
394. Taking the second question, we wish to find what multipliers will separate the three first columns from the others. But these are supplied by the equations just written down. Since $m_{4}$ is any other root, and

$$
2 C\left(x_{1} x_{4}\right)=\frac{d C}{d x_{1}} x_{4}+\frac{d C}{d y_{1}} y_{4}+\ldots,
$$

we have merely to use the multipliers indicated by the coefficients of $x_{4}, y_{4}, \& c$. in these equations. The rule may be enunciated as follows:-

Multiply the equations by the proper factors for the first column, treating $\mathrm{x}_{1}, \mathrm{y}_{1}$, \&c., $\mathrm{x}_{1}{ }^{\prime}, \mathrm{y}_{1}{ }^{\prime}$, \&c. as the coefficients, and add the products. We thus have one of the three required equations. Multiply the equations by the proper factors for the second column as if $\frac{d x_{1}}{d m_{1}}, \frac{d y_{1}}{\mathrm{dm}_{1}}, \& c ., \frac{\mathrm{dx}_{1}{ }^{\prime}}{\mathrm{dm}_{1}^{\prime}}$, \&c. were the coefficients, and add the
products. We thus obtain the second equation. Lastly, multiply the equation by the proper factors for the third column as if $\frac{\mathrm{d}^{2} x_{1}}{d m_{1}^{2}}$, \&c.., $\frac{\mathrm{d}^{2} x_{1}^{\prime}}{d m_{1}^{2}}$, \&C., were the coeficients, and add the products. We thus have, on the whole, three equations to find the three constants which enter into the three first columns.

The proper factors just mentioned are those calculated from the coefficients by the rules of Prop. A or Prop. C.
395. In some cases of equal roots it is known that some of the terms with $t$ as a factor fail to introduce themselves into the solution. The number of constants is then made up by a greater indeterminateness in the coefficients which accompany the exponential. Regarding these equal roots as the limits of unequal roots, as in Art. 393, it follows that we can still use the same rules to find the multipliers. We arrange our solution in columns with one constant in each column. Then using the proper multipliers, as described above, we can separate any solitary root at once. To determine the constants which accompany the equal roots, we shall require as many sets of multipliers as there are columns with that root or its companion root.
396. 玉xample. Let us consider the equations

$$
\left.\begin{array}{l}
\left(\delta^{2}-1\right) x+y+z=0 \\
x+\left(\delta^{2}-1\right) y+z=0 \\
x+y+\left(\delta^{2}-1\right) z=0
\end{array}\right\} .
$$

It is easily seen that the fundamental determinant reduces to $\left(m^{2}-2\right)^{2}\left(m^{2}+1\right)=0$. Putting $\alpha=\sqrt{ } 2$, we write the solution in the form

$$
\left.\begin{array}{l}
x=E e^{a t}+G e^{-a t}+K \sin t+L \cos t \\
y=+\mathrm{Fe}^{a t}+e^{-a t}+K \sin t+L \cos t \\
z=-E e^{a t}-F e^{a t}-G e^{-a t}-H e^{-a t}+K \sin t+L \cos t
\end{array}\right\},
$$

where $E, F, G, H, K, L$ are the six constants to be determined.
Looking at the equations to be solved, we see that the potential functions $A$ and $C$ are given by

$$
\left.\begin{array}{l}
\left.2 C=-x^{2}-y^{2}-z^{2}+2 x y+2 y z+2 z x\right\} . \\
2 A=x^{2}+y^{2}+z^{2}
\end{array}\right\} .
$$

Following the rule indicated in Art. 387, we choose the function $A$ to operate with, because this function will supply the simplest multipliers. The proper multipliers will therefore be

$$
d A / d x=x, \quad d A / d y=y, \quad d A / d z=z
$$

where we write for $x, y, z$ the coefficients of the column under consideration. The proper multipliers are therefore the coefficients of the columns in succession.

Suppose we wish to find $K$ and $L$. The coefficients in either of these two columns are all equal. The multipliers are therefore equal. We therefore obtain, by adding the equations and putting $t=0$,

$$
x+y+z=3 L .
$$

Treating the differential coefficients in the same way (Art. 387), we have

$$
\delta x+\delta y+\delta z=3 K
$$

If we wish to find the four constants $E, F, G, H$ which are all connected with the companion roots $\pm \alpha$, we must find four equations. According to the rule, the
multipliers are the coefficients of the several columns. We thus obtain, when $t=0$,

$$
\left.\begin{array}{rl}
E x+0 y-E z & =E(2 E+2 G+F+H) \\
0 x+F y-F z & =F(E+G+2 F+2 H)
\end{array}\right\},
$$

This simple and obvious example sufficiently illustrates the method of proceeding when the proper multipliers could not be otherwise found.
397. Ex. If the differential equations are such that the fundamental determinant is symmetrical about the leading diagonal whether the forces of resistance be present or not, we have by Art. 262, $x_{1} / I_{11}\left(m_{1}\right)=y_{1} / I_{12}\left(m_{1}\right)=\& c$. $=G$, where $G$ is an arbitrary constant. There will be similar equations for the other roots of the fundamental determinant. Thence show that the operator $\Pi(m)$ on expansion takes the form

$$
G \Pi(m)=\frac{d A\left(x_{1} x_{1}\right)}{d x_{1}} \delta x+\frac{d A\left(x_{1} x_{1}\right)}{d y_{1}} \delta y+\& c .-\frac{1}{m_{1}} \frac{d C^{\kappa}\left(x_{1} x_{1}\right)}{d x_{1}} x-\frac{1}{m_{1}} \frac{d C\left(x_{1} x_{1}\right)}{d y_{1}} y-\& c .
$$

Thence deduce the forms of the multipliers given in Prop. A, Art. 383.

## Fourier's Rule.

398. Of the two important problems which occur in dynamics (Art. 376) the most common is that in which the system is oscillating about a position of equilibrium free from any forces of resistance. This of course is Lagrange's problem and the solution has been discussed in Chapter II.

It often happens that the co-ordinates chosen are such that the vis viva $2 T$ can be written in the form

$$
2 T=x^{\prime 2}+y^{\prime 2}+\ldots
$$

without any terms containing the products of the velocities. In other cases when the vis viva contains products, it may happen that the force function $U$ can be written in the form

$$
2 U=x^{2}+y^{2}+\ldots
$$

without any terms containing the products of the co-ordinates.
In either of these two cases if we follow the same line of argument as in Art. 386 we arrive at a simple rule. Taking the first case, Lagrange's equations are

$$
\left.\begin{array}{r}
\delta^{2} x+C_{11} x+C_{12} y+\ldots=0 \\
\delta^{2} y+C_{12} x+C_{22} y+\ldots=0  \tag{1}\\
\& \mathrm{c} .=0
\end{array}\right\}
$$

As in Art. 386 the solutions of these may be written in the form

$$
\left.\begin{array}{rl}
x & =X_{1} \cos p t+X_{2} \sin p t+X_{3} \cos q t+X_{4} \sin q t+\& c . \\
y & =Y_{1} \cos p t+Y_{2} \sin p t+Y_{3} \cos q t+Y_{4} \sin q t+\& c .
\end{array}\right\} .(2) .
$$

Since the equations (1) are analytically satisfied by the values of $x, y, \& c$. expressed by any one column, let us substitute for $x, y, \& c$.
the terms in the first column and multiply the resulting equations by $X_{3}, Y_{3}, \& c$. respectively. Adding these results we find after division by $\cos p t$,

$$
p^{2}\left(X_{1} X_{3}+Y_{1} Y_{3}+\ldots\right)=C_{11} X_{1} X_{3}+C_{12}\left(X_{1} Y_{3}+X_{3} Y_{1}\right)+\& c .
$$

Since the right-hand side is a symmetrical function of the coefficients of the first and third columns, we have

$$
p^{2}\left(X_{1} X_{3}+\& c .\right)=q^{2}\left(X_{1} X_{3}+\& c .\right) .
$$

It immediately follows that unless $p= \pm q$ we must have

$$
X_{1} X_{3}+Y_{1} Y_{3}+\& c .=0 \ldots \ldots \ldots \ldots \ldots \ldots . . .
$$

An exactly similar proof applies in the case in which the products are absent from the force function.

In either of these cases any column, say the first, may be separated by using as multipliers the coefficients $X_{1}, Y_{1}$, \&c. of that column. Thus we have, giving the co-ordinates $x, y$, dc. their initial values,

$$
\left.\begin{array}{rl}
x X_{1}+y Y_{1}+\& c . & =X_{1}^{2}+Y_{1}^{2}+\& c . \\
\frac{d x}{d t} X_{2}+\frac{d y}{d t} Y_{2}+\& c . & =p\left(X_{2}^{2}+Y_{2}^{2}+\& c .\right)
\end{array}\right\} .
$$

These equations lead to a rule to find the coefficient which when applied to some problems in heat or sound is usually called Fourier's Rule. This may be stated as follows. Multiply each co-ordinate by the coefficient of the cosine in the column we wish to separate and add the results together. All the other columns will disappear from this sum, leaving one equation to find the constant of integration which accompanies that cosine.

To find the constant of integration which accompanies the sine which occurs in any column, we differentiate the co-ordinates and thus turn sines into cosines. Repeating the same process as before we have an equation to find the constant. These rules are simple corollaries from that given in Art. 387.
399. It sometimes happens that the vis viva $2 T$ can be written in the form

$$
2 T=m_{1} x^{\prime 2}+m_{2} y^{\prime 2}+\ldots
$$

where $m_{1}, m_{2}, \& c$. are the constants connected with the co-ordinates $x, y, \& c$. In such a case the rule requires only a slight modification. By the same reasoning as before, we show that

$$
m_{1} X_{1} X_{3}+m_{2} Y_{1} Y_{3}+\ldots=0 .
$$

Thus the multipliers necessary to separate the first column of the values of $x, y, \& c$. from the other columns are $m_{1} X_{1}, m_{2} Y_{1}$, \&c. It will often happen that the coefficients $m_{1}, m_{2}$, \&c. are the masses of some particles connected with the co-ordinates $x, y, \& c$. Using this phraseology we have the following rule. To separate any column we multiply the co-ordinates of the several particles as before by the coefficients in that column and by the masses of the several particles. We then add these results and proceed as before.
400. The investigation we have here given of Fourier's rule is purely analytical. All we have assumed is that the values of $x, y, \& c$. satisfy certain differential equations. But we may also give a physical meaning to the process and show that we have really been using the principle of Virtual Velocities.

It has been shown in the first volume that that general principle may be analytically represented by the equation

$$
\left(\frac{d}{d t} \frac{d T}{d x^{\prime}}-\frac{d U}{d x}\right) \xi+\left(\frac{d}{d t} \frac{d T}{d y^{\prime}}-\frac{d U}{d y}\right) \eta+\& c .=0
$$

where $\xi, \eta$, \&c. are any small arbitrary variations of the co-crdinates $x, y, \& c$ consistent with the geometrical conditions.

Let us suppose the system to be performing any principal oscillation, say the one represented by the first column in the values of $x, y$, \&c. Let us take as the arbitrary variation of the co-ordinates, a displacement along any other principal oscillatinn, say the one represented by the third column in the expressions for $x, y, \& c$. This variation is consistent with the geometrical conditions since the two oscillations might coexist in the same motion.

In this case $\xi, \eta$, \&c. are proportional to $X_{3}, Y_{3}, \& c$. After substituting for $x, y$, \&c. their values as given by the terms in the first column and dividing by cos $p t$, the equation becomes

$$
-p^{2}\left(X_{1} X_{3}+Y_{1} Y_{3}+\ldots\right)=C_{11} X_{1} X_{3}+C_{12}\left(X_{1} Y_{3}+X_{3} Y_{1}\right)+\& c .
$$

Since the right-hand side is a symmetrical function of the coefficients of the first and third columns, we immediately have, as before, $\quad X_{1} X_{3}+Y_{1} Y_{3}+\ldots=0$, except when $p$ and $q$ are numerically equal.

Lagrange shows how to find the constants of integration in certain cases in Sect. vi. of the second part of his Mécanique Analytique. Poisson devotes Chapters vir. and viri. of his Théorie de la Chaleur to an explanation of the method of expressing arbitrary functions in a series of sines and cosines. Another treatment of Fourier's rule is given in Arts. 93 and 94 of Lord Rayleigh's Theory of Sound.

The reader may consult two papers by the author on the several subjects discussed in this Chapter. The first is in No. 75 of the Quarterly Journal of Pure and Applied Mathematics, 1883. The second may be found in the Proceedings of the London Mathematical Society for the same year. The solutions also of many of the examples given in this Chapter may be found in these two papers.

## CHAPTER IX.

## APPLICATIONS OF THE CALCULUS OF FINITE DIFFERENCES.

## Solution of Problems.

401. In the first section of this chapter we propose, by the consideration of some examples, to show how the Calculus of Finite Differences may be applied to the solution of dynamical problems. In the second section we shall examine a few remarkable points in the theory of such oscillations.

The calculus of finite differences may be used when the system contains a great many oscillatory bodies arranged in some order. Perhaps there are so many that to write down all their equations of motion individually would be impossible. If however there be a sufficient amount of similarity between the motions of successive bodies taken in order, it may be possible by writing down a few equations of differences to include all the equations of motion. To show how this can be done we shall begin with the following problem.
402. Ex. A string of length $(\mathrm{n}+1) \mathrm{l}$, and insensible mass, stretched between two fixed points with a force T , is loaded at intervals 1 with n equal masses m not under the influence of gravity and is slightly disturbed; if $\mathrm{T} / \mathrm{Im}=\mathrm{c}^{2}$, prove that the periodic times of the simple transversal vibrations which in general coexist are given by the formula ( $\pi / \mathrm{c}$ ) cosec $\mathrm{i} \pi / 2(\mathrm{n}+1)$ on putting in succession $i=1,2,3 \ldots n$.


Let $A, B$ be the fixed points; $y_{1}, y_{2}, \ldots y_{n}$ the ordinates at time $t$ of the $n$ particles. The motion of the particles parallel to $A B$ is of the second order, and hence the tensions of all the strings must be equal, and in the small terms we may put this tension
equal to T. Consider the motion of the particle whose ordinate is $y_{k}$. The equation of motion* is

$$
\begin{align*}
& m \frac{d^{2} y_{k}}{d t^{2}} \\
&=\frac{y_{k+1}-y_{k}}{l} T-\frac{y_{k}-y_{k-1}}{l} T ;  \tag{1}\\
& \therefore \frac{d^{2} y_{k}}{d t^{2}}=c^{2}\left(y_{k+1}-2 y_{k}+y_{k-1}\right) \ldots \ldots
\end{align*}
$$

Now the motion of each particle is vibratory, we may therefore expand $y_{k}$ in a series of the form

$$
\begin{equation*}
y_{k}=\Sigma L \sin (p t+\omega) \tag{2}
\end{equation*}
$$

where $\Sigma$ implies summation for all values of $p$.
As there may be a term of the argument pt in every $y$, let $L_{1}, L_{2}, \ldots$ be their respective coefficients. Then substituting, we have

$$
\begin{equation*}
L_{k+1}-2 L_{k}+L_{k-1}=-\frac{p^{2}}{c^{2}} L_{k} \tag{3}
\end{equation*}
$$

To solve this linear equation of differences we follow the usual rule. Putting $L_{k}=A a^{k}$, where $A$ and $a$ are two constants, we get after substitution and reduction $a-2+1 / a=-(p / c)^{2}$, or

$$
\begin{gathered}
\sqrt{ } a-\frac{1}{\sqrt{ } a}=\frac{p}{c} \sqrt{-1}, \text { and } \sqrt{ } a+\frac{1}{\sqrt{ } a}= \pm 2\left\{1-\left(\frac{p}{2 c}\right)^{2}\right\}^{\frac{1}{2}} \\
\therefore \sqrt{ } a= \pm\left\{1-\left(\frac{p}{2 c}\right)^{2}\right\}^{\frac{1}{2}}+\frac{p}{2 c} \sqrt{-1}
\end{gathered}
$$

Let these roots be called $\alpha$ and $\beta$, then

$$
L_{k}=A \alpha^{k}+B \beta^{k}
$$

is a solution, and since it contains two arbitrary constants it is the general solution.

The constants $A, B, \alpha, \beta$ are the same for all the particles, but not necessarily the same for all the trigonometrical terms defined by the different values of $p$. When we wish to discuss the properties of any particular $A$ and $B$ we write as a suffix the letter $p$ by which they are distinguished.
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The term distinguished by $p=0$ requires some further consideration. In this term the two values of $a$ viz. $\alpha$ and $\beta$ are each equal to unity, and the solution of equation (3) loses one of its arbitrary constants. But this defect is easily cured by following the usual rules for treating equations of differences. We have in that case $L_{k}=A_{0}+B_{0} k$.

The term distinguished by $p=2 c$ also presents some peculiarity. In this term the two values of $a$ are each equal to -1 . We have therefore

$$
L_{k}=\left(A_{20}+B_{20} k\right)(-1)^{k} .
$$

Summing up, the solution of equation (1) may be written at length

$$
\begin{align*}
y_{k}=A_{0} & +B_{0} k+\left(A_{2 c}+B_{2} k\right)(-1)^{k} \sin \left(2 c t+\omega_{2 c}\right) \\
& +\Sigma^{( }\left(A_{p} x^{k}+B_{p} \beta^{k}\right) \sin \left(p t+\omega_{p}\right) \cdots \cdots \cdots \cdots \tag{4}
\end{align*}
$$

where the $\Sigma$ implies summation for all existing values of $p$. We know from the theory of equations of differences that the first four terms in this expression are really included in the last as the limiting case of the terms distinguished by $p=0$ and $p=2 c$. Unless therefore we wish to call attention to these terms, they may be omitted in the expression for $y_{k}$.
403. The equation (1) represents the motion of every particle except the first and last. In order that it may represent these also it is necessary to suppose that $y_{0}$ and $y_{n+1}$ are both zero though there are no particles corresponding to the values of $k$ equal to 0 and $n+1$. With this understanding the solution (4) will represent the motion of every particle from $k=1$ to $k=n$.
404. Since $y=0$ when $k=0$ for all values of $t$ every term in the series (4) must vanish; $\therefore A_{0}=0, A_{2 c}=0$ and $A_{p}+B_{p}=0$. Also $y=0$ when $k=n+1$ for all values of $t, \therefore B_{0}=0, B_{20}=0$ and $A_{p} x^{n+1}+B_{p} \beta^{n+1}=0$. These equations give $a^{n+1}=\beta^{n+1}$. If $p$ be greater than $2 c$ the ratio of $\alpha$ to $\beta$ is real and different from unity. Hence we must have $p$ less than 2c. Let then

$$
p / 2 c=\sin \theta, \therefore a=\cos 2 \theta \pm \sin 2 \theta \sqrt{ }-1
$$

Hence by what has been proved before

$$
\begin{gathered}
(\cos 2 \theta+\sin 2 \theta \sqrt{ }-1)^{n+1}=(\cos 2 \theta-\sin 2 \theta \sqrt{ }-1)^{n+1} ; \\
\therefore \sin 2(n+1) \theta=0 ; \quad \therefore \theta=i \pi / 2(n+1)
\end{gathered}
$$

and the complete period of any term is $P=2 \pi / p=\pi c / \sin \theta$. The letter $i$ indicates any integer, but since $p=2 c \sin \theta$, we see it is necessary to consider only the integers from $i=1$ to $i=n$.
405. In forming the differential equation (1) we have supposed. the distance $l$ between any two successive particles to be unaltered. This will practically be the case if $y_{k}-y_{k-1}$ be small compared with the distance $l$. This limitation however does not prevent us from enquiring what would be the effect of reducing
the masses of all the particles and placing them proportionally closer, so that the total mass per unit of length is unaltered. The restriction is that the inclinations of the strings must still be sufficiently small. The interest of this change is that the closer the particles are placed the more nearly does the system approach to that of a uniform string stretched between the two fixed points $A$ and $B$.

Let us represent by $\rho$ the mass per unit of length, then $c^{2} l^{2}=T l / m=T / \rho$. Put $a=c l$, then $a$ is equal to the square root of the ratio of the tension to the mass of a unit of length. Thus $a$ is unaltered by any of these changes of the particles.

If the length of the string $A B$ be $L$ we have $L=(n+1) l$. If $n$ be very great we find $p=2 c \sin \theta=a i \pi / L$ very nearly.

Thus the notes sounded by a string loaded with small particles at short intervals are such that their periods are given by $P=2 L / a i$. The note given by $i=1$ is called the fundamental note, those given by the higher integer values of $i$ are called the harmonics.
406. Determination of Constants. If we express $\alpha$ and $\beta$ in terms of $\theta$ and substitute these in equation (4) we find the typical equation

$$
y_{k}=\Sigma E_{i} \sin 2 k \theta \cos (2 c t \sin \theta)+\Sigma F_{i} \sin 2 k \theta \sin (2 c t \sin \theta) \ldots \ldots \ldots \ldots(5),
$$

where $E_{i}$ and $F_{i}$ have been written for $2 A_{p} \sin \omega_{p} \sqrt{ }-1$ and $2 A_{p} \cos \omega_{p} \sqrt{ }-1$. As before $\theta=i \pi / 2(n+1)$ and the symbol $\Sigma$ implies summation for all values of $i$ from $i=1$ to $i=n$. This equation has $n$ terms and thus we have $2 n$ arbitrary constants, viz. $E_{1}, E_{2} \ldots E_{n}$ and $F_{1}, F_{2} \ldots F_{n}$. These have to be determined from the known initial values of the $n$ co-ordinates $y_{1}, y_{2} \ldots y_{n}$ and of their initial velocities $y_{1}^{\prime}, y_{2}^{\prime} \ldots y_{n}{ }^{\prime}$.

Since $k$ may have any value from $k=1$ to $k=n$ the typical equation (5) represents as many equations as there are particles. We may imagine these to be written down one under another exactly as described in Chap. viri. Art. 379. To find the constant $E_{i}$ which runs through all the terns in any one column we use the multiplier to separate that column from the others. To find this multiplier we write down the vis viva of the system which in our case is $2 T=\Sigma m y_{k}{ }^{2}$. According to the rule given in Chap. viri. Art. 387 or Art. 399, the proper multiplier for the equation giving $y_{k}$ is fonnd by differentiating $T$ with regard to $y_{k}^{\prime}$ and substituting for $y_{k}{ }^{\prime}$ the coefficient of the oscillation we wish to separate. The differentiation in our case is $m y_{k}^{\prime}$. The proper multipliers to separate the two columns distinguished by any value of $i$ are therefore $m E_{i} \sin 2 k \theta$ and $m F_{i} \sin 2 k \theta$. Thus we find after division by common factors

$$
\begin{aligned}
& \Sigma\left\{y_{k} \sin 2 k \theta\right\}=\frac{1}{2} E_{i}(n+1) \\
& \left.\Sigma\left\{y_{k}^{\prime} \sin 2 k \theta\right\}=\frac{1}{2} F_{i}(n+1) 2 c \sin \theta\right\} .
\end{aligned}
$$

Here we have written on the right hand side for $\Sigma(\sin 2 k \theta)^{2}$ its value $\frac{1}{2}(n+1)$ which is easily found by ordinary trigonometrical processes.

These equations determine the values of $E_{i}$ and $F_{i}$ for any particular value of $i$. On the left hand side the co-ordinates $y_{1}, y_{2}, \& c$. and the velocities $y_{1}{ }^{\prime}, y_{2}^{\prime}$, \&c. are supposed to have their initial values, and the symbol $\Sigma$ implies summation for all values of $k$ from $k=1$ to $k=n$, the value of $i$ included in $\theta$ being given.
407. Ex. 1. A string of length $2(n+1) l$ is stretched between two fixed points $A$ and $B$ as before and loaded with $2 n+1$ particles at distances apart each equal to $l$. Taking the origin at the middle particle, let the particles from $k=-\epsilon$ to
$k=+\epsilon$ be initially displaced so that $y_{k}=C \sin k \pi / \epsilon$. Let all the other particles be in their undisturbed positions in the straight line $A B$, so that $y_{k}=0$ for all values of $k$ not comprised between the limits $\pm \epsilon$. Let also the system start from rest. Then by proceeding as explained in the last article, we find that the motion is given by

$$
y_{k}=\Sigma E_{i} \sin 2 k \theta \cos (2 c t \sin \theta)
$$

where

$$
\theta=\frac{i \pi}{2(n+1)}, \quad E_{i}=\frac{C \cos i \pi}{2(n+1)} \frac{\sin 2 \epsilon \theta \sin \pi / \epsilon}{\sin ^{2} \pi / 2 \epsilon-\sin ^{2} \theta} .
$$

Ex. 2. A string of length $(n+1) l$ is stretched between two fixed points $A$ and $B$ and loaded with $n$ particles at distances each equal to $l$. The extremity $A$ defined by $k=0$ is suddenly moved a small space equal to $y_{0}$ at right angles to the original position of the string and is there kept fixed. The motion of the $k^{\text {th }}$ particle is given by

$$
y_{k}=y_{0}\left(1-\frac{k}{n+1}\right)-\Sigma \frac{y_{0}}{n+1} \cot \theta \sin 2 k: \theta \cos (2 c t \sin \theta)
$$

where $\theta=i \pi / 2(n+1)$, and the symbol $\Sigma$ implies summation for all values of $i$ from $i=1$ to $n$.

To prove this we have the following conditions; (1) for all values of $t$ we have $y_{k}=y_{0}$ when $k=0$, and $y_{k}=0$ when $k=n+1$. These give $B_{0}=y_{0}$ and $A_{0}(n+1)=-y_{0}$, (2) when $t=0$ we have $y_{k}=0$ for all values of $k$ except $k=0$.
408. Agitation of one extremity. When one extremity of the string of particles is agitated according to any given law, a slight modification of the solution given in Art. 402 will enable us to find the motion. Let us suppose that the extremity A, defined by $k=0$, is agitated so that its motion is continuously given by $y_{0}=C \sin \mu t$ it is required to find the motion of the particles.

We may notice that it is sufficient for our present purpose that the law of agitation, however complicated, can be represented by a finite series of terms of this form. The resultant motion of any particle is then found by compounding together the motions due to the several terms of the series.

The motion of the string of particles may be regarded as made up of two separate oscillatory motions. There are (1) the forced oscillation whose period is the same as that of agitating force, and (2) the free oscillations whose periods are the same as those found in Art. 404 when the two extremities of the string were fixed. Our present object is to find the former of these.

Proceeding as before, we have by equation (4)

$$
y_{k}=A_{0}+B_{0} k+\left(A_{20}+B_{2 k} k\right)(-1)^{k} \sin \left(2 c t+\omega_{2 c}\right)+\Sigma\left(A_{p} a^{k}+B_{p} \beta^{k}\right) \sin \left(p t+\omega_{p}\right) .
$$

Since $y_{k}=C^{\gamma} \sin \mu t$ when $k=0$ we have $p=\mu, \omega_{p}=0$ in the forced vibration. Also unless $\mu=0$ or $2 c$ we have $A_{0}=0, A_{20}=0$. Again, $y_{k}=0$ when $k=n+1$, hence $B_{0}=0, B_{2}=0$ and the forced vibration is given by

$$
A_{\mu}+B_{\mu}=C, \quad A_{\mu} a^{n+1}+B_{\mu} \beta^{n+1}=0
$$

where $\alpha$ and $\beta$ are the two values of $a$ given by

$$
\sqrt{ } u= \pm\left\{1-\binom{\mu}{2_{c}^{-}}^{2}\right\}^{\frac{1}{2}}+\frac{\mu}{2 c} \sqrt{2 c}-1 .
$$

409. If $\mu$ be greater than $2 c$, let $\mu=2 c / \sin \phi$, and all possible cases are included if we suppose $\phi$ to lie between 0 and $\frac{1}{2} \pi$. Making the necessary substitutions we find for the forced oscillation

$$
y_{k}=\frac{\left(\tan \frac{1}{2} \phi\right)^{2(n+1-k)}-\left(\cot \frac{1}{2} \phi\right)^{2(n+1-k)}}{\left(\tan \frac{1}{2} \phi\right)^{2(n+1)}-\left(\cot \frac{1}{2} \phi\right)^{2(n+1)}} \cdot(-1)^{k} C \sin \mu t \ldots(1) .
$$

If the string be very long we have $n$ infinite, and this expression takes the simpler form

$$
\begin{equation*}
y_{k}=\left(\tan \frac{1}{2} \phi\right)^{2 k}(-1)^{k} C \sin \mu t . \tag{2}
\end{equation*}
$$

The first of these two expressions applies to a finite string of particles and is clearly made up of two expressions like the latter, the coefficients being such that the displacements of $A$ and $D$ are respectively $C \sin \mu t$ and zero. The motion has therefore been analysed as the resultant of two motions each of which is represented by equation (2).
410. If $\mu$ be less than $2 c$, let $\mu=2 c \sin \psi$, the forced vibration then becomes

$$
\begin{equation*}
y_{k}=\frac{\sin 2(n+1-k) \psi}{\sin 2(n+1) \psi} C \sin \mu t \tag{3}
\end{equation*}
$$

This can be written in the form

$$
\begin{equation*}
y_{k}=\frac{C \cos [\mu t-2(n+1-k) \psi]}{2 \sin 2(n+1) \psi}-\frac{C \cos [\mu t+2(n+1-k) \psi]}{2 \sin 2(n+1) \psi} . . \tag{4}
\end{equation*}
$$

Taking the first of these two terms by itself we see that after a time $T$ given by $\mu T=2 \psi$, the term is unaltered if we write $k-1$ for $k$. This term therefore represents a wave which travels the space between one particle and the next in the time $T$. In the same way the second term represents a wave which travels with the same velocity in the opposite direction.
411. Two kinds of possible motion. Attention should be particularly directed to the great difference between the two kinds of oscillatory motions. If the period of the agitating force, viz. $2 \pi / \mu$ be long enough to make $\mu<2 c$, the forced oscillation transmitted to the string of particles is formed by the superposition of two waves which travel in opposite directions without change of magnitude. Thus the particles near the further extremity $B$ of the string may be as greatly agitated as those near the point of application of the force. Suppose $\psi=\pi / 2 q$ where $q$ is some integer, then by (3) every $q$ th particle counting from the further extremity $B$ is permanently at rest and forms a node. The strings of particles between these successive nodes form equal loops which are alternately on one side and the other of the straight line $A B$.

Let us now compare this state of motion with that which results from the agitating force when its period is so short that
$\mu>2 c$. In this case no motion in the nature of a wave is transmitted along the string. Taking the case of a very long string the particles are alternately on opposite sides of $A B$, while their displacements form a series in geometrical progression. Thus the displacements of the particles are less and less the more remote they are from the agitating force.
412. The transition from the one kind of motion to the other is easily understood by supposing the period of the agitating force to grow gradually less and less until it passes the critical value. It is clear that $\sin \psi$ will increase but it cannot become greater than unity. The number of particles, viz. $q-1$ between two successive nodes decreases and finally vanishes when $\psi=\frac{1}{2} \pi$. But since no further decrease is possible the motion changes its character.

The expressions (1) and (3) both assume the form $0 / 0$ when $\phi=\psi=\frac{1}{2} \pi$. The motion in the transitional state may be deduced from either of these expressions by the usual rules in the differential calculus. But we see independently by Art. 402 that it is given by

$$
y_{k}=(A+B k)(-1)^{k} \sin 2 c t .
$$

Since $y_{k}=C \sin 2 c t$ when $k=0$ and $y_{k}=0$ when $k=n+1$, we easily find $\quad y_{k}=\{1-k /(n+1)\}(-1)^{k} C \sin 2 c t$.
413. Discontinuous agitating force. When the agitation communicated to the extremity $A$ is not continuous, but acts for a short time only, the resulting motion may be found by the method of the superposition of small motions.

Thus if the extremity $A$ be suddenly moved at the time $t=0$ a short distance $y_{0}$ at right angles to $A B$, the resulting motion has been found in Ex. 2, Art. 407. Let us represent this motion by $y_{k}=y_{0} f(k, t)$. After a time $t=u$ has elapsed, let the extremity $A$ receive another displacement $Y_{0}$, the rest of the string being undisturbed. If we superimpose these two motions we obtain

$$
y_{k}=y_{0} f(k, t)+Y_{0} f(k, t-u) .
$$

At the time $t=u$, the second function and its differential coefficient with regard to $t$ both vanish for all values of $k$ from $k=1$ to $k=n+1$. Thus the initial conditions of motion at this time are expressed by the first function. This equation therefore represents the motion produced by these two disturbances for all time from $t=u$ to $t=\infty$.

Generalizing this, we see that if the extremity $A$ be moved according to any law say $y_{0}=F(t)$ for a time extending from $t=0$ to $t=\gamma$, then the motion of the string is given by

$$
y_{k}=\int_{0}^{\gamma} F^{v}(u) f(k, t-u) d u
$$

for all time extending from $t=\gamma$ to $t=\infty$.
Since the agitating force ceases to act after the time $t=\gamma$ it is clear that the motion of the string after this time is made up of the free vibrations belonging to a string of particles having each end fixed. Accordingly, if we substitute for the function $f(k, t-u)$ its value given in Art. 407, we see that this expression for $y_{k}$ consists of $n$ oscillations whose periods are the same as those already found in Art. 404. Their phases and magnitudes depend on the action of the agitating force.
414. Ex. Let the extremity $A$ of the string of particles already described be moved so that $y_{0}=C \sin \mu t$ for a time extending from $t=0$ to $t=\pi / \mu$. Supposing the extremities to remain at rest for all subsequent time, prove that the motion of the $k^{\text {th }}$. particle is given by

$$
y_{k}=\Sigma \frac{4 C \mu \cos \theta \sin 2 k \theta}{n+1} \cdot \frac{\sin \left[2 c \sin \theta\left(t-\frac{\pi}{2 \mu}\right)\right] \cos \left[\frac{c \pi}{\mu} \sin \theta\right]}{\mu^{2}-4 c^{2} \sin ^{2} \theta}
$$

where $\theta=i \pi / 2(n+1)$ and the $\Sigma$ implies summation for all integer values of $i$ from $i=1$ to $n+1$.
415. Analysis by waves. There is another method of arranging the solution of the equation of motion given in Art. 402 which has the advantage of enabling us to analyse the motion by waves instead of by Lagrangian elements, see Art. 85. Writing $\delta$ for $d / d t$ as usual the equation of motion becomes

$$
\begin{equation*}
y_{k+1}-2 y_{k}+y_{k-1}=\frac{\delta^{2}}{c^{2}} y_{k} \tag{1}
\end{equation*}
$$

Treating the operator on the right-hand side as a constant, we proceed to solve the equation of differences in the manner already explained in Art. 402. The two constants $A$ and $B$ are now functions of $t$. Hence if we put
we have

$$
\begin{align*}
& \Omega=\left\{1+\left(\frac{\delta}{2 c}\right)^{2}\right\}^{\frac{1}{2}}-\frac{\delta}{2 c}  \tag{2}\\
& y_{k}=\Omega^{2 k} f(t)+\Omega^{-2 k} F(t)
\end{align*}
$$

This is a symbolical solution of the equation of differences with its two arbitrary functions $f(t)$ and $F(t)$. When the forms of these functions are given, the operation represented by $\Omega$ can be performed and a solution of the equations of differences will be found.
416. To obtain one interpretation of this symbolical solution let us suppose the functions $f(t)$ and $F(t)$ can be expressed in a series whose general term is $A \cos (2 c \sin \theta t+\omega)$, where $\theta$ is the parameter whose value distinguishes any term of the series from another. All cases are clearly included if we suppose $\theta$ to lie between the limits 0 and $\frac{1}{2} \pi$.

Since the radical in the operator $\Omega$ contains only even powers of $\delta$, we obtain the result of its operation by writing $-(2 c \sin \theta)^{2}$ for $\delta^{2}$, see Art. 265. We therefore find

$$
\Omega \cos (2 c \sin \theta t+\omega)=\cos (2 c \sin \theta t+\omega-\theta) .
$$

Repeating this process $2 k$ times we have

$$
y_{k}=\Sigma A \cos (2 c \sin \theta t+\omega-2 k \theta)+\Sigma B \cos (2 c \sin \theta t+\omega+2 k \theta)
$$

If we take by itself any one term of the first series we see that if we write for $k$, $k+1$ and for $t, t+T$ where $T$ is given by $c \sin \theta T=\theta$, the term is unaltered. Hence (exactly as in Art. 87) any one term represents a wave which travels the space between one particle and the next in the time $T$. In the same way the corresponding term of the second series represents a wave which travels in the opposite direction with the same velocity.

Each term of either series represents a wave. Each wave travels with a uniform velocity but the different waves have different velocities. Consider the wave defined by any given value of $\theta$, and let $a=c l$. If $v$ be the velocity, $\lambda$ the length of the wave measured from ridge to ridge, and $P$ the period of oscillation of any one particle, we have $\quad v=a \frac{\sin \theta}{\theta}, \quad \lambda=\frac{\pi l}{\theta}, \quad P=\frac{\pi l}{a \sin \theta}$.

Since $\theta$ lies between 0 and $\frac{1}{2} \pi$ we see that the velocities of all these waves lie between $a$ and $2 a / \pi$; the length of every wave is greater than $2 l$; the period of.
oscillation of every particle is greater than $\pi r / a$. The longer the waves are the more nearly do they travel with the same velocity.

If we suppose $l$ to decrease the particles will be closer together, and if each particle have proportionally less mass the quantity $a$ will be unchanged. Considering then all waves whose lengths have a given inferior limit, we see that the closer the particles are together, the mass of a unit of length being unchanged, the more nearly do waves of all lengths travel with the same velocity.
417. Other interpretations of the symbolical solution (3) given in Art. 415 may be obtained by substituting other forms for the arbitrary functions $f(t)$ and $F(t)$. Thus we might have

$$
y_{k}=\Omega^{2 \frac{1}{2}} C e^{\mu t \sqrt{-1}}+\Omega^{-2 t} \frac{1}{2} C e^{-\mu t \sqrt{-1}} .
$$

If $\mu$ be greater than $2 c$ we may introduce the subsidiary angle $\phi$ as in Art. 409 . This expression then reduces to

$$
y_{k}=(-1)^{k}\left(\tan \frac{1}{2} \phi\right)^{2 k} C \cos \mu t .
$$

418. Ex. If we write $x=k l$ and make the interval $l$ between the particles indefinitely small, the operation represented by $\Omega^{2 k}$ takes the singular form $1^{\infty}$. Show by finding the limit in the usual manner that $\Omega^{2 k}=e^{-(x / a) \delta}$ and thence deduce

$$
y_{x}=f\left(-\frac{x}{a}+t\right)+F\left(\frac{x}{a}+t\right) .
$$

419. Ex. 1. A long row of particles, each of mass $m$, is placed on a smooth horizontal table. Each is connected with the two adjacent ones by similar light elastic stretched strings of natural length $l$. They receive small longitudinal disturbances such that each of them proceeds to perform a harmonic oscillation: prove that there will be two waves of vibrations in opposite directions with the same velocity, viz. $l^{\prime} \sqrt{ } \frac{E}{m l} \frac{q}{\pi} \sin \frac{\pi}{q}$, where $l^{\prime}$ is the average distance between two successive particles, $q$ the number of intervals between two particles in the same phase, and $E$ is the modulus of elasticity. [Math. Tripos, 1873.]

Ex. 2. A light elastic string of length $n l$ and coefficient of elasticity $E$ is loaded with $n$ particles each of mass $m$ ranged at intervals $l$ along it, beginning at one extremity. If it be suspended by the other prove that the periods of its vertical oscillations are given by the formula $\pi \sqrt{ } \frac{\ln }{E} \operatorname{cosec} \frac{2 i+1}{2 n+1} \frac{\pi}{2}$, where $i=0,1,2 \ldots n-1$ successively. Hence show that the periods of vertical oscillation of a heary elastic string are given by the formula $\frac{4}{2 i+1} \sqrt{ } \frac{M L}{E}$, where $L$ is the length of the string, $M$ its mass, and $i$ is zero or any positive integer. [Math. Tripos, 1871.]

Ex. 3. A railway engine is drawing a train of equal carriages connected by spring couplings of strength $\mu$ and the driving power is so adjusted that the velocity is $A+B \sin q$. Show that if $q^{2}\left\{(M+4 m) b^{2}+4 m k^{2}\right\}$ be nearly equal to $2 \mu b^{2}$ the couplings will probably break, $M$ being the mass of a carriage which is supported on four equal wheels of mass $m$, radius $b$ and radius of gyration $k$. Are there any other values of $q$ for which the couplings will probably break? [Coll. Exam. 1880.]

Ex. 4. Equal uniform rods, $n$ in number, and each of mass $m$, are smoothly hinged together at their ends and are suspended by light elastic strings which are fastened to the joints and the free ends. The other extremities of the strings are attached to $n+1$ points in a horizontal line whose distance apart is equal to the length of a rod. The strings are all of $a$ natural length $l$ and modulus $E$, except
the extreme ones whose modulus is $\frac{1}{2} E$. The system rests in equilibrium under the action of gravity and the rods are in a horizontal straight line and all the strings vertical. Show that the periods of the small co-existent oscillations about this position of equilibrium are $\frac{2 \pi}{\sqrt{3 E}}\left\{m l\left(2+\cos \frac{i \pi}{n}\right)\right\}^{\frac{1}{2}}$ where $i$ is zero or any integer, the joints and ends being supposed to move approximately in vertical straight lines. [Coll. Exam. 1881.]
420. Network of Particles. Let columns of threads in one plane be cut at right angles by rows of threads. Let a particle of mass $m$ be attached to them at each intersection. Let the interval between two adjacent columns be $l$ and the interval between two adjacent rows be $l^{\prime}$. Let the tensions of the rows and columns be respectively $T$ and $T^{\prime}$. Let the particles vibrate perpendicularly to the plane of the threads, and let the whole system be removed from the action of gravity.

Ex. 1. If $w$ be the displacement of the particle in the $h^{\text {th }}$ column and $k^{\text {th }}$ row and $T / m l=c^{2}, T^{\prime \prime} / m l^{\prime}=c^{\prime 2}$, prove that the equation of motion is

$$
d^{2} w / d t^{2}=c^{2}\left(w_{h+1}-2 w_{h}+w_{h-1}\right)+c^{\prime 2}\left(w_{k+1}-2 w_{k}+2 v_{k-1}\right)
$$

Ex. 2. Prove that the motion of the particles may be represented by the series whose general term is

$$
\begin{equation*}
w=\Sigma\left\{a^{h}\left(A b^{k}+B b^{-k}\right)+a^{-h}\left(A^{\prime} b^{k}+B^{\prime} b^{-k}\right)\right\} \sin p t . \tag{1}
\end{equation*}
$$

where the $\Sigma$ implies summation for all values of $a$ and $b$ connected by the equation

$$
-p^{2}=c^{2}\left(a-2+\frac{1}{a}\right)+c^{\prime 2}\left(b-2+\frac{1}{b}\right)
$$

Show that if $a$ and $b$ are both real, one at least is negative. Show also that if the circumstances of the problem permit $b= \pm 1$ the corresponding coefficient of $\sin p t$ becomes $\quad( \pm 1)^{k}\left\{a^{h}(A+B k)+a^{-h}\left(A^{\prime}+B^{\prime} k\right)\right\}$

If $a$ and $b$ are both $= \pm 1$, the corresponding coefficient is

$$
\begin{equation*}
( \pm 1)^{k}( \pm 1)^{k}(A+B h+C k+D h k) \tag{2}
\end{equation*}
$$

What is the general form of the solution, when one of the two $a$ and $b$ is imaginary and the other real? When both are imaginary with unity for modulus, show that

$$
\left.\begin{array}{rl}
w & =\Sigma P \sin (p t-2 h \theta-2 k \phi) \\
p^{2} & =c^{2}(2 \sin \theta)^{2}+c^{\prime 2}(2 \sin \phi)^{2} \tag{4}
\end{array}\right\}
$$

Ex. 3. Show that the solution (4) of the last example represents a wave motion. If $\lambda$ be the length of the wave, $v$ its velocity and $a$ the angle the direction in which it travels makes with the rows of thread, prove that

$$
\lambda \theta=\pi l \cos a, \quad \lambda \phi=\pi l^{\prime} \sin a, \quad v^{2}(\pi / \lambda)^{2}=c^{2} \sin ^{2} \theta+c^{\prime 2} \sin ^{2} \phi
$$

Ex. 4. If the network be so constituted that $c l=c^{\prime} l^{\prime}$, prove that there are two directions in which a wave of given length will travel with the greatest velocity and in these cases the fronts are the diagonals of the openings between the threads. The two directions of least velocity are those in which the fronts are along the threads.

Ex. 5. If $c l=c^{\prime} l^{\prime}$ and if the intervals between the threads be very small, prove that the network becomes a membrane which is equally stretched in all directions. In this case waves of all finite length and all directions of front travel with the same velocity.

Ex. 6. A network, otherwise infinite, is bounded by a rod which runs along the diagonals of the openings. This rod is agitated according to the law $w=P \sin p t$. Prove that two distinct motions will result according as the period of agitation is greater or less than $\pi /\left(c^{2}+c^{\prime 2}\right)^{\frac{3}{3}}$. In the former case waves will travel over the network, in the latter the motion will resemble that described in Art. 411.
421. Network with Quadrilateral openings. To bring these particles into order we regard them as arranged in rows and columns, as in rectangular networks, though these are no longer straight lines. If the network be so stretched that the tension of every thread is proportional to the length of the thread along which it acts, the ratio being equal to $c^{2}$, the equation of motion may be proved to be

$$
\delta^{2} w_{h k}=c^{2}\left(\Delta^{2} w_{h-1, k}+\Delta^{\prime 2} w_{h, k-1}\right),
$$

where $\Delta$ operates on $h$ and $\Delta^{\prime}$ on $k$. This is exactly the same equation as that which determines the motion of a rectangular network when $c=c^{\prime}$. Thus the motions of the two networks will be the same when the central and boundary conditions are made to correspond.

In this way we may deduce the motion of one kind of network from another just as in Hydrodynamics we change one fluid motion into another.

Ex. 1. Show that the geometrical peculiarity of this quadrilateral network is that each particle is the centre of gravity of the four adjacent particles to which it is connected by strings.

Ex. 2. If $(x, y)$ be the Cartesian co-ordinates of the particle ( $h k$ ), prove that $x$ and $y$ both satisfy the equation of differences $\Delta^{2} x_{n-1, k}+\Delta^{\prime 2} x_{n, k-1}=0$. Show also that the values of $x$ and $y$ may be written in the compendious form

$$
x+y \sqrt{ }-1=\Sigma . A e^{2 \alpha h+2 \beta k \vee-1}, \quad \frac{1}{2}\left(e^{\alpha}-e^{-\alpha}\right)= \pm \sin \beta .
$$

Other forms of the solution may be deduced as in Art. 420. For example, we may have

$$
x=A+B h+C k+D h k .
$$

In all these solutions the directions of the threads which form the sides of the quadrilateral openings are defined by (1) making $h$ constant and $k$ variable, (2) by making $k$ constant and $h$ variable. Thus taking a single exponential, we find $x=A e^{z a b} \cos 2 \beta k, y=A e^{2 a k} \sin 2 \beta k$. These lead to $x^{2}+y^{2}=A^{2} e^{4 a h}, y / x=\tan 2 \beta k$. The quadrilateral openings are therefore formed by concentric circles and radii vectores from their centre.

Ex. 3. When the openings of the network are indefinitely small, the result of the last example becomes $x+y \sqrt{ }-1=f(h+k \sqrt{ }-1)$, so that that result may be regarded as an extension to Finite Differences of the theory of conjugate functions.

Ex. 4. If in Ex. (2) the values of $h$ and $k$ be not restricted to be integral, prove that $\quad \Delta x_{h-\frac{1}{2}, k}= \pm \Delta^{\prime} y_{h, k-\frac{1}{2}}$, $\quad \Delta^{\prime} x_{h, k-\frac{1}{3}}=\mp \Delta y_{h-\frac{1}{2}, k}$.

The analogy of these results to some well-known theorems in conjugate functions is obvious.

Ex. 5. The Cartesian co-ordinates of the particles of a triangular network are given by $x=h, y=h k$, where $h, k$ are any integers. The equations to the three fixed boundaries are $x=n, y=0, y=n^{\prime} x$. Following the rule given in Ex. 2, show that the quadrilateral openings are formed by radii vectores from the origin and ordinates parallel to the axis of $y$. Prove that the period of vibration, viz. $2 \pi / p$, is given by

$$
p^{2} / c^{2}=\sin ^{2}(i \pi / 2 n)+\sin ^{2}(i \pi / 2 n) .
$$

## Theory of Equations of Differences.

422. General Equations of Motion. Let a scries of $n$ particles of masses $m_{1}, m_{2} \ldots$ be arranged in a straight row at intervals equal to $\dot{l}_{1}, l_{2} \ldots$ and be in equilibrium under the action of external forces and their mutual attractions. Let these particles be now displaced from their positions of equilibrium cither all at
right angles to the axis of the row, or all along its length. Let the displacements at the time $t$ be $y_{1}, y_{2} \ldots y_{n}$. Our object is to find these $y$ 's as functions of the time.

The forces which act on the particles are of several kinds. (1) There are the external forces of restitution which are functions of the displacements of the particle acted on from its position of equilibrium. These must supply terms to the force function of the form $-\frac{1}{2} \Sigma a_{k} y_{k}^{2}$; all the higher powers of the displacements being rejected. (2) There are the forces of restitution which depend on the action of the adjacent particles on each side of the particle under consideration. These must supply terms to the force function which contain squares of the $y$ 's and products of $y$ 's with adjacent suffixes. But since $2 y_{k} y_{k+1}=y_{k}{ }^{2}+y_{k+1}{ }^{2}-\left(y_{k+1}-y_{k}\right)^{2}$, the only additional terms thus introduced into the force function will be of the form $-\frac{1}{2} \Sigma b_{k}\left(y_{k+1}-y_{k}\right)^{2}$. (3) There are the forces of restitution which depend on the action of the two adjacent particles on each side of the particle under consideration. These supply terms to the force function containing squares and products of $y$ 's whose suffixes differ at most by 2. But since $2 y_{k} y_{k+2}=\left(y_{k+2}-2 y_{k+1}+y_{k}\right)^{2}+\& c$., where the \&c. indicates squares of $y$ 's and products of $y$ 's whose suffixes differ by unity, it is clear that the only additional terms introduced into the force function are of the form $\quad-\frac{1}{2} \Sigma c_{k}\left(y_{k+2}-2 y_{k+1}+y_{k}\right)^{2}$.

The forces which depend on the action of the three adjacent particles may be treated in the same way.

Besides these forces there may be some external forces of constraint acting on the two extremities of the row. These are functions respectively of $y_{1}$ and $y_{n}$ and therefore supply terms to the force function of the form $-\frac{1}{2} \lambda y_{1}{ }^{2}$ and $-\frac{1}{2} \mu y_{n}{ }^{2}$. If the forces of constraint act on the two last particles at each end we must add to these the terms $-\frac{1}{2} \lambda_{2}\left(y_{2}-y_{1}\right)^{2}$ and $-\frac{1}{2} \mu_{n-1}\left(y_{n}-y_{n-1}\right)^{2}$.

Let $U$ be the force function and let the position of equilibrium be the position of reference. To simplify the argument let us in the first instance restrict ourselves to the following terms

$$
2 U=-\lambda y_{1}^{2}-\mu y_{n}^{2}-\Sigma a_{k} y_{k}^{2}-\Sigma b_{k}\left(y_{k+1}-y_{k}\right)^{2} .
$$

If $2 T$ be the vis viva, we have $2 T=\Sigma m_{k} y_{k}{ }^{\prime 2}$.
The Lagrangian equations of motion may therefore be written in the typical form

$$
\begin{aligned}
m_{k} y_{k}^{\prime \prime} & =-a_{k} y_{k}+\left[b_{k}\left(y_{k+1}-y_{k}\right)-b_{k-1}\left(y_{k}-y_{k-1}\right)\right], \\
& =-a_{k} y_{k}+\Delta\left(b_{k-1} \Delta y_{k-1}\right),
\end{aligned}
$$

where $\Delta$ has the usual meaning given to it in the calculus of differences.
423. The Boundary Conditions. This typical equation represents the motion of all the particles except the first and last. It does not include the case $k=1$, because the term $-b_{0}\left(y_{1}-y_{0}\right)^{2}$ is missing from $2 U$ and the term $-\lambda y_{1}{ }^{2}$ has not been taken account of. If the differential coeflicients of these with regard to $y_{1}$ were equal, the errors would correct each other. This gives

$$
b_{0}\left(y_{1}-y_{0}\right)=\lambda y_{1} .
$$

Treating the other extremity in the same way, we find

$$
-b_{n}\left(y_{n+1}-y_{n}\right)=\mu y_{n}
$$

There are no particles corresponding to the values $k=0$ and $k=n+1$, but the $n$ equations of motion corresponding to $k=1$ to $k=n$ are all truly represented by the same equation of differences if we suppose $y_{0}$ and $y_{n+1}$ to stand for their values as given by these two conditions.
424. In the same way we may show that if we take the more general value for $U$, viz.

$$
\begin{aligned}
2 U= & -\lambda_{1} y_{1}{ }^{2}-\lambda_{2}\left(\Delta y_{1}\right)^{2}-\mu_{n} y_{n}{ }^{2}-\mu_{n-1}\left(\Delta y_{n-1}\right)^{2} \\
& -\Sigma a_{k} y_{k}{ }^{2}-\Sigma b_{k}\left(\Delta y_{k}\right)^{2}-\Sigma c_{k}\left(\Delta^{2} y_{k}\right)^{2},
\end{aligned}
$$

the typical equation of motion becomes

$$
m_{k} y_{k}^{\prime \prime}=-a_{k} y_{k}+\Delta\left(b_{k-1} \Delta y_{k-1}\right)-\Delta^{2}\left(c_{k-2} \Delta^{2} y_{k-2}\right)
$$

The terminal conditions at one extremity are

$$
\left.\begin{array}{rl}
b_{0} \Delta y_{0}-\Delta\left(c_{-1} \Delta^{2} y_{-1}\right) & =\lambda_{1} y_{1} \\
-c_{0} \Delta^{2} y_{0} & =\lambda_{2} \Delta y_{1}
\end{array}\right\} .
$$

There are similar conditions at the other.
425. Method of solution. To solve the typical equation of motion

$$
m_{k} y_{k}^{\prime \prime}=-a_{k} y_{k}+\Delta\left(b_{k-1} \Delta y_{k-1}\right),
$$

we follow the method of Lagrange. To find a principal oscillation we put

$$
y_{k}=L_{k} \sin (p t+\omega)
$$

We thus have

$$
a_{k} L_{k}-\Delta\left(b_{k-1} \Delta L_{k-1}\right)=p^{2} m_{k} L_{k} .
$$

This equation can also be written in the form

$$
b_{k} L_{k+1}=\left(a_{k}+b_{k-1}+b_{k}-p^{2} m_{k}\right) L_{k}-b_{k-1} L_{k-1}
$$

If we wrote down at length the $n$ equations given by $k=1,2 \ldots n$ we could by successive substitutions express the value of $L_{k}$ as a linear function of $L_{0}$ and $L_{1}$. But since the ratio of $L_{0}$ to $L_{1}$ is given by one of the equations at the limits, we can find $L_{k}$ in the form $L_{k}=C \phi(k, p)$, where $C$ is either $L_{0}$ or $L_{1}$ at our pleasure or any function of $L_{0}$ and $L_{1}$. See Art. 423.

If we make a few of the substitutions indicated it will be at once evident that $\phi(k, p)$ is an integral rational function of $p^{2}$ of the $(k-1)^{\text {th }}$ degree. We must now substitute this result in the equation of condition at the other limit. We thus have after division by $C \quad b_{n}\{\phi(n+1, p)-\phi(n, p)\}+\mu \phi(n, p)=0$.
This equation will be shortly represented by $\psi(p)=0$. We may notice that this reasoning is perfectly general, so that no value of $L_{k}$ not included in this solution can satisfy the equation of differences.

This process is strictly Lagrange's method of finding the principal oscillations and the final equation $\psi(p)=0$ is merely Lagrange's determinantal equation in an expanded form. Accordingly we see that it is an equation of the $n^{\text {th }}$ degree to find the $n$ values of $p^{2}$.

But if $n$ be considerable this method of elimination cannot always be employed. The Calculus of Finite Differences sometimes enables us (as in Art. 402) to arrive at a solution in a simpler manner. But whatever method be adopted the solution obtained, whether partial or complete, must be included in that indicated above.
426. If the given function $b_{k}$ be such that $b_{0}=0, b_{n}=0$ and $\lambda, \mu$ are also zero, there are no conditions at the limits. In this case the equation of differences defined by $k=0$ only contains $L_{1}$ and $L_{2}$, the term $-b_{0}\left(y_{1}-y_{0}\right)$ being now absent. This equation therefore determines the ratio of $L_{1}$ to $L_{0}$ and the argument proceeds as before.

It is however more convenient to regard this case as included in the former with the condition that $y_{0}, y_{1}, y_{n-1}, y_{n}$ are not to be infinite. With this proviso the terms - $b_{0}\left(y_{1}-y_{0}\right)$ and $b_{n}\left(y_{n+1}-y_{n}\right)$ cannot become finite.
427. The corresponding Differential Equation. The limiting case of this equation of differences is peculiarly interesting. Let us make all the intervals $l_{1}, l_{2}, \& c$. between the particles equal to each other and each equal to $l$; and let us write $x=k l$. Then in the limit when $l$ is indefinitely small we have $d x=l$, and all the various functions of $k$ may therefore be regarded as continuous functions of $x$. Writing $m_{k}=m_{x} d x, a_{k}=a_{x} d x$, and $b_{k}=b_{x} / d x$ the equation of differences becomes in the limit

$$
a_{x} y_{x}-\frac{d}{d x}\left(b_{z} \frac{d y}{d x}\right)=p^{2} m_{x} y_{x}
$$

This equation is to hold for all values of $x$ between certain limits, say $x=0$ to $x=L$. The conditions at the limits are

$$
x=0, \quad b_{x} \frac{d y}{d x}=\lambda y, \quad x=L, \quad-b_{x} \frac{d y}{d x}=\mu y
$$

In the same way we may find the differential equation which corresponds to the equation of differences given in Art. 424.

In this equation it is not necessary to suppose $y$ to be small, for since the equation is linear we may multiply $y$ by any constant quantity we please. It is necessary however that all the functions and as many of their differential coefficients as enter into the equation should be finite.

Suppose the function $b_{x}=0$ at each limit and that $\lambda$ and $\mu$ are both zero. The conditions at the limit disappear for a differential equation of the second order. We thus have no equation to find $p$. But in the following theorems, the condition that the solutions chosen for $y$ must be finite between the limits remains in full force. In some cases this one condition will limit the values of $p$.
428. Ex. If the differential equation be $-\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d y}{d x}\right\}=p^{2} y$ and the limits be $x=0$ to $x=1$, show that no solution can be finite at both limits unless $p^{2}=i(i+1)$ where $i$ is any positive integer.
429. This equation of differences and its limiting case the differential equation are of considerable importance in other besides dynamical investigations. It is therefore useful to notice that though the equation presented itself with a dynamical meaning, yet the results in this section are perfectly general. We may regard the equations of motion as simply so many differential equations to find $y_{1}, y_{2}$, \&c. derived, as explained in Chap. vir., from the two auxiliary functions $A$ and $C$, the other auxiliary functions $B, D, E, F$ being all zero. The functions $A$ and $C$ are here called $T$ and $-U$ and the symbol $m$ is here replaced by $p \vee-1$.
430. Three Propositions. We immediately infer the following theorems concerning the values of $p$.

Prop. 1. If the function $m_{k}$ or $m_{x}$ be positive between the limits, the function $T$ will be a one-signed positive function. It therefore follows from Art. 319, that all the values of $\mathrm{p}^{2}$ are real.

This also follows from the theorem that all the roots of Lagrange's determinant are real*.
431. Prop. 2. If the functions $a_{k}, b_{k}$, \&c. or $a_{x}, b_{x}$, \&c. as well as $m_{k}$ or $m_{x}$ be positive between the limits, and if $\lambda, \mu$ be also positive, the function $C=-U$ will

[^23]be a one-signed positive function. It therefore follows from Art. 315, that all the values of $\mathrm{p}^{2}$ are positive.

This also follows from the theorem in Vol. I. that when the force function $U$ is a maximum in the position of equilibrium, that position of equilibrium is stable.

- 432. Prop. 3. Let $p$ and $q$ be two unequal possible values of the parameter $p$, and let the corresponding solutions be indicated by the typical equations

$$
y_{k}=X_{k} \sin p t, \text { and } y_{k}=Y_{k} \sin q t .
$$

Then we may use the method of multipliers as explained in Chap. viri. Art. 399, and assert that

$$
\Sigma m_{k} X_{k} Y_{k}=m_{1} X_{1} Y_{1}+\ldots+m_{n} X_{n} Y_{n}=0
$$

In the case of the differential equation this becomes $\int_{0}^{L} m_{x} X_{x} Y_{x} d x=0$.
433. Sturm's Theorems. Restricting ourselves to the case in which the equation of differences has the form $a_{k} y_{k}-\Delta\left(b_{k-1} \Delta y_{k-1}\right)=p^{2} m_{k} y_{k}$, let us compare the different kinds of motion indicated by different values of $p^{2}$.

In order to realize the motions of the several particles more easily, let an ordinate be drawn perpendicular to the length of the row at the position of each particle when in equilibrium. Let the length of this ordinate be equal to the displacement of that particle at the time $t$. The curve traced out by the extremities of these ordinates will exhibit to the eye the nature of the motion. The intersections of this curve with the axis of the row are called nodes, the maxima and minima ordinates are called loops.

Let all the possible values of $p$ be arranged in ascending order beginning with the least.

In the solution given by the least value of p , it will be shown that at any one moment all these ordinates have the same sign. Thus throughout the motion the indicating curve will form an are with a single loop which oscillates from one side to the other of the axis of $x$.

In the solution given by the next smallest value of p , it will be shown that at any instant there is one change of sign among the ordinates, as we travel from one extremity of the row to the other. Thus throughout the motion the indicating curve will form a double are with two loops separated by a node.

In the solution given by the third smallest root there are at any instant two changes of sign among the ordinates. Thus the indicating curve forms three loops separated by two nodes, and so on through all the values of $p$.

In all these cases the nodes which belong to any value of p are separated by or lie between the nodes which belong to the next value of p in the series.
434. To prove these theorems we require the following lemma. Let $p$ and $q$ be two possible values of $p$, and let the corresponding motions be given by $y_{k}=X_{k} \sin p t$ and $y_{k}=Y_{k} \sin q t$. We have therefore

$$
\left.\begin{array}{rl}
a_{k} X_{k}-\Delta\left(b_{k-1} \Delta X_{k-1}\right) & =p^{2} m_{k} X_{k} \\
a_{k} Y_{k}-\Delta\left(b_{k-1} \Delta Y_{k-1}\right) & =q^{2} m_{k} Y_{k}
\end{array}\right\} .
$$

Eliminating the function $a_{k}$ we find

$$
\left(q^{2}-p^{2}\right) m_{k} X_{k} Y_{k}=b_{k}\left(X_{k+1} Y_{k}-X_{k} Y_{k+1}\right)-b_{k-1}\left(X_{k} Y_{k-1}-X_{k-1} Y_{k}\right)
$$

This gives by summation from $k=a$ to $k=k$

$$
\left(q^{2}-p^{2}\right)\left\{m_{\alpha} X_{\alpha} Y_{\alpha}+\ldots+m_{k} X_{k} Y_{k}\right\}=b_{k}\left(X_{k+1} Y_{k}-X_{k} Y_{k+1}\right)-b_{\alpha-1}\left(X_{\alpha} Y_{\alpha_{-1}}-X_{\alpha-1} Y_{\alpha}\right)
$$

The right-hand side may also be written

$$
b_{k}\left(Y_{k} \Delta X_{k}-X_{k} \Delta Y_{k}\right)-b_{a_{-1}}\left(Y_{a_{-1}} \Delta X_{a_{-1}}-X_{\alpha_{-1}} \Delta Y_{a_{-1}}\right)
$$

In the limiting case in which the equation of differences becomes the differential equation (Art. 427) this lemma takes the form

$$
\left(q^{2}-p^{2}\right) \int_{0}^{L} m X Y d x=\left[b_{x}\left(Y \frac{d X}{d x}-X \frac{d Y}{d x}\right)\right]_{0}^{L} .
$$

435. Cor. 1. Consider the full series of values $X_{1}, X_{2} \ldots X_{n}$ arranged in order. We shall have ranges of positive and negative values succeeding each other. Let $X_{\alpha} \ldots X_{k}$ be one of these ranges in which all the constituents have one sign, while those on each side, viz. $X_{\alpha-1}$ and $X_{k+1}$, have the opposite sign. We shall prove that if $\mathrm{q}>\mathrm{p}$ there is one change of sign at least in the corresponding range of $\mathrm{Y}^{\prime}$ s extending from $\mathrm{Y}_{\alpha-1}$ to $\mathrm{Y}_{k+1}$ both inclusive.

For if possible let all these $Y$ 's have one sign, then every one of the four terms on the right-hand side of the equality in the lemma has the sign opposite to that of the product $X_{k} Y_{k}$. Hence the lemma could not be true.

We have made no assumption as to the function $a_{k}$, but $b_{k}$ and $m_{k}$ have been supposed to have the same sign, and to keep that sign from one limit to the other.
436. Cor. 2. Consider next a double range of values, say $X_{\alpha} \ldots X_{\beta} \ldots X_{k}$, such that all the constituents from $X_{\alpha}$ to $X_{\beta-1}$ have one sign, say negative, and $X_{\beta}$ to $X_{k}$ have the other sign while (to make the double range complete) $X_{\alpha-1}$ and $X_{k+1}$ have opposite signs to their adjacent constituents. Then by Cor. 1 if $\mathrm{q}>\mathrm{p} \mathrm{Y}$ must change sign between $\mathrm{Y}_{\alpha-1}$ and $\mathrm{Y}_{\boldsymbol{\beta}}$ and also between $\mathrm{Y}_{\beta-1}$ and $\mathrm{Y}_{k+1}$. We shall now prove that a single change of sign between $\mathrm{Y}_{\boldsymbol{\beta}-1}$ and $\mathrm{Y}_{\boldsymbol{\beta}}$ will not suffice for both these requirements.

For if it did, the products $X_{a} Y_{\alpha} \ldots X_{k} Y_{k}$ would all have the same sign: but every one of the four terms on the right-hand side of the equality in the lemma has the sign opposite to that of the product $X_{k} Y_{k}$. Thus again the lemma could not be true.

In the same way if we consider a triple range of values $X_{\alpha} \ldots X_{\beta} \ldots X_{\gamma} \ldots X_{k}$ so that $X$ changes sign twice as $k$ varies from one limit to the other, then by Cor. 1 , $Y$ must change sign between $Y_{a-1}$ and $Y_{\boldsymbol{\beta}}, Y_{\beta-1}$ and $Y_{\gamma}, Y_{\gamma-1}$ and $Y_{k+1}$. But it follows exactly as before that two changes of sign will not sulfice for all three requirements.
437. Cor. 3. Consider the range of values $X_{1}, X_{2} \ldots X_{k}$ all of one sign beginning at one extremity of the complete series and such that $X_{k+1}$ has the opposite sign. We shall prove that if $\mathrm{q}>\mathrm{p}$ there is one change of sign at least in the corresponding range of Y 's extending from $\mathrm{Y}_{1}$ to $\mathrm{Y}_{k+1}$.

In this case the range begins at one extremity, we have therefore the conditions $b_{0}\left(X_{1}-X_{0}\right)=\lambda X_{1}$ and $b_{0}\left(Y_{1}-Y_{0}\right)=\lambda Y_{1}$ which hold at that extromity. The equality in the lemma becomes therefore

$$
\left(q^{2}-p^{2}\right)\left(m_{1} X_{1} Y_{1}+\ldots m_{k} X_{k} Y_{k}\right)=b_{k}\left(X_{k+1} Y_{k}-X_{k} Y_{k+1}\right)
$$

If then all the $Y$ 's from $Y_{1}$ to $Y_{k+1}$ had the same sign, every term on the lefthand side would have the same sign, and the two terms on the right-hand side would have the opposite sign, and thus the equality could not exist.

Similar remarks apply to a range terminating at the other extremity.
438. Cor. 4. Lastly consider all the $n$ series $X_{1} \ldots X_{n}, Y_{1} \ldots Y_{n}, \& c$., \&c., corresponding to the $n$ values of $p, q, \& c$. arranged in order of magnitude beginning at the least. By the preceding corollaries, each of these series must have at least one more change of sign than any series before it. As there are but $n$ terms in each series, the last, i.e. the $n^{\text {th }}$, can have but $n-1$ changes of sign. Hence the first series has no changes of sign, the second has one change, the third has only two and
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so on. Also the changes of sign in each series alternate, in the manner already explained, with the changes of sign in any series next to it.
439. It should be noticed that in Cor. 1 and 2 no use has been made of the conditions at the limits. In these propositions therefore $p$ and $q$ are any arbitrary quantities except that $q$ must be greater than $p$. In Cor. 3 the conditions at one limit are introduced, so that all three corollaries are true if only $X_{1} / X_{0}=Y_{1} / Y_{0}$ at one limit. Finally in Cor. 4 the conditions at both limits are supposed to be satisfied and therefore $p$ and $q$ must now be different roots of the equation represented in Art. 425 by $\psi(p)=0$.
440. Let us suppose that the conditions of constraint at one limit are satisfied as in Cor. 3. We may therefore write the lemma in the form

$$
\left(q^{2}-p^{2}\right) \Sigma m X Y=b_{n}\left(X_{n+1} Y_{n}-X_{n} Y_{n+1}\right)
$$

when the summation extends from $k=1$ to $k=n$. Since $p$ and $q$ are now arbitrary quantities we may put $q^{2}=p^{2}+d p^{2}$. We therefore have to the first order of small quantities

$$
d p^{2} \Sigma m X^{2}=b_{n}\left(X_{n+1} d X_{n}-X_{n} d X_{n+1}\right)
$$

This equation may be written in the form

$$
\Sigma m X^{2}=\frac{d X_{n}}{d p^{2}}\left\{b_{n}\left(X_{n+1}-X_{n}\right)+\mu X_{n}\right\}-X_{n} \frac{d}{d p^{2}}\left\{b_{n}\left(X_{n+1}-X_{n}\right)+\mu X_{n}\right\}
$$

But the quantity in brackets is the left-hand side of the equation $\psi(p)=0$ arrived at in Art. 425 as the equation to find all the possible values of $p$ when the conditions of constraint at both extremities are taken account of. We therefore infer

$$
\Sigma m X^{2}=\frac{d X_{n}}{d p^{2}} \psi(p)-X_{n} \frac{d \psi(p)}{d p^{2}}
$$

It immediately follows from this equation that no value of $p$ can make both $\psi(p)=0$ and $\psi(p)=0$. The equation $\psi(\mathrm{p})=0$ cannot therefore have equal roots.
441. Ex. 1. If $n$ particles of any masses at any intervals be arranged in a straight row, as already explained, and oscillate transversely with the motion indicated by any one value of the parameter $p$, prove that the straight line joining any two particles cuts the axis of the row in a point which is fixed throughout the motion.

Ex. 2. If $y_{k}=X_{k} \sin p t$ represent the principal oscillation corresponding to the value $p$, prove that

$$
p^{2} \Sigma m_{k} X_{k}{ }^{2}=\Sigma a_{k} X_{k}{ }^{2}+\Sigma b_{k}\left(X_{k+1}-X_{k}\right)^{2}+\lambda X_{1}{ }^{2}+\mu X_{1}{ }^{2} .
$$

The two first $\Sigma$ 's imply summation extending from $k=1$ to $k=n$, and the third from $k=1$ to $k=n-1$.

Ex. 3. If $a_{k}, b_{k}$ and $m_{k}$ be all positive and $2 \pi / p$ be the longest period of a principal oscillation, prove that $p^{2}$ is less than the greatest value of $\left(a_{k}+b_{k}+b_{k-1}\right) / m_{k}$ and greater than the least value of $a_{k} / m_{k}$.

If $2 \phi / p$ be the shortest period of a principal oscillation, prove that $p^{2}$ is greater than the least value of $\left(a_{k}+b_{k}+b_{k-1}\right) / m_{k}$ and less than the greatest value of $\left(a_{k}+2 b_{k}+2 b_{k-1}\right) / m_{k}$. In this example $b_{0}$ and $b_{n}$ are to be taken equal respectively to $\lambda$ and $\mu$.

Ex. 4. If the function $a_{k}$ and $b_{k}$ keep one and the same sign or are zero, show that no value of $p$ can be zero unless $\lambda$ and $\mu$ are both zero.

Ex. 5. Let $y_{k}=X_{k} \sin p t, y_{k}=Y_{k} \sin q t$ represent two principal oscillatory motions such that $q$ is greater than $p$. If a range of values be taken, say $X a \ldots X_{k}$, which are all of one sign and such that $X_{k}$ is at a loop and that a node lies between $X_{a-1}$ and $X_{a}$, prove that either a node or a loop lies within the range $Y_{\alpha-1} \ldots Y_{k}$.

Thence show that either a node or a loop of the shorter-timed oscillation must lie within (or at the boundaries of) the space joining any node to any loop of the longer-timed oscillation.

Ex. 6. In the equation $P \frac{d^{2} y}{d x^{2}}+Q \frac{d y}{d x}+R y=p S y$, where $P, Q, R, S$ are given functions of $x$, let $y=X$ and $y=Y$ be two solutions corresponding to different values of $p$, and let $\mu$ be the integrating factor of the first two terms on the lefthand side. Prove that $\int \mu S X Y d x=0$ for any limits between which $X, Y$ and their differential coefficients are finite provided that at each limit either

$$
P=0 \text { or } \frac{d Y}{d x} / Y=\frac{d X}{d x} / X
$$

The differential equation of the second order mentioned in Art. 427 is discussed by C. Sturm in the first volume of Liouville's Journal. He there establishes the theorems given in Art. 433 which we have called after his name. The extension of these to equations of finite differences will be found in a paper by the author in the eleventh volume of the Proceedings of the Mathematical Society, 1880. The theorems on a network of particles are taken from a paper by the author in the fifteenth volume of the same Proceedings, 1884.

## CHAPTER X.

## APPLICATIONS OF THE CALCULUS OF VARIATIONS.

## Principles of Least Action and Varying Action.

442. Two fundamental equations. Let ( $q_{1}, q_{2}, q_{3}$, \&c.) be the co-ordinates of a system of bodies, and let $q$ stand for any one of these. Let $2 T$ be the vis viva of the whole system and $U$ the force-function, and let $L=T+U$. As before let accents denote differential coefficients with regard to the time.

Let us imagine the system to be moving in some manner, which we will call the actual motion or course. Then $q_{1}, q_{2}$, \&c. are all functions of $t$, and it is generally our object to find the form of these functions. Let us suppose the system to move in some slightly different manner, i.e. let $q_{1}, q_{2}$, \&c. be functions of $t$ slightly different from their actual forms. Let us call the motion thus represented a neighbouring motion or course. We may pass, in our minds, from the actual motion to any neighbouring motion by the process called variation in the calculus of that name. By the fundamental theorem in that calculus

$$
\delta \int_{t_{0}}^{t_{1}} L d t=[L \delta t]_{t^{2}}^{t_{1}}+\int_{t_{0}}^{t_{1} \Sigma}\left(\frac{d L}{d q}-\frac{d}{d t} d L\right.
$$

where the letter $\Sigma$ implies summation for all the co-ordinates $q_{1}, q_{2}$, \&c. and it is implied by the square brackets that the terms outside the integral sign are to be taken between limits.

The co-ordinates being independent of each other, each separate term under the integral sign vanishes by Lagrange's equations, and we have therefore

$$
\begin{aligned}
\delta \int_{t_{0}}^{t_{1}} L d t & =\left[\left(L-\Sigma \frac{d T}{d q^{\prime}} q^{\prime}\right) \delta t+\Sigma \frac{d T}{d q^{\prime}} \delta q\right]_{t_{0}}^{t_{1}} \\
& =\left[-H \delta t+\Sigma \frac{d T}{d q^{\prime}} \delta q\right]_{t_{0}}^{t_{1}},
\end{aligned}
$$

where $H$ is the reciprocal function of $L$, as explained in the first volume of this treatise.

The integral $\int_{t_{0}}^{t_{t}} d t$ has been called by Sir W. R. Hamilton the principal function, and is usually represented by the letter $S$.

If the geometrical equations do not contain the time explicitly, $T$ will be a quadratic homogeneous function of the velocities; we have therefore $\Sigma\left(d T / d q^{\prime}\right) q^{\prime}=2 T$. In this case $H=T-U$. The equation of vis viva will now hold and therefore $T-U=h$, where $h$ is a constant which represents the energy of the system. The Hamiltonian equation just proved now takes the simpler form

$$
\delta S=\delta \int_{t_{0}}^{t_{1}} L d t=-h\left(\delta t_{1}-\delta t_{0}\right)+\left[\Sigma \frac{d T}{d q^{\prime}} \delta q\right]_{t_{0}}^{t_{1}} .
$$

443. Other functions may be used instead of $S$. Let us put

$$
\begin{gathered}
V=S+[H t]_{t_{0}}^{t_{1}}, \therefore \delta V=\delta S+[H \delta t+t \delta H]_{t_{0}}^{t_{1}} \\
\therefore \delta V=\left[t \delta H+\Sigma \frac{d T}{d q^{\prime}} \delta q\right]_{t_{0}}^{t_{1}}
\end{gathered}
$$

The function $V$ is called the characteristic function.
If the geometrical equations do not contain the time explicitly, we have $H=h$, where $h$ is a constant which may be used to represent the whole energy of the system. In this case

$$
\begin{gathered}
V=S+h\left(t_{1}-t_{0}\right)=\int_{t_{0}}^{t_{1}}(T+U) d t+\int_{t_{0}}^{t_{1}}(T-U) d t \\
\therefore V=2 \int_{t_{0}}^{t_{1}} T d t .
\end{gathered}
$$

The function $V$ therefore expresses the whole accumulation of the vis viva, i.e. the action of the system in passing from its position at the time $t_{0}$ to its position at the time $t_{1}$.

For the sake of simplicity it will be generally assumed in this section that the geometrical equations do not contain the time explicitly.
445. In the proof of these theorems we have supposed that all the forces are conservative. If in addition to the impressed forces there are any reactions, such as rolling friction, which cannot be taken account of by reducing the number of independent co-ordinates, we must use Lagrange's equation in the form

$$
\frac{d}{d t} \frac{d L_{\tau}}{d q^{\prime}}-\frac{d L}{d q}=P
$$

where, as explained in Vol. I., $P \delta q$ is the virtual moment of these reactions corresponding to a displacement $\delta q$. In this case the quantity under the integral sign will not vanish unless the variations are such that

$$
\Sigma P\left(\delta q-q^{\prime} \delta t\right)=0
$$

Now $q$ being the value of any co-ordinate in the actual motion at the time $t$, $q+\delta q$ is its value in a neighbouring motion at the time $t+\delta t$. But $q^{\prime} \delta t$ is the change of $q$ in the time $\delta t$, hence $q+\delta q-q^{\prime} \delta t$ is the value of the co-ordinate in the neighbouring motion at the time $t$. The neighbouring motions must therefore be such that the virtual moments of the reactions corresponding to a displacement of the system from any position in the actual motion into its position in a neighbouring motion at the same time is zero. With this restriction on the variations, the two equations which express the variations of $S$ and $V$ will still be true.
446. Another Proof. We may also establish these theorems without the use of Lagrange's equations. Let $x, y, z$ be the Cartesian co-ordinates of any particle, and let $m$ be the mass of this particle. Let $U$ be such a function that $d U / d x$, $d U / d y, d U / d z$ are the components of the impressed forces on this particle in the directions of the axes. We may write $m X, m Y, m Z$ as asual for these components.
Then

$$
L=T+U=\frac{1}{2} \Sigma m\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}\right)+U .
$$

By the fundamental theorem in the Calculus of Variations, we have

$$
\delta \int_{t_{0}}^{t_{1}} L d t=[L \delta t]_{t_{0}}^{t_{1}}+\left[\Sigma \frac{d L}{d x^{\prime}}\left(\delta x-x^{\prime} \delta t\right)\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \Sigma\left(\frac{d L}{d x}-\frac{d}{d t} \frac{d L}{d x^{\prime}}\right)\left(\delta x-x^{\prime} \delta t\right) d t
$$

where the variations $\delta x$, \&c. are connected together by the geometrical relations of the system. If we substitute for $L$ and remember that $T$ is a homogeneous quadratic function of $x^{\prime}, y^{\prime}, z^{\prime}$, this becomes

$$
\delta \int_{t_{0}}^{t_{1}} L d t=\left[(U-T) \delta t+\Sigma m x^{\prime} \delta x\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \Sigma m\left(X-x^{\prime \prime}\right)\left(\delta x-x^{\prime} \delta t\right) d t
$$

Now $\delta x-x^{\prime} \delta t$ is the projection on the axis of $x$ of the displacement of the particle $m$ from its position in the actual motion at the time $t$ to its position in a neighbouring motion at the same time. Hence the part under the integral sign vanishes by the principle of virtual velocities.

The term $\Sigma m x^{\prime} \delta x$ is clearly the virtual moment of the momenta. If the coordinates be expressed as functions of any independent quantities $q_{1}, q_{2}$, \&c., it has been proved in the first volume that this is equal to $\Sigma\left(d T / d q^{\prime}\right) \delta q$. Putting $T-U=H$ we have as before

$$
\delta \int_{t_{0}}^{t_{1}} L d t=\left[-H \delta t+\Sigma\left(d T / d q^{\prime}\right) \delta q\right]_{t_{0}}^{t_{1}}
$$

447. Principle of Least Action. Let us call the positions of the system at the times $t_{0}$ and $t_{1}$ the initial and terminal positions. Let us suppose these fixed so that the actual motion and all its neighbouring motions are to have the same initial and terminal positions. In this case $\delta q$ vanishes at each limit and the two fundamental equations giving the values of $\delta S$ and $\delta V$ take the simpler forms

$$
\begin{aligned}
& \delta S=\delta \int_{t_{0}}^{t_{1}} L d t=-h\left(\delta t_{1}-\delta t_{0}\right), \\
& \delta V=2 \delta \int_{t_{0}}^{t_{1}} T d t=\left(t_{1}-t_{0}\right) \delta h,
\end{aligned}
$$

where it has been supposed that the geometrical equations do not contain the time explicitly.

If the time of transit of the system from its initial to its terminal position be also given, we have $\delta t_{1}=\delta t_{0}$, and therefore

$$
\delta \int_{t_{0}}^{t_{1}} L d t=0
$$

If the constant $h$ be given, or which is the same thing, if the energy of the system be given, we have $\delta / 2=0$, and therefore

$$
\delta \int_{t_{0}}^{t_{1}} T^{\prime} d t=0
$$

448. Since $\delta V=0$, it follows that for the actual motion $V$ is a maximum or minimum, or at least the change it undergoes in passing to any neighbouring motion is of the second order of small quantities. It cannot be a maximum since by causing the bodies to take circuitous paths we may make $V$ as large as we please. Again, since the vis viva cannot be negative there must be some mode of motion from one given position to another for which the action is the least possible. When therefore the equations supplied by the Calculus of Variations lead to but one possible motion that motion must make $V$ a minimum. But when there are several possible modes of motion, though none can be a maximum some may be neither maxima nor minima. With this understanding we may infer the two following theorems.
44.9. Let any two positions of a dynamical system be given, the actual motion is such that $\int T d t$ is less than if the system were constrained, without violating any geometrical conditions, to move in some other manner from the one position to the other with the same energy; these other motions being such that, throughout, $T$ is the same function of the co-ordinates and their differential coefficients. This particular inference from the general equations in Art. 447 is usually called the Principle of Least Action.

In the same way, if the system move in the varied course not with the same energy, but in the same time, from the one given position to the other, then $\int L d t$ is a minimum.
450. Maupertuis conceived that he could establish à priori by theological arguments that all mechanical changes must take place in the world so as to occasion the least possible quantity of action. In asserting this it was proposed to measure the action by the product of the velocity and space; and this measure being adopted, mathematicians though they did not generally assent to Maupertuis' reasonings found that his principle expressed a remarkable and useful truth, which might be established on known mechanical grounds. Whewell's History of the Inductive Sciences, Vol. II. p. 119.

Euler, at the end of his Traité des Isopérimetrès, 1744, established the truth of the principle for isolated particles describing orbits about centres of force. This was afterwards extended by Lagrange to the motion of any system of bodies acting in any manner on each other. In deducing conversely the equations of motion from the principle of Least Action, Lagrange seems to have fallen into some errors which were pointed out by Ostrogradsky in his Mémoire sur les équations differentielles relatives au problème des Isopérimètres published in the Memoirs of the Academy of Sciences at St Petersburgh in 1850.

## 451 . Motion deduced from the Calculus of Variations.

 By making the first variation of either $V$ or $S$ equal to zero (under the given conditions) according to the rules of the Calculus of Variations we may conversely find the co-ordinates $q_{1}, q_{2}$, \&c. as functions of $t$. Amongst these functions of the time we shall certainly find the motions given by Lagrange's equations becausewe have just proved that these make the first variations equal to zero. But it is possible that there may exist other courses or modes of conducting the system from the initial to the terminal positions which (though contrary to mechanical laws) may make $V$ or $S$ a minimum. It is easy to see that some other courses must exist, for the two positions may be so placed that it is impossible to project the system from the initial position with a given energy so as to pass through the terminal position. Thus suppose it is required to project a particle under the action of gravity from an initial position with a given velocity so as to pass through a position $B$ on the horizontal line through $A$, but beyond the maximum range. We know that this cannot be done with real conditions of projection in a real time. Yet some course of minimum action from $A$ to $B$ must exist. We shall now show, (1) that the ordinary processes of the Calculus of Variations, which are founded on the supposition that the variations of the independent co-ordinates may have any sign, lead only to Lagrange's equations; (2) that there are certain other modes of motion which are so situated that the co-ordinates (along some part at least of the course) cannot be made to vary on one side without introducing imaginary quantities, and that when theve impossible variations are omitted such courses may give a maximum or minimum.
452. Continuous Motions. Beginning with the first of these two proposisitions, let us make $\delta S$ and $\delta V$ equal to zero according to the rules of the Calculus of Variations.

Taking $\delta \int L d t=0$ where the time of transit is given, we immediately have

$$
\int_{t_{0}}^{t_{1}} \Sigma\left(\frac{d L}{d q}-\frac{d}{d t} \frac{d L}{d q^{\prime}}\right) \delta q d t=0
$$

for all variations. Since the $\delta q$ 's are all arbitrary and independent, it follows that each coefficient under the integral sign must vanish separately. In this manner we are led directly to Lagrange's equations of motion.
453. If the action is to be a minimum some further considerations are necessary because the condition that the energy $T-U$ should be constant may act as a limit to the variations which can be given to the co-ordinates. Let $h$ be this constant, then following Lagrange's rule in the Calculus of Variations we put

$$
W=T+\lambda(T-U-h) \text { and make } \delta \int W d t=0,
$$

without regard to the given condition. Afterwards we choose the arbitrary quantity $\lambda$ so that the given condition is satisfied. Then $\delta \delta W d t$ being zero for all variations of the co-ordinates, it immediately follows that $\delta \int T d t$ is also zero for all variations which do not violate the given condition. With the same notation as before we have

$$
\delta \int W \delta t=[W \delta t]+\Sigma \int\left(\frac{d W}{d q}-\frac{d}{d t} \frac{d W}{d q^{\prime}}\right)\left(\delta q-q^{\prime} \delta t\right)+\left[\Sigma \frac{d W}{d q^{\prime}}\left(\delta q-q^{\prime} \delta t\right)\right]=0
$$

where the integrals and the quantities in square brackets are to be taken between the giveu limits, which are omitted for the sake of brevity.

First, let us consider the part outside the integral sign. The initial and final positions being given, eacil $\delta q=0$. We therefore have

$$
\left\{W-\Sigma\left(d W / d q^{\prime}\right) q^{\prime}\right\} \delta t=0 .
$$

This equation is satisfied by $\delta t=0$, but since the time of transit is not to be the same in the actual and varied motions this factor is to be rejected. Also $T$ is a homogeneous quadratic function of the $q$ 's, hence $\Sigma\left(d T / d q^{\prime}\right) q^{\prime}=2 T$. Substituting for $W$ its value and using this equation we find $(1+\lambda) T+\lambda(U+h)=0$. But $\lambda$ is such that $T-U=h$. Hence $(1+2 \lambda) T=0$, and therefore $\lambda=-\frac{1}{2}$.

Next, consider the part under the integral sign. By the rules of the Calculus of Variations we have (since the $\delta q$ 's are all arbitrary) the typical equation

$$
\frac{d W}{d q}-\frac{d}{d t} \frac{d W}{d q^{\prime}}=0
$$

Substituting for $W$ and giving $\lambda$ its value just found, we have the typical Lagrange's equation.
454. Ex. If we add to the conditions used in the principle of Least Action the condition that the time of transit as well as the energy is to be the same in all the varied motions, show that the minimum does not in general lead to Lagrange's equations. Following the same notation as in the last article, show that the minimum for a given time (not necessarily equal to the time of free transit), leads to $\lambda=-\frac{1}{2}+A / T$, where $A$ is a constant to be so chosen that the energy has its given value. Show also that when the time of transit is given so that $A=0$, the minimum thus found is the least.
455. Discontinuous motions. Turning now to the second proposition mentioned in Art. 451, let us investigate if there can be any other modes of motion besides those just found, which make the first variation of the action equal to zero. In obtaining these equations it is assumed that the $\delta q$ 's are all independent; but, if the conditions of the question imply any boundary, this may not be true for any actual motion which takes the system in the immediate neighbourhood of that boundary. Thus, in our case, since $T$ cannot be negative, all positions of the system outside the boundary $U+h=0$ are excluded. In the immediate neighbourhood of this boundary the variations of the co-ordinates may not be susceptible of all signs*. It follows that a motion along the boundary may be a course of minimum action though not given by the ordinary equations of the Calculus of Variations.

It is evident that we cannot make the system travel along the boundary whose equation is $U+h=0$ because this requires all the velocities to be zero. But the system may travel as near as we please to this boundary with a total "action" as small as we please. The following discontinuous motion may therefore be a course of minimum action. First project the system from its given initial position ( $A$ ) with such velocities and directions of motion, but with the given energy, that every particle may come simultaneously to rest. Assuming the equations to give real

[^24]conditions of projection, the system is then situated on the boundary. Let this position be called $B$. Next move the system close to the boundary until it reaches such a position $(C)$ that on being set free without velocity it passes through the given terminal position ( $D$ ) under the action of the forces represented by $U$. The motions from $A$ to $B$ and $C$ to $D$ are courses of minimum action, while the action from $B$ to $C$ may be made as small as we please.
456. We may show that the action along this discontinuous course is really a minimum. To prove this, let us take any neighbouring motion beginning at $A$ and ending at $D$. Let $B^{\prime}, C^{\prime \prime}$ be any positions of the system on the neighbouring course near $B$ and $C$ respectively. Since $\delta h=0$, the action (Art. 443) along $A B^{\prime}$ exceeds that along $A B$ by $\delta V=\left[\Sigma\left(d T / d q^{\prime}\right) \delta q\right]_{t_{0}}^{t_{1}}$. This vanishes at the lower limit since both courses begin at $A$. Since $T$ is a quadratic function of the velocities, $d T / d q^{\prime}$ contains a velocity in every term and all these velocities vanish in the position $B$, i.e. at the upper limit. We therefore have $\delta V=0$. We infer that the difference of the actions along $A B$ and $A B^{\prime}$ is of the order of the quantities neglected in investigating this expression for $\delta V$. Thus the difference of these two actions is of the order of the squares and products of $\delta q$ and $\delta q^{\prime}$.

Next let $M^{\prime}$ be any position on the neighbouring motion $B^{\prime} C^{\prime}$ so that the change of place $B^{\prime} M^{\prime}$ is finite. The velocities in every position of the system between $B^{\prime}$ and $M^{\prime}$ are of the order $\delta q^{\prime}$, and hence the semi vis viva $T$ is of the order $\left(\delta q^{\prime}\right)^{3}$. But the time of transit from $B^{\prime}$ to $M^{\prime}$ varies inversely as the mean velocity, hence the $\int T d t$, i.e. the action from $B^{\prime}$ to $M^{\prime}$, is of the first order of small quantities, viz. $\delta q^{\prime}$. This action is essentially positive, and we have just proved that it is infinitely greater than the difference of actions along $A B$ and $A B^{\prime}$. Hence the action along $A M^{\prime}$ is greater than that along $A B$.

In the same way if $N^{\prime}$ be a position of the system properly chosen on the neighbouring course nearer $C^{\prime}$, we may show that the action along $N^{\prime} D$ is greater than that along $C D$. The action along $M^{\prime} N^{\prime}$ is also greater than that along $B C$. It follows therefore that so long as the separation in space between the positions $B$ and $C$ is finite, the action along $A B C D$ is less than that along any neighbouring course.
457. Ex. If we use the principle of least action in the manner explained in Art. 453 we virtually remove the restriction on the variation of the co-ordinates. Show that in the discontinuous course the first variation of $\int W d t$ is zero if we regard $\lambda$ as a discontinuous function which is equal to $-\frac{1}{2}$ along the courses $A B$, $C D$ and equal to zero along the course $B C$.
458. Is the Action an actual minimum? To determine whether the integral is a maximum or a minimum or neither, we must examine the terms of the second order in the variation of the integral to ascertain if their sum keeps one sign or not for all variations of the independent variables. This is a very troublesome process, but it is unnecessary to discuss it. It will be sufficient to remind the reader of some remarks of Jacobi, given in the seventeenth volume of Crelle's Journal, 1837, and translated in Dr Todhunter's History of the Calculus of Variations, page 250.

Suppose a dynamical system to start from any given position which we shall call $A$, and to arrive at some position $B$. If the
time be given, the motion is found by making $\delta \int L d t=0$; if the energy be given, by making $\delta \int^{\prime} T d t=0$. The constants which occur in integrating the differential equations supplied by the Calculus of Variations are to be determined by means of the given limiting values; but as this involves the solution of equations there will in general be several systems of values for the arbitrary constants, so that several possible modes of motion from $A$ to $B$ may be found which satisfy the same differential equation and the same limiting conditions. Now let one of these modes of motion be chosen, and let the position $B$ approach $A$, so as to be always on this chosen mode of motion. Suppose that when $B$ reaches the position $C$ another possible mode of motion from $A$ to $B$ is indefinitely near to the chosen motion. Then $C$ determines the boundary up to which or beyond which the integration must not extend if the integral is to be a minimum*.

Jacobi illustrates his rule by considering the principle of least action in the elliptic motion of a planet. Let $S$ be the sun, and let the particle start from $A$ towards aphelion to arrive at a point $B$. The path is known to be an ellipse with $S$ for focus. Since we use the principle of least action, the energy of the motion is given : hence the major axis of the ellipse is known, let this be $2 a$.

[^25]The other focus $H$ of the ellipse is the intersection of two circles described with centres $A$ and $B$ and radii $2 a-S A, 2 a-S B$ respectively. The two intersections give two solutions which only coincide when the circles touch, that is when the line $A B$ passes through the focus $H$. Thus if we draw a chord $A C$ through $H$ to cut the ellipse described by the particle in $C$, then the terminal position $B$ must fall between $A$ and $C$ if the integral which occurs in the principle of least action is really to be a minimum for this ellipse. If $B$ coincide with $C$, then the second variation cannot become negative, but it can become zero, so that the variation of the integral is then of the third order, and may therefore be either positive or negative. If $B$ be beyond $C$ the second variation itself can become negative.

If the particle start from $A$ towards perihelion, then the extreme point $C$ is determined by drawing a chord $A C$ through the focus $S$ to cut the ellipse in $C$. For if $A$ and $C$ are the limits we can obtain an infinite number of solutions by the revolution of the ellipse round $A C$. If in the last case the second limit $B$ fall beyond $C$, Jacobi considered that there would be a curve of double curvature between the two given points for which the action is less than it is for the ellipse. But this supposition is unnecessary, for the discontinuous course spoken of in Art. 456 supplies the minimum for this case.
459. Examples. Ex. 1. A particle, under the action of a centre of force at $O$ whose attraction varies as the distance, is projected from a given point $A$ with a given velocity in such a direction as to reach another given point $B$. If $C$ be the first point on the elliptic path at which the tangent is perpendicular to the direction of projection at $A$, prove that the "action" from $A$ to $B$ will be or will not be a minimum according as $B$ is between $A$ and $C$ or beyond $C$.

If $B$ lie within a certain ellipse having its centre at $O$ and one focus at $A$, prove that there are two directions in which the particle can be projected from $A$ to reach $B$ and that the action is a minimum for one of these and not for the other. If $B$ lie outside this bounding ellipse, the particle cannot reach $B$. If $O A$ be produced to $D$, where $D$ is such that the velocity of projection at $A$ is equal to that acquired by a particle starting from rest at $D$ and moving to $A$ under the action of the central force, prove that the major axis of the bounding ellipse is equal to twice the distance $O D$.

If the point $B$ be without the bounding ellipse, the particle can reach $B$ only if properly conducted thither by some curve of constraint. The curve of minimum action can be found by the following construction. Produce $O A, O B$ to meet the auxiliary circle of the bounding ellipse in $E$ and $F$. The required path is indefinitely near to $A E F B$.

To prove these results, let us find the direction of projection from $A$ that the particle may pass through $B$. We notice that if $O D=k$, the sum of the squares of any two semi-conjugate diameters is $k^{2}$. Bisect $A B$ in $N$ and let $O N=x$, $N A=N B=y$. Let the required direction of projection from $A$ cut $O N$ produce 1 in $T$. Then from the equation to the ellipse we have a quadratic to find $O T$, showing that there are in general two elliptic paths which may be described in
passing from $A$ to $B$. Let the tangents at $A$ to these intersect $O N$ produced in $T$ and $U$; we deduce from the quadratic that $O T . O U=k^{2}$ and $N T . N U=y^{2}$. These equations determine $T$ 'and $U$.

We see at once that the two directions of projection coincide when $O T=k$, i.e. when the tangents at $A$ and $B$, viz. $A T$ and $B T$, are at right angles.

Describe two circles with centres $O$ and $N$ and radii equal to $k$ and $y$ respectively. Describe a third circle on $T U$ as diameter. Since $O T . O U=k^{2}$ this third circle cuts the circle with centre $O$ at right angles. Similarly it cuts the circle with centre $N$ at right angles. The tangents from the centre $R$ of this third circle are therefore equal. The centre $R$ is therefore on the radical axis of the circles whose centres are $O$ and $N$. This gives an easy geometrical construction to find $T$ and $U$.

The points $T$ and $U$ will be imaginary nnless the radical axis lie outside the circles. The circles must therefore not intersect. Hence $O N+N A$ must be less than $k$. Produce $A O$ to $A^{\prime}$ so that, $O A^{\prime}=O A$. Then we see that $A B+B A^{\prime}$ must be less than $2 k$. Hence unless $B$ lie within an ellipse whose foci are $A$ and $A^{\prime}$ and major axis $2 k$, the particle cannot be projected from $A$ to pass through $B$.

Ex. 2. A particle is projected from a given point $A$ under the action of gravity and $A C$ is a focal chord of the parabola described. Prove that the action from $A$ to $B$ is not a minimum unless $B$ lie on the parabola between $A$ and $C$. If $B$ lie beyond $C$, find the path which makes the action a minimum.

The first result follows at once from Jacobi's example. To answer both these questions, we notice that there are two directions (if any) in which a particle may be projected from one given point $A$ to pass through a second given point $B$. These have their foci $S, S^{\prime}$ one above and the other below the chord $A B$, so that $S S^{\prime}$ and $A B$ bisect each other at right angles. These paths coincide when $B$ is at $C$, and wherever $B$ may be one of these has its focus below $A B$. This parabola is the path required.

Ex. 3. A particle, projected from a given point $A$ with a given velocity, describes a circle about a centre of force on the circumference whose attraction varies inversely as the fifth power of the distance. If $B$ be any other position on this circle through which the particle will pass before arriving at the centre of force, prove that the action from $A$ to $B$ is a minimum according to Jacobi's condition,
460. Lagrange's transformation. Lagrange has given a general view of his transformation from Cartesian co-ordinates which seems worthy of notice. Let $I$, be any function of $x, x^{\prime}, \& c ., y, y^{\prime}, \& c$. and of $t$, not restricting ourselves to differential coefficients of the first order. Let the variables $x, y, \& c$. be transformed to others $q_{1}, q_{2}, \& \mathrm{c}$. by writing for $x, y, \& \mathrm{c}$. any functions of $q_{1}, q_{2}, \& \mathrm{c}$. and of $t$. The function $L$ is thus expressed in two ways. By comparing the two values of $\delta \int L d t$, given by the Calculus of Variations when the time is not varied, we see that

$$
\int_{t_{0}}^{t_{1}} \Sigma\left(\frac{d L}{d x}-\frac{d}{d t} \frac{d L}{d x^{\prime}}+\& c .\right) \delta x d t-\int_{t_{0}}^{t_{1}} \Sigma\left(\frac{d L}{d q}-\frac{d}{d t} \frac{d L}{d q^{\prime}}+\& c .\right) \delta q d t
$$

is equal to the difference of the integrated portions of the two variations. Hence the expression under the integral sign must be a perfect differential with regard to $t$, quite independently of the operation $\delta$. But this cannot be unless the expression is zero, because it contains only the variations $\delta x, \delta q$, \&c. and not the differential coefficients of these variations. We have therefore the general equation of transformation

$$
\Sigma\left(\frac{d L}{d x}-\frac{d}{d t} \frac{d L}{d x^{\prime}}+\& c .\right) \delta x=\Sigma\left(\frac{d L}{d q}-\frac{d}{d t} \frac{d L}{d q^{\prime}}+\& c .\right) \delta q
$$

where the $\Sigma$ implies summation for all the variables $x, y, \& c ., q_{1}, q_{2}, \& c$.

If $x, y, \& c$. be Cartesian co-ordinates and if $L$ be of the usual form $\Sigma m x^{\prime 2}+U$, the left-hand side of this equality vanishes by virtual velocities. Hence the righthand side must also vanish. The $q$ 's being all independent, we are led to Lagrange's equations.
461. Cyclical Motions. When the geometrical equations do not contain the time explicitly the symbol $H$ or $h$ may be used to express the energy of the system. If we represent the energy by $E$, $\operatorname{Sir}$ W. R. Hamilton's fundamental equation may be written

$$
2 \delta \int_{0}^{t} T d t=t \delta E+\left[\Sigma \frac{d T}{d q^{\prime}} \delta q\right]_{0}^{t}
$$

This equation has been applied to the motion of a system of bodies oscillating in such a manner that the motion repeats itself in all respects at some constant interval. Let this interval be $i$. Suppose that some disturbance is given to the system by the addition of a quantity of energy $\delta E$. Let the system be such that the motion still recurs after a constant interval, and let this interval be now $i+\delta i$. The symbols of variation in Hamilton's equation may be used to imply a change from one kind of motion to the other. If the time $t$ be taken equal to the period $i$ of complete recurrence, the initial and terminal states of motion are the same and therefore the last term vanishes when taken between the limits. The equation reduces to $2 \delta \int_{0}^{i} T d t=i \delta E$. Let $T_{m}$ be the mean vis viva of the system during a period of complete recurrence of the motion, then $\int_{0}^{i} T d t=i T_{m}$. We therefore have $\frac{\delta E}{T_{m}}=2 \frac{\delta\left(i T_{m}\right)}{i T_{m}}$.

This equation may be put into another form. Let $P_{m}$ be the mean potential energy of the system during a period of complete recurrence; then we have

$$
\begin{aligned}
& \delta P_{m}+\delta T_{m}=\delta E \\
& \delta P_{m}-\delta T_{m}=2 T_{m} \frac{\delta i}{i}
\end{aligned}
$$

which serve to determine the change in the mean potential and kinetic energies when any additional energy $\delta E$ is added to the system.

These or equivalent equations have been applied by Bolzman, Clausius and Szily to the Dynamical Theory of Heat. The papers of the two latter are in various numbers of the Philosophical Magazine extending from 1870 onwards. The second of the equations above written may be called Clausius' equation.
462. Ex. 1. If the period of complete recurrence of a dynamical system is not altered by the addition of energy, prove that this additional energy is equally distributed into potential and kinetic energy. See Art. 73.

Ex. 2. A quantity of energy $d E$ is communicated to a system whose mean semi vis viva during a period of complete recurrence is $T_{m}$. This is repeated continually, so that at last the mean vis viva and the period of complete recurrence are the same as at first. Prove that $\int \frac{d E}{T_{m}}=0$. This example is due to M. Szily, and is important in the Dynamical Theory of Heat.

## On the Solution of the General Equations of Motion.

463. Hamilton's Solution. Sir W. R. Hamilton has applied his fundamental theorem expressing the variation of the Principal and Characteristic functions to obtain a new method of solving dynamical problems.

Let ( $a_{1}, a_{1}^{\prime}, a_{2}, a_{2}^{\prime}, \& c$.) be the values of ( $q_{1}, q_{1}^{\prime}, q_{2}, q_{2}^{\prime}, \& c$.) when $t=t_{0}$, and let $T_{0}^{\prime}$ be the same function of $\left(a_{1}, a_{1}^{\prime}, \& c\right.$.) that $T$ is of ( $q_{1}, q_{1}^{\prime}, \& c$. .). We have then by Art. 442 when $t$ is written for the upper limit

$$
\begin{aligned}
& \delta S=\Sigma \frac{d T}{d q^{\prime}} \delta q-\Sigma \frac{d \frac{d T_{0}}{d a^{\prime}} \delta a-H \delta t+H_{0} \delta t_{0} .}{\delta V=\Sigma \frac{d T}{d q^{\prime}} \delta q-\Sigma \frac{d T_{0}}{d a^{\prime}} \delta a+t \delta H-t_{0} \delta H_{0} .} .
\end{aligned}
$$

It is clear that both $S$ and $V$ may be regarded as functions of the time and the initial conditions of the system of bodies, i.e. we may regard either of these quantities as a function of $t_{0}, t, a_{1}, a_{2}$, $\& c ., a_{1}^{\prime}, a_{2}^{\prime}$, \&c. Also the co-ordinates $q_{1}, q_{2}, \& c$. are functions of $t_{0}, t$ and the same initial conditions. 'Though these functions are in general unknown, yet we can conceive the initial velocities $a_{1}{ }^{\prime}, a_{2}{ }^{\prime}$, \&c. eliminated, so that $S$ and $V$ are now functions of $t_{0}, t$, and $a_{1}, a_{2}, \& c$., $q_{1}, q_{2}$, \&c. the co-ordinates of the system at the times $t_{0}$ and $t$.

Let $S$ be thus expressed, then, by the equation for $\delta S$, we have the typical equations

$$
\frac{d S}{d q}=\frac{d T}{d q^{\prime}}, \frac{d S}{d a}=-\frac{d T_{0}}{d a^{\prime}} .
$$

Since $T$ is not a function of $q^{\prime \prime}$, the first of these equations contains no differential coefficient of a co-ordinate higher than the first. This equation, therefore, represents typically all the first integrals of the equations of motion.

Since $T_{0}$ contains only the initial co-ordinates and. the initial velocities, the second equation has no differential coefficient of any co-ordinate in it. This equation, therefore, represents typically all the second integrals of the motion.

Besides these we have the two equations

$$
\frac{d S}{d t}=-H, \quad \frac{d S}{d t_{0}}=H_{0}
$$

where, if the geometrical equations do not contain the time explicitly, we may put $h$ for $H, h$ being a constant. In this case these integrals may be used to connect the constant of vis viva with the constants ( $a, a^{\prime}, \& c$. .).

Comparing Art. 447 with these results we see that $S$ is such a function, that all the equations of motion and their integrals are included in the statement that $\delta S$ is a known function of the variation of the limits. If we keep the limits fixed, we get Lagrange's equations; if we vary the limits we get the integrals.
464. In just the same way, if we regard $q_{1}^{\prime}, q_{2}^{\prime}$, \&c., as functions of $t$, the initial co-ordinates and their initial velocities, we may eliminate $t$ also by means of the equation

$$
H=-U-T+\Sigma \frac{d T}{d q^{\prime}} q^{\prime}
$$

We may climinate $t_{0}$ also by means of a similar equation giving $H_{0}$ in terms of the initial conditions. Both these reduce to $H=h_{0}=T-U$ when the geometrical equations do not contain the time explicitly.

Let us suppose V to be expressed in this manner as a function of the initial co-ordinates, the co-ordinates at the time t , and of H and $\mathrm{H}_{0}$. Then, by the equation for $\delta V$,

$$
\frac{d V}{d q}=\frac{d T}{d q^{\prime}}, \quad \frac{d V}{d a}=-\frac{d T_{0}}{d a^{\prime}}, \quad \frac{d V}{d H}=t . \quad \frac{d V}{d H_{0}}=-t_{0} .
$$

Supposing V to be known, the first of these equations gives in a typical form all the first integrals of the equations of motion. The second supplies as many equations as there are co-ordinates ( $q_{2}, q_{2}, \& c$.). When the geometrical equations do not contain the time explicitly these do not contain $t$, but they all contain $h$. One of them, therefore, reduces to the relation between this constant and the constants ( $a, a^{\prime}, \& c$.). The two last equations become $d V / d h=t-t_{0}$. This will give another second integral of the equations of motion containing the time.
465. The typical expression $d T / d q^{\prime}$ has been called in Vol. I. the momentum corresponding to the co-ordinate $q$ or, more briefly, the $q$ component of the momentum. We may therefore say that the $q$ component of the momentum is given by $d S / d q$ or $d V / d q$ according as we are using $S$ or $V$.

The momenta corresponding to the co-ordinates $q_{1}, q_{2}, \& c$. will be represented by the symbols $p_{1}, p_{2}$, \&c., or typically by the single letter $p$.
466. If $Q=\int_{t_{0}}^{t}\left(\Sigma q p^{\prime}+H\right) d t$, where $p=\frac{d T}{d q^{\prime}}$, prove that $\delta Q=[H \delta t+\Sigma q \delta p]_{t_{0}}^{t}$. Thence show that if $Q$ be expressed as a function of the initial and terminal components of momentum, viz. ( $b_{1}, b_{2}, \& \mathrm{\& c}$.) and ( $p_{1}, p_{2}, \& \mathrm{\&}$.) and of the times $t_{0}$ and $t$, then $\frac{d Q}{d p}=q, \frac{d Q}{d b}=-a, \frac{d Q}{d t}=H$. This result is due to Sir W. R. Hamilton.
467. Examples. Ex. 1. A homogeneous sphere of unit mass rolls down a perfectly rough fixed inclined plane. If the position of the sphere is defined by the distance $q$ of the point of contact from a fixed point on the inclined plane, show that

$$
S=\frac{7}{10} \frac{(q-a)^{2}}{t}+\frac{1}{2}(q+a) g t-\frac{5}{168} g^{2} t^{3},
$$

where $g$ is the resolved part of gravity down the plane and $t_{0}=0$.
Thence obtain by substitution the Hamiltonian first and second integrals of the equation of motion.

We easily find, as in Vol. 1., that $q=a+a^{\prime} t+\frac{5}{14} g t^{2}$. Also $T=\frac{1^{7}}{2} q^{\prime 2}, U=g q$. To find $S$, we substitute in $S=\int_{0}^{t}(T+U) d t$. After integration we must eliminate $a^{\prime}$ by means of the equation for $q$.

Ex. 2. Taking the same circumstances of motion as in the last example, show that $V=\frac{2}{3 g} \sqrt{\lambda_{\delta^{t}}}\left\{(g q+h)^{\frac{\frac{2}{2}}{2}}-(g a+h)^{\frac{3}{2}}\right\}$. Thence also deduce the Hamiltonian first and second integrals.

Ex. 3. Show how to deduce the equation of vis viva, from the Hamiltonian integrals.

We have $V$ a function of $q_{1}, q_{2}$, \&c. and $H$. Hence $\frac{d V}{d t}=\Sigma \frac{d V}{d q} q^{\prime}+\frac{d V}{d H} \frac{d H}{d t}$, which becomes by Hamilton's integrals $2 T=\Sigma\left(d T / d q^{\prime}\right) q^{\prime}+t(d H / d t)$. When $T$ is a homogeneous quadratic function of ( $q_{1}^{\prime}, q_{2}^{\prime}, \& c$.) this gives $d H / d t=0$, or $H=$ constant. The equation of vis viva may also be deduced from Hamilton's principal function.

Ex. 4. When the geometrical equations do not contain the time explicitly, show that no two of the Hamiltonian integrals can be the same and no one can be deduced from two others.

If it were possible that two could be the same, the ratio of $d T / d q_{1}{ }^{\prime}$ to $d T / d q_{2}{ }^{\prime}$ must be some constant $m$. Integrating this partial differential equation we find $T$ to be a homogeneous quadratic function of $q_{1}{ }^{\prime}-m q_{2}{ }^{\prime}, q_{3}{ }^{\prime}$, \&c. It would, therefore, be possible to set the system in motion, with values of $q_{1}{ }^{\prime}$ and $q_{2}{ }^{\prime}$ which are not zero, and yet so that the system is without vis viva.

Ex. 5. In any dynamical system if the co-ordinates $q_{1}, q_{2}, q_{3}$ and their corresponding momenta $p_{1}, p_{2}, p_{3}$ be expressed in terms of their initial values and the time elapsed, prove that the Jacobian of $p_{1}, p_{2}, p_{3}, q_{1}, q_{2}, q_{3}$ with regard to their initial values is equal to unity.

Ex. 6. A system whose co-ordinates are $q_{1}, q_{2}$, \&c. is making small oscillations about a state of steady motion determined by $q_{1}=0, q_{2}=0, \& c$. The Lagrangian function, as in Art. 111, is given by $L=L_{0}+\Sigma A q^{\prime}+L_{2}$, where $L_{2}$ is a homogeneous function of the second order of the co-ordinates and their velocities. Prove that

$$
S=L_{0}\left(t-t_{0}\right)+\Sigma A(q-a)+\frac{1}{2}\left[\Sigma q d L_{2} / d q^{\prime}\right]
$$

where the last term is to be taken between the limits $t_{0}$ and $t$. Here the integrations have been effected, but in order to express $S$ (Art. 463) as a function of the co-ordinates we must finally substitute for $q^{\prime}$ and $a^{\prime}$ in terms of these quantities.

Ex. 7. The position of a system making small oscillations as in Ex. 6 is defined by one co-ordinate $q$, so that

$$
L=L_{0}+A_{1} q^{\prime}+\frac{1}{2} A_{11} q^{\prime 2}+\frac{1}{2} C_{11} q^{2}+G_{11} q q^{\prime},
$$

where the coefficients are all constants. Prove that when $t_{0}=0$

$$
S=L_{0} t+A_{1}(q-a)+\frac{1}{2} G_{11}\left(q^{2}-a^{2}\right)+\frac{1}{2} m A_{11} \frac{\left(q^{2}+a^{2}\right)\left(e^{m t}+e^{-m t}\right)-4 q \alpha}{e^{m t}-e^{-m t}},
$$

where $m^{2}=C_{11} / A_{11}$.
468. Hamilton's Differential Equations. By the preceding reasoning all the integrals of a dynamical system of equations can be expressed in terms of the differential coefficients of a single function. But the method supplies no means of discovering this function $\dot{a}$ priori. We shall now show that this function must always satisfy a certain differential equation, so that the solution of all dynamical problems may be reduced to the integration of one differential equation.

Let us for the sake of brevity, suppose that the geometrical equations do not contain the time explicitly. We have then $H=T-U$. To construct this differential equation we must find the reciprocal function of $T-U$, according to the rules given in the first volume of this treatise. Let

$$
2 T=A_{11} q_{1}^{\prime 2}+2 A_{12} q_{1}^{\prime} q_{2}^{\prime}+\ldots \ldots
$$

R. D. II.

We now put $d T / d q_{1}^{\prime}=p_{1}, d T / d q_{2}^{\prime}=p_{2}, \& c$. and eliminate from $T$ the velocities $q_{2}^{\prime}, q_{2}^{\prime}, \& c$. so as to express $T$ as a function of the co-ordinates and momenta alone. As explained in the first volume, we arrive at the result

$$
T_{2}=-\frac{1}{2 \Delta}\left|\begin{array}{ccc}
0 & p_{1} & p_{2} \\
p_{1} & A_{11} & A_{12} \ldots \\
\ldots & \ldots & \ldots
\end{array}\right|
$$

where $\Delta$ is the discriminant of $T$. The reciprocal function of $T-U$ is therefore $H=T_{2}-U$. Thus $H$ is a quadratic function of the momenta $p_{1}, p_{2}, \&{ }^{2}$. We may shortly write this in the form

$$
H=\frac{1}{2} B_{11} p_{1}^{2}+B_{12} p_{1} p_{2}+\ldots-U
$$

But $p_{1}=d V / d q_{1}, p_{2}=d V / d q_{2}$, \&c. and the equation of vis viva gives $H=h$. Hence $V$ must satisfy the equation

$$
\begin{equation*}
\frac{1}{2} B_{11}\left(\frac{d V}{d q_{1}}\right)^{2}+B_{12} \frac{d V}{d q_{1}} \frac{d V}{d q_{2}}+\& c .-U=h \tag{I}
\end{equation*}
$$

In just the same way $p_{1}=d S / d q_{1}, p_{2}=d S / d q_{2}, \& c$. and $H=-d S / d t$. Hence $S$ must satisfy the equation

$$
\frac{1}{2} B_{11}\left(\frac{d S}{d q_{1}}\right)^{2}+B_{12} \frac{d S}{d q_{1}} \frac{d S}{d q_{2}}+\& \mathrm{c} .-U=-\frac{d S}{d t} \ldots \ldots \ldots \ldots .(\mathrm{II})
$$

Here the coefficients $B_{11}, B_{12}$, \&c. are all known functions of the co-ordinates $q_{1}, q_{2}$, \&c.

We have supposed $V$ to be expressed as a function of the co-ordinates at the time $t$, the initial co-ordinates and the energy $h$. But in this equation we may also regard $V$ to be a function of the co-ordinates at the time $t$, the energy $h$, and as many arbitrary constants as there are co-ordinates. In this case these constants are really functions of the initial co-ordinates which we do not care to determine. The equations giving the momenta $p_{1}, p_{2}$, \&c. at the time $t$ as the differential coefficients of $V$ with regard to $q_{1}, q_{2}, \& c$. will still be true; but the equations expressing the initial momenta are supposed not to be wanted.

If we take as these constants the actual co-ordinates at any epoch $t=t_{0}$ we may form another equation of a form similar to (I.) with $a_{1}, a_{2}, \& c$. written for $q_{1}, q_{2}, \& c$. and $t_{0}$ for $t$. It is then necessary that $V$ should satisfy both these equations.

Summing up, we may form the Hamiltonian equation (I.) by the following process. We first write down the equation of vis viva, viz. $\mathrm{T}-\mathrm{U}=\mathrm{h}$. We next form the reciprocal function of the lefthand side. To do this we differentiate the left-hand side with regard to the velocities $q_{1}^{\prime}, q_{2}^{\prime}, \& c$. and equate the results to the momenta $p_{1}, p_{2}$, \&c., we then eliminate the velocities. Lastly we write for the momenta in the reciprocal function the differential coefficients of V with regard to the co-ordinates $q_{1}, q_{2}$, \&c.
469. Jacobi's complete Integral. We thus have, in general, a partial differential equation to find $V$ or $S$. This equation admits of many forms of solution, but Sir:W. R. Hamilton gave no rule to determine which integral is to be taken. This defect has been supplied by Jacobi in the following proposition.

Let there be n co-ordinates in the system.
Suppose a complete solution to have been found containing $\mathrm{n}-1$ constants (besides h) and the constant which may be introduced by simple addition to the function V. These constants need not be the initial values of $q_{1}, q_{2}$, \&c., but may be any constants whatever. Let them be denoted by $\alpha_{1}, \alpha_{2} \ldots \alpha_{n-1}$, so that

$$
\begin{equation*}
V=f\left(q_{1}, q_{2} \ldots q_{n}, \alpha_{1}, \alpha_{2} \ldots \alpha_{n-1}\right)+\alpha_{n} \tag{1}
\end{equation*}
$$

Then the integrals of the dynamical equations will be

$$
\begin{equation*}
\frac{d f}{d x_{1}}=\beta_{1}, \& c \cdot \frac{d f}{d \alpha_{n-1}}=\beta_{n-1}, \frac{d f}{d h}=t+\epsilon . \tag{2}
\end{equation*}
$$

where $\beta_{1}, \beta_{2} \ldots \beta_{n-1}$ and $\epsilon$ are n new arbitrary constants, and the first integrals of the equations may be written in the form

$$
\begin{equation*}
\frac{d f}{d q_{1}}=\frac{d T}{d q_{1}^{\prime \prime}}, \quad \frac{d f}{d q_{2}}=\frac{d T}{d q_{2}^{\prime}}, \quad \& \mathrm{c} .=\& \mathrm{c} . \tag{3}
\end{equation*}
$$

It appears from Jacobi's proposition that any integral provided it is complete* will supply a solution to the dynamical problem. We have also a sufficient number of constants, viz. $\alpha_{1} \ldots \alpha_{n-1}, h, \epsilon$ and $\beta_{1} \ldots \beta_{n-1}$ to satisfy any initial conditions.
470. To prove these results, we must show that if the form of $V$ given by ( 1 ) satisfies identically the equation

$$
H=\frac{1}{2} B_{11} p_{1}^{2}+B_{12} p_{1} p_{2}+\ldots-U=h \ldots \ldots \ldots . .(\mathrm{I})
$$

where $p$ stands for $d V / d q$, then the relations (2) will satisfy identically the two typical Hamiltonian equations

$$
\begin{equation*}
\frac{d H}{d p}=q^{\prime}, \quad-\frac{d H}{d q}=p^{\prime} \tag{II}
\end{equation*}
$$

It will immediately follow, since $H$ and $T-U$ are reciprocal functions, that the relations (2) will also make

$$
\begin{equation*}
p=\frac{d T}{d q^{\prime}} . \tag{III}
\end{equation*}
$$

Since (I.) is identically satisfied, we may differentiate it partially

[^26]with regard to each of the $n$ constants $\alpha_{1} \ldots \alpha_{n-1}$ and $h$. We thus obtain, after substitution from (1), $n-1$ equations of the form
$$
\frac{d H}{d p_{1}} \frac{d p_{1}}{d \alpha}+\frac{d H}{d p_{2}} \frac{d p_{2}}{d \alpha}+\ldots=0
$$
and an $n$th equation derived from this by writing $h$ for $\alpha$ and unity for the zero on the right-hand side. We shall use these $n$ equations to find $d H / d p_{1}, d H / d p_{2}$, \&c.

But if we differentiate Jacobi's integrals (2) with regard to $t$ we have $n-1$ equations of the form

$$
\frac{d q_{1}}{d t} \frac{d^{2} f}{d x d q_{1}}+\frac{d q_{2}}{d t} \frac{d^{2} f}{d x d q_{2}}+\ldots=0
$$

and an $n$th equation derived from this by writing $h$ for $\alpha$ and putting unity on the right-hand side. We shall use these $n$ equations to find $d q / d t_{1}, d q_{2} / d t$, \&c.

Comparing these two sets of equations, we see that when we substitute for the typical $p$ its value derived from $p=d f / d q$, the equations become identical. Hence,

$$
\frac{d H}{d p_{1}}=\frac{d q_{1}}{d t}, \frac{d H}{d p_{2}}=\frac{d q_{2}}{d t}, \& \mathrm{c} .
$$

Again, if we differentiate the identical equation (I.) with regard to each of the co-ordinates $q_{1} \ldots q_{n}$ in turn, we obtain after substitution from (1) the typical equation

$$
\begin{aligned}
& \frac{d H}{d q}+\frac{d H}{d p_{1}} \frac{d p_{1}}{d q}+\frac{d H}{d p_{2}} \frac{d p_{2}}{d q}+\ldots=0, \\
\therefore- & -\frac{d H}{d q}=\frac{d q_{1}}{d t} \frac{d^{2} f}{d q_{1} d q}+\frac{d q_{2}}{d t} \frac{d^{2} f}{d q_{2} d q}+\ldots
\end{aligned}
$$

But since $p=d f / d q$, the right-hand side is the same as $d p / d t$, we therefore have

$$
-\frac{d H}{d q_{1}}=\frac{d p_{1}}{d t}, \quad-\frac{d H}{d q_{2}}=\frac{d p_{2}}{d t}, \& c .
$$

471. Geometrical Remarks. To simplify the argument let us suppose that the dynamical system depends only on two co-ordinates $q_{1}, q_{2}$. The Hamiltonian equation (I.) therefore takes the form

$$
\begin{equation*}
\frac{1}{2} B_{11}\left(\frac{d V}{d q_{1}}\right)^{2}+B_{12} \frac{d V}{d q_{1}} \frac{d V}{d q_{2}}+\frac{1}{2} B_{22}\left(\frac{d V}{d q_{2}}\right)^{2}=U+h \tag{1}
\end{equation*}
$$

Let us suppose that a complete integral has been found, viz.

$$
\begin{equation*}
V=f\left(q_{1}, q_{2}, a_{1}\right)+a_{2} \tag{2}
\end{equation*}
$$

Regarding $q_{1}, q_{2}$ and $V$ as the Cartesian co-ordinates of a point $P$, this is the equation to a double system or family of surfaces. Let us select any family we please, so that the constants $\alpha_{1}, a_{2}$ are now related by some equation $\alpha_{2}=\psi\left(a_{1}\right)$. The characteristics of this chosen family are given by

$$
\left.\begin{array}{l}
V=f\left(q_{1}, q_{2}, a_{1}\right)+\psi\left(a_{1}\right)  \tag{3}\\
0=d f / d a_{1}+d \psi / d a_{1}
\end{array}\right\}
$$

where $a_{1}$ is regarded as a constant.

The general integral is obtained by eliminating $\alpha_{1}$ between the two equations (3). Here $a_{1}$ in the first equation is to be regarded as a function of $q_{1}, q_{2}$ determined by the second equation. This of course is merely following Lagrange's rule to find the general integral when any complete integral is known.

In the same way we find that Lagrange's singular solution is at infinity.
It appears from this that all the characteristics of all the families of surfaces included in the complete integral (1) are used to build up the general integral. We choose any set of characteristics we please so that a surface can be made to pass through every member of the set. This surface is a particular case of the general solution.
472. According to Jacobi's theorem the path of the dynamical system is defined by $\bar{d} f / d \alpha_{1}=\beta_{1}$. Looking at the second of equations (3) we see that this is equivalent to asserting that $d \psi / d a_{1}$ and therefore $a_{1}$ is constant. It follows that the possible paths of the dynamical system are the characteristics of the families which may be chosen out of the complete integral.
473. Since Lagrange's method of finding the general integral will give a solution whatever the form of $\psi\left(a_{1}\right)$ may be, we may use that process to obtain other complete integrals. If we write $\phi\left(m, a_{1}\right)+n$ for $\psi\left(a_{1}\right)$ and proceed to eliminate $a_{1}$ we obtain a solution which contains two constants, viz. $m$ and $n$, and is therefore a complete integral. Here $\phi$ may be any function we please, and $\alpha_{1}$ is to be regarded as a function of $q_{1}, q_{2}$ determined by the second of the equations (3).

The paths derived from this new complete integral by Jacobi's method are given by

$$
\left(d f / d a_{1}+d \psi / d a_{1}\right) d a_{1} / d m+d \psi / d m=\beta .
$$

By the second of equations (3) the term in brackets is zero. The path therefore is defined by equating to a constant a function of $a_{1}$ and $m$. The paths are therefore given by equating $\alpha_{1}$ to a constant. It follows that the two complete integrals lead to the same set of dynamical paths.
474. If the Hamiltonian equation

$$
\frac{1}{2} B_{11}\left(d V / d q_{1}\right)^{2}+B_{12}\left(d V / d q_{1}\right)\left(d V / d q_{2}\right)+B_{22}\left(d V / d q_{2}\right)^{2}=U+h
$$

be such that all the coefficients on the left side and also $U$ are functions of one coordinate only, say $q_{2}$, then a complete integral can be found by writing $V=W+a_{1} q_{1}$, where $W$ is a function of $q_{2}$ only. Substituting this in the Hamiltonian equation we have a differential equation with one independent variable viz. $q_{2}$. The solution of this can be effected by the ordinary method of separating the variables. Thus we easily find by solving a quadratic that $d V / d q_{2}$ is a known function of $q_{2}$ and $a_{1}$. Integrating this we have a value for $V$ with one additional constant. This therefore is a complete integral.
475. Examples. Ex. 1. Taking the same problem as in Ex. 1 of Art. 467, show that Hamilton's differential equation $V$ is $\frac{5}{14}(d V / d q)^{2}-g q=h$. Integrate this equation and thence find the motion.

Ex. 2. Let us next consider a more complicated case in which there are two coordinates. The simplest example we can take is that of the motion of a projectile under the action of gravity.

If $q_{1}, q_{2}$ be its co-ordinates the equation of vis viva may be written $\frac{1}{2}\left(q_{1}{ }^{\prime 2}+q_{2}{ }^{\prime 2}\right)=-g q_{2}+h$. Following the rule of Art. 468 we see that the Hamiltonian equation is $\frac{1}{2}\left(d V / d q_{1}\right)^{2}+\frac{1}{2}\left(d V / d q_{2}\right)^{2}=-g q_{2}+h$. To solve this we notice that all the coefficients on the left side are constants and that $U$ is a function of $q_{2}$ only. By

Art. 474 we therefore assume $V=W+a_{1} q_{1}$. Substituting and integrating we find
$W_{1}$ so that finally

$$
V=a_{1} q_{1}-\frac{1}{3 g}\left(2 h-a_{1}^{2}-2 g q_{2}\right)^{\frac{\pi}{2}}+a_{2}
$$

Following Jacobi's rule (Art. 469) the motion is given by

$$
\left.\begin{array}{l}
d V / d a_{1}=q_{1}+\frac{a_{1}}{g}\left(2 h-a_{1}^{2}-2 g q_{2}\right)^{\frac{1}{2}}=\beta \\
d V / d h=-\frac{1}{g}\left(2 h-a_{1}^{2}-2 g q_{2}\right)^{\frac{1}{2}}=t+\epsilon
\end{array}\right\} .
$$

These easily reduce to the ordinary formulæ for the motion of a projectile.
Ex. 3. A particle describes an orbit about a centre of force which attracts according to the law of nature. If $r, \theta$ be its polar co-ordinates referred to the centre of force as origin, show that the Hamiltonian equation is

$$
(d V / d r)^{2}+(d V / r d \theta)^{2}=2 \mu / r+2 h
$$

Show also that a complete integral may be found (as in the last example) by putting $V=W+a \theta$.
476. Jacobi has extended his theorem to the case in which the geometrical equations do contain the time explicitly. But for this we have no space. We cannot also do more than allude to Professor Donkin's theorem that a knowledge of half the integrals of the Hamiltonian system will in certain cases lead to a determination of the rest.

In Boole's Differential Equations it is shown that when the Hamiltonian equations are four in number, and one integral besides Vis Viva is known, both the remaining integrals can be found by integrating an exact differential equation. Miscellaneous Exercises, No. 15.

## Variation of the Elements.

477. Let the integrals of a dynamical problem be

$$
\left.\begin{array}{rl}
c_{1} & =f_{1}\left(p_{1}, q_{1}, p_{2}, q_{2}, \ldots t\right)  \tag{1}\\
c_{2} & =f_{2}\left(p_{1}, q_{1}, p_{2}, q_{2}, \ldots t\right) \\
\& c . & =\& c .
\end{array}\right\}
$$

where $p, q, \ldots$ are some variables which determine the position and motion of the system, and which are such that the equations of motion may be written in the
forms

$$
\begin{equation*}
p^{\prime}=-\frac{d I I}{d q}, \quad q^{\prime}=\frac{d I I}{d p} . . \tag{2}
\end{equation*}
$$

in the Hamiltonian manner. Let the equations of motion of a second dynamical problem be

$$
\begin{equation*}
p^{\prime}=-\frac{d I}{d q}-\frac{d K^{\prime}}{d q}, \quad q^{\prime}=\frac{d H}{d p}+\frac{d K}{d p} . \tag{3}
\end{equation*}
$$

where $K$ is some function of $p, q, \ldots t$. If we consider $c_{1}, c_{2}, \ldots$ the constants of the solution of the first problem to be functions of $p, q$, and $t$, we may suppose the solution of the second problem to be represented by integrals of the same form (1) as those of the first problem. It is therefore our object to discover what functions $c_{1}, c_{2}, \ldots$ are of $p, q$, and $t$. The function $K$ is called "the disturbing function," and is usually small as compared with $H$.

Since the equations (1) are the integrals of the differential equations (2), we shall obtain identical expressions by şubstituting. from (1) in (2). Hence differentiating (1), and substituting for $p^{\prime}$ and $q^{\prime}$ their values given by (2), we get

$$
\left.\begin{array}{l}
0=-\frac{d c_{1}}{d p} \frac{d H}{d q}+\frac{d c_{1}}{d q} \frac{d H}{d p}+\ldots+\frac{d c_{1}}{d t}  \tag{4}\\
0=\& c .
\end{array}\right\}
$$

But when $c_{1}, c_{2}, \ldots$ are considered as variables, the equations (1) are the integrals of the differential equations (3). Hence repeating the same process, we have

$$
\begin{aligned}
& \frac{d c_{1}}{d t}=-\frac{d c_{1}}{d p} \frac{d H}{d q}+\frac{d c_{1}}{d q} \frac{d H}{d p}+\ldots+\frac{d c_{1}}{d t}-\frac{d c_{1}}{d \rho} \frac{d K}{d q}+\frac{d c_{1}}{d q} \frac{d K}{d q}+\ldots \ldots \\
& \frac{d c_{2}}{d t}=\& c .
\end{aligned}
$$

where the differential coefficients on the left-hand side are total, and those on the right-hand side partial.

Hence, using the identities (4), we get

$$
\begin{equation*}
\frac{d c_{1}}{d t}=-\frac{d c_{1}}{d p} \frac{d K}{d q}+\frac{d c_{1}}{d q} \frac{d K}{d p}+ \tag{5}
\end{equation*}
$$

with similar expressions for $\frac{d c_{2}}{d t}$, \&c.
If K be given as a function of $\mathrm{p}, \mathrm{q}$, dc. and t , we have $d c_{1} / d t$, \&c. expressed as functions of $p, q, \& c$. and $t$. Joining these equations to those marked (1) we find $c_{1}, c_{2} \ldots$ as functions of $t$.

If K be given as a function of $\mathrm{c}_{1}, \mathrm{c}_{2}, \ldots$ and t we may continue thus,

$$
\frac{d K}{d p}=\frac{d K}{d c_{1}} \frac{d c_{1}}{d p}+\frac{d K}{d c_{2}} \frac{d c_{2}}{d p}+\ldots, \quad \frac{d K}{d q}=\frac{d K}{d c_{1}} \frac{d c_{1}}{d q}+\frac{d K}{d c_{2}} \frac{d c_{2}}{d q}+\ldots
$$

Substituting in the expression for $\frac{d c_{1}}{d t}$, we get

$$
\frac{d c_{1}}{d t}=\Sigma\left[\frac{d c_{1}}{d q} \frac{d c_{2}}{d p}-\frac{d c_{1}}{d p} \frac{d c_{2}}{d q}\right] \frac{d K}{d c_{2}}+\Sigma\left[\frac{d c_{1}}{d q} \frac{d c_{3}}{d p}-\frac{d c_{1}}{d p} \frac{d c_{3}}{d q}\right] \frac{d K}{d c_{3}}+\ldots,
$$

where the $\Sigma$ means summation for all values of $p, q$, viz. $p_{1}, q_{1}, p_{2}, q_{2}, \& c$.
Since by hypothesis $c_{1}, c_{2}, \ldots$ are supposed expressed as functions of $p_{1}, q_{1}, \& c$. and $t$, these coefficients may be found by simple differentiation. It will, of course, be more convenient to express them in terms of $c_{1}, c_{2}$, \&c. and $t$ by substituting for $p_{1}, q_{1}, \& c$. their values given by the integrals (1).
478. On effecting this substitution it will be found that t disappears from the expressions. This may be proved as follows. Let $A$ be any coefficient, so that $A=\Sigma\left[\frac{d c_{1}}{d q} \frac{d c_{2}}{d p}-\frac{d c_{1}}{d p} \frac{d c_{2}}{d q}\right]$, we have to prove that $A$ being regarded as a function of $p_{1}, q_{1}, \& \mathrm{c}$. and $t$, the total differential coefficient $d . A / d t$ is zero. Now

$$
\frac{d \cdot A}{d t}=\frac{d A}{d t}+\frac{d A}{d p} p^{\prime}+\frac{d A}{d q} q^{\prime}+\ldots
$$

The letters $p_{1}, q_{1}$, \&c. enter into the expression for $A$ only through $c_{1}$ and $c_{2}$. Let us consider only the part of $d . A / d t$ due to the variation of $c_{1}$, then the part due to the variation of $c_{2}$ may be found by interchanging $c_{1}$ and $c_{2}$, and changing the sign of the whole. The complete value of $d . A / d t$ is the sum of these two parts.

The part of $d . A / d t$ due to the variation of $c_{1}$ is
$\Sigma\left[\frac{d c_{2}}{d p}\left\{\frac{d}{d q} \frac{d c_{1}}{d t}-\frac{d^{2} c_{1}}{d p d q} \frac{d H}{d q}+\frac{d^{2} c_{1}}{d q^{2}} \frac{d H}{d p}+\ldots\right\}-\frac{d c_{2}}{d q}\left\{\frac{d}{d p} \frac{d c_{1}}{d t}-\frac{d^{2} c_{1}}{d p^{2}} \frac{d H}{d q}+\frac{d^{2} c_{1}}{d p d q} \frac{d H}{d p}+\ldots\right\}\right]$.
If we substitute for $d c_{1} / d t$ its value given by the indentity (4), we get

$$
\Sigma\left[\frac{d c_{2}}{d p}\left\{\frac{d c_{1}}{d p} \frac{d^{2} H}{d q^{2}}-\frac{d c_{1}}{d q} \frac{d^{2} H}{d p d q}\right\}-\frac{d c_{2}}{d q}\left\{\frac{d c_{1}}{d p} \frac{d^{2} H}{d p d q}-\frac{d c_{1}}{d q} \frac{d^{2} H}{d p^{2}}\right\}\right]
$$

If we now interchange $c_{1}$ and $c_{2}$ we get the same result. Hence when the two parts of $d . A / d t$ are added together, the signs being opposite, the sum is zero.
479. Let the expression $\Sigma\left[\frac{d c_{1}}{d q} \frac{d c_{2}}{d p}-\frac{d c_{1}}{d p} \frac{d c_{2}}{d q}\right]$, where the $\mathbf{\Sigma}$ means summation for all the values of $p, q$, be represented shortly by $\left(c_{1}, c_{2}\right)$. Then in any dynamical problem if $K$ be the disturbing function, the variations of the parameters $c_{1}, c_{2}, \ldots$ are given by

$$
\frac{d c_{1}}{d t}=\left(c_{1}, c_{2}\right) \frac{d K}{d c_{2}}+\left(c_{1}, c_{3}\right) \frac{d K}{d c_{3}}+\ldots
$$

where all the coefficients are functions of the parameters only and not of $t$.
This equation may be greatly simplified by a proper choice of the constants $c_{1}, c_{2}, \ldots$ In the Mécanique Analytique of Lagrange, it is shown that if the constants chosen be the initial values of $p_{1}, p_{2}, \ldots$ and $q_{1}, q_{2}, \ldots$, viz. a, $\beta, \gamma, \ldots$ and $\lambda, \mu, \nu, \ldots$ respectively, then the equations become

$$
\left.\begin{array}{l}
\frac{d \alpha}{d t}=-\frac{d K}{d \lambda}, \quad \frac{d \beta}{d t}=-\frac{d K}{d \mu}, \& \mathrm{c} . \\
\frac{d \lambda}{d t}=\frac{d K}{d \alpha}, \quad \frac{d \mu}{d t}=\frac{d K}{d \beta}, d \mathrm{c} .
\end{array}\right\}
$$

It is assumed in the demonstration that $K$ is a function of $q_{1}, q_{22}, \ldots$ only. This simplification has been extended by Sir W. Hamilton and Jacobi to other cases, but for this we have no space.
480. It follows from the investigation in Art. 478, that if two integrals of a dynamical problem be found, viz. $\mathrm{c}_{1}=a, \mathrm{c}_{2}=\beta$, where $\mathrm{c}_{1}$ and $\mathrm{c}_{2}$ stand for some functions of $\mathrm{p}_{1}, \mathrm{q}_{1}, \mathrm{p}_{2}, \mathrm{q}_{2}, \ldots$ and t , and $a$ and $\beta$ are constants, then $\left(\mathrm{c}_{1}, \mathrm{c}_{2}\right)$ is also constant. So that $\left(c_{1}, c_{2}\right)=\gamma$, where $\gamma$ is a constant, is either a third integral of the equations of motion or an identity. If it is an integral it may be either a new integral or one derivable from the two $c_{1}$ and $c_{2}$ already found.

## CHAPTER XI.

## PRECESSION AND NUTATION,

 \&c. \&c.
## On the Potential.

481. To find the potential of a body of any form at any external distant point.

Let the centre of gravity $G$ of the body be taken as the origin of co-ordinates and let the axis of $x$ pass through $S$ the external point. Let the distance $G S=\rho$. Let $(x, y, z)$ be the co-ordinates of any element $d m$ of the body situated at any point $P$ and let $G P=r$, then $P S^{2}=\rho^{2}+r^{2}-2 \rho x$. The potential of the body is

$$
V=\Sigma \frac{d m}{P S} ; \quad \therefore V=\Sigma \frac{d m}{\rho}\left\{1-\frac{2 \rho x-r^{2}}{\rho^{2}}\right\}^{-\frac{1}{2}}
$$

$=\Sigma \frac{d m}{\rho}\left\{1+\frac{1}{2} \frac{2 \rho x-r^{2}}{\rho^{2}}+\frac{3}{8}\left(\frac{2 \rho x-r^{2}}{\rho^{2}}\right)^{2}+\frac{5}{16}\left(\frac{2 \rho x-r^{2}}{\rho^{2}}\right)^{3}+\frac{35}{128}\left(\frac{2 \rho x-r^{2}}{\rho^{2}}\right)^{4}+\ldots\right\} ;$
arranging these terms in descending powers of $\rho$, we get

$$
V=\Sigma \frac{d m}{\rho}\left\{1+\frac{x}{\rho}+\frac{3 x^{2}-r^{2}}{2 \rho^{2}}+\frac{5 x^{3}-3 x r^{2}}{2 \rho^{3}}+\frac{35 x^{4}-30 x^{2} r^{2}+3 r^{4}}{8 \rho^{4}}+\ldots\right\}
$$

Let $M$ be the mass of the body, then $\Sigma d m=M$. Also since the origin is at the centre of gravity, we have $\Sigma x d m=0$.

Let $A, B, C$ be the principal moments of inertia at the centre of gravity, $I$ the moment of inertia about the axis of $x$, which in our case is the line joining the centre of gravity of the body to the attracted point. Then

$$
\begin{gathered}
\sum d m r^{2}=\frac{1}{2}(A+B+C) \\
\sum d m x^{2}=\Sigma d m\left(r^{2}-y^{2}-z^{2}\right)=\frac{1}{2}(A+B+C)-I .
\end{gathered}
$$

Let $l$ be any linear dimension of the body, then if $\rho$ be so great compared with $l$ that we may neglect the fraction $(l / \rho)^{3}$ of the potential, we have

$$
V=\frac{M}{\rho}+\frac{A+B+C-3 I}{2 \rho^{3}}
$$

If we wish to make a nearer approximation to the value of $V$, we must take account of the next terms, viz.

$$
\frac{5 \Sigma m x^{3}-3 \Sigma m x r^{2}}{2 \rho^{4}}
$$

Let $(\xi, \eta, \zeta)$ be the co-ordinates of $m$ referred to any fixed rectangular axes having the origin at $G$, and let $(\alpha, \beta, \gamma)$ be the angles $G S$ makes with these axes. Then

$$
\begin{gathered}
x=\xi \cos \alpha+\eta \cos \beta+\zeta \cos \gamma \\
\therefore \Sigma m x^{3}=\cos ^{3} \alpha \Sigma m \xi^{3}+3 \cos ^{2} \alpha \cos \beta \Sigma m \xi^{2} \eta+\ldots \ldots
\end{gathered}
$$

If the body be symmetrical about any set of rectangular axes meeting at $G$, we have $\sum m \xi^{3}=0, \sum m \xi^{3} \eta=0, \& c .=0$, so that this next term in the expression for the potential vanishes altogether. Thus the error of the preceding expression for $V$ is comparable to only the fraction $(l / \rho)^{4}$ of the potential. This is the case with the earth, the form and structure of which are very nearly symmetrical about the principal axes at its centre of gravity.

This theorem is due to Poisson, but it was put into the convenient form just given by Prof. MacCullagh. See Royal Irish Transactions for 1855, page 387.
482. In the investigation of this value for the potential, $S$ has been supposed to be at a very great distance. But the expression is also very nearly correct wherever the point $S$ be situated, provided the body is an ellipsoid whose strata of equal density are concentric ellipsoids of small ellipticity.

To prove this, we may use a theorem in attractions due to Maclaurin, viz. The potentials of confocal ellipsoids at any external point are proportional to their masses. Let us first consider the case of a solid homogeneous ellipsoid. Describe an internal confocal ellipsoid of very small dimensions and let $a^{\prime}, b^{\prime}, c^{\prime}$ be its semi-axes. Then because the ellipticity is very small, we can take $a^{\prime}, b^{\prime}, c^{\prime}$ so small that $S^{\prime}$ may be regarded as a distant point with regard to the internal ellipsoid. Hence the potential due to the internal ellipsoid is

$$
V^{\prime}=\frac{M^{\prime}}{\rho}+\frac{A^{\prime}+B^{\prime}+C^{\prime}-3 I^{\prime}}{2 \rho^{3}}
$$

where accented letters have the same meaning relatively to the internal ellipsoid that unaccented letters have with regard to the given ellipsoid. The error made in this expression is of the order $\left(a^{\prime} / \rho\right)^{4} V^{\prime}$. Hence, by Maclaurin's theorem, the potential $V$ of the given ellipsoid is

$$
V=\frac{M}{\rho}+\frac{M}{M^{\prime}} \frac{A^{\prime}+B^{\prime}+C^{\prime}-3 I^{\prime}}{2 \rho^{3}}
$$

and the error is of the order $\left(a^{\prime} / \rho\right)^{4} V$.

If $a, b, c$ be the semi-axes of the given ellipsoid, we have

$$
\begin{gathered}
a^{2}-a^{\prime 2}=b^{2}-b^{\prime 2}=c^{2}-c^{\prime 2}=\lambda^{2} ; \\
\therefore A=M \frac{b^{2}+c^{2}}{5}=M\left(\frac{b^{\prime 2}+c^{\prime 2}}{5}+\frac{2}{5} \lambda^{2}\right)=\frac{M}{M^{\prime}} A^{\prime}+\frac{2}{5} M \lambda^{2} .
\end{gathered}
$$

Similarly, $\quad B=\frac{M}{M^{\prime}} B^{\prime}+\frac{2}{5} M \lambda^{2}, \quad C=\frac{M}{M^{\prime}} C^{\prime}+\frac{2}{5} M \lambda^{2}$.
Also if ( $\alpha, \beta, \gamma$ ) be the direction-angles of the line GS with reference to the principal axes at $G$, we have

$$
I=A \cos ^{2} \alpha+B \cos ^{2} \beta+C \cos ^{2} \gamma=\frac{M}{M^{\prime}} I^{\prime}+\frac{2}{5} M \lambda^{2}
$$

Hence, substituting, we have

$$
V=\frac{M}{\rho}+\frac{A+B+C-3 I}{2 \rho^{3}} .
$$

If $a, b, c$ be arranged in descending order of magnitude, we can by diminishing the size of the internal ellipsoid make $c^{\prime}$ as small as we please. In this case we have ultimately $a^{\prime}=\sqrt{a^{2}-c^{2}}$. Let $\epsilon$ be the ellipticity of the section containing $a$ and $c$ the greatest and least semi-axes. Then $a^{\prime}=a \sqrt{\overline{2 \epsilon}}$, and the error of the above expression for $V$ is of the order $4(a / \rho)^{4} \epsilon^{2} V$.

The theorem being true for any solid homogeneous ellipsoid is also true for any homogeneous shell bounded by concentric ellipsoids of small ellipticity. For the potential of such a shell may be found by subtracting the potentials of the bounding ellipsoids, $A+B+C$ (see Vol. ..) being independent of the directions of the axes.

Lastly, suppose the body to be an ellipsoid whose strata of equal density are concentric ellipsoids of small ellipticity, the external boundary being homogeneous. Then the proposition being true for each stratum, is also true for the whole body.

This theorem was first given by Prof. MacCullagh as a problem, and was published in the Dublin University Calendar for 1834, page 268. Some years after, about 1846, he gave his proof of the theorem in his lectures, which is substantially the same as that given in this Article. See the Transactions of the Royal Irish Academy, Vol. xxir., Parts I. and in., Science.
483. The following geometrical interpretation of the formula of Art. 481 is also due to Prof. MacCullagh. His demonstration and another by the Rev. R. Townsend may be found in the Irish Transactions for 1855.

A system of material points attracts a point S whose distance from the centre of gravity $G$ of the attracting mass is very great compared with the mutual distances of the particles. If a tangent plane be drawn to the ellipsoid of gyration perpendicular to GS, touching the ellipsoid in T and cutting GS in U, then the resultant attraction on S lies in the plane SGT. The component of the attraction
on S in the direction $\mathrm{TU}=-\frac{3 \mathrm{M}}{\rho^{4}} \mathrm{GU}$. UT. The component of the attraction on S in the direction $\mathrm{UG}=\frac{\mathrm{M}}{\rho^{2}}+\frac{3}{2} \frac{\mathrm{~A}+\mathrm{B}+\mathrm{C}-3 \mathrm{I}}{\rho^{4}}$.

These theorems are also true if we replace the ellipsoid of gyration by any confocal ellipsoid. Let $a, b, c$ be the semi-axes of this confocal, and let $p$ be the perpendicular $G U$ on the tangent plane. Since (see Vol. r.), $A=M a^{2}+\lambda, B=M b^{2}+\lambda$, \&c. where $\lambda$ is some constant, we have $V=\frac{M}{\rho}+\frac{M\left(a^{2}+b^{2}+c^{2}-3 p^{2}\right)}{2 \rho^{3}}$.

To prove that the resultant force on $S$ lies in the plane $S G T$, let us displace $S$ to $S^{\prime}$ where $S S^{\prime}$ is perpendicular to this plane and is equal to $\rho d \psi$. Because $V$ is a potential, the force on $S$ in the direction $S S^{\prime \prime}$ is $d V / \rho d \psi$. But after this displacement the tangent plane perpendicular to $G S^{\prime}$ intersects along $T U$ the former tangent plane, hence $d p / d \psi=0$, and $\therefore d V / d \psi=0$.

To find the force $P$ acting at $S$ in the direction $T U$, let us displace $S$ to $S^{\prime \prime}$ where

$S S^{\prime \prime}$ is parallel to $T U$ and is equal to $\rho d \psi$. Since $G U$ is perpendicular to $U T$ we have, exactly as in the Differential Calculus, $T U=d p / d \psi$. Hence

$$
P=\frac{1}{\rho} \frac{d V}{d \psi}=-\frac{3 M}{\rho^{4}} p \cdot T U
$$

Lastly, to find the force $R$ in the direction $S G$ we have

$$
R=-\frac{d V}{d \rho}=\frac{M}{\rho^{2}}+\frac{3}{2} \frac{A+B+C-3 I}{\rho^{4}}
$$

Ex. Show that the product $G U . T U$ is the same for all confocals.
484. Examples on attractions. Ex. Let $G P$ be a straight line through the centre of gravity such that the moment of inertia about it is equal to the mean of the three principal moments of inertia at $G$, then the resolved attraction of the body on any point $S$ in the direction $S G$ is more nearly the same as if the body were collected into its centre of gravity when $S$ lies in $G P$, than when $S$ lies in any other straight line through $G$.

Show also that the moment of inertia about $G P$ is equal to the mean of the moments of inertia about all straight lines passing through $G$.

If two of the principal moments of inertia are equal, prove that GP makes with the axis of unequal moment an angle equal to $\cos ^{-1}(1 / \sqrt{ } 3)$.
485. Equi-attractive bodies. Ex. 1. If two bodies exert equal attractions on all external points, prove that their centres of gravity must coincide and their masses must be equal. The principal axes at their common centre of gravity must be coincident in direction, and the difference of their moments of inertia about any straight line constant.

Ex. 2. Thence show that two Chaslesian shells of the same body have the same principal axes at their common centre of gravity and the difference of their moments of inertia about any straight line constant.

Ex. 3. If the attraction of a body on every external point be the same as that of a single particle placed at some point, then the mass of the particle is equal to the mass of the body, the point is the centre of gravity; also the law of attraction must be either as the inverse square of the distance or as the direct distance, and in the former case every axis through the centre of gravity is a principal axis at the centre of gravity. See a paper by the author in the Quarterly Mathematical Journal, 1857, Vol. iI. page 136.

Ex. 4. Let an ellipsoid be described having its semi-axes $a, b, c$ such that $M \frac{2}{3} a^{2}=B+C-A+\lambda, M \frac{2}{3} b^{2}=C+A-B+\lambda, M \frac{2}{3} c^{2}=A+B-C+\lambda$, where $\lambda$ is at our disposal, and may be any quantity positive or negative which does not make $a, b, c$ imaginary. Let an indefinitely thin shell of mass $M$ be constructed bounded by similar ellipsoids and having this ellipsoid for one bounding surface. Then the attractions of the given body and this shell on any distant external point are the same in direction and magnitude.

The attraction of such a shell on any external point is normal to the confocal through that point and is equal to $\frac{M}{a^{\prime} b^{\prime} c^{\prime}} p^{\prime}$, where $a^{\prime}, b^{\prime}, c^{\prime}$ are the semi-axes of the confocal and $p^{\prime}$ the perpendicular on the tangent plane at the attracted point. See a paper by the author in the Quarterly Journal of Pure and Applied Mathematics, 1867, Vol. virl. page 322.

Ex. 5. The attraction of a body two of whose principal moments at the centre of gravity $A$ and $B$ are equal and greater than the third attracts a distant point as if its mass $M$ were equally distributed over a straight line of length $2 l$, where $M l^{2}=3(A-C)$, placed perpendicular to the plane of $A, B$ with its middle point at the centre of gravity. This proposition is accurately true if the body be an indefinitely thin shell bounded by similar prolate spheroids. In any case it is necessary that the equal moments $A, B$ should be greater than the third moment of inertia $C$.

Ex. 6. Whatever be the relative magnitudes of the three principal moments of inertia, the attraction on a distant point is the same as if the mass was distributed over the focal conic of the ellipsoid described in (4) so that the density at any point $P$ is proportional to $A B /(A P, P B)^{\frac{1}{2}}$, where $A B$ is the diameter through $P$.

Ex. 7. The attraction of any body of mass $M$ on a distant particle may be found in the following manner. Let an indefinitely thin shell of mass $3 M$ be constructed bounded by similar ellipsoids and having the ellipsoid of gyration at the centre of gravity for one bounding surface. Also let a particle of mass $4 M$ be collected at the centre of gravity. Then the attraction of $M$ on any distant particle is the same in direction and magnitude as if $4 M$ attracted it and $3 M$ repelled it.

Other laws of attraction. Ex. 8. If the law of attraction had been - $\phi$ (dist.) instead of the inverse square, the potential of a body on any external point $S$ would have been represented by $\Sigma m \phi_{1}(P S)$, where $\phi(\rho)$ is the differential coefficient of $\phi_{1}(\rho)$. In this case, by reasoning in the same way as in Art. 481, we get

$$
V=M \phi_{1}(\rho)+\phi^{\prime}(\rho) \frac{A+B+C}{4}-\frac{\rho}{2} \frac{d}{d \rho}\left(\frac{\phi(\rho)}{\rho}\right) I,
$$

where $A, B, C$ and $I$ have the same meanings as before.
If ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) be the co-ordinates of $S$ referred to the principal axes at $G$, the moment of the attraction of $S$ about the axis of $y$ is $=\frac{1}{\rho} \frac{d}{d \rho} \frac{\phi(\rho)}{\rho} \cdot(C-A) x^{\prime} z^{\prime}$.
486. To find the Force-function due to the attraction of any body on any other distant body.

Let $G, G^{\prime}$ be the centres of gravity of the two bodies, and let $G G^{\prime}=R$. Let $A, B, C ; A^{\prime}, B^{\prime}, C^{\prime}$ be the principal moments of inertia of the two bodies at $G$ and $G^{\prime}$ respectively; $I, I^{\prime}$ the moments of inertia about $G G^{\prime}$, and let $M, M^{\prime}$ be the masses of the two bodies.

Let $m^{\prime}$ be any element of the body $M^{\prime}$ situated at the point $S$, and let $G S=\rho$. Then the potential of the body $M$ at $m^{\prime}$ is $m^{\prime}\left\{\frac{M}{\rho}+\frac{A+B+C-3 I_{1}}{2 \rho^{3}}\right\}$, where $I_{1}$ is the moment of inertia of the body $M$ about $G S$. We have now to sum this expression for all values of $m^{\prime}$. This gives

$$
M \Sigma \frac{m^{\prime}}{\rho}+\Sigma m^{\prime} \frac{A+B+C-3 I_{1}}{2 \rho^{3}}
$$

The first term by the same reasoning as before gives

$$
\frac{M M^{\prime}}{R}+M \frac{A^{\prime}+B^{\prime}+C^{\prime}-3 I^{\prime}}{2 R^{3}}
$$

In the second term, let $x^{\prime}, y^{\prime}, z^{\prime}$ be the co-ordinates of $m^{\prime}$ referred to $G^{\prime}$ as origin. Then

$$
\begin{aligned}
& \rho=R\left(1+\frac{x^{\prime}}{R}+\text { squares of } x^{\prime}, y^{\prime}, z^{\prime}\right) \\
& I_{1}=I\left(1+\alpha x^{\prime}+\beta y^{\prime}+\gamma z^{\prime}+\text { squares }\right)
\end{aligned}
$$

where $\alpha, \beta, \gamma$ are some constants. Substituting these, and remembering that $\Sigma m^{\prime} x^{\prime}=0, \Sigma m^{\prime} y^{\prime}=0, \Sigma m^{\prime} z^{\prime}=0$, we get

$$
M^{\prime} \cdot \frac{A+B+C-3 I}{2 R^{3}}\left\{1+\binom{\text { terms depending on the }}{\text { squares of } x^{\prime}, y, z^{\prime}}\right\}
$$

Hence the required force-function is

$$
V=\frac{M M^{\prime}}{R}+M \frac{A^{\prime}+B^{\prime}+C^{\prime}-3 I^{\prime}}{2 R^{3}}+M^{\prime} \frac{A+B+C-3 I}{2 R^{3}}
$$

The error of this expression is of the order $\left(l l^{\prime} / R^{2}\right)^{2} V$, where $l, l^{\prime}$ are any linear dimensions of the two bodies respectively.
487. Moment of the Sun's force. To find the moment of the attraction of the sun and moon about one of the principal axes of the earth at its centre of gravity.

Let the principal axes of the earth at its centre of gravity be taken as the axes of reference, and let $\alpha, \beta, \gamma$ be the directionangles of the centre of gravity $G^{\prime}$ of the sun. Then if $V$ be the potential of the sun or moon on the earth, we have

$$
V=\frac{M M^{\prime}}{R}+M \frac{A^{\prime}+B^{\prime}+C^{\prime}-3 I^{\prime}}{2 R^{3}}+M^{\prime} \frac{A+B+C-3 I}{2 R^{3}}
$$

where unaccented letters refer to the earth, and accented letters to the sun or moon. Let $\theta$ be the angle the plane through the sun and the axis of $y$ makes with the plane of $x y$, then $d V / d \theta$ is the required moment in the direction in which we must turn the body to increase $\theta$. From the above expression, since $\theta$ enters only through $I$, we have

$$
\frac{d V}{d \theta}=-\frac{3}{2} \frac{M^{\prime}}{R^{3}} \frac{d I}{d \theta} .
$$

Now $I=A \cos ^{2} \alpha+B \cos ^{2} \beta+C \cos ^{2} \gamma$, and by Spherical Trigonometry, we have

$$
\begin{gathered}
\cos \gamma=\sin \beta \sin \theta, \quad \cos \alpha=\sin \beta \cos \theta \\
\therefore \frac{d I}{d \theta}=-2(A-C) \sin ^{2} \beta \sin \theta \cos \theta
\end{gathered}
$$

$\left.\begin{array}{rl}\therefore & \text { the moment required } \\ & \text { about the axis of } y\end{array}\right\}=-3 \frac{M I^{\prime}}{R^{3}}(C-A) \cos \alpha \cos \gamma$.
In this expression the mass of the attracting body is measured in astronomical units. We may eliminate this unit in the following manner. Let $n^{\prime}$ be the mean angular velocity of the sun about the earth, $R_{0}$ its mean distance, so that if $M$ be the mass of the earth, we have $\left(M^{\prime}+M\right) / R_{0}^{3}=n^{\prime 2}$. Now $M$ is very small compared with $M^{\prime}$, so small that $M / M^{\prime}$ is of the order of terms already neglected. Hence we may in the same terms put $M^{\prime} / R_{0}{ }^{3}=n^{\prime 2}$, and therefore
$\left.\begin{array}{l}\text { the moment of the sun's at- } \\ \text { traction about the axis of } y\end{array}\right\}=-3 n^{\prime 2}(C-A) \cos \alpha \cos \gamma\left(\frac{R_{0}}{R}\right)^{3}$.
Let $n^{\prime \prime}$ be the mean angular velocity of the moon about the earth, so that, if $M^{\prime \prime}$ be the mass of the moon, $R_{0}^{\prime}$ the mean distance, we have $\left(M^{\prime \prime}+M\right) / R_{0}^{3}=n^{\prime 2}$. Let $\nu$ be the ratio of the mass of the earth to that of the moon, then $M^{\prime \prime}(1+\nu) / R_{0}^{\prime 3}=n^{\prime \prime 2}$, and therefore if $R^{\prime}$ be the distance of the moon $\left.\begin{array}{l}\text { the moment of the moon's at- } \\ \text { traction about the axis of } y\end{array}\right\}=-\frac{3 n^{\prime \prime 2}}{1+\nu}(C-A) \cos \alpha \cos \gamma\left(\frac{R_{0}^{\prime}}{R^{\prime}}\right)^{3}$.

In the same way the moments about the other axes may be found. Putting $\kappa$ for the coefficient, we have moment about axis of $x=-3 \kappa(B-C) \cos \beta \cos \gamma$, moment about axis of $z=-3 \kappa(A-B) \cos \alpha \cos \beta$.
488. Examples. Ex. 1. The force-function between a body of any form and a uniform circular ring whose centre is at the centre of gravity of the body and whose mass is $M^{\prime}$ is $\quad V=\frac{M M^{\prime}}{\rho}-M^{\prime} \frac{A+B+C-3 J}{4 \rho^{3}}$,
where $J$ is the moment of inertia of the body about an axis through its centre of gravity perpendicular to the plane of the ring, and $A, B, C$ are the principal moments of inertia at the centre of gravity.

Thence show that Saturn's ring supposed uniform will have the same moments to turn Saturn about its centre of gravity as if half the whole mass were collected into a particle and placed in the axis of the ring at the same distance from Saturn, provided the particle repelled instead of attracted Saturn.

Ex. 2. If the earth be formed of concentric spheroidal strata of small but different ellipticities and of different densities, show that the ratio of $C$ to $A$ may be found from the equation $C \int \rho d\left(a^{5} \epsilon\right)=(C-A) \int \rho d\left(a^{5}\right)$, where $\epsilon$ is the ellipticity and $\rho$ the density of a stratum, the major-axis of which is $a$; the square of $\epsilon$ being neglected. It follows that if $\epsilon$ be constant, the ratio of $C$ to $A$ is independent of the law of density.

If we assume the law of density and the law of ellipticity given in the Figure of the Earth, this formula gives $\frac{C-A}{C}=\cdot 00313593$. See Pratt's Figure of the Earth.

Ex. 3. A body free to turn about a fixed straight line passing through the centre of gravity is in equilibrium under the attraction of a distant fixed particle. Show that the time of a small oscillation is $2 \pi\left\{\frac{B \rho^{5}}{3 M^{\prime} \xi\{(C-A) \xi+F \eta\}}\right\}$, where the fixed straight line is the axis of $y$, the plane of $x y$ in equilibrium passes through the attracting particle, and $\xi, \eta$ are the co-ordinates of the particle. Also $A, B, C, D, E, F$ are the moments and products of inertia of the body about the axes. If the straight line did not pass through the centre of gravity show that the time would be proportional to $\rho$.

## Motion of the Earth about its Centre of Gravity.

489. To find the motion of the pole of the earth about its centre of gravity when disturbed by the attraction of the sun and moon, the figure of the earth being taken to be one of revolution.

Let us consider the effect of these two bodies separately. Then, provided we neglect terms depending on the square of the disturbing force, we can by addition determine their joint effect.

The sun attracts the parts of the earth nearer to it with a force slightly greater than that with which it attracts the parts more remote, and thus produces a small couple which tends to turn the earth about an axis lying in the plane of the equator and perpendicular to the line joining the centre of the earth to the centre of the sun. It is the effect of this couple which we have now to determine. It clearly produces small angular velocities about axes perpendicular to the axis of figure. We shall also suppose that the initial axis of rotation so nearly coincides with the axis of figure, that we may regard the angular velocities about axes lying in the plane of the equator to be small compared with the angular velocity about the axis of figure.

Let us take as axes of reference in the earth, $G C$ the axis of figure, $G A$ and $G B$ moving in the earth with an angular
velocity $\theta_{3}$ round $G C$. Then following the notation of Art. 16, we have

$$
\begin{aligned}
h_{1}^{\prime} & =A \omega_{1}, \quad h_{2}^{\prime} \\
\theta_{1} & =A \omega_{2}, \quad h_{3}^{\prime}=C \omega_{3}, \\
\theta_{2} & =\omega_{2} .
\end{aligned}
$$

The equations of motion are therefore

$$
\left.\begin{array}{r}
A \frac{d \omega_{1}}{d t}-A \omega_{2} \theta_{3}+C \omega_{3} \omega_{2}=L \\
A \frac{d \omega_{2}}{d t}-C \omega_{3} \omega_{1}+A \omega_{1} \theta_{3}=M  \tag{1}\\
C \frac{d \omega_{3}}{d t}
\end{array}\right\}
$$

The last of these equations shows that $\omega_{3}$ is constant. Let this constant be denoted by $n$.

The other two angular velocities are to be found by solving the other two equations. This solution must be conducted by the method of continued approximation, $\omega_{1}$ and $\omega_{2}$ being regarded as small compared with $n$.

In the first instance let us suppose the orbit of the disturbing body to be fixed in space. This is very nearly true in the case of the sun, less nearly so for the moon. This limitation of the problem proposed will be found greatly to simplify the solution. We can now choose as our axes of reference in space two straight lines $G X, G Y$ at right angles to each other in the plane of the orbit and a third axis $G Z$ normal to the plane.

490. In these equations of motion the quantity $\theta_{3}$ is at our choice, let it be so chosen* that the plane containing the

[^27]axes $G C, G A$ also contains $G Z$. Then $\theta_{3}$ is the angular velocity of the plane $Z G C$ round $G C$. If $\omega_{1}$ and $\omega_{2}$ were zero, and the earth merely turned round its axis $G C$, it is clear that $G C$ and therefore also the plane $Z G C$ would be fixed in space. Hence $\theta_{3}$ is a small quantity of the same order at least as $\omega_{1}$ or $\omega_{2}$. For a first approximation we neglect the squares of the small quantities to be found. We therefore reject the small terms $\omega_{2} \theta_{3}, \omega_{1} \theta_{3}$ in the equations (1). The equations now become
\[

\left.$$
\begin{array}{l}
A \frac{d \omega_{1}}{d t}+C n \omega_{2}=L  \tag{2}\\
A \frac{d \omega_{2}}{d t}-C n \omega_{1}=M
\end{array}
$$\right\}
\]

Following the usual notation let $\theta$ be the angle $Z C$ and
the resultant couple produced by the action of the disturbing body on the earth. In this case the plane $C d^{\prime}$ moves so as always to contain the disturbing body $S$, so that $\theta_{3}$ is the angular velocity of $C S$ round $C$ and is therefore a small quantity of the order $n^{\prime}$. We shall therefore reject the small terms $\omega_{2} \theta_{3}$ and $\omega_{1} \theta_{3}$ in equations (1). The equations now become

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}+C n \omega_{2}=0 \\
A \frac{d \omega_{2}}{d t}-C n \omega_{1}=M=-3 \kappa(C-A) \cos \alpha \cos \gamma
\end{array}\right\}
$$

where the value of $M$ is at once obtained from Art. 487, and in our case $\alpha=\frac{1}{2} \pi-\gamma$. Eliminating $\omega_{2}$ we have $\quad \frac{d^{2} \omega_{1}}{d t^{2}}+\left(\frac{C n}{A}\right)^{2} \omega_{1}=-\frac{C n}{A^{2}} M$.
Since the angular distance $\gamma$ of the disturbing body from the pole of the earth varies very slowly, the term on the right-hand side is very nearly constant. If this be regarded as a sufficient approximation we have

$$
\omega_{1}=\frac{3 \kappa}{2 n} \frac{C-A}{C} \sin 2 \gamma, \text { and } \omega_{2}=0
$$

But in fact these are nearly true when we take account of the periodical term provided only $S$ moves slowly. For suppose

$$
M=M I_{0}+\Sigma P \sin (p t+Q)
$$

where $p$ is small; we have in that case

$$
\omega_{1}=-\frac{M g_{0}}{C n}-\Sigma \frac{C n P}{C^{2} n^{2}-A^{2} p^{2}} \sin (p t+Q),
$$

neglecting the small term $p^{2}$ in the denominator we have as before $\omega_{1}=-\frac{M}{C n}$.
The motion of the axis $C$ in space is therefore simply that due to an angular velocity $\omega_{1}$ about the axis $A^{\prime}$. Since the plane $A^{\prime} C$ moves so as always to contain the disturbing body $S$, the axis of figure $G C$ is at any instant moving perpendicular to the plane containing it and the disturbing body (i.e. in the figure $C$ is always moving perpendicular to $S C$ ) with an angular velocity equal to $\frac{3 \kappa}{2 n} \frac{C-A}{C} \sin 2 \gamma$. If we resolve this in the direction along and perpendicular to $Z C$ we easily deduce the equations (7) in the text and the solution may be continued as above.
$\psi$ the angle the plane $Z C$ makes with the fixed plane $Z X$. We have then the two geometrical equations

$$
\begin{equation*}
\omega_{1}=-\sin \theta \frac{d \psi}{d t}, \quad \omega_{2}=\frac{d \theta}{d t} . \tag{3}
\end{equation*}
$$

These follow at once from a mere inspection of the figure, or we may deduce them from Euler's geometrical equations (see Vol. I.) by putting $\phi=0$.

We have now to find the magnitudes of $L$ and $M$. Let $S$ be the disturbing body and let it move in the direction $X$ to $Y$. According to the usual rule in Astronomy, we shall suppose the longitude $l$ of $S$ to be measured in the direction of motion from the point on the sphere opposite to $B$. This point is usually called the first point of Aries. Then

$$
B S=\pi-l \text { and } S N=l-\frac{1}{2} \pi
$$

By Art. 487 we have

$$
\begin{align*}
& L=-3 \kappa(B-C) \cos \beta \cos \gamma=-3 \kappa(A-C) \sin S N \cos S N \sin \theta \\
&=\frac{3}{2} \kappa(A-C) \sin \theta \sin 2 l \ldots \ldots \ldots(4)  \tag{4}\\
& M=-3 \kappa(C-A) \cos \alpha \cos \gamma=-3 \kappa(C-A) \cos ^{2} S N \sin \theta \cos \theta \\
&=-\frac{3}{2} \kappa(C-A) \sin \theta \cos \theta(1-\cos 2 l) \ldots \ldots \ldots(5) \tag{5}
\end{align*}
$$

Since the motion of the disturbing body is very slow compared with the angular velocity of the earth about its axis, $l$ and therefore $L$ and $M$ are very nearly constant. If this be regarded as a sufficiently near approximation we have at once by (2)

$$
\begin{equation*}
\omega_{1}=-\frac{M}{C n}, \quad \omega_{2}=\frac{L}{C n} . \tag{6}
\end{equation*}
$$

That these are the integrals of equations (2) when we take some account of the variability of $L$ and $M$ may be shown by substitution in those equations. We see that they are satisfied if we may neglect such a term as

$$
\frac{d L}{d t}=-\frac{3}{2} \kappa(B-C)\left\{\cos \theta \sin 2 l \frac{d \theta}{d t}+2 \sin \theta \cos 2 l \frac{d l}{d t}\right\}
$$

Since $\kappa(B-C)$ and $d \theta / d t$ are both small quantities of the order $\omega_{1}$ or $\omega_{2}$, the first of these terms is of the order $\omega_{2}{ }^{2}$ and such terms we have already agreed to neglect. The last term is of the order $\omega_{2} n^{\prime} / n$, where $n^{\prime}$ is the mean angular velocity of the disturbing body about the earth. Rejecting these terms also, we have by (3), (4) and (5),

$$
\left.\begin{array}{rl}
\frac{d \theta}{d t} & =-\frac{3 \kappa}{2 n} \frac{C-A}{C} \sin \theta \sin 2 l  \tag{7}\\
\frac{d \psi}{d t} & =-\frac{3 \kappa}{2 n} \frac{C-A}{C} \cos \theta(1-\cos 2 l)
\end{array}\right\}
$$

491. To find the motion of the pole of the earth in space referred to the pole of the orbit of the disturbing body as origin, we have merely to integrate the equations (7). For a first approximation, in which we reject the squares of the small quantities to be found, we may regard $\theta$ on the right-hand side as constant and equal to its mean value. If we write for $l$ its approximate value

$$
l=n^{\prime} t+\epsilon^{\prime},
$$

we find by integration

$$
\left.\begin{array}{l}
\theta=\text { const. }+\frac{3 \kappa}{4 n n^{\prime}}, \frac{C-A}{C} \sin \theta \cos 2 l  \tag{8}\\
\psi=\text { const. }-\frac{3 \kappa}{2 n n^{\prime}}, \frac{C-A}{C} \cos \theta\left(l-\frac{1}{2} \sin 2 l\right)
\end{array}\right\}
$$

492. Another solution. We may also solve equations (2) in the following manner. Since we reject the squares of the small quantities to be found, we may in calculating the values of $L$ and $M$ to a first approximation suppose $\theta$ to be constant and $l$ to be measured from a fixed point in space. We then have by the theory of elliptic motion

$$
l=n^{\prime} t+\epsilon^{\prime}+P_{1} \sin \left(p_{1} t+q_{1}\right)+P_{2} \sin \left(p_{2} t+q_{2}\right)+\& c .
$$

where the coefficients of the trigonometrical terms are all known small quantities, and all the coefficients of $t$ are very small compared with $n$. In the case of the sun the coefficient of $t$ in the greatest of the trigonometrical terms is ${ }_{\delta \delta} \frac{1}{\delta} n$ and in the case of the moon $\frac{1}{27} n$.

We may also include in this formula the secular inequalities in the value of $l$. For, we shall presently find that $\theta$ has no secular inequalities, and that the first point of Aries from which $l$ is measured has a very slow motion which is very nearly uniform on the plane of the orbit of the disturbing body. This slow motion may obviously be included in the $n^{\prime}$.

If we eliminate $\omega_{2}$ between equations ( 2 ) we have

$$
\frac{d^{2} \omega_{1}}{d t^{2}}+\frac{C^{2} n^{2}}{A^{2}} \omega_{1}=\frac{1}{A} \frac{d L}{d t}-\frac{C n}{A^{2}} M
$$

The first term on the right-hand side we have already agreed to neglect. Substituting in the expression for $M$ given in (5) the value of $l$, suppose we have

$$
M=\Sigma F \cos (\lambda t+f),
$$

where the constant part of $M$ is given by $\lambda=0$ and all the other values of $\lambda$ are very small. Then solving, we find

$$
\omega_{1}=-\Sigma \frac{F C n}{C^{2} n^{3}-A^{2} \lambda^{2}} \cos (\lambda t+f) .
$$

Since $F$ and $\lambda^{2}$ are both very small we may reject the small term $\lambda^{2}$ in the denominator, we then have

$$
\omega_{1}=-\frac{1}{C n} \Sigma F \cos (\lambda t+f)=-\frac{M}{C n} .
$$

This result is strictly true for the constant term and very nearly true for the periodical terms. In the same way we may prove that $\omega_{2}=L / C n$.

When we proceed to find $\theta$ and $\psi$ from the values of $\omega_{1}$ and $\omega_{2}$ by the help of equations (3), it will be seen that no term will rise on integration in which $\lambda$ is not small. These rejected terms will not therefore afterwards become important.
493. The integration of equation (7) may be effected without neglecting the terms containing the powers of $e^{\prime}$ in the expression for $l$. By the theory of elliptic motion we have $R^{2} \frac{d l}{d t}=$ constant $=R_{0}{ }^{2} n^{\prime} \sqrt{1-e^{\prime 2}}$,
where a very small term has been rejected on the left-hand side depending on the motion of Aries. Substituting for $\kappa$ its value given in Art. 487 we find

$$
\left.\begin{array}{l}
\frac{d \theta}{d l}=-\frac{3 n^{\prime}}{2 n} \frac{1}{1+\nu} \frac{C-A}{C} \frac{R_{0}}{R \sqrt{1-e^{\prime 2}}} \sin \theta \sin 2 l \\
\frac{d \psi}{d l}=-\frac{3 n^{\prime}}{2 n} \frac{1}{1+\nu} \frac{C-A}{C} \frac{R_{0}}{R \sqrt{1-e^{\prime 2}}} \cos \theta(1-\cos 2 l)
\end{array}\right\}
$$

where $\nu$ is to be put equal to zero when the disturbing body is the sun. From the equation to the ellipse, we have

$$
\frac{R_{0}\left(1-e^{\prime 2}\right)}{R}=1+e^{\prime} \cos (l-L)
$$

If this value of $R$ be substituted in the equations, the integrations can be effected without difficulty. But it is clear that all the terms which contain $e^{\prime}$ are periodic and do not rise on integration so as to become equally important with the others. Since then $e^{\prime}$ is small, being equal in the case of the sun to about $\frac{1}{6}$, it will be needless to calculate these terms.
494. Let us now examine the geometrical meaning of the equations (8). For the sake of brevity, let us put $S=\frac{3 \kappa}{2 n n^{\prime}} \frac{C-A}{C}$, so that by Art. $487 \quad S=\frac{3}{2} \frac{C-A}{C} \frac{n^{\prime}}{n}$ or $S=\frac{3}{2} \frac{C-A}{C} \frac{n^{\prime \prime}}{n} \frac{1}{1+\nu}$ according as the sun or moon is the disturbing body, the orbit of the disturbing body being in both cases regarded as circular.

Let us consider first the term - $S^{h} \cos \theta l$ in the value of $\psi$. Let a point $C_{0}$ describe a small circle round $Z$ the pole of the orbit of the disturbing planet, the distance $C Z$ being constant and equal to the mean value of $\theta$. Let the velocity be uniform and equal to $S n^{\prime} \cos \theta \sin \theta$, and let the direction of motion be opposite to that of the disturbing body. Then $C_{0}$ represents the motion of the pole of the earth so far as this term is concerned. This uniform motion is called Precession.

Next let us consider the two terms

$$
\delta \theta=\frac{1}{2} S \sin \theta \cos 2 l, \quad \delta \psi=\frac{1}{2} S \cos \theta \sin 2 l .
$$

If we put $x=\sin \theta \delta \psi, y=\delta \theta$, we have

$$
\frac{x^{2}}{\left(\frac{1}{2} S \cos \theta \sin \theta\right)^{2}}+\frac{y^{2}}{\left(\frac{1}{2} S \sin \theta\right)^{2}}=1
$$

which is the equation to an ellipse.
Let us then describe round $C_{0}$ as centre an ellipse whose semi-axes are $\frac{1}{2} S \cos \theta \sin \theta$ and $\frac{1}{2} S \sin \theta$ respectively perpendicular to and along $Z C$; andet a point $C_{1}$ describe this ellipse in a period equal to half the periodic time of the disturbing body. Also let the velocity of $C_{1}$ be the same as if it were a material point attracted by a centre of force in the centre
varying as the distance. Then $C_{1}$ represents the motion of the pole of the earth as affected both by Precession and the principal parts of Nutation.

If we had chosen to include in our approximate values of $\theta$ and $\psi$ any small term of higher order, we might have represented its effect by the motion of a point $C_{2}$ describing another small ellipse having $C_{1}$ for centre. And in a similar manner by drawing successive ellipses we could represent geometrically all the terms of $\theta$ and $\psi$.
495. The Complementary Functions. In this solution we have not yet considered the Complementary Functions. To find these we must solve.

$$
A \frac{d \omega_{1}}{d t}+C n \omega_{8}=0, \quad A \frac{d \omega_{2}}{d t}-C n \omega_{1}=0
$$

We easily find $\omega_{1}=H \sin \left(\frac{C n}{A} t+K\right), \omega_{2}=-H \cos \left(\frac{C n}{A} t+K\right)$.
The quantities $H$ and $K$ depend on the initial values of $\omega_{1}, \omega_{2}$. As these initial values are unknown $H$ and $K$ must be determined by observation. If $H$ had any sensible value it would be discovered by the variations produced by it in the position of the pole of the earth. No such inequalities have been found. If however any such inequality existed we might consider these two terms together as a separate inequality to be afterwards added to that produced by the other terms of $\omega_{1}, \omega_{2}$.
496. The effect of the complementary functions on the motion of the pole of the earth has been already considered in Arts. 180 to 182. The motion is the same as if the earth were at any instant to be set in rotation about an axis $G I$ making an angle $i$ with the axis of figure $G C$ and then left to itself. Here $\tan i=H / n$. Let $G L$ be the invariable line and let $\gamma$ be its inclination to the axis of figure of the earth, then by $A r t .180 \tan \gamma=\tan i . A / C$. In the case of the earth $A$ and $C$ are very nearly equal, and $1-A / C$ has been variously estimated to lie between 0031 and $\cdot 0033$. Thus $\gamma$ and $i$ differ by at most $\frac{1}{8} \sigma^{\text {t }}$ th part of either.

As explained in Art. 181, the instantancous axis describes a right cone in space whose axis is $G L$ and angular radius $i-\gamma$. The time of a complete revolution is equal to a $(\sin \gamma / \sin i)$ th part of the time of a revolution of the earth about its axis, and is therefore very nearly equal to a sidereal day.

The instantaneous axis also describes a right cone in the earth whose axis is the axis of figare, viz. $G C$, and whose angular radius is equal to $i$. The time of a complete revolution is equal to a $(\sin \gamma / \sin (i-\gamma)$ th part of the time of a revolution of the earth. It therefore lies between 306 and 325 days, according to the value taken for $A / C$.

If we construct these two cones (as explained in Art. 167) and make the cone fixed in the body roll on the cone fixed in space, the motion in space of the axis of figure of the earth is represented.

The co-latitude of any place on the earth is found by observing the zenith distances of a circumpolar star $S$ at its superior and inferior transits. Let $Z$ be the zenith of the place, and at the first transit let the zenith distance observed be
$Z S=z$. At the second transit the directions $G C, G Z$ will have described a semicircle round the axis of rotation $G I$ while that axis of rotation will have described a semicircle about the invariable line $G L$. In this position let the zenith distance observed be $z^{\prime}$. Thus the mean of the two zenith distances $z$ and $z^{\prime}$ is the angle $Z L$, while half their difference is the angle $S L$. Since the direction in which the star is seen and the invariable line are both fixed in space, it follows that the latter angle, which we may call the north polar distance of the star, is not affected. The former angle differs from the geographical latitude of the place by the angle $\gamma$. Thus in a period which is equal to about 306 to 325 days the latitude of the place found by these observations should have altered by twice the angle $\gamma$ and returned to its original value. As no such periodical changes of latitude have been discovered we must conclude that the axis of rotation differs from the axis of figure only by an insensible angle.
497. Numerical results. The preceding investigations are of course approximations. In the first instance we neglected in the dilferential equations the squares of the ratios of $\omega_{1}$ and $\omega_{2}$ to $n$, and afterwards some periodical terms which are an $\left(n^{\prime} / n\right)$ th of those retained. We see by equations (3) and (8) that the second set of terms rejected is much greater than the first, and yet when the sun is the disturbing body these terms are only about $\frac{1}{365}$ th part of those retained, and when the moon is the disturbing body these are only $\frac{1}{27}$ th part of terms which themselves are imperceptible.

We have also regarded the earth as a solid of revolution so that $A-B$ may be taken zero, a supposition which cannot be strictly correct.
498. In the case of the sun we have $S=\frac{3}{2} \frac{C-A}{C} \frac{n^{\prime}}{n}$, so that the precession in one year is $\frac{3}{2} \frac{C-A}{C} \frac{n^{\prime}}{n} \cos \theta 2 \pi$. It is shown in treatises on the Figure of the Earth that there is reason to suppose that $(C-A) / C$ lies between $\cdot 0031$ and $\cdot 0033$. Also we have $n^{\prime} / n=\frac{1}{3} \frac{1}{56}$, and $\theta=23^{\circ} .8^{\prime}$. This gives a precession of about $15^{\prime \prime} \cdot 42$ per annum. Similarly the coefficients of Solar Nutation in $\psi$ and $\theta$ are respectively found to be $1^{\prime \prime} \cdot 23$ and $0^{\prime \prime} \cdot 53$. If we supposed the moon's orbit to be fixed, we could find in a similar manner the motion of the pole produced by the moon referred to the pole of the moon's orbit. In this case

$$
S=\frac{3}{2} \frac{C-A}{C} \frac{n^{\prime \prime}}{n} \frac{1}{1+\nu} .
$$

The value of $\theta$ varies between the limits $23^{\circ} \pm 5^{\circ}$. Putting $n^{\prime} / n=\frac{1}{27}, \nu=80, \theta=23^{\circ}$, we find a precession in one year a little more than double that produced by the sun. But the coefficients of what would be the nutations are about one-sixth of those produced by the sun.
499. Motion of the plane of the disturbing body. We have hitherto considered the orbit of the disturbing body to
be fixed in space. If it be not fixed, we must take the plane $C A$ perpendicular to its instantaneous position at the moment under consideration. The quantity $\theta_{3}$ will not be the same as before*, but if the motion of the orbit in space be very slow, $\theta_{3}$ will still be very small. We may therefore neglect the small terms $\theta_{9} \omega_{1}$ and $\theta_{3} \omega_{2}$ as before. The dynamical equations will not therefore be materially altered. With regard to the geometrical equations (3) it is clear that $\omega_{2}, \omega_{1}$ will coutinue to express the resolved parts of the velocity of $C$ in space along and perpendicular to the instantaneous position of $Z C$. To this degree of approximation therefore, all the change that will be necessary is to refer the velocities as given by equations (7) to axes fixed in space and then by integration we shall find the motion of $C$. This is the course we shall pursue in the case of the moon.

The attractions of the planets on the earth and sun slightly alter the plane of the earth's motion round the sun, so that the position of the ecliptic in space varies slowly. It can oscillate nearly five degrees on each side of its mean position. If the earth were spherical there would be no precession caused by the attractions of the sun and moon. The direction of the plane of the equator would then be fixed in space, and the changes of its obliquity to the ecliptic would be wholly caused by the motion of the latter, and would be very considerable. But, as Laplace remarks, the attractions of the sun and moon on the terrestrial spheroid cause the plane of the equator to vary along with the ecliptic so that the possible change of the obliquity is reduced to about one and a third degrees which is about one-quarter of what it would have been without those actions.

At present the obliquity is decreasing at the rate of about $48^{\prime \prime}$ per century. After an immense number of years, it will begin to increase and will oscillate about its mean value. We must refer the reader to the second volume of the Mécanique Céleste, livre cinquième. He may also consult the Connaissance des Temps for 1827, page 234.
500. Examples. Ex. 1. If the earth were a homogeneous shell bounded by similar ellipsoids, the interior being empty, the precession would be the same as if the earth were solid throughout.

Ex. 2. If the earth were a homogeneous shell bounded externally by a spheroid and internally by a concentric sphere, the interior being filled with a perfect fluid

[^28]of the same density as the earth, show that the precession would be greater than if the earth were solid throughout.

Let $(a, a, c)$ be the semi-axes of the spheroid, $r$ the radius of the sphere. Then since the precession varies as $(C-A) / C$ by Art. 494, the precession is increased in the ratio $a^{4} c: a^{4} c-r^{5}$.

Ex. 3. If the sun were removed to twice its present distance show that the solar precession per unit of time would be reduced to one-eighth of its present value; and the precession per year to about one-third of its present value.

Ex. 4. A body turning about a fixed point is acted on by forces which tend to produce rotation about an axis at right angles to the instantaneous axis, show that the angular velocity cannot be uniform unless the momental ellipsoid at the fixed point is a spheroid.

The axis about which the forces tend to produce rotation is that axis about which it would begin to turn if the body were placed at rest.

Ex. 5. A body free to turn about its centre of gravity is in stable equilibrium under the attraction of a distant fixed particle. Show that the axis of least moment is turned toward the particle. Show also that the times of the principal oscillations are respectively $2 \pi\left\{\frac{B \rho^{3}}{3 M^{\prime}(C-A)}\right\}^{\frac{1}{3}}$ and $2 \pi\left\{\frac{C p^{3}}{3 M^{\prime}(B-A)}\right\}^{\frac{1}{2}}$.

If the body be the earth and $M^{\prime}$ be the sun, show that the smaller of these two periods is about ten years.
501. To give a general explanation of the manner in which the attraction of the Sun causes Precession and Nutation.

In order to explain the effect of the sun's attraction on the earth it will be convenient to refer to Poinsot's construction for the motion of a body described in 144 and the following articles.

If a body be set in rotation about a fixed point $O$ under the action of no forces, we know that the momenta of all the particles are together equivalent to a couple which we shall represent by $G$ about an axis $O L$ called the invariable line. Let $T$ be the Vis Viva of the body. If a plane be drawn perpendicular to the axis of $G$ at a distance $\epsilon^{2} \sqrt{M T} / G$ from the fixed point, then the whole motion is represented by making the momental ellipsoid whose parameter is $\epsilon$ roll on this plane. In the case of the earth, the axis $O I$ of instantaneous rotation so nearly coincides with $O C$ the axis of figure that the fixed plane on which the ellipsoid rolls is very nearly a tangent plane at the extremity of the axis of figure. This is so very nearly the case that we shall neglect the squares of all small terms depending on the resolved part of the angular velocity about any axis of the earth perpendicular to the axis of figure.

Let us now consider how this motion is disturbed by the action of the sun. The sun attracts the parts of the earth nearer to it with a slightly greater force than it attracts those more remote. Hence when the sun is either north or south of the equator its attraction will produce a couple tending to turn the earth about that axis in the plane of the equator which is perpendicular to
the line joining the centre of the earth to the centre of the sun. Let the magnitude of this couple be represented by $\alpha$, and let us suppose that it acts impulsively at intervals of time $d t$.

At any one instant this couple will generate a new momentum $\alpha d t$ about the axis of the couple $\alpha$. This has to be compounded with the existing momentum $G$, to form a resultant couple $G^{\prime}$. If the axis of $\alpha$ were exactly perpendicular to that of $G$ we should have $G^{\prime}=\sqrt{G^{2}+(x d t)^{2}}=G$ ultimately.

Let $\theta$ be the angle that the axis of $G$ makes with $O C$, then $\theta$ is a quantity of that order of small quantities whose square is to be neglected. Taking the case when $O C$, the axis of $G$, and the axis of $\alpha$ are in one plane, for this is the case.in which $G^{\prime}$ will most differ from $G$, we have

$$
\begin{align*}
G^{\prime 2} & =(G \cos \theta)^{2}+(G \sin \theta+\alpha d t)^{2} \\
& =G^{2}+2 G \alpha \sin \theta d t \ldots \ldots \ldots \ldots . \tag{1}
\end{align*}
$$

Then $\alpha$ and $\theta$ being of the same order of small quantities, the term $\alpha \sin \theta$ is to be neglected. Hence we have $G^{\prime}=G$. But the axis of $G$ is altered in space by an angle $\alpha d t / G$ in a plane passing through it and the axis of $\alpha$.

Next let us consider how the Vis Viva $T$ is altered. If $T^{\prime \prime}$ be the new Vis Viva we have

$$
\begin{align*}
T^{\prime}-T & =\text { twice the work done by the couple } \alpha \\
& =2 \alpha(\omega \cos \beta) d t \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{2}
\end{align*}
$$

where $\omega \cos \beta$ is the resolved part of the angular velocity about the axis of $\alpha$. For the same reason as before the product of this angular velocity and $\alpha$ is to be neglected. Hence we have $T^{\prime}=T$. It follows from these results that the distance $\epsilon^{2} \sqrt{\overline{M T}} / G$ of the fixed plane from the fixed point is unaltered by the action of $\alpha$.

Thus the fixed plane on which the ellipsoid rolls keeps at the same distance from the fixed point, so that the three lines $O C$, $O I, O L$ being initially very near each other will always remain very close to each other. But the normal $O L$ to this plane has a motion in space, hence the others must accompany it. This motion is what we call Precession and Nutation.

Lastly these small terms which have been neglected will not continually accumulate so as to produce any sensible effect. As the earth turns round in one day, the axis $O C$ will describe a cone of small angle $\theta$ round $O L$. The axis about which the sun generates the angular velocity $\alpha$ is always at right angles to the plane containing the sun and OC. Hence, regarding the sun as fixed for a day, the angle $\theta$ in equation (1) changes its sign every half day. Thus $G^{\prime}$ is alternately greater and less than $G$. Similarly since the instantaneous axis describes a cone about $O L$ it may be shown that $T$ ' is alternately greater and less than ' $T$.
502. Solar Precession and Nutation. The three axes in the earth which are the most important in our theory are (1) the axis of figure $O C$, (2) the instantaneous axis of rotation $O I$, (3) the invariable line $O L$. It has just been proved in the last article that if these three be at any one instant very nearly coincident with each other they will, notwithstanding the sun's attraction, always remain very close together. It will therefore be sufficient for our present purpose to find the motion in space of any one of the three.

Let $O A, O B$ be two perpendicular axes in the earth's equator and let the earth turn round $O C$ in the positive direction $A B$. Let the sun $S$ at the time $t$ be in the plane $C O A$ and on the positive or north side of the equator. The sun's attraction during the time $d t$ generates a couple adt about the axis $O B$ which acts in the negative direction $A C$. It follows from the last article that $O L$ (which is very nearly coincident with $O C$ ) moves in space in the plane $B O C$ with an angular velocity equal to $\alpha / G$ in the direction $B C$. Since the sun moves round $O$ in the same direction that the earth turns round its axis $O C$, it follows that when $\alpha$ is positive, the axes $O L$ and $O C$ move very nearly at right angles to the plane COS in a direction opposite to the sun's motion.

Knowing the motion produced in these axes by the sun in the time $d t$, we now proceed to sum up the whole effects produced by the sun in one year. For simplicity we shall speak only of the axis of figure, viz. $O C$.

Describe a sphere whose centre is at $O$ and let us refer the

motion to the surface of this sphere. Let $K$ be the pole of the ecliptic and let the sun $S$ describe the circle DEFH of which $K$
is the pole. Let $D F$ be a great circle perpendicular to $K C$, then since $O C$ and the axis of figure of the earth are so close that we may treat them as coincident, $D$ and $F$ will be the intersections of the equator and ecliptic. When the sun is north or south of the equator, its attraction generates the couple $\alpha$, which will be positive or negative according as the sun is on one side or the other. This couple vanishes when the sun is passing through the equator at $D$ or $F$. If the sun be anywhere in $D E F$, i.e. north of the equator, $C$ is moved in a direction perpendicular to the arc $C S$ towards $D$. If the sun be anywhere in $F H D, \alpha$ has the opposite sign and hence $C$ is again moved perpendicular to the instantaneous position of $C S$ but still towards $D$. Considering the whole effect produced in one year while the sun describes the circle DEFH, we see that $C$ will be moved a very small space towards $D$, i.e. in the direction opposite to the sun's motion. Resolving this along the tangent to the circle centre $K$ and radius $K C$, we see that the motion of $C$ is made up of (1) a uniform motion of $C$ along this circle backwards, which is called Precession and (2) an inequality in this uniform motion which is one part of Solar Nutation. Again as the sun moves from $D$ to $E, C$ is moved inwards so that the distance $K C$ is diminished, but as the sun moves from $E$ to $F, K C$ is as much increased. So that on the whole the distance $K C$ is unaltered, but it has an inequality which is the other part of Solar Nutation.

It is evident that each of these inequalities goes through its period in half a year.
503. Lunar Nutation. To explain the cause of Lunar Nutation.

The attraction of the sun on the protuberant parts at the earth's equator causes the pole $C$ of the earth to describe a small circle with uniform velocity round $K$ the pole of the ecliptic with two inequalities, one in latitude and one in longitude, whose period is half a year. These two inequalities are called Solar Nutations. In the same way the attraction of the moon causes the pole of the earth to describe a small circle round $M$ the pole of the lunar orbit with two inequalities. These inequalities are very small and of short period, viz. a fortnight, and are therefore generally neglected. All that is taken account of is the uniform motion of $C$ round $M$. Now $K$ is the origin of reference, hence if $M$ were fixed the motion of $C$ round $M$ would be represented by a slow uniform motion of $C$ round $K$ together with two inequalities whose magnitude would be equal to the arc $M K$, or 5 degrees, and whose period would be very long, viz. equal to that of $C$ round $K$ produced by the uniform motion. But we know by Lunar Theory that $M$ describes a circle round $K$ as centre with a velocity much more rapid than that of $C$. Hence the motion of $C$ will be represented by a slow uniform motion round $K$,
together with two inequalities which will be the smaller the greater the velocity of $M$ round $K$, and whose period will be nearly equal to that of $M$ round $K$. This period we know to be about 19 years. These two inequalities are called the Lunar Nutations. It will be perceived that their origin is different from that of Solar Nutation.

## 504. To calculate the Lunar Precession and Nutation.

Let $K$ be the pole of the ecliptic, $M$ that of the lunar orbit, $C$ the pole of the earth. Let $K X$ be any fixed arc, $K C=\theta$, $X K C=\psi$, then we have to find $\theta$ and $\psi$ in terms of $t$. By Art. 494 the velocity of $C$ in space is at any instant in a direction perpendicular to $M C$, and equal to

$$
-\frac{3 n^{\prime \prime 2}}{2 n} \frac{C-A}{C} \frac{1}{1+\nu} \cos M C \sin M C
$$

For the sake of brevity let the coefficient of $\cos M C \sin M C$ be represented by $P$. Then resolving this velocity along and perpendicular to $K C$, we have

$$
\left.\begin{array}{rl}
d \theta / d t & =-P \sin M C \cos M C \sin K C M \\
\sin \theta d \psi / d t & =-P \sin M C \cos M C \cos K C M
\end{array}\right\}
$$

By Lunar theory we know that $M$ regredes round $K$ uniformly, the distance $K M$ remaining unaltered. Let then $K M=i$, and the angle $X K M=-m t+\alpha$. Now by spherical trigonometry,

$$
\cos M C=\cos i \cos \theta+\sin i \sin \theta \cos M K C
$$

$\sin M C \cos K C M=\frac{\cos i-\cos M C \cos \theta}{\sin \theta}$
$=\cos i \sin \theta-\sin i \cos \theta \cos M K C$,
$\sin M C \cdot \sin K C M=\sin i \sin M K C$.
Substituting these we have
$d \theta / d t=-P\left\{\sin i \cos i \cos \theta \sin M K C+\frac{1}{2} \sin ^{2} i \sin \theta \sin 2 M K C\right\}$, $\sin \theta d \psi / d t=-P\left\{\sin \theta \cos \theta\left(\cos ^{2} i-\frac{1}{2} \sin ^{2} i\right)\right.$
$\left.-\sin i \cos i \cos 2 \theta \cos M K C-\frac{1}{2} \sin ^{2} i \sin \theta \cos \theta \cos 2 M K C\right\}$.
For a first approximation we may neglect the variations of $\theta$ and $\psi$ when multiplied by the small quantity $P$. Hence $d \theta / d t$ contains only periodic terms, and the inclination $\theta$ has no permanent alteration. But $d \psi / d t$ contains a term independent of $M K C$; considering only this term, we have

$$
\psi=\text { constant }-P \cos \theta\left(\cos ^{2} i-\frac{1}{2} \sin ^{2} i\right) t
$$

This equation expresses the precessional motion of the pole due to the attraction of the moon. We may write this equation in the form $\psi=\psi_{0}-p t$.

To find the nutations, we must substitute for MKC its approximate value $\quad M K C=(-m+p) t+\alpha-\psi_{0}$.

We then have after integration

$$
\theta=\text { const. }-\frac{P \sin i \cos i \cos \theta}{m-p} \cos M K C-\frac{P \sin ^{2} i \sin \theta}{4(m-p)} \cos 2 M K C .
$$



The second of these two periodic terms being about onefiftieth part of the first, which is itself very small, is usually neglected. Also $p$ is very small compared with $m$, hence we have

$$
\theta=\theta_{0}-\frac{P \sin i \cos i \cos \theta}{m} \cos M K C .
$$

This term expresses the Lunar Nutation in the obliquity.
In the same way by integrating the expression for $\psi$, and neglecting the very small terms, we have

$$
\psi=\psi_{0}-P \cos \theta\left(\cos ^{2} i-\frac{1}{2} \sin ^{2} i\right) t-P \frac{\sin 2 i}{2 m} \cdot \frac{\cos 2 \theta}{\sin \theta}-\sin M K C .
$$

The angle $M K C$ is the longitude of the moon's descending node, and the line of nodes is known to complete a revolution in about 18 years and 7 months. If we represent this period by $T$ we have $M K C=-2 \pi t / T+$ constant.

The pole $M$ of the lunar orbit moves round the point of reference $K$ with an angular velocity which is rapid compared with $p$, but yet is sufficiently small to make the Lunar Nutations greater than the Solar. We may also notice that if $M$ had moved round $K$ with an angular velocity more nearly equal to $p$ the Nutations would have been still larger. This may explain why a slow motion of the ecliptic in space may produce some corresponding nutations of very long period and of considerable magnitude.

> Motion of the Moon about its centre of gravity.
505. In discussing the precession and nutation of the equinoxes, the earth has been regarded as a rigid body two of whose principal moments at the centre of gravity are equal to each other. One consequence of this supposition was that the rotation about the axis of unequal moment is not directly altered by the attraction of the disturbing bodies. As an example of the effect of these forces on the rotation when all the three principal moments are unequal, we shall now consider
the case of the moon as disturbed by the attraction of the earth. As our object is to examine the mode in which the forces alter the several motions of the moon about its centre of gravity rather than to obtain arithmetical results of the greatest possible accuracy, we shall separate the problem into two. In the first place we shall suppose the moon to describe an orbit which is very nearly circular in a plane which is one of the principal planes at its centre of gravity. In the second case we shall remove the latter restriction and examine the effects of the obliquity of the moon's orbit to the moon's equator.
506. The moon describes an orbit about the centre of the earth which is very nearly circular. Supposing the plane of the orbit to be one of the principal planes of the moon at its centre of gravity, find the motion of the moon about its centre of gravity.

Let $G A, G B, G C$ be the principal axes at $G$ the centre of gravity of the moon, and let $G C$ be the axis perpendicular to the plane in which $G$ moves. Let $A, B, C$ be the moments of inertia about $G A, G B, G C$ respectively, and let $M$ be the mass of the moon, and let accented letters denote corresponding quantities for the earth.

Let $O$ be the centre of the earth, and let $O x$ be the initial line. Let $O G=r$, $G O x=\theta$. Let us suppose the moon turns round its axis $G C$ in the same direction that the centre of gravity describes its orbit about 0 , and let the angle $O G A=\dot{\varphi}$.

The mutual potential of the earth and moon is by Art. 486

$$
V=\frac{M M^{\prime}}{r}+M \frac{A^{\prime}+B^{\prime}+C^{\prime}-3 I^{\prime}}{2 r^{3}}+M^{\prime} \frac{A+B+C-3 I}{2 r^{3}}
$$



Here $I=A \cos ^{2} \phi+B \sin ^{2} \phi$ and therefore the moment of the forces tending to turn the moon round $G C$ is

$$
\begin{equation*}
\frac{d V}{d \phi}=-\frac{3}{2} \frac{M^{\prime}}{r^{3}}(B-A) \sin 2 \phi . \tag{1}
\end{equation*}
$$

Since $\theta+\phi$ is the angle which $G A$, a line fixed in the body, makes with $O x$, a line fixed in space, the equation of the motion of the moon round $G C$ is

$$
\frac{d^{2} \theta}{d t^{2}}+\frac{d^{2} \phi}{d t^{2}}=-\frac{3}{2} \frac{M M^{\prime}}{r^{3}} \frac{B-A}{C} \sin 2 \phi
$$

The motion of the centre of gravity of the moon referred to the centre of the earth as a fixed point is found in the Lunar Theory. It is there shown that $r$ and $\theta$ may be expressed in the form

$$
\begin{gathered}
r=c\{1+L \cos (p t+\alpha)+\& c .\} \\
\frac{d \theta}{d t}=n+\beta t+M n \cos (p t+\alpha)+\& c \cdot
\end{gathered}
$$

where $\beta t$ is a very small term which represents a secular change in the moon's
angular velocity about the earth, and is really the first term of the expansion of a trigonometrical expression.

If we substitute the value of $d \theta / d t$ in equation (2) we have the following equation to determine $\phi$,

$$
\begin{equation*}
\frac{d^{2} \phi}{d t^{2}}=-\frac{1}{2} q^{2} \sin 2 \phi-\beta+n p M \sin (p t+\alpha)+\& c \tag{3}
\end{equation*}
$$

where for the sake of brevity we have put $n^{2} \frac{3}{2} \frac{B-A}{C}=\frac{q^{2}}{2}$.
Now we know by observation that the moon always turns the same face towards the earth, so that amongst the various motions which may result from different initial conditions, the one which we wish to examine is characterized by $\phi$ being nearly constant. Let us then introduce into this equation the assumption that $\phi$ is nearly constant; we may then deduce from the integral how far this assumption is compatible with any given initial conditions which we may suppose to have been imposed on the moon. Putting $\phi=\phi_{0}+\phi^{\prime}$, where $\phi_{0}$ is supposed to contain all the constant part of $\phi$, we easily find

$$
\left.\begin{array}{l}
\frac{1}{2} q^{2} \sin 2 \phi_{0}=-\beta  \tag{4}\\
\frac{d^{2} \phi^{\prime}}{d t^{2}}+q^{2} \cos 2 \phi_{0} \phi^{\prime}=n p M \sin (p t+a)+\& c .
\end{array}\right\} .
$$

Solving the second equation, we find,

$$
\phi=H \sin (q t+K)+\phi_{0}+M \frac{n p}{q^{2} \cos 2 \phi_{0}-p^{2}} \sin (p t+a)+\& c . .
$$

where $H$ and $K$ are two arbitrary constants whose values depend on the initial conditions. The angular velocity of the moon about its axis is therefore given by the formula

$$
\begin{equation*}
\frac{d \theta}{d t}+\frac{d \phi}{d t}=n+\beta t+H q \cos (q t+K)+M \frac{n q^{2} \cos 2 \phi_{0}}{q^{2} \cos 2 \phi_{0}-p^{2}} \cos (p t+\alpha)+\& c . \tag{6}
\end{equation*}
$$

In this investigation the axis $G A$ which makes the angle $\phi$ with the radius vector GO drawn to the earth may be either of the principal axes in the moon's equator. If we choose $G A$ to be that axis whose mean position makes the lesser angle with the radius vector $G O$, the quantity $\cos 2 \phi_{0}$ will be positive. The quantity $q^{2}$ will be positive or negative according as that axis $G A$ has the least or greatest moment. In the solution just written down $q^{2}$ has been taken to be positive.

If $q^{2}$ were negative or zero, the character of the solution of (3) would be altered. In the former case the expression for $\phi$ would contain real exponentials. If the initial conditions were so nicely adjusted that the coefficient of the term containing the positive exponent were zero, the value of $\phi^{\prime}$ would still be always small. But this motion would be unstable, the smallest disturbances would alter the values of the arbitrary constants and then $\phi^{\prime}$ would become large. If we also examine the solution when $q^{2}=0$, we easily see that $\phi^{\prime}$ could not remain small. The complementary function would then take the form $H t+K$ and as before some small disturbance might cause $\phi^{\prime}$ to become great. We therefore infer that of the axes $G A, G B$ of the moon, the axis of least moment is turned more towards the earth than the other and that these two principal moments are not equal.

In order that the expression (5) for $\phi$ may represent the actual motion it is necessary and sufficient that $H$ when found from the initial conditions should be small. We see, by differentiation, that $H q$ is of the same order of small quantities as $d \phi / d t$. Hence $H$ will be small if at any instant the angular velocity, viz. $d \theta / d t+d \phi / d t$, of the moon about $G C$ were so nearly equal to the angular
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velocity, viz. $d \theta / d t$, of its centre of gravity round the earth, that the ratio of the difference to $q$ is very small.

We see from the first of equations (4) that the magnitude of the constant angle $\phi_{0}$ which the axis of least moment in the moon's equator makes with the radius vector
drawn to the earth depends on the ratio $2 \beta / q^{2}$. The value of $\beta$ is found in the Lunar Theory and is known to be extremely small. The numerical value of $q^{2}$ depends on the structure of the moon and is not properly known. Its value can only be found by comparing the results of this or some other investigation with observation. The first of equations (4) shows that $2 \beta$ must be less than $q^{2}$. So that unless the moments of inertia $A$ and $B$ in the moon are sufficiently unequal to satisfy this condition the moon could not move so as always to turn the same face to the earth.

If we enquire what can be the physical cause of the difference between the moments of inertia about the two principal axes in the moon's equator we naturally think of the attraction of the earth on that body. This attraction, either in the past or in the present time, would tend to lengthen that diameter which is directed to the earth. Taking the suppositions usually made in the theory of the Figure of the Earth, Laplace has attempted to deduce from this the value of $q^{2}$. The only result we are here concerned with is that the ratio $2 \beta / q^{2}$ is so small that we may reject its square. Assuming this, we see that $\phi_{0}$ must also be very small. It follows also that we may write $-\beta / q^{2}$ for $\phi_{0}$ and unity for $\cos 2 \phi_{0}$ in equations (5) and (6).

If therefore we suppose the moon at any instant to be moving with its axis of least moment pointed towards the earth and its angular velocity about its axis of rotation to be nearly equal to that of the moon round the earth, then the axis of least moment will continue always to point very nearly to the earth. The mean angular velocity of the moon about its axis will immediately become equal to that of the moon about the earth and will partake of all its secular changes. This is Laplace's theorem. It shows that the present state of motion of the moon is stable, rather than explains how the angular velocity about the axis came to be so nearly equal to the angular velocity about the earth.
507. By comparing the value of the angular velocity of the moon about its axis obtained by theory with the results of observation, we may hope to obtain some indications of the value of $q^{2}$ and thence of $(B-A) / C$. If the term $H q \cos (q t+K)$ could be detected by observation, we should deduce the value of $(B-A) / C$ from its period.

Among the other terms of the expression for the angular velocity of the moon about its axis, those will be best suited to discover the value of $q$ which have the largest coefficients, that is those in which either the numerator $M$ is the greatest or the denominator $q^{2}-p^{2}$ the least possible. By examining the numerical value of their coefficients Laplace has shown that if $(B-A) / C$ were as great as 03 the elliptic inequality could be recognized by observation, and if it were between •0014 and •003 the annual equation could be observed.
508. Motion of the centre of gravity of the Mroon. We may also deduce from the potential given in Art. 506 the radial and transverse forces which act on the centre of gravity of the moon due to the mutual attractions of the earth and moon. Since the principal moments of the moon are nearly equal and its lincar size small compared with its distance from the earth, these forces are very nearly the same as if the moon were collected into its centre of gravity. The effect of the small forces neglected by this assumption will be insignificant compared with the
other forces which act on the centre of gravity of the moon. The motion of the centre of gravity of the moon is therefore very nearly the same as if the whole mass were collected into its centre of gravity.

Since however there are no other forces which have a moment round GC besides those found above, the effect of these may be perceptible. The effects of tidal friction on the rotation of the moon may be omitted, at least at the present time.

Ex. The centre of gravity $G$ of a rigid body describes an orbit which is nearly circular about a very distant fixed centre of force $O$ attracting according to the Newtonian law and situated in one of the principal planes through $G$. If $r=c(1+\rho), \theta=n t+n \psi$ be the polar co-ordinates of $G$ referred to $O$, show that the equations of motion are

$$
\left.\begin{array}{c}
\frac{d^{2} \rho}{d t^{2}}-3 n^{2} \rho-2 n^{2} \frac{d \psi}{d t}=-\frac{9}{4} n^{2} \gamma^{\prime}-\frac{9}{4} n^{2} \gamma \cos 2 \phi \\
2 \frac{d \rho}{d t}+\frac{d^{2} \psi}{d t^{2}}=\frac{3}{2} n \gamma \sin 2 \phi \\
\frac{d^{2} \phi}{d t^{2}}+n \frac{d^{2} \psi}{d t^{2}}=-\frac{q^{2}}{2} \sin 2 \phi
\end{array}\right\},
$$

where $\gamma=\frac{B-A}{M c^{2}}, \gamma^{\prime}=\frac{2 C-A-B}{3 M c^{2}}$.
We may notice that the values of $\gamma$ and $\gamma^{\prime}$ are much smaller than $q^{2}$. and might therefore be rejected in a first approximation.

If the body always turns the same face to the centre of force so that $\phi$ is nearly constant and is small, show that there will be two small inequalities in the value of $\phi$ of the form $L \sin (p t+\alpha)$, where $p$ is given by

$$
\left(p^{2}-n^{2}\right)\left(p^{2}-q^{2}\right)-3 n^{2} \gamma\left(p^{2}+3 n^{2}\right)=0
$$

one of these periods being nearly the same as that of the body round the centre of force and the other being very long.

If the body turns very nearly uniformly round its axis $G C$, so that $\phi=n^{\prime} t+\epsilon^{\prime}$ nearly, show that there will be two small inequalities in the value of $\phi$, one in which $p=n$ and another in which $p=2 n^{\prime}$.
509. Examples. Ex. 1. Show that the moon always turns the same face very nearly to that focus of her orbit in which the earth is not situated. [Smith's Prize.]

Ex. 2. If the centre of gravity $G$ of the moon were constrained to describe a circle with a uniform angular velocity $n$ about a fixed centre of force $O$ attracting according to the Newtonian law; show that the axis GA of the moon will oscillate on each side of $G O$ or will make complete revolutions relatively to $G O$ according as the angular velocity of the moon about its axis at the moment when $G A$ and $G O$ coincide in direction is less or greater than $n+q$ where $q$ has the meaning given to it in Art. 506. Find also the extent of the oscillations.

Ex. 3. A particle $m$ moves without pressure along a smooth circular wire of mass $M$ with uniform velocity under the action of a central force situated in the centre of the wire attracting according to the law of nature. Show that this system of motion is stable if $\frac{m}{M}>\frac{8+12 \sqrt{6}}{25}$. The disturbance is supposed to be given to the particle or the wire, the centre of force remaining fixed in space.

Ex. 4. A uniform ring of mass $M$ and of very small section is loaded with a heavy particle of mass $m$ at a point on its circumference, and the whole is in
uniform motion about a centre of force attracting according to the law of nature. Show that the motion cannot be stable unless $m /(M+m)$ lies between 815865 and -8279.

This example shows (1) that if a ring, such as Saturn's ring, be in motion about a centre of force, its position cannot be stable, if the ring be uniform; and (2) that if, to render the motion stable, the ring be weighted, a most delicate adjustment of weights is necessary. A very small change in the distribution of the weights would change a stable combination to one that is unstable. This example is taken from Prof. Maxwell's Essay on Saturn's Rings.

Ex. 5. The centre of gravity of a body of mass $M$, symmetrical about the plane of $x y$, is $G$; and $O$ is a point such that the resultant attraction of the body on $O$ is along the line GO. Then if the body be placed with $O$ coinciding with a fixed centre of force $S$, and be set in rotation about an axis through $O$ perpendicular to the plane of $x y$ with an angular velocity $\omega, G$ will, if undisturbed, revolve uniformly in a circle, always turning the same face towards $O$, provided $M a \omega^{2}$ is equal to the resultant attraction along GO, where $a$ is the distance $G O$. It is required to determine the conditions that this motion should be stable.

The motion being disturbed, $O$ will no longer coincide with the centre of force $S$. Let two straight lines at right angles revolving uniformly round $S$ as origin with an angular velocity $\omega$ be chosen as co-ordinate axes, and let $x$ be initially parallel to $O G$. Let $(x, y)$ be the co-ordinates of $O, \phi$ the angle $O G$ makes with the axis of $x$, then $x, y, \phi$ are all small. Let $V$ be the potential of the body at $O$, and let $d^{2} V / d x^{2}=a, d^{2} V / d x d y=\gamma, d^{2} V / d y^{2}=\beta$. Let $S$ be the amount of matter in the centre of force. The equations of motion of a particle referred to axes moving in one plane round a fixed origin are given in Vol. r. These equations may also be deduced from Arts. 4 and 5 of this volume by putting $\theta_{1}=0$ and $\theta_{2}=0$. In this way the equations of motion of $G$ reduce to

$$
\begin{aligned}
& \left(\frac{d^{2}}{d t^{2}}-\omega^{2}-\frac{S}{M} a\right) x-\left(2 \omega \frac{d}{d t}+\frac{S}{M} \gamma\right) y-2 \omega a \frac{d}{d t} \phi=0 \\
& \left(2 \omega \frac{d}{d t}-\frac{S}{M} \gamma\right) x+\left(\frac{d^{2}}{d t^{2}}-\omega^{2}-\frac{S}{M} \beta\right) y+a \frac{d^{2}}{d t^{2}} \phi=0
\end{aligned}
$$

and the equation of angular momentum about $S$ will lead to

$$
2 \omega a x+a \frac{d}{d t} y+\left(a^{2}+k^{2}\right) \frac{d}{d t} \phi=0,
$$

where $k$ is the radius of gyration of the body about $O$. Combining these equations as a determinant and reducing we find that the differential equation in $\xi, \eta$, or $\phi$
is of the form

$$
A \frac{d^{4}}{d t^{4}}+B \frac{d^{3}}{d t^{2}}+C=0
$$

The condition of stability is that the roots of this equation should be real and negative. Hence $A, B, C$ must be of the same sign and $B^{2}>4 A C$. This proposition is due to Sir W. Thomson and is given in Prof. Maxwell's Essay on Suturn's Rings.
510. Laplace's theorem on the moon's equator. The motion of a rigid body about a distant centre of force has been investigated on the supposition that the motion takes place entirely in one plane. We see by equation (2) of Art. 506 that the case in which the centre of gravity describes a circular orbit, and the rigid body always turns a principal axis towards the centre of force, is one of steady motion. The preceding investigation also shows that this motion is stable for all disturbances which do not alter the plane of motion, provided the moment of
inertia about that principal axis which is directed towards the centre of force is less than the moment of inertia about the other principal axis in the plane of motion. It remains now to determine the effect of these disturbances in the more general case when the motion takes place in three dimensions.

The whole attraction of the centre of force on the body is equivalent to a single force acting at the centre of gravity, and a couple. If the size of the body be small compared with its distance from the centre of force, we may neglect the effect of the motion of the body about its centre of gravity in modifying the resultant force. The motion of the centre of gravity will then be the same as if the whole were collected into a single particle. The problem is therefore reduced to the following. A rigid body turns about its centre of gravity $G$, and is acted on by a centre of force $E$ which moves in a given manner. In the case in which the rigid body is the moon, this centre of force, i.e. the earth, moves in a nearly circular orbit in a plane which itself also has a slow motion in space. This motion is such that a normal $G M$ to the instantaneous orbit describes a cone of small angle about a normal $G K$ to the ecliptic. The two normals maintain a nearly constant inclination of about $5^{\circ} .8^{\prime}$; and the motion of the normal to the instantaneous orbit is nearly uniform.
511. It will clearly be convenient to refer the motion to axes $G X, G Y, G Z$ fixed in space such that $G Z$ is normal to the ecliptic. Let $G A, G B, G C$ be the principal axes of the moon at the centre of gravity $G$. Let $(p, q, r)$ be the directioncosines of $G Z$ referred to the co-ordinate axes $G A, G B, G C$. Then we have by Art. 9 , since $G Z$ is fixed in space,

$$
\frac{d p}{d t}-\omega_{3} q+\omega_{2} r=0, \quad \frac{d q}{d t}-\omega_{1} r+\omega_{3} p=0, \quad \frac{d r}{d t}-\omega_{2} p+\omega_{1} q=0 \ldots \ldots \text { (I). }
$$

Let $G C$ be the axis of rotation of the moon, and as before let the moment of inertia about $G A$ be less than that about $G B$.

Now our object is to find the small oscillations about the state of steady motion in which $G Z, G C, G M$ all coincide. We shall therefore have $p, q, \omega_{1}, \omega_{2}$ all small, and $r$ very nearly equal to unity. The equations ( I ) will therefore become

$$
\frac{d p}{d t}-n p+\omega_{2}=0, \quad \frac{d q}{d t}-\omega_{1}+n p=0
$$

where $n$ is the mean value of $\omega_{3}$.
Let $\lambda, \mu, \nu$ be the direction-cosines of the centre of force $E$ as seen from $G$. Then we have by Euler's equations and Art. 487,

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}-(B-C) \omega_{2} \omega_{3}=-3 n^{\prime 2}(B-C) \mu \nu \\
B \frac{d \omega_{2}}{d t}-(C-A) \omega_{3} \omega_{1}=-3 n^{\prime 2}(C-A) \nu \lambda  \tag{II}\\
C \frac{d \omega_{3}}{d t}-(A-B) \omega_{1} \omega_{2}=-3 n^{\prime 2}(A-B) \lambda \mu
\end{array}\right\}
$$

In the case of steady motion, the rigid body always turns the axis ( $G A$ ) of lesser moment towards the centre of force, and $\omega_{3}=n^{\prime}$. We have then both $\mu$ and $\nu$ small quantities, so that in the first equation we may neglect their product $\mu \nu$, and in the second equation we may put $\nu \lambda=\nu$. Also, we may put $\omega_{3}=n=n^{\prime}$ in the small terms.

If $l$ be the latitude of the earth as seen from the moon, we have

$$
\sin l=\cos Z E=p \lambda+q \mu+r \nu=p+\nu \text { nearly. }
$$

## Hence the two first of Euler's equations take the form

$$
\left.\begin{array}{l}
A \frac{d \omega_{1}}{d t}-(B-C) n \omega_{2}=0 \\
B \frac{d \omega_{2}}{d t}-(C-A) n \omega_{1}=-3 n^{2}(C-A)(-p+\sin l)
\end{array}\right\}
$$

If the earth, as seen from the moon, be supposed to move in a circular orbit in a plane making a constant inclination $\tan ^{-1} k$ with the ecliptic, and the longitude of whose node is $-g t+\beta$, we shall have

$$
\sin l=k \sin \left(n^{\prime} t+g t-\beta\right) .
$$

In this expression $g$ measures the rate at which the node regredes, and is about the two hundred and fiftieth part of $n$. We shall therefore regard $g / n$ as a small quantity.


To solve these equations, it will be found convenient to substitute for $\omega_{1}, \omega_{2}$ their values in terms of $p, q$. We then have

$$
\left.\begin{array}{l}
A \frac{d^{2} q}{d t}+(A+B-C) n \frac{d p}{d t}-n^{2}(B-C) q=0 \\
B \frac{d^{2} p}{d t^{2}}-(A+B-C) n \frac{d q}{d t}+4 n^{2}(C-A) p=3 n^{2}(C-A) \sin l
\end{array}\right\}
$$

To find $p, q$, let us put $p=P \sin \left\{\left(n^{\prime}+g\right) t-\beta\right\}, q=Q \cos \left\{\left(n^{\prime}+g\right) t-\beta\right\}$, where $P, Q$ are some constants to be determined by substitution in the equation. We have

$$
\begin{aligned}
& Q\left\{A(n+g)^{2}+(B-C) n^{2}\right\}=P(A+B-C) n(n+g) \\
& \left.P\left\{B(n+g)^{2}-4(C-A) n^{2}\right\}-Q(A+B-C) n(n+g)=-3 n^{2} k(C-A)\right\}
\end{aligned}
$$

We may solve these equations to find $P$ and $Q$ accurately. In the case of the moon the ratios $\frac{A-B}{C}, \frac{B-C}{A}, \frac{C-A}{B}$ and $\frac{g}{n}$ are all small. If then we neglect the products of these small quantities, the first equation gives us $Q / P=1-g / n$. The second equation will then give

$$
P=\frac{3 n k(C-A)}{3 n C-A)-2 B g}
$$

As $g$ is very small compared with $n$, we may regard $P$ and $Q$ as equal.
512. The complementary functions may be found in the usual manner by assuming $\quad p=F \sin (s t+H), \quad q=G \cos (s t+H)$, on substituting we have the quadratic

$$
A B s^{4}-\left\{(A+B-C)^{2}-B(B-C)-4 A(A-C)\right\} n^{2} s^{2}+4(A-C)(B-C) n^{4}=0
$$

to find $s^{2}$, and

$$
\frac{G}{F}=\frac{(A+B-C) n s}{A s^{2}+(B-C) n^{2}},
$$

to find the ratio of the coefficients of corresponding terms in $p$ and $q$. If the roots of this equation were negative $p$ and $q$ would be represented by exponential values of $t$, and thus they would in time cease to be small. It is therefore necessary for stability that the coefficient of $s^{2}$ should be negative and the product $(A-C)(B-C)$ positive. Both these conditions are probably satisfied in the case of the moon. For since $B-C$ and $A-C$ are both small, the term $(A+B-C)^{2}$ is much greater than the two other terms in the coefficient of $s^{2}$. Also, since the moon is flattened at its poles, we shall probably have $A$ and $B$ both less than $C$.
513. Let $M$ be the pole of the moon's orbit, which is the same as that of the earth's orbit as seen from the centre of the moon. Then $M$ is the pole of the dotted line in the figure of Art. 511. Therefore the angle EZM measured by turning $Z E$ in the positive direction round $Z$ until it comes into coincidence with $Z M$, is $=\frac{3}{2} \pi-\{(n+g) t-\beta\}$. Again, if the angle $E Z C$ be measured in the same direction, we have

$$
\cos E Z C=\frac{\cos E C-\cos C Z \cos Z E}{\sin C Z \sin Z E}=\frac{\nu-r(p \lambda+q \mu+r \nu)}{\sqrt{p^{2}+q^{2}} \sin Z E}=\frac{-p}{\sqrt{p^{2}+q^{2}}}, \text { nearly. }
$$

Hence we easily find $\quad \sin E Z C=\frac{-q}{\sqrt{p^{2}+q^{2}}}$.
But $\sin C Z M=\sin E Z M \cos E Z C-\cos E Z M \sin E Z C$

$$
=\frac{\cos \{(n+g) t-\beta\} p-\sin \{(n+g) t-\beta\} q}{\sqrt{p^{2}+q^{2}}} .
$$

If now we substitute for $p$ and $q$ their values, it is clear that the terms in $p$ and $q$, whose argument is $n+g$, disappear. So that if $F$ and $G$ were zero, the sine of the angle $C Z M$ would be absolutely zero. In this case the three poles $C, Z, M$ must lie in an are of a great circle, or, which is the same thing, the moon's equator, the moon's orbit, and the ecliptic must cut each other in the same line of nodes.

If however $F$ and $G$ be not zero, but only very small, we have

$$
\sin C Z M=\frac{\Sigma F^{\prime} \sin \left(s^{\prime} t+H^{\prime}\right)}{\sqrt{P^{2}+\Sigma G^{\prime 2} \sin \left(s^{\prime} t+H^{\prime}\right)}}
$$

where $F^{\prime}, G^{\prime}$ contain either $F$ or $G$ as a factor, and are therefore small. If then $F^{\prime}$ and $G$ be both small compared with $P$, the angle $C Z M$ will remain either always small or always nearly equal to $\pi$.

The intersection of the moon's equator with the ecliptic will then oscillate about the intersection of the moon's orbit with the ecliptie as its mean position. Since these oscillations are insensible, it follows that in the case of nature, the complementary functions must be extremely small compared with the terms depending directly on the disturbing force.
514. If we disregard the complementary functions we have $p=P \sin \phi$, $q=P \cos \phi$, where $\phi=\left(n^{\prime}+g\right) t-\beta$. Now $\sin ^{2} C Z=p^{2}+q^{2}$; therefore $C Z=-P$ very nearly. The value of $C Z$, the inclination of the lunar equator to the ecliptic, is known to be about $1^{10} .28^{\prime}$. Hence, since $g / n=\cdot 004$, we may deduce from the expression for $P$ at the end of Art. 511 an approximation to the value of $(C-A) / B$. In this manner Laplace finds $\frac{C-A}{B}=\cdot 000 \check{5} 99$.

## CHAPTER XII.

## MOTION OF A STRING OR CHAIN.

## The Equations of Motion.

515. To determine the general equations of motion of a string under the action of any forces.

Inextensible strings. Let $O x, O y, O z$ be any axes fixed in space. Let $X m d s, Y m d s, Z m d s$ be the impressed forces that act on any element $d s$ of the string whose mass is $m d s$. Let $u, v, w$ be the resolved parts of the velocities of this element parallel to the axes. Then, by D'Alembert's principle, the element $d s$ of the string is in equilibrium under the action of the forces

$$
m d s\left(X-\frac{d u}{d t}\right), \quad m d s\left(Y-\frac{d v}{d t}\right), \quad m d s\left(Z-\frac{d w}{d t}\right) \ldots \ldots(1)
$$

and the tensions at its two ends.
Let $T$ be the tension at the point $(x, y, z)$, then $T d x / d s$, $T d y / d s, T d z / d s$ are its resolved parts parallel to the axes. The resolved parts of the tensions at the other end of the element
will be

$$
T \frac{d x}{d s}+\frac{d}{d s}\left(T \frac{d x}{d s}\right) d s
$$

and two similar quantities with $y$ and $z$ written for $x$.
Hence the equations of motion are

$$
\left.\begin{array}{l}
m \frac{d u}{d t}=\frac{d}{d s}\left(T \frac{d x}{d s}\right)+m X \\
m \frac{d v}{d t}=\frac{d}{d s}\left(T \frac{d y}{d s}\right)+m Y  \tag{2}\\
m \frac{d w}{d t}=\frac{d}{d s}\left(T \frac{d z}{d s}\right)+m Z
\end{array}\right\}
$$

In these equations the variables $s$ and $t$ are independent. For any the same element of the string, $s$ is always constant, and its path is traced out by variation of $t$. On the other hand, the curve in which the string hangs at any proposed time is given by variations of $s, t$ being constant. In this investigation $s$ is measured from any arbitrary point, fixed in the string, to the element under consideration.

To find the geometrical equations. We have

$$
\begin{equation*}
\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}+\left(\frac{d z}{d s}\right)^{2}=1 \tag{3}
\end{equation*}
$$

Differentiating this with respect to $t$, we get

$$
\begin{equation*}
\frac{d x}{d s} \frac{d u}{d s}+\frac{d y}{d s} \frac{d v}{d s}+\frac{d z}{d s} \frac{d w}{d s}=0 \tag{4}
\end{equation*}
$$

The equations (2) and (4) are sufficient to determine $x, y, z$, and $T$, in terms of $s$ and $t$.
516. Ex. If $V$ be the Vis Viva of any aro $A B$ of the chain; $T_{1}, T_{2}$ the tensions at the extremities of this arc; $u_{1}^{\prime}, u_{2}^{\prime}$ the velocities of the extremities resolved along the tangents at those extremities, prove that

$$
\frac{1}{2} \frac{d V}{d t}=T_{2} u_{2}^{\prime}-T_{1} u_{1}^{\prime}+f(X u+Y v+Z w) m d s,
$$

the integration extending over the whole arc.
517. The equations of motion may be put under another form. Let $\phi, \psi, \chi$ be the angles made by the tangent at $x, y, z$, with the axes of co-ordinates. Then the equations (2) become

$$
\begin{equation*}
m \frac{d u}{d t}=\frac{d}{d s}(T \cos \phi)+m X \tag{5}
\end{equation*}
$$

with similar equations for $v$ and $w$.
To find the geometrical equations, differentiate $\cos \phi=d x / d s$ with respect to $t$;

$$
\begin{equation*}
\therefore-\sin \phi \frac{d \phi}{d t}=\frac{d u}{d s} \tag{6}
\end{equation*}
$$

Similarly, by differentiating $\cos \psi=d y / d s$ and $\cos \chi=d z / d s$, we get two other similar equations for $\psi$ and $\chi$. Taking these six equations in conjunction with the following

$$
\begin{equation*}
\cos ^{2} \phi+\cos ^{2} \psi+\cos ^{2} \chi=1 \tag{7}
\end{equation*}
$$

we have seven equations to determine $u, v, w, \phi, \psi, \chi$ and $T$.
If the motion takes place in one plane, these reduce to the four following equations:

$$
\left.\begin{array}{r}
m \frac{d u}{d t}=\frac{d}{d s}(T \cos \phi)+m X \\
m \frac{d}{d t}=\frac{d}{d s}(T \sin \phi)+m Y
\end{array}\right\} \ldots \ldots \ldots .
$$

The arbitrary constants and functions which enter into the solutions of these equations must be determined from the peculiar circumstances of each problem.
518. Elastic strings. Let $\sigma$ be the unstretched length of the arc $s$, and let $m d \sigma$ be the mass of an element $d \sigma$ of unstretched length or $d s$ of stretched length.

Then by the same reasoning as before, the equations of motion become

$$
\begin{equation*}
m \frac{d u}{d t}=\frac{d}{d \sigma}\left(T \frac{d x}{d s}\right)+m X \tag{i}
\end{equation*}
$$

and two similar equations for $v$ and $w$. To find the geometrical equations we must differentiate

$$
\left(\frac{d x}{d \sigma}\right)^{2}+\left(\frac{d y}{d \sigma}\right)^{2}+\left(\frac{d z}{d \sigma}\right)^{2}=\left(\frac{d s}{d \sigma}\right)^{2}
$$

the independent variables being now $\sigma$ and $t$. Differentiating with regard to $t$ we have

$$
\begin{equation*}
\frac{d x}{d \sigma} \frac{d u}{d \sigma}+\frac{d y}{d \sigma} \frac{d v}{d \sigma}+\frac{d z}{d \sigma} \frac{d w}{d \sigma}=\frac{d s}{d \sigma} \frac{d}{d t}\left(\frac{d s}{d \sigma}\right) \tag{ii}
\end{equation*}
$$

But if $\lambda$ be the modulus of elasticity of the string, we have $\frac{d s}{d \sigma}=1+\frac{T}{\lambda}$.
Substituting we have $\frac{d x}{d \sigma} \frac{d u}{d \sigma}+\frac{d y}{d \sigma} \frac{d v}{d \sigma}+\frac{d z}{d \sigma} \frac{d w}{d \sigma}=\left(1+\frac{T}{\lambda}\right) \frac{1}{\lambda} \frac{d T}{d t}$
The two equations (ii) and (iii) together with the three equations (i) will suffice for the determination of $u, v, w, s$ and $T$ in terms of $\sigma$ and $t$.

If we wish to use the equations of motion in the forms corresponding to (5) or (8), the dynamical equations become

$$
m \frac{d u}{d t}=\frac{d}{d \sigma}(T \cos \phi)+m X
$$

with similar equations for $v$ and $w$.
The geometrical equations corresponding to (6) or (9) may be found thus. We have

$$
\frac{d x}{d \sigma}=\cos \phi \frac{d s}{d \sigma}=\cos \phi\left(1+\frac{T}{\lambda}\right)
$$

Differentiating, we have $\frac{d u}{d \sigma}=-\sin \phi \frac{d \phi}{d t}+\frac{1}{\lambda} \frac{d}{d t}(T \cos \phi)$,
with similar expressions for $v$ and $w$.
519. Tangential and Normal Resolution. When the motion of the string takes place in one plane, it is often convenient to resolve the velocities along the tangent and normal to the curve.

Let $u^{\prime}, v^{\prime}$ be the resolved parts of the velocity of the element $d s$ along the tangent and normal to the curve at that element. Let $\phi$ be the angle the tangent to the element $d s$ makes with the axis of $x$. Then by Chap. IV. of Vol. I. or by putting $\theta_{3}=d \phi / d t, \theta_{1}=0, \theta_{2}=0$ in Art. (5) of this Volume, the equations of motion are

$$
\left.\begin{array}{l}
\frac{d u^{\prime}}{d t}-v^{\prime} \frac{d \phi}{d t}=X^{\prime}+\frac{d T}{m d s}  \tag{1}\\
\frac{d v^{\prime}}{d t}+u^{\prime} \frac{d \phi}{d t}=Y^{\prime}+\frac{T}{m \rho}
\end{array}\right\}
$$

The geometrical equations may be obtained as follows. We have

$$
u=u^{\prime} \cos \phi-v^{\prime} \sin \phi
$$

Differentiating with respect to $s$, we have by Art. 517,

$$
-\frac{d \phi}{d t} \sin \phi=\left(\frac{d u^{\prime}}{d s}-\frac{v^{\prime}}{\rho}\right) \cos \phi-\left(\frac{d v^{\prime}}{d s}+\frac{u^{\prime}}{\rho}\right) \sin \phi
$$

where $\rho$ is the radius of curvature, and is equal to $\frac{d s}{d \phi}$. Since
the axis of $x$ is arbitrary in position, take it so that the tangent during its motion is parallel to it at the instant under consideration ; then $\phi=0$ and we have

$$
\begin{equation*}
0=\frac{d u^{\prime}}{d s}-\frac{v^{\prime}}{\rho} . \tag{2}
\end{equation*}
$$

Similarly, by taking the axis of $x$ parallel to the normal,

$$
\begin{equation*}
\frac{d \phi}{d t}=\frac{d v^{\prime}}{d s}+\frac{u^{\prime}}{\rho} . \tag{3}
\end{equation*}
$$

These four equations are sufficient to determine $u^{\prime}, v^{\prime}, \phi$ and $T$ in terms of $s$ and $t$.

If the string be extensible, the dynamical equations become

$$
\left.\begin{array}{l}
\frac{d u^{\prime}}{d t}-v^{\prime} \frac{d \phi}{d t}=X^{\prime}+\frac{d T}{m d \sigma} \\
\frac{d v^{\prime}}{d t}+u^{\prime} \frac{d \phi}{d t}=Y^{\prime}+\frac{T}{m \rho} \frac{d s}{d \sigma}
\end{array}\right\} .
$$

To find the geometrical equations, we may differentiate $u=u^{\prime} \cos \phi-v^{\prime} \sin \phi$ with regard to $\sigma$. This gives by Art. 518

$$
-\sin \phi \frac{d \phi}{d t}+\frac{1}{\lambda} \frac{d}{d t}(T \cos \phi)=\left(\frac{d u^{\prime}}{d \sigma}-\frac{v^{\prime}}{\rho} \frac{d s}{d \sigma}\right) \cos \phi-\left(\frac{d v^{\prime}}{d \sigma}+\frac{u^{\prime}}{\rho} \frac{d s}{d \sigma}\right) \sin \phi .
$$

By the same reasoning as in Art. 519, this reduces to

$$
\begin{gathered}
\frac{1}{\lambda} \frac{d T}{d t}=\frac{d u^{\prime}}{d \sigma}-\frac{v^{\prime}}{\rho}\left(1+\frac{T}{\lambda}\right), \\
\frac{d \phi}{d t}\left(1+\frac{T}{\lambda}\right)=\frac{d v^{\prime}}{d \sigma}+\frac{u^{\prime}}{\rho}\left(1+\frac{T}{\lambda}\right) .
\end{gathered}
$$

520. The equations (2) and (3) may also be obtained in the following manner. The motion of the point $P$ of the string being represented by velocities $u^{\prime}$ and $v^{\prime}$ along the tangent $P A$ and normal $P O$ at $P$, the motion of a consecutive point $Q$ will be represented by velocities $u^{\prime}+d u^{\prime}$ and $v^{\prime}+d v^{\prime}$ along the tangent $Q B$, and normal $Q O$ at $Q$. Let the $\operatorname{arc} P Q=d s$, and let $Q N$ be a perpendicular on $P A$. Since the string is inextensible, the resultant velocity of $Q$ resolved along the tangent at $P$ must be ultimately the same as the resolved part of the velocity of $P$ in the same direction. Hence

$$
\left(u^{\prime}+d u^{\prime}\right) \cos d \phi-\left(v^{\prime}+d v^{\prime}\right) \sin d \phi=u^{\prime},
$$

or, proceeding to the limit,

$$
d u^{\prime}-v^{\prime} d \phi=0 ; \quad \therefore \frac{d u^{\prime}}{d s}-\frac{v^{\prime}}{\rho}=0
$$

Again, $d \phi / d t$ is the angular velocity of $P Q$ round $P$. Hence the difference of the velocities of $P$ and $Q$ resolved in any direction which is ultimately perpendicular to $P Q$ must be equal to $P Q d \phi / d t$;

$$
\therefore\left(u^{\prime}+d u^{\prime}\right) \sin d \phi+\left(v^{\prime}+d v^{\prime}\right) \cos d \phi-v^{\prime}=d s \frac{d \phi}{d t},
$$

or in the limit

$$
\frac{d \phi}{d t}=\frac{d v^{\prime}}{d s}+\frac{u^{\prime}}{\rho} .
$$

521. Examples. Ex. 1. An elastic ring without weight, whose length when unstretched is given; is stretched round a circular cylinder. The cylinder is suddenly annihilated, show that the time which the ring will take to collapse to its natural length is $(M a \pi / 8 \lambda)^{\frac{1}{2}}$, where $M$ is the mass of the string, $\lambda$ its modulus of elasticity, and $a$ is the natural radius.

Ex. 2. A homogeneous light inextensible string is attached at its extremities to two fixed points, and turns about the straight line joining those points with uniform angular velocity. Let the straight line joining the fixed points be the axis of $x$. Show that the form of the string, supposing its figure permanent, is a plane curve whose equation is $1+(d y / d x)^{2}=b\left(a-y^{2}\right)^{2}$, where $a$ and $b$ are two constants.

## On Steady Motion.

522. Def. When the motion of a string is such that the curve which it forms in space is always equal, similar, and similarly situated to that which it formed in its initial position, that motion may be called steady.
523. To investigate the steady motion of an inextensible string.

It is obvious that every element of the string is animated with two velocities, one due to the motion of the curve in space, and the other to the motion of the string along the curve which it forms in space. Let $a$ and $b$ be the resolved parts along the axes of the velocity of the curve at the time $t$, and let $c$ be the velocity of the string along its curve. Then, following the usual notation, we have

$$
\begin{equation*}
u=a+c \cos \phi, \quad v=b+c \sin \phi \tag{1}
\end{equation*}
$$

Now $a, b, c$ are functions of $t$ only, hence $d u / d s=-c \sin \phi d \phi / d s$. Therefore by equation (9) of Art. 517 we have

$$
\begin{equation*}
\frac{d \phi}{d t}=c \frac{d \phi}{d s} . \tag{2}
\end{equation*}
$$

Substituting the values of $u$ and $v$ in the equations of motion, Art. 515, we get

$$
\left.\begin{array}{l}
\frac{d a}{d t}+\frac{d c}{d t} \cos \phi-c \sin \phi \frac{d \phi}{d t}=X+\frac{d}{d s}\left(\frac{T}{m} \cos \phi\right) \\
\frac{d b}{d t}+\frac{d c}{d t} \sin \phi+c \cos \phi \frac{d \phi}{d t}=Y+\frac{d}{d s}\left(\frac{T}{m} \sin \phi\right)
\end{array}\right\} .
$$

Substituting for $d \phi / d t$, these equations reduce to

$$
\left.\begin{array}{l}
\frac{d a}{d t}=\left(X-\frac{d c}{d t} \cos \phi\right)+\frac{d}{d s}\left\{\left(\frac{T}{m}-c^{2}\right) \cos \phi\right\}  \tag{3}\\
\frac{d b}{d t}=\left(Y-\frac{d c}{d t} \sin \phi\right)+\frac{d}{d s}\left\{\left(\frac{T}{m}-c^{2}\right) \sin \phi\right\}
\end{array}\right\}
$$

The form of the curve is to be independent of $t$; hence, on eliminating $T$, the resulting equation must not contain $t$. This will not generally be the case unless $d a / d t, d b / d t, d c / d t$ are all
constants. In any case their values will be determined by the known circumstances of the Problem. The above equations must then be solved, $s$ being supposed to be the only independent variable, and $t$ being constant.
524. If the string move uniformly in space, and the elements of the string glide uniformly along the string, $d a / d t=0, d b / d t=0$, $d c / d t=0$. It will then follow from the above equations, that the form of the string will be the same as if it was at rest, but the tension will exceed the stationary tension by $m c^{2}$.
525. Ex. 1. Form of an electric cable. Let an electric cable be deposited at the bottom of a sea of uniform depth from a ship moving with uniform velocity in a straight line, and let the cable be delivered with a velocity c equal to that of the ship. Find the equation to the curve in which the string hangs.

The motion may be considered steady, and the form of the curve of the string will be always the same.

If the friction of the water on the string be neglected, gravity diminished by the buoyancy of the water will be the only force acting on the string, let this be represented by $g^{\prime}$. Hence the form of the travelling curve will be the common catenary, and the tension at any point will exceed the tension in the catenary by the weight of a length of string equal to $c^{2} / g^{\prime}$.

Next let the friction of the water on any element of the cable be supposed to vary as the velocity of the element, and to act in a direction opposite to the direction of motion of the element*. Let $\mu$ be the coefficient of friction.

Let the axis of $x$ be horizontal, and let $x^{\prime}$ be the abscissa of any point of the cable measured from the place where the cable touches the ground, in the direction of the ship's motion. Also let $s^{\prime}$ be the length of the curve measured from the same point. Then $x=x^{\prime}+c t$, and $s=s^{\prime}+c t$.

Following the same notation as before, we have
But

$$
\begin{array}{lrl}
X & =-\mu u, & Y
\end{array}=-g^{\prime}-\mu v .
$$

Hence the equations (3) become

$$
\left.\begin{array}{l}
0=-\mu c+\mu c \cos \phi+\frac{d}{d s}\left\{\left(\frac{T}{m}-c^{2}\right) \cos \phi\right\} \\
0=-g^{\prime}+\mu c \sin \phi+\frac{d}{d s}\left\{\left(\frac{T}{m}-c^{2}\right) \sin \phi\right\}
\end{array}\right\} .
$$

To integrate these put $\sin \phi=d y / d s, \cos \phi=d x / d s$. Hence,

$$
\left.\begin{array}{l}
g^{\prime} A=-\mu c s+\mu c x+\left(\frac{T}{m}-c^{2}\right) \cos \phi  \tag{1}\\
g^{\prime} B=-g^{\prime} s+\mu c y+\left(\frac{T}{m}-c^{2}\right) \sin \phi
\end{array}\right\}
$$

where $A$ and $B$ are two arbitrary constants.
At the point where the cable meets the ground, we must have either $T=0$ or $\phi=0$. For if $\phi$ be not zero, the tangents at the extremities of an infinitely small portion of the string make a finite angle with each other. Then, if $T$ be not zcro,

[^29]resolving the tensions at the two ends in any direction, we have an infinitely small mass acted on by a finite force. Hence the element will in that case alter its position with an infinite velocity. First, let us suppose that $\phi=0$. Also at the same point, $y=0$ and $s^{\prime}=0$. Hence $B=-c t$.

Putting $\frac{\mu c}{g^{\prime}}=e$, we get by division $\quad \frac{d y}{d x^{\prime}}=\frac{s^{\prime}-e y}{A-e x^{\prime}+e s^{\prime}}$
This is the differential equation to the curve in which the cable hangs.
To solve this equation*, let us find $s^{\prime}$ in terms of the other quantities,

$$
s^{\prime}=\frac{A \frac{d y}{d x^{\prime}}-e x^{\prime} \frac{d y}{d x^{\prime}}+e y}{1-e \frac{d y}{d x^{\prime}}}
$$

Differentiating, we have

$$
\sqrt{1+\left(\frac{d y}{d x^{\prime}}\right)^{2}}=\frac{\frac{d^{2} y}{d x^{\prime 2}} \cdot\left(A-e x^{\prime}+e^{2} y\right)}{\left(1-e \frac{d y}{d x^{\prime}}\right)^{2}}
$$

Put $p$ for $d y / d x$ where convenient, and put $v$ for $A-c x^{\prime}+e^{2} y$; the equation then
becomes

$$
\frac{1}{v} \frac{d v}{d x^{\prime}}=\frac{-e \frac{d p}{d x^{\prime}}}{(1-e p) \sqrt{1+p^{2}}},
$$

in which the variables are separated, and the integrations can be effected. The equation can be integrated a second time, but the result is very long. The arbitrary constant $A$ may have any value, depending on the length of the cable hanging from the ship at the time $t=0$.

The curve in its lowest part resembles a circular are or the lower part of a common catenary. But in its upper part the curve does not tend to become vertical, but tends to approach an asymptote making an angle $\cot ^{-1} e$ with the horizon. The asymptote does not pass through the point where the cable touches the ground but below it, its smallest distance being $A / e\left(e^{2}+1\right)^{\frac{1}{2}}$; the asymptote also passes below the ship.

If the conditions of the question be such that the tension at the lowest point of the cable is equal to nothing, the tangent to the curve at that point will not necessarily be horizontal. Let $\lambda$ be the angle this tangent makes with the horizon. Referring to equations (1) we have simultaneously

$$
x^{\prime}=0, y=0, s^{\prime}=0, T=0, \text { and } \phi=\lambda
$$

Hence

$$
A=-\frac{c^{2}}{g^{\prime}} \cos \lambda, \quad B=-\frac{c^{2}}{g^{\prime}} \sin \lambda-c t
$$

The differential equation to the curve will now become

$$
\begin{equation*}
\frac{d y}{d x^{\prime}}=\frac{-\frac{c^{2}}{g^{\prime}} \sin \lambda+s^{\prime}-e y}{-\frac{c^{2}}{g^{\prime}} \cos \lambda+e s^{\prime}-e x^{\prime}} \tag{3}
\end{equation*}
$$

which can be integrated in the same manner as before. One case deserves notice; viz. when $e=\cot \lambda$. The equation is then evidently satisfied by $y=x^{\prime} \mid e$. The two constants in the integral of (3) are to be determined by the condition that when

[^30]$x^{\prime}=0, y=0$, then $d y / d x^{\prime}=\tan \lambda$. Both these conditions are satisfied by the relation $y=x^{\prime} / e$. Hence this is the required integral. The form of the cable is therefore a straight line, inclined to the horizon at an angle $\lambda=\cot ^{-1} e$; and the tension may be found from the formula $T=\frac{m g^{\prime} y}{1+\cos \lambda}$.

Ex. 2. Let a cable be delivered with velocity $c^{\prime}$ from a ship moving with uniform velocity $c$ in a straight line on the surface of a sea of uniform depth. If the resistance of the water to the cable be proportional to the square of the velocity, the coefficient $B$, of resistance for longitudinal motion being different from the coefficient $A$, for lateral motion, prove that the cable may take the form of a straight line making an angle $\lambda$ with the horizon, such that $\cot ^{2} \lambda=\sqrt{e^{4}+\frac{1}{4}}-\frac{1}{2}$, where $e$ is the ratio of the speed of the ship to the terminal velocity of a length of cable falling laterally in water. Prove also that the tension will be found from the equation $T=\left\{y-\frac{B}{A} e^{2}\left(\frac{c^{\prime}}{c}-\cos \lambda\right)^{2} \frac{y}{\sin \lambda}\right\} m g^{\prime}$. [Phil. Mag.]

## On Initial Motions.

526. Initial Tension. A string under the action of any forces begins to move from a state of instantaneous rest in the form of any given curve; find the initial tension at any given point.

Let $m P d s, m Q d s$ be the resolved parts of the forces respectively along the tangent and radius of curvature at any element $d s$. The force $P$ is taken positively when it acts in the direction in which $s$ is measured and $Q$ is positive when it acts in the direction in which the radius of curvature $\rho$ is measured, i.e. inwards. Let the rest of the notation be the same as in Art. 515.

Let us multiply the equation (2) of Art. 515 by the directioncosines of the tangent, viz. $d x / d s, d y / d s, d z / d s$ and add the results. Remembering that

$$
\frac{d x}{d s} \frac{d^{2} x}{d s^{2}}+\frac{d y}{d s} \frac{d^{2} y}{d s^{2}}+\frac{d z}{d s} \frac{d^{2} z}{d s^{2}}=0
$$

a result which follows at once by differentiating (3) with regard to $s$, we find

$$
\begin{equation*}
\frac{d x}{d s} \frac{d u}{d t}+\frac{d y}{d s} \frac{d v}{d t}+\frac{d z}{d s} \frac{d w}{d t}=\frac{1}{m} \frac{d T}{d s}+P \tag{I}
\end{equation*}
$$

In the same way if we multiply the equations (I) by the directioncosines of the radius of curvature, viz. $\rho d^{2} x / d s^{2}, \rho d^{2} y / d s^{2}, \rho d^{2} z / d s^{2}$ and add the results, we find

$$
\rho \frac{d^{2} x}{d s^{2}} \frac{d u}{d t}+\rho \frac{d^{2} y}{d s^{2}} \frac{d v}{d t}+\rho \frac{d^{2} z}{d s^{2}} \frac{d w}{d t}=\frac{1}{m} \frac{T}{\rho}+Q \ldots \ldots \ldots(\mathrm{II}) .
$$

These two equations may also be directly deduced by simply resolving the forces (1) of Art. 515 along the tangent and radius of curvature.

Let us differentiate the first of these with regard to $s$ and subtract the second after division by $\rho$; we have

$$
\frac{d x}{d s} \frac{d^{2} u}{d s d t}+\frac{d y}{d s} \frac{d^{2} v}{d s d t}+\frac{d z}{d s} \frac{d^{2} w}{d s} d t=\frac{d}{d s}\left(\frac{1}{m} \frac{d T}{d s}\right)-\frac{1}{m} \frac{T}{\rho^{2}}+\frac{d P}{d s}-\frac{Q}{\rho} \ldots \ldots . \text { (III). }
$$

If we differentiate equations (4) of Art. 515 with regard to $t$, we find that the left-hand side of equation (III) may be written in either of the forms

$$
-\left(\frac{d u}{d s}\right)^{2}-\left(\frac{d v}{d s}\right)^{2}-\left(\frac{d w}{d s}\right)^{2}=-\sin ^{2} \phi\left(\frac{d \phi}{d t}\right)^{2}-\sin ^{2} \psi\left(\frac{d \psi}{d t}\right)^{2}-\sin ^{2} \chi\left(\frac{d \chi}{d t}\right)^{2} \ldots \text { (IV). }
$$

In the beginning of the motion, i.e. just after the string has started, we may reject the squares of the small quantities $d u / d s, \& c$. or $d \phi / d t$, \&c. We therefore deduce from either of the expressions (IV) that we may reject the left-hand side of equations (III). We therefore have

$$
\begin{equation*}
\frac{d}{d s}\left(\frac{1}{m} \frac{d T}{d s}\right)-\frac{1}{m} \frac{T}{\rho^{2}}=-\frac{d P}{d s}+\frac{Q}{\rho} \tag{V}
\end{equation*}
$$

When the string is homogeneous, we may put $m$ equal to unity and the equation takes the simple form

$$
\begin{equation*}
\frac{d^{2} T}{d s^{2}}-\frac{T}{\rho^{2}}=-\frac{d P}{d s}+\frac{Q}{\rho} \tag{VI}
\end{equation*}
$$

If we write $m d s=d s^{\prime}$ and $m \rho=\rho^{\prime}$, the equation (V) takes the form (VI) with $\rho^{\prime}$ and $s^{\prime}$ written for $\rho$ and $s$.

These are the general equations to find the tension of a string which has just begun to move from a state of rest.
527. Initial direction of motion, Let $\lambda, \mu, \nu$ be the direction-cosines of the binormal, and let $m R d s$ be the resolved part of the impressed forces in this direction. If we multiply the equations (2) of Art. 515 by $\lambda, \mu, \nu$ and add the results, or if we resolve the forces ( 1 ) directly along the binormal, we find

$$
\begin{equation*}
\frac{d u}{d t} \lambda+\frac{d v}{d t} \mu+\frac{d w}{d t} \nu=R \tag{VII}
\end{equation*}
$$

Since the string begins to move from rest, we have initially $u=0$, $v=0, w=0$. At the end of a time $d t$, the velocities will be proportional to $d u / d t, d v / d t$ and $d w / d t$. Thus it appears that the left-hand sides of equations (I), (II) and (VII) are respectively proportional to the resolved velocities of the element in the directions of the tangent, principal normal and binormal. Hence the direction of motion of any element makes angles with the tangent, principal normal and binormal whose cosines are proportional to $\quad \frac{1}{m} \frac{d T}{d s}+P, \quad \frac{1}{m} \frac{T}{\rho}+Q, \quad R$.
528. The two arbitrary constants introduced into the solution of the equations (V) or (VI) are to be determined by the circumstances of the case. If either end of the string be free we
have $T=0$ at that end. If one extremity be acted on by a given force that force must act along a tangent since it must be balanced by the tension at that end. If one extremity be constrained to slide along a given smooth curve, we must equate to zero the resolved velocity along the normal to that curve.

It must also be remembered that these constants introduced by the integration are constants only as regards $s$, and at the time $t=0$. They may be functions of $t$ and may be continuous or discontinuous.
529. A string is in equilibrium under the action of any forces. Supposing the string to be cut at any given point, find the instantaneous change of tension.

Let $T_{0}$ be the tension at any point ( $x y z$ ) just before the string was cut. Then the resolved forces $P, Q, R$ must be such that when $T=T_{0}$ both sides of the equations (I), (II) and (VII) are zero. We thus find

$$
0=P+\frac{1}{m} \frac{d T_{0}}{d s}, \quad 0=Q+\frac{1}{m} \frac{T_{0}}{\rho}, \quad 0=R
$$

If we substitute for $P$ and $Q$ in the equations (V) or (VI) and put $T^{\prime \prime}=T-T_{0}$, we find

$$
\frac{d}{d s}\left(\frac{1}{m} \frac{d T^{\prime}}{d s}\right)-\frac{1}{m} \frac{T^{\prime \prime}}{\rho^{2}}=0, \text { or } \frac{d^{2} T^{\prime}}{d s^{2}}-\frac{T^{\prime \prime}}{\rho^{2}}=0
$$

according as we regard the string as heterogeneous or homogeneous. Here $T^{\prime \prime}$ is the instantaneous change of tension at any point of the cut string.
530. Examples. A string is in equilibrium in the form of a circle about a centre of repulsive force in the centre. If the string be now cut at any point A, prove that the tension at any point P is instantaneously changed in the ratio of

$$
1-\frac{e^{\pi-\theta}+e^{-(\pi-\theta)}}{e^{\pi}+e^{-\pi}}: 1
$$

where $\theta$ is the angle subtended at the centre by the arc AP.
Let $F$ be the central force, then $P=0$, and $m Q=-F$. Let $a$ be the radius of the circle. Then the equation of Art. 526 to determine $T$ becomes $\frac{d^{2} T}{d s^{2}}-\frac{T}{a^{2}}=-\frac{F}{a}$.

Let $s$ be measured from the point $A$ towards $P$, then $s=a \theta$; also $F$ is independent of 8 . Hence we have $\quad T=F a+A \epsilon^{\theta}+B \epsilon^{-\theta}$.

To determine the arbitrary constants $A$ and $B$ we have the condition $T=0$ when $\theta=0$ and $\theta=2 \pi ; \quad \therefore T=F a .\left\{1-\frac{\epsilon^{(\pi-\theta)}+\epsilon^{-(\pi-\theta)}}{\epsilon^{\pi}+\epsilon^{-\pi}}\right\}$.
But just before the string was cut $T=F a$. Hence the result given in the enuncintion follows.

Ex. 2. A string is wound round the under part of a vertical circle and is just supported in equilibrium at the ends of a horizontal diameter by two forces. The circle being suddenly removed, prove that the tension at the lowest point is instantly decreased in the ratio $4: e^{\frac{1}{2} \pi}+e^{-\frac{1}{2} \pi}$.

Ex. 3. The extreme links of a uniform chain can slide freely on two intersecting straight lines which are at right angles and equally inclined to the vertical. The chain is in equilibrium under the action of gravity. If now the chain break at the lowest point show that the tension at any point $P$ is equal to the statical tension multiplied by $2 \phi /(\pi+2)$, where $\phi$ is the angle the tangent at $P$ makes with the horizon.

Ex. 4. A string rests on a smooth table in the form of an are of an equiangular spiral and begins to move from rest under the action of a central force $F$ which tends from the pole and varies as the $n^{\text {th }}$ power of the distance, show that the initial tension is given by $T=-r F \frac{n \cos ^{2} \alpha+\sin ^{2} \alpha}{n(n+1) \cos ^{2} \alpha-\sin ^{2} \alpha}+A r^{p}+B r^{q}$, where $\alpha$ is the angle of the spiral, $p$ and $q$ are the roots of the quadratic $x(x-1)=\tan ^{2} \alpha$. Show that the solution changes its form when $a$ is such that the first term is infinite, and find the new form.
531. Impulsive tensions. A string rests on a smooth horizontal table and is acted on at one extremity by an impulsive tension, find the impulsive tension at any point and the initial motion.

Let $T$ be the impulsive tension at any point $P, T+d T$ the tension at a consecutive point $Q$, then the element $P Q$ is acted on by the tensions $T$ and $T+d T$ at the extremities. Let $\phi$ be the angle the tangent at $P$ to the string makes with any fixed line; $u, v$ the initial velocities of the element resolved respectively along the tangent and normal at $P$ to the string, Then, resolving along the tangent and normal, we have

$$
\left.\begin{array}{l}
m u d s=(T+d T) \cos d \phi-T \\
m v d s=(T+d T) \sin d \phi
\end{array}\right\}
$$

therefore proceeding to the limit $\quad u=\frac{1}{m} \frac{d T}{d s}, \quad v=\frac{1}{m} \frac{T}{\rho}$.
But by Art. 520, we have $d u / d s=v / \rho$. Hence the equation to find $T$ becomes

$$
\frac{d^{2} T}{d s^{2}}-\frac{T}{\rho^{2}}=0
$$

This, as might have been expected from mechanical considerations, is the same as the equation in Art. 529.

If the chain be heterogeneous we easily find in the same way

$$
\frac{d}{d s}\left(\frac{1}{m} \frac{d T}{d s}\right)=\frac{1}{m} \frac{T}{\rho^{2}}
$$

The two results in this article appear to have been first given in College Examination Papers.
532. Ex. If $T_{1}, T_{2}$ be the impulsive tensions at the extremities of any arc of the chain, $u_{1}, u_{2}$ the initial velocities at the extremities resolved along the tangents at the extremities, prove that the initial kinetic energy of the whole arc is

$$
\frac{1}{2}\left(T_{2} u_{2}-T_{1} u_{1}\right)
$$

This readily follows by integrating $m\left(u^{2}+v^{2}\right) d s$ along the whole length of the arc. But it also follows at once from the proposition proved in Vol. I. that the work due to an impulse is the product of the impulse into the mean of the resolved
velocities of the point of application just before and just after the action of the impulse. Hence, since the string starts from rest the work done at either extremity is the product of the tension into half the initial tangential velocity.
533. Solution of a Differential Equation. The equation $\frac{\mathrm{d}^{2} \mathrm{~T}}{\mathrm{ds}^{2}}-\frac{\mathrm{T}}{\rho^{2}}=0$ can be solved whenẹver $\rho$ is a quadratic function of $s$.

CASE I. If the factors of the quadratic be real, let $\rho=\frac{(s-a)(s-b)}{\beta}$. Assume as a trial solution $T=M(s-a)^{m}(s-b)^{n}$. Substituting in the differential equation and dividing by $(s-a)^{m-2}(s-b)^{n-2}$, we find

$$
\left.\begin{array}{l}
(m+n-1)\left\{(m+n) s^{2}-2(a n+b m) s\right\} \\
\left.+a^{2} n(n-1)+2 a b m n+b^{2} m(m-1)-\beta^{2}\right\}
\end{array}\right\}=0 .
$$

This equation is satisfied if we choose $m$ and $n$ so that the coefficients of the several powers of $s$ are zero. The two first powers lead to $m+n=1$ and the last then gives $m n(a-b)^{2}+\beta^{2}=0$. The required solution is therefore

$$
T=M(s-a)^{m}(s-b)^{n}+N(s-a)^{n}(s-b)^{m}
$$

where $A$ and $B$ are two arbitrary constants and $m, n$ are the roots of the quadratic $x^{2}-x=\left(\frac{\beta}{\alpha-b}\right)^{2}$. This solution is given by Prof. Stokes in the eighth volume of the Cambridge Philosophical Transactions, 1849.

Case II. When the factors are imaginary we may deduce the solution from the result just given. But putting $\rho=\frac{(s+a)^{2}+b^{2}}{\beta}$ it will be more convenient to proceed thus. If we write $s+a=b \tan \theta$, the differential equation takes the form

$$
\begin{gathered}
\frac{d^{2} T}{d \theta^{2}}-2 \tan \theta \frac{d T}{d \theta}=\frac{\beta^{2}}{b^{2}} T \\
\therefore \frac{d^{2}}{d \theta^{2}}(T \cos \theta)+\left(1-\frac{\beta^{2}}{b^{2}}\right)(T \cos \theta)=0 .
\end{gathered}
$$

The solution of this equation is well known and is trigonometrical or exponential according as $\beta$ is less or greater than $b$.

CASE III. When the factors are equal, let $\rho=\frac{(s-a)^{2}}{\beta}$. If we write $T=(s-a) z$ and $s-a=\frac{1}{x}$ the equation reduces to $\frac{d^{2} z}{d x^{2}}-\beta^{2} z=0$. We therefore have

$$
T=(8-a)\left(M e^{\frac{\beta}{s-a}}+N e^{-\frac{\beta}{s-a}}\right)
$$

Case IV. If $\rho$ be a function of $s$ of the first degree, let $\rho=a(s-b)$. In this case the differential equation assumes a known form and is reduced to an equation with constant coefficients by putting $8-b=e^{\sigma}$.
534. Another solution is given in the ninth volume of Liouville's Journal by Besge who reduces the equation to one solved by Euler.

Let us write the equation in the form

$$
\frac{d^{2} T}{d s^{2}}=\frac{A T}{\left(a+2 b s+c s^{2}\right)^{2}}
$$

Putting $\log T=\int U d s$ we find by substitution

$$
\frac{d U}{d s}+U^{2}=\frac{A}{\left(a+2 b s+c s^{2}\right)^{2}}
$$

The denominator on the right-hand side suggests that a solution can be found of the form

$$
U=\frac{V}{a+2 b s+c s^{2}}
$$

Substituting in the differential equation we find

$$
\frac{d V}{d s}\left(a+2 b s+c s^{2}\right)+(V-b-c s)^{2}=(b+c s)^{2}+A
$$

Now it is obvious that if we put $V-b-c s=k$, where $k$ is some constant, the equation reduces to

$$
a c-b^{2}+k^{2}=A
$$

Thus we have two values for $k$. Two particular integrals have therefore been found, viz.

$$
\log T=\int \frac{b+c s \pm k}{a+2 b s+c s^{2}} d s
$$

Each of these integrations can be effected in finite terms. If the values of $T$ thus found be $\phi(s)$ and $\psi(s)$, the general integral required is $T=M \phi(s)+N \psi(s)$, where $M$ and $N$ are two arbitrary constants.
535. Ex. 1. If the given curve be the catenary $c \rho=c^{2}+s^{2}$, show that the solution of the differential equation is $T=y(A \phi+B)$, where $y$ is the ordinate measured from the directrix and $\phi$ is the angle the tangent makes with the horizon.

This result may easily be obtained by noticing (1) that $T=y$ is one solution and then finding the complete integral in the usual manner by putting $T=y z$. See Cambridge Senate House Problems for 1860 with Solutions, page 65.

Ex. 2. If the curve in which the string is placed be such that $\rho^{2}=\frac{s^{2}-a^{2}}{i(i+1)}$ where $i$ is any positive integer, show that one solution is $T=\int P_{i} d x$, where $x=s / a$ and $P_{i}$ is a Legendre's function of $x$ of the $i^{\text {th }}$ order.

Ex. 3. Trace the curve $\beta \rho=(s-a)(s-b)$.
The curve has three branches, the first extends from $s=a$ to $b$, the curvature is always in one direction and the branch terminates at each extremity with an infinite number of diminishing convolutions being ultimately an equiangular spiral whose angle is $\tan ^{-1} \beta /(a-b)$. The second branch extends from $s=b$ to $\infty$, it unwinds like an equiangular spiral with an infinite number of turns. The winding and unwinding branches have the same directions of curvature when the arc in each is measured from the infinitely small cusp. The unwinding branch finally proceeds to infinity like one branch of the catenary $\beta \rho=s^{2}+\beta^{2}$, the tangent being ultimately parallel to that at $s=\frac{1}{2}(a+b)$. The third branch extends from $s=-c$ to $-\infty$ and resembles the second branch.

## Small Oscillations of a Loose Chain.

536. Chain suspended by one extremity. $A$ heavy heterogeneous chain is suspended by one extremity and hangs in a straight line under the action of gravity. A small disturbance being given to the chain in a vertical plane, it is required to find the equations of motion*.

* In the Seventh Volume of the Journal Polytechnique, Poisson discusses the oscillations of a heavy homogeneous chain suspended by one extremity. Putting $(l-x)^{\frac{1}{2}} \pm \frac{1}{2} g^{\frac{3}{2}} t$ equal to $s$ or $s^{\prime}$ according as the upper or lower sign is taken, and $y^{\prime}=y(l-x)^{\frac{3}{2}}$, he reduces the equation to the form $\frac{d^{2} y^{\prime}}{d s d s^{\prime}}=-\frac{1}{4} \frac{y^{\prime}}{\left(s+s^{\prime}\right)^{2}}$. He obtains the integral by means of two definite integrals and two infinite series. After a rather long discussion of the forms of the arbitrary functions which occur in the integral, he finds that a solitary wave will travel up the chain with a uniform acceleration and down with a uniform retardation each equal to half that of gravity.

Let $O$ be the point of support, let the axis $O x$ be measured vertically downwards and $O y$ horizontally in the plane of disturbance. Let $m d s$ be the mass of any elementary arc whose length $P Q$ is $d s$, and let $T$ be the tension at $P$. Let $l$ be the length of the string, and let us suppose that a weight $M g$ is attached to the lower extremity. The equations of motion as in Art. 515 will be

$$
\left.\begin{array}{l}
\frac{d^{2} x}{d t^{2}}=\frac{1}{m} \frac{d}{d s}\left(T \frac{d x}{d s}\right)+g  \tag{1}\\
\frac{d^{2} y}{d t^{2}}=\frac{1}{m} \frac{d}{d s}\left(T \frac{d y}{d s}\right)
\end{array}\right\}
$$

Since the motion is very small, the point $P$ will oscillate in a very small arc, the tangent at the middle point being horizontal. Hence we may put $d x / d t=0$. For a similar reason we may put $d x=d s$. We therefore have by integrating the first equation

$$
T=\text { constant }-g \int m d x
$$

But $T=M g$ when $x=l$, hence we find

$$
\begin{equation*}
T=M g+g \int_{x}^{2} m d x . \tag{2}
\end{equation*}
$$

When the chain is homogeneous, this equation takes the simple form

$$
T=M g+m g(l-x)
$$

It may be noticed that this expression is independent of the time; the tension at any point of the chain is equal to the total weight of matter below that point.

The second equation may be written in either of the forms

$$
\left.\begin{array}{rl}
\frac{d^{1} y}{d t^{2}} & =\frac{1}{m} \frac{d}{d x}\left(T \frac{d y}{d x}\right)  \tag{4}\\
& =\frac{1}{m} T \frac{d^{2} y}{d x^{2}}+\frac{1}{m} \frac{d T}{d x} \frac{d y}{d x}
\end{array}\right\}
$$

where $T$ is a function of $x$ given by the equations (2) or (3).
537. Let us suppose that the displacements of the particles forming any finite portion of the chain during a finite time, are represented by $y=\phi(x, t)$, where $\phi$ is a continuous function of $x$ and $t$. Let $P$ be a geometrical point within this portion of the chain which moves so that the particle-velocity at $P$, i.e. $d y / d t$ is always equal to some constant quantity $A$. Let $v$ be the velocity with which $P$ moves, then following in our mind the motion of $P$, we have by differentiating $d y / d t=A$ with regard to $t$

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\frac{d^{2} y}{d x d t} v=0 . \tag{5}
\end{equation*}
$$

Let $Q$ be a point also within the portion, such that the tangent to the chain at $Q$ makes with the vertical an angle whose tangent, i.e. $d y / d x$, is $B / T$, where $B$ is some constant quantity. Let $v^{\prime}$ be the velocity with which $Q$ moves, then

$$
\begin{equation*}
T \frac{d^{2} y}{d x d t}+\frac{d}{d x}\left(T \frac{d y}{d x}\right) v^{\prime}=0 \tag{6}
\end{equation*}
$$

Eliminating the second differential coefficients of $y$ from equations (4), (5) and (6), we easily deduce that if $P$ and $Q$ coincide at any instant,

$$
\begin{equation*}
v v^{\prime}=\frac{T}{m} . \tag{7}
\end{equation*}
$$

This reasoning requires that all the second differential coeffcients should be finite, and that $y$ should be a continuous function of $x$ and $t$. It would not apply to any point $P$, if the discontinuous extremities of two waves were passing over $P$ in opposite directions. But the consideration of these exceptions is unnecessary for our present purpose.

Let $A B$ be a disturbed portion of the chain travelling in the direction $A B$ on a chain otherwise in equilibrium. At the confines of the disturbance the two portions of the string must not make a finite angle with each other. If they did, an element of the string would be acted on by a finite moving force, which is the resultant of the two finite tensions at its extremities. In such a case the disturbance would instantly extend itself further along the chain and take up some new form. Supposing we exclude any such case as this, we must have, as long as the motion is finite, both $d y / d t=0$, and $d y / d x=0$, at both the upper and lower extremity of the disturbance. If then $P$ be a point at which $d y / d t=0$, and $Q$ a point at which $d y / d x=0, P$ and $Q$ may be considered as taken just within the boundary of the wave; $P$ and $Q$ will therefore each travel with the velocity of that boundary. Hence putting $v=v^{\prime}$, we find for the velocity of either point

$$
\begin{equation*}
v^{2}=\frac{T}{m i} . \tag{8}
\end{equation*}
$$

It appears therefore that if a solitary wave travel up the chain, the velocity increases as the wave approaches the upper extremity. The upper end of the wave will travel a little quicker than the lower end, because the tension at the upper end exceeds that at the lower; thus the length of the wave will gradually increase. When the wave travels down the chain, the velocity for the same reason decreases.
538. Examples. Ex. 1. If the chain be homogeneous, show that the boundaries of a solitary wave will travel up the chain with an acceleration equal to half that of gravity, and down the chain with a retardation of the same numerical amount.

Ex. 2. Let the law of density be $m=A\left(l+l^{\prime}-x\right)^{-\frac{1}{2}}$ where $l$ is the length of the chain and $A, l^{\prime}$ two constants. Also let a weight equal to $2 A g \sqrt{ } l^{\prime}$ be fastened to the lower extremity, prove that

$$
\left.y=f\left\{l+l^{\prime}-x\right)^{\frac{1}{2}}-\left(\frac{1}{2} g\right)^{\frac{1}{2}} t\right\}+F\left\{\left(l+l^{\prime}-x\right)^{\frac{1}{2}}+\left(\frac{1}{2} g\right)^{\frac{1}{2}} t\right\} .
$$

This integration may be effected by writing $\theta=\left(l+l^{\prime}\right)^{\frac{1}{2}}-\left(l+l^{\prime}-x\right)^{\frac{1}{2}}$. The equation of motion then takes the form $\frac{d^{2} y}{d t^{2}}=\frac{g}{2} \frac{d^{2} y}{d \theta^{2}}$, which can be solved in the usual manner.

Ex. 3. The chain is said to sound an harmonic note when its motion can be represented by an expression of the form $y=\phi(x) \sin (\kappa t+\alpha)$; so that the motion of every element repeats itself at the same constant interval. Show that the harmonic periods of the chain and weight are given by $\kappa l^{\prime \frac{1}{2}} \tan \kappa\left\{\left(l+l^{\prime}\right)^{\frac{1}{2}}-l^{\prime \frac{1}{2}}\right\}=1$.

To prove this, we substitute $y=f(\theta) \sin (\kappa t+\alpha)$ in the differential equation obtained in the last Example; we thus find $f(\theta)$ to be trigonometrical. Since $y=0$ when $x=0$ for all values of $t$, the expression for $y$ reduces to

$$
y=\sin \kappa \theta\left\{A_{\kappa} \sin \kappa t\left(\frac{1}{2} g\right)^{\frac{1}{2}}+B_{\kappa} \cos \kappa t\left(\frac{1}{2} g\right)^{\frac{1}{2}}\right\}
$$

where $A_{\kappa}$ and $B_{\kappa}$ are two arbitrary constants. But when $\cdot x=l, y$ must satisfy the equation of motion of the weight, viz. $d^{2} y / d t^{2}=-g d y \mid d x$. Whence the result follows by substitution.
539. Chain suspended by both extremities. $A n$ inelastic heterogeneous chain is suspended from two fixed points under the action of gravity. Any small disturbance being given in its own plane, it is required to find the small oscillations.

Let the axis of $x$ be horizontal and that of $y$ vertical. Let $C$ be any point on the chain when hanging in equilibrium, and let the arc $s$ be measured from $C$. Let $(x, y)$ be the co-ordinates of any point $P$ determined by $C P=s$. Let $T$ be the tension at $P$, $m g d s$ the weight of an element $d s$ situated at $P$. The equations of equilibrium are

$$
\frac{d}{d s}\left(T \frac{d x}{d s}\right)=0, \quad \frac{d}{d s}\left(T \frac{d y}{d s}\right)-m g=0
$$

Let $\alpha$ be the angle the tangent at $P$ makes with the axis of $x$, then we easily find

$$
\begin{equation*}
T=\frac{w g}{\cos \alpha} \tag{1}
\end{equation*}
$$

$$
m=w \frac{d \tan \alpha}{d s}
$$

where $w$ is an undetermined constant.
When the chain is in motion, let $(x+\xi, y+\eta)$ be the coordinates of the position of the particle $P$ at the time $t$, and let the tension at that point be $T^{\prime \prime}=T+U$. The equations of motion
will be

$$
\begin{aligned}
& \frac{d^{2} \xi}{d t^{2}}=\frac{1}{m} \frac{d}{d s}\left\{T^{\prime \prime}\left(\frac{d x}{d s}+\frac{d \xi}{d s}\right)\right\} \\
& \frac{d^{2} \eta}{d t^{2}}=\frac{1}{m} \frac{d}{d s}\left\{T^{\prime \prime}\left(\frac{d y}{d s}+\frac{d \eta}{d s}\right)\right\}-g
\end{aligned}
$$

which, by subtracting the equations of equilibrium, reduce to

$$
\left.\begin{array}{l}
\frac{d^{2} \xi}{d t^{2}}=\frac{1}{m} \frac{d}{d s}\left(T \frac{d \xi}{d s}+U \frac{d x}{d s}\right)  \tag{2}\\
\frac{d^{2} \eta}{d t^{2}}=\frac{1}{m} \frac{d}{d s}\left(T \frac{d \eta}{d s}+U \frac{d y}{d s}\right)
\end{array}\right\}
$$

when the squares of small quantities are neglected.
Since the string is inelastic, we have

$$
(d x+d \xi)^{2}+(d y+d \eta)^{2}=(d s)^{2}
$$

Expanding and rejecting the squares of small quantities, this becomes

$$
\frac{d x}{d s} \frac{d \xi}{d s}+\frac{d y}{d s} \frac{d \eta}{d s}=0 \ldots \ldots \ldots \ldots \ldots \ldots . . . . . . . . . . . . . .(3)
$$

We have thus three equations to find $\xi, \eta$ and $U$ as functions of $s$ and $t$.
540. Velocity of a wave. To find the velocity with which a solitary wave will travel along the chain.

If we suppose a small disturbance to travel along this chain, so that there is no abrupt change of direction of the chain at the boundaries of the wave, we must have at those points $d \xi / d s=0$, $d \eta / d s=0, d \xi / d t=0, d \eta / d t=0$, and $U=0$. Let $v$ be the velocity with which one boundary of this wave travels along the chain, then, following that boundary in our mind, we have as in Art. 537
and therefore

$$
\begin{gathered}
\frac{d^{2} \xi}{d t^{2}}+v \frac{d^{2} \xi}{d s d t}=0, \quad \frac{d^{2} \xi}{d t d s}+v \frac{d^{2} \xi}{d s^{2}}=0, \\
\frac{d^{2} \xi}{d t^{2}}=v^{2} \frac{d^{2} \xi}{d s^{2}},
\end{gathered}
$$

with a similar equation for $\eta$. Thus the dynamical equations become at the boundary

$$
\left.\begin{array}{l}
\left(v^{2}-\frac{T}{m}\right) \frac{d^{2} \xi}{d s^{2}}=\frac{1}{m} \frac{d U}{d s} \frac{d x}{d s} \\
\left(v^{2}-\frac{T}{m}\right) \frac{d^{2} \eta}{d s^{2}}=\frac{1}{m} \frac{d U}{d s} \frac{d y}{d s}
\end{array}\right\}
$$

and the geometrical equation becomes

$$
\frac{d^{2} \xi}{d s^{2}} \frac{d x}{d s}=-\frac{d^{2} \eta}{d s^{2}} \frac{d y}{d s}
$$

From these we easily get $v^{2}=T / m$. Substituting for $T$ and $m$ their values, we have if $\rho$ be the radius of curvature at $P$,

$$
\begin{equation*}
v=\sqrt{ }(g \rho \cos \alpha) \tag{4}
\end{equation*}
$$

so that the velocity of either boundary of the wave is that due to one quarter of the vertical chord of curvature at that point.

Ex. A chain is in equilibrium under the action of any forces which are functions only of the position in space of the element acted on. - Show that the velocity of either boundary of a solitary wave is that due to one quarter of the chord of curvature in the direction of the resultant foree at that boundary.
541. Intrinsic equation of motion. To solve as far as possible the equations of motion of a heavy slack heterogeneous chain.

It will be convenient to express the unknown quantities $\xi, \eta, U$ in terms of some one function $\phi$.

Let $a+\phi$ be the angle the tangent at $P$ makes with the horizon at the time $t$. Then

$$
\begin{array}{lr}
\cos (\alpha+\phi)=\frac{d x+d \xi}{d s}, & \sin (\alpha+\phi)=\frac{d y+d \eta}{d s} ; \\
\therefore-\phi \sin \alpha=\frac{d \xi}{d s}, & \phi \cos \alpha=\frac{d \eta}{d s} \ldots \ldots . \tag{5}
\end{array}
$$

$$
\begin{array}{cc}
\therefore \frac{d \xi}{d a}=-\rho \phi \sin a, & \frac{d \eta}{d a}=\rho \phi \cos a \ldots \ldots \\
\xi=-\int \rho \phi \sin a d a+A, & \eta=\int \rho \phi \cos a d \alpha+B \ldots \tag{7}
\end{array}
$$

where $A$ and $B$ are two undetermined functions of $t$.
The equations (2) now become by substitution from these and from (1)

$$
\left.\begin{array}{l}
\frac{d^{2} \xi}{d t^{2}} \frac{1}{\cos ^{2} \alpha}=\frac{d}{d a}\left(-g \phi \tan \alpha+\frac{U}{w} \cos \alpha\right)  \tag{8}\\
\frac{d^{2} \eta}{d t^{2}} \frac{1}{\cos ^{2} \alpha}=\frac{d}{d a}\left(g \phi+\frac{U}{w} \sin a\right)
\end{array}\right\}
$$

For the sake of brevity let accents denote differentiations with regard to $t$. Expanding the differentiations on the right-hand side, these equations may be written in the form

$$
\left.\begin{array}{rl}
-\xi^{\prime \prime} \sin \alpha+\eta^{\prime \prime} \cos \alpha-g\left(\phi \sin a+\frac{d \phi}{d a} \cos \alpha\right) & =U \frac{\cos ^{2} \alpha}{w} \\
\xi^{\prime \prime} \cos \alpha+\eta^{\prime \prime} \sin \alpha+g \phi \cos \alpha & =\frac{d U}{d \alpha} \frac{\cos ^{2} \alpha}{w}
\end{array}\right\} .
$$

Differentiating the first with regard to $a$ and adding the result to the second, we obtain

$$
\frac{\rho \phi^{\prime \prime}}{\cos a}-g \frac{d^{2} \phi}{d \alpha^{2}}=2 \frac{d}{d a}\left(\frac{U \cos a}{w}\right)
$$

Differentiating the second and subtracting the first from the result, we obtain

$$
2 g \frac{d \phi}{d a}=\frac{d^{2}}{d a^{2}}\left(\frac{U \cos a}{w}\right)
$$

These equations evidently give

$$
\begin{array}{r}
U \cos a=w g\left(2 \int \phi d a+C a+D\right) \\
\frac{d^{2} \phi}{d t^{2}}=g \frac{\cos a}{\rho}\left(\frac{d^{2} \phi}{d a^{2}}+4 \phi+2 C\right) \ldots \tag{10}
\end{array}
$$

where $C$ and $D$ are two undetermined functions of $t$. These are the general equations to determine the small oscillations of a slack chain.

The undisturbed form of the curve being given, $\rho$ is known as a function of $a$. We may then use the equation (10) to find $\phi$ as a function of $a$ and $t$. The tension is then found from the equation (9), and the displacements $\xi, \eta$ of any point of the chain by equations (7).
542. The determination of the whole motion depends therefore on the solution of a single equation. Supposing the integration to have been effected, the expression for $\phi$ will contain two new arbitrary functions of $a$ and $t$. These we may represent by $\psi(P)$ and $\chi(Q)$ where $\psi$ and $\chi$ are arbitrary functions of two determinate combinations $P$ and $Q$ of the variables. The arbitrary functions $A$ and $B$ are not independent of $C$ and $D$, and the relations between them may be found by substituting in equations (8).

We have thus four arbitrary functions whose values have to be determined from the conditions of the question. Let $a_{0}, a_{1}$, be the values of $a$ which correspond to the two extremities of the string. Then the values of $\phi$ and $d \phi / d t$ are given by the question when $t=0$ for all values of $a$ from $a=a_{0}$ to $a=a_{1}$; also the initial values of $A$ and $B$ are given. Thus the values of $\psi(P)$ and $\chi(Q)$ are determined for all values of $P$ and $Q$ between the two limits which correspond to $a=a_{0}, t=0$ and $a=a_{1}$, $t=0$. The forms of $\psi$ and $\chi$ for values of $P$ and $Q$ exterior to these limits, and the values of $A$ and $B$ when $t$ is not zero, are to be found from the conditions at the extremities of the chain. If the extremities be fixed, we have both $\xi$ and $\eta$ equal to
zero for all-values of $t$ when $a=a_{0}$ and $a=a_{1}$. It may thus happen that the arbitrary functions $A, B, \psi$ and $\chi$ are discontinuous.

In many cases the circumstances of the problem will enable us to determine at once the form of $C$. Thus, suppose the string when in equilibrium to be symmetrical about a vertical line, say the axis of $y$, and let the points of support be fixed in the same horizontal line. Then if the initial motion be also symmetrical about the axis of $y$, the whole subsequent motion will be symmetrical. Thus $\phi$ must be a function of a, containing when expanded only odd powers of a. Substituting such a series in equation (10) we see that $C$ must be zero.
543. Oscillations of a cycloidal chain. There are several cases in which the equation to find the small motions of a chain may be more or less completely integrated. One of the most interesting of these is that in which the chain hangs in equilibrium in the form of a cycloid. In this case we have, if $b$ be the radius of the generating circle, $\rho=4 b \cos \alpha$. The density of the chain at any point is given by $m=w / 4 b \cos ^{3} a$, so that all the lower part of the chain is of nearly uniform density, but the density increases rapidly higher up the chain and is infinite at the cusp.

The equation to find the oscillations now takes the simple form

$$
\begin{equation*}
\frac{d^{2} \phi}{d t^{2}}=\frac{g}{4 b}\left\{\frac{d^{2} \phi}{d a^{2}}+4 \phi+2 C\right\} . \tag{11}
\end{equation*}
$$

in which all the coefficients are constants.
There are two cases of motion to be discussed, (1) when the chain swings up and down, and (2) when it swings from side to side. The results are indicated in the two following examples.

Ex. 1. A heavy chain suspended from two points in the same horizontal line hangs under gravity in the form of a cycloid. Find the symmetrical oscillations of the chain, when the lowest point moves only up and down.

In this case we have $C=0$. To find the nature and time of a small oscillation, we put $\phi=\Sigma R \sin \kappa t+\Sigma R^{\prime} \cos \kappa t$, where $\Sigma$ implies summation for all values of $\kappa$, and $R, R^{\prime}$ are functions of a only, Substituting, we have

$$
\frac{d^{2} R}{d a^{2}}+4\left(1+\frac{b \kappa^{2}}{g}\right) R=0
$$

with a similar equation to find $R^{\prime}$. Therefore

$$
R=L \sin 2 a\left(1+\frac{b \kappa^{2}}{g}\right)^{\frac{1}{2}}
$$

where $L$ is an arbitrary constant, the other constant being determined by the consideration that the motion is symmetrical about the axis of $y$. For the sake of brevity, put $\lambda=2 \sqrt{ }\left(1+b \kappa^{2} / g\right)$. Substituting in (7), we find that the terms derived from $R$ become $\xi=\Sigma L \frac{2 b}{\lambda^{2}-4}\{\lambda \cos \lambda a \sin 2 a-2 \sin \lambda a \cos 2 a\} \sin \kappa t$,

$$
\eta=\Sigma\left[-L \frac{2 b}{\lambda^{2}-4}\{\lambda \cos \lambda \alpha \cos 2 a+2 \sin \lambda a \sin 2 a\}-L \frac{2 b}{\lambda} \cos \lambda \alpha+H\right] \sin \kappa t,
$$

where $H$ is a constant depending on the position of the points of support. The terms derived from $R^{\prime}$ must be added to these, but have been omitted for the sake of brevity. They may be derived from those just written down by writing $\cos \kappa t$ for $\sin \kappa t$ and changing the constants $L, H$ into two other constants $L^{\prime}, H^{\prime}$.

Let the length of the chain be $2 l$, then at either end $\sin a_{0}=l / 4 b$. At both extremities we must have $\xi=0, \eta=0$. All these four conditions can be satisfied if

$$
\frac{\tan \lambda a_{0}}{\lambda}=\frac{\tan 2 a_{0}}{2}
$$

This equation therefore determines the possible times of symmetrical vibration of a heterogeneous chain hanging in the form of a cycloid.
544. If a be not very large, the oscillations are nearly the same as those of a uniform chain*. In this case since $a_{0}$ is small but $\lambda a_{0}$ is not necessarily small, the equation to determine $\lambda$ is approximately

$$
\tan \lambda a_{0}=\lambda a_{0} .
$$

The least value of $\lambda a_{0}$ which can be taken is a little less than $\frac{3}{2} \pi$. Hence $\lambda$ is great, and therefore $\kappa=\lambda(g / 4 b)^{\frac{1}{2}}$ nearly. The expressions for $\xi$ and $\eta$ now take the simple forms

$$
\left.\begin{array}{l}
\xi=\Sigma L \frac{4 b}{\lambda^{2}}\{\lambda a \cos \lambda a-\sin \lambda a\} \sin \left\{\left(\frac{g}{4 b}\right)^{\frac{3}{3}} \lambda t+\epsilon\right\} \\
\eta=\Sigma L \frac{4 b}{\lambda}\left\{\cos \lambda a_{0}-\cos \lambda a\right\} \sin \left\{\left(\frac{g}{4 b}\right)^{\frac{1}{2}} \lambda t+\epsilon\right\}
\end{array}\right\} .
$$

The terms depending on $\cos \kappa t$ have been included jn these expressions for $\xi$ and $\eta$ by introducing $\epsilon$ into the trigonometrical factor.

The roots of the equation $\tan \lambda a_{0}=\lambda a_{0}$ may be found by continued approximation. The first is zero, but since $\lambda$ occurs in the denominator of some of the small terms, this value is inadmissible. The others may be expressed by the formula $\lambda \alpha_{0}=\frac{1}{2}(2 i+1) \pi-\theta$, where $\theta$ is not very large. This makes the time of vibration nearly equal to $\frac{4}{2 i+1} \cdot \frac{l}{\sqrt{4 g b}}$. Thus the times of vibration of the chain are all short.

This result will explain why the marching of troops in time along a suspension bridge may cause oscillations which are so great as to be dangerous to the bridge. It is clearly possible that the "marching time" may be equal to, or very nearly equal to, some one of the times of vibrations of the bridge. If this should occur it follows from Arts. 338 and 340 that the stability of the bridge may be severely strained.

It should be noticed that the terms in the expression for $\xi$ have the square of $\lambda$ in the denominator, while those in the expression for $\eta$ have the first power of $\lambda$. Since $\lambda$ is great we might as a first approximation reject the values of $\xi$ altogether, and regard each element of the chain as simply moving up and down.
545. Ex. 2. A heavy chain suspended from two points hangs under gravity in the form of a cycloid. If it swings from side to side in its own plane so that the middle point has only a lateral motion without any perceptible vertical motion, find the times of oscillation.

As in the last example, we put $\phi=\Sigma R \sin \kappa t+\Sigma R^{\prime} \cos \kappa t$, where $R$ and $R^{\prime}$ are functions of a only. Substituting in equation (11) we see that $2 C=\Sigma h \sin \kappa t+\Sigma k \cos \kappa t$ where $h$ and $k$ are arbitrary constants. The equation to find $R$ becomes

$$
\frac{d^{2} R}{d a^{2}}+4\left(1+\frac{b \kappa^{2}}{g}\right) R=-h
$$

If we put $\lambda^{2}=4\left(1+b \kappa^{2} / g\right)$ as before, we find $R=-h / \lambda^{2}+L \sin (\lambda \alpha+M)$.

[^31]Thence taking the term of $\phi$ which contains sin $\kappa t$,

$$
\frac{\xi}{\sin \kappa t}=\frac{h^{\prime}-h b \cos 2 a}{\lambda^{2}}+L \frac{2 b}{\lambda^{2}-4}\{\lambda \cos (\lambda a+M) \sin 2 a-2 \sin (\lambda a+M) \cos 2 a\}
$$

where $h^{\prime}$ is an arbitrary constant introduced on integration. Substituting in equation (8), we find $h^{\prime}=-h\left(b+g / \kappa^{2}\right)$. Also, we have in the same way

$$
\frac{\eta}{\sin \kappa t}=-\frac{h b}{\lambda^{2}}(2 a+\sin 2 a)
$$

$-L \frac{2 b}{\lambda^{2}-4}\{\lambda \cos (\lambda a+M) \cos 2 a+2 \sin (\lambda a+M) \sin 2 a\}-L \frac{2 b}{\lambda} \cos (\lambda a+M)+H$.
If we suppose the two supports to be on the same horizontal line, we must have $\xi=0$ and $\eta=0$, when $a= \pm a_{0}$. These conditions may be satisfied if we take $M=\frac{1}{2} \pi, H=0$, for then $\xi$ becomes an even and $\eta$ an odd function of $\alpha$. In this case $\eta=0$ at the lowest point of the chain. We have then two equations to find $L / h$, equating these values, we have

$$
\frac{2 \tan 2 a_{0}-\lambda \tan \lambda a_{0}-\frac{\tan \lambda a_{0}}{\cos 2 a_{0}} \frac{\lambda^{2}-4}{\lambda}}{2 a_{0}+\sin 2 a_{0}}=\frac{\lambda \tan \lambda a_{0} \tan 2 a_{0}+2}{2 \cos ^{2} a_{0}+\frac{4}{\lambda^{2}-4}} .
$$

546. If $a_{0}$ be small, this equation is very nearly satisfied by $\lambda a_{0}=i \pi$ where $i$ is any integer, In this case the complete expressions for $\xi$ and $\eta$ take the simple forms

$$
\begin{aligned}
& \xi=\Sigma L \frac{4 b}{\lambda^{2}}\left(\cos \lambda a_{0}-\cos \lambda a-\lambda a \sin \lambda a\right) \sin \left\{\left(\frac{g}{4 b}\right)^{\frac{1}{2}} \lambda t+\epsilon\right\} \\
& \eta=\Sigma L \frac{4 b}{\lambda} \sin \lambda a \sin \left\{\left(\frac{g}{4 b}\right)^{\frac{1}{2}} \lambda t+\epsilon\right\}
\end{aligned}
$$

547. Examples. Ex. 1. If we change the variables from $a, t$ to $p, q$ where

$$
p=t+\int\left(\frac{\rho}{g \cos a}\right)^{\frac{1}{2}} d a, \quad q=-t+\int\left(\frac{\rho}{g \cos a}\right)^{\frac{1}{2}} d a
$$

show that the general equation (10) of small oscillations takes the form

$$
\frac{d^{2} \phi^{\prime}}{d p d q}+\frac{\mu^{3}}{4}\left(\frac{d^{2} \mu}{d a^{2}}+4 \mu\right) \phi^{\prime}=-\frac{\mu^{3}}{2} C
$$

where $\mu^{4}=g \cos \alpha / \rho$ and $\phi=\mu \phi^{\prime}$.
Show also that the coefficient of $\phi^{\prime}$ is a function of $p+q$, the form of the function depending on the law of density of the chain.

This transformation may be useful, because it follows from Art. 540 that $p$ is constant for the boundaries of a solitary wave travelling in one direction, and $q$ for a wave travelling in the other direction.

Ex. 2. A heavy string hangs in equilibrium under gravity in such a form that its intrinsic equation is $\frac{\cos a}{\rho}=\frac{b^{4}}{g} \sin ^{4}(2 a+c)$ where $b$ and $c$ are any constants. Show that its law of density is given by $m=w \frac{b^{4}}{g} \frac{\sin ^{4}(2 \alpha+c)}{\cos ^{3} a}$. If such a chain be set in motion in any symmetrical manner, prove that its motion is given by

$$
\phi=b \sin (2 a+c)\left\{F\left(t-\frac{\cot (2 a+c)}{2 b^{2}}\right)+f\left(t+\frac{\cot (2 a+c)}{2 b^{2}}\right)\right\} .
$$

Ex. 3. If in addition to gravity, each element of the chain be acted on by a small normal force whose magnitude is Fg , prove that the equation of motion of the chain is $\frac{\rho}{g \cos a} \frac{d^{2} \phi}{d t^{2}}-\frac{d^{2} \phi}{d a^{2}}-4 \phi-2 C=\frac{1}{\cos a} \frac{d F}{d a}+2 \int \frac{F}{\cos \alpha} d a$.

If the chain is nearly horizontal, so that $\alpha$ is very small, and if $F=f \sin (a t-c a)$, prove that the denominator of the corresponding term in the expression for $\phi$ is $g\left(c^{2}-4\right)-\rho a^{2}$.

Ex. 4. A heavy chain of length $2 l$ is suspended from two points $A, B$ in the same horizontal line whose distance apart is not very different from $2 l$. Each particle of the chain is slightly disturbed from its position of rest in a direction perpendicular to the vertical plane through $A B$. Find the small oscillations of the chain.

Ex. 5. A heavy string is suspended from two fixed points $A$ and $B$ and rests in equilibrium in the form of a catenary whose parameter is $c$. Let the string be initially displaced, the points of support $A, B$ being also moved, so that

$$
\phi=\sigma(1+\cos 2 a)+\sigma^{\prime} \sin 2 a,
$$

where $\sigma$ and $\sigma^{\prime}$ are two small quantities and the other letters have the same meaning as in Art. 541. If the string be placed at rest in this new position, prove that it will always remain at rest.

## Small Oscillations of a Tight String.

548. An elastic string whose weight may be neglected and whose unstretched length is 1 has its extremities fixed at two points whose distance apart is 1 '. The string being disturbed so that each particle is moved along the length of the string, find the equations of motion.

Let $A$ be one of the fixed points, and let $A B$ be the string when unstretched and placed in a straight line. Let the extremity $B$ be pulled until it reaches the other fixed point $B^{\prime}$. Let $P Q$ be any element of the unstretched string, $P^{\prime} Q^{\prime}$ the same element at the time $t$. Let $A P=x$ and let the abscissa $A P^{\prime}$ be $x^{\prime}$. Let $T$ and $T+d T$ be the tensions at $P^{\prime}$ and $Q^{\prime}$. Let $M$ be the mass of the whole string, $m$ the mass of a unit of length of unstretched string. The mass of an element is $m d x$, and the effective force on it is therefore $(m d x)\left(d^{2} x^{\prime} / d t^{2}\right)$. The difference of the tensions at the two extremities of the element is $d T$. Equating these, we find that the equation of motion is

$$
\begin{equation*}
m \frac{d^{2} x^{\prime}}{d t^{2}}=\frac{d T}{d x} . \tag{1}
\end{equation*}
$$

If $E$ be the modulus of elasticity, we have by Hooke's law

$$
\begin{equation*}
\frac{d x^{\prime}}{d x}=1+\frac{T}{E} . \tag{2}
\end{equation*}
$$

Eliminating $T$, we have

$$
\begin{equation*}
\frac{d^{2} x^{\prime}}{d t^{2}}=\frac{E}{m} \frac{d^{2} x^{\prime}}{d x^{2}} \tag{3}
\end{equation*}
$$

If we put $E=m a^{2}$, the integral of this equation is

$$
x^{\prime}=f(a t-x)+F(a t+x),
$$

where $f$ and $F$ are two arbitrary functions.
The discussion of this equation may be found in any treatise on Sound. The result is, that a function of the form $\phi(a t-x)$ represents a wave which travels with a velocity equal to $a$. In the case therefore of the string, the motion will be represented by a series of waves travelling both ways along the string with the same velocity. This velocity is such that the time of traversing a length $l$ of unstretched string or a length $l^{\prime}$ of stretched string is $l(m / E)^{\frac{1}{2}}$. It should be noticed that this time is independent both of the nature of the disturbance, and the tension of the string.

It should also be noticed, that assuming as usual the truth of Hooke's law, the equation (3) and these results are not merely approximations, but are strictly accurate.

It is often more convenient to select some particular state of the string as a standard of reference and to express the actual position of any particle at the time $t$ by its displacement from its position in this standard. Thus if the unstretched state $A B$ of the string be chosen as the standard of reference, we put $x^{\prime}=x+\xi$, so that $\xi$ is the displacement of the particle whose abscissa in the unstretched state is $x$. The equation of motion now takes the form

$$
\frac{d^{2} \xi}{d t^{2}}=\frac{E}{m} \frac{d^{2} \xi}{d x^{2}}
$$

and the integral may be obtained as before.
549. An elastic string being stretched as in the last proposition is slightly disturbed in any manner, find the equations of motion.

Following the same notation as before, let $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ be the co-ordinates of $P^{\prime}$. Proceeding exactly as in Art. 515, we may form the equations of motion. Since the mass of an element is $m d x$ instead of $m d s$, these equations will be

$$
\begin{align*}
& m \frac{d^{2} x^{\prime}}{d t^{2}}=\frac{d}{d x}\left(T \frac{d x^{\prime}}{d s^{\prime}}\right)  \tag{1}\\
& m \frac{d^{2} y^{\prime}}{d t^{2}}=\frac{d}{d x}\left(T \frac{d y^{\prime}}{d s^{\prime}}\right)  \tag{2}\\
& m \frac{d^{2} z^{\prime}}{d t^{2}}=\frac{d}{d x}\left(T \frac{d z^{\prime}}{d s^{\prime}}\right) \tag{3}
\end{align*}
$$

where $d s^{\prime}$ is the length of the element $P^{\prime} Q^{\prime}$. If $E$ be the modulus of elasticity we have by Hooke's law

$$
\begin{equation*}
\frac{d s^{\prime}}{d x}=1+\frac{T}{E} \tag{4}
\end{equation*}
$$

Since the disturbance is very small $d y^{\prime} \mid d s^{\prime}$ and $d z^{\prime} \mid d s^{\prime}$ are very small and $d x^{\prime} / d s^{\prime}$ is very nearly equal to unity. Hence the first equation takes the form

$$
m \frac{d^{2} x^{\prime}}{d t^{2}}=\frac{d T}{d x}
$$

and Hooke's equation takes the form $\frac{d x^{\prime}}{d x}=1+\frac{T}{E}$,
which are the same equations as in the last proposition, so that when the disturbance is small the longitudinal motion is independent of the motion transverse to the string.

In the second equation we may regard $T$ as constant, its small variations being multiplied by the small quantity $d y^{\prime} \mid d s^{\prime}$. Hence we may put $T=T_{0}$ where

$$
T_{0}=E\left(l^{\prime}-l\right) / l
$$

This gives by equation (4) $d s^{\prime}\left|d x=l^{\prime}\right|$. The equation of motion therefore becomes

$$
\frac{d^{2} y^{\prime}}{d t^{2}}=\frac{T_{0}}{m} l l^{\prime} \frac{d^{2} y^{\prime}}{d x^{2}} .
$$

The third equation may be treated in the same way.
The velocity of a transverse vibration measured in units of length of unstretched string is therefore $\left(T_{0} l / m l^{\prime}\right)^{\frac{1}{2}}$. The time of traversing a length $l$ of unstretched string or $l^{\prime}$ of stretched string is $\left(m l l^{\prime} \mid T_{0}\right)^{\frac{1}{2}}$. This velocity is independent of the nature of the disturbance but depends on the tightness or tension of the string.

If the string be very slightly elastic we may, in this last formula, put $l^{\prime}=l$. In this case we obtain the results given in all treatises on Sound.
550. There are two modes of applying the equations of motion to actual cases. We shall first illustrate these by solving a simple example by both methods, and we shall then make some remarks on the results.

An elastic string whose unstretched length is $l$ rests on a perfectly smooth table and has its extremities fixed at two points $\mathrm{A}, \mathrm{B}^{\prime}$ whose distance apart is $l^{\prime}$, where $l^{\prime}$ is greater than $l$. The extremity $\mathrm{B}^{\prime}$ is suddenly released, find the motion.

Solution by discontinuous functions. Following the same notation as in Art. 548 , the motion is given by the equation

$$
\xi=f(a t-x)+F(a t+x),
$$

where $\xi$ is the displacement of the particle whose abscissa in the unstretched string is $x$. The conditions to determine $f$ and $F$ are as follows.

1. When $x=0, \xi=0$ for all values of $t$.
2. When $x=l, T=0$ and $\therefore d \xi / d x=0$ for all values of $t$.
3. When $t=0, \xi=r x$ from $x=0$ to $x=l$, where $l^{\prime}=(r+1) l$.
4. When $t=0, d \xi / d t=0$ from $x=0$ to $x=l$.

From the first condition it follows that the functions $F$ and $f$ are the same with opposite signs. From the second condition we have $f^{\prime}(a t+l)=-f^{\prime}(a t-l)$, so that the values of the function $f^{\prime}$ recur with opposite signs when the variable is increased by 22 . If then we knew the values of $f^{\prime}(z)$ for all values of $z$ from $z=z_{0}$ to $z=z_{0}+2 l$ where $z_{0}$ has any value, then the form of the function is altogether known. Now the third condition gives $f(-x)-f(x)=r x$ and the fourth gives $f^{\prime}(-x)=f^{\prime}(x)$ from $x=0$ to $x=l$. Hence $f^{\prime}(x)=-\frac{1}{2} r$ from $x=-l$ to $x=l$. It follows that $f^{\prime}(z)=-\frac{1}{2} r$ from $z=-l$ to $l, f^{\prime}(z)=\frac{1}{2} r$ from $z=l$ to $3 l$ and so on changing sign every time the variable passes the values $l, 3 l, 51, \& c$. Let us consider the motion of any point $P$ of the string whose unstretched abscissa is $x$. Its velocity is given by the formula $v / a=f^{\prime}(a t-x)-f^{\prime}(a t+x)$. Since $x<l$ we have $v / a=-\frac{1}{2} r+\frac{1}{2} r=0$; hence the particle does not move until at $+x=l$. The second function then changes sign and we have $v / a=-\frac{1}{2} r-\frac{1}{2} r=-r$. The particle continues to move with this velocity until at $-x=l$, when the first function changes sign and so on. Let $A B$ be the unstretched string, and let a point $R$ starting from $B$ move continually along the string and back again with velocity $a$. Then it is easy to see that when $R$ is on the same side of $P$ as the loose end of the string, $P$ will be at rest, and when $R$ is on the same side of $P$ as the fixed end, $P$ will be moving with a velocity alternately equal to $\pm r a$. The general character of the motion is; the equilibrium of the string being disturbed at $B$, a wave of length $4 l$ travels along the string, so that $P$ does not begin to move until the wave reaches it. This wave is reflected at $A$ and returns.
551. Solution by Trigonometrical series. The second method of conducting the solution is as follows. Taking as before the expression

$$
\xi=f(a t-x)+F(a t+x),
$$

let us expand each function in a series of sines and cosines, so that we have

$$
\xi=\Sigma[A \sin \{n(a t-x)+\alpha\}+B \sin \{n(a t+x)+\beta\}],
$$

where $\Sigma$ implies summation for all values of $n$, and $A, B, \alpha$ and $\beta$ are constants which are different in every term and may conveniently be regarded as functions of $n$.

Since the motion is oscillatory, we may suppose that all the values of $n$ are real, and it is clear that without loss of generality we may restrict- $n$ to be positive. We do not propose to discuss the circumstances under which these suppositions may be correctly made. For these we must refer the reader to Fourier's theorem. We may here regard the assumptions as justified by the result, because we can thus satisfy all the data of the question.

The four conditions of the problem enable us to determine the constants. From
the first condition we have $\beta=a+\kappa \pi, B=(-1)^{\kappa+1} A$ where $\kappa$ is any integer. It easily follows, by expanding, that $\xi$ may be written in the form

$$
\xi=\Sigma(C \sin n a t+D \cos n a t) \sin n x
$$

where $C$ and $D$ are to be regarded as functions of $n$. From the second condition we have $\cos n l=0$, hence $n l=\frac{1}{2}(2 i+1) \pi$ where $i$ is any positive integer. The periods of the principal oscillations (Art. 53) of the string, with proper initial disturbances, one end being fixed and the other loose, are therefore included in the form $4 l /(2 i+1) a$.

The initial disturbance is given by the third and fourth conditions. We have

$$
\Sigma D \sin n x=r x, \quad \Sigma C n \sin n x=0
$$

To find the value of $D$ in any term we multiply the first equation by the eoefficient of $D$ in that term and integrate throughout the length of the string, i.e. from $x=0$ to $x=l$. This gives

$$
D \frac{l}{2}=r \int_{0}^{l} x \sin n x d x=r \frac{\sin n l}{n^{2}}
$$

The other terms all vanish since $\int_{0}^{l} \sin n x \sin n^{\prime} x d x=0$, when $n$ and $n^{\prime}$ are numerically unequal. This follows also from the rule given in Art. 398.

Treating the second equation in the same way, we find $C=0$. Hence the motion is given by

$$
\xi=\Sigma \frac{2 r}{l} \frac{\sin n l}{n^{2}} \cos n a t \sin n x
$$

Writing for $i$ its values $1,2,3, \& c$. successively, this equation becomes when written at length

$$
\xi=\frac{8 r l}{\pi^{2}}\left\{\cos \frac{\pi a t}{2 l} \sin \frac{\pi x}{2 l}-\frac{1}{3^{2}} \cos \frac{3 \pi a t}{2 l} \sin \frac{3 \pi x}{2 l}+\frac{1}{5^{2}} \cos \frac{5 \pi a t}{2 l} \sin \frac{5 \pi a t}{2 l}-\& \mathrm{c} .\right\}
$$

This is a convergent series for $\xi$, and it may be a sufficient approximation to the motion to take only the first few terms. For example, suppose we reject all beyond the first two terms, and in order to compare the result with that obtained in the first solution let us put at $=\frac{1}{2} l$. If we trace the curve whose ordinate is $-d \xi / d t$ and abscissa $x$, we find that it resembles $\xi=0$ for small values of $x$, then rises with a point of contrary flexure and becomes nearly horizontal as $x$ approaches $l$. This agrees very well with the former result.
552. If we examine these solutions, we shall see that we have two kinds of conditions to determine the arbitrary functions; (1) There are the conditions at the two extremities of the string. The peculiarity of these is, that they hold for all values of $t$. (2) There are the initial conditions of motion. The peculiarity of these is, that they do not hold for all values of $x$, but only for all values within a certain range limited by the length of the string. The first set of conditions is used to determine the mode in which the values of the functions recur, so that when their values are known through a certain limited range, they will become known for all those values of the variable which occur in the problem. The second set of conditions is used to determine their values during this limited range.

The functions were found to be discontinuous. It may be objected that no notice was taken of any possible discontinuity in forming the equations of motion; and that therefore these equations cannot be applied, without further examination, to any cases which require the arbitrary functions introduced into the solution to be discontinuous. This question has been much discussed, but we have not space here to enter into it. We must refer the reader to De Morgan's Differential Calculus, Chap. xxi. Art. 92, where both a short history of the dispute between Lagrange and D'Alembert and a discussion of the difficulty may be found. See also the Mécanique Analytique, Seconde Partie, Sect. vi. § iv.

In the second form of the solution we replace the arbitrary functions by a convergent series of harmonic vibrations. Taking a finite number of terms as an approximation, we have a perfectly continuous solution whose initial conditions differ but slightly from those of the proposed problem. This difference is less and less, the more terms of the series are included in the solution.

In comparing the two results, we see that each form has its advantages. The first determines the motion by a simple formula. The second is more convenient when the harmonic periods are required.
553. Examples. Ex. 1. A heavy elastic string $A B$ whose unstretched length is $l$ is suspended from a point $A$ under the action of gravity. If $\xi$ be the vertical displacement of any point whose distance from $A$ is $x$ when the string is unstretched, and if $a$ be the velocity of a wave measured in units of unstretched length, prove
that

$$
\xi=-\frac{g x^{2}}{2 a^{2}}+\frac{g l x}{a^{2}}+f(a t-x)-f(a t+x)
$$

where $f(z)$ recurs with an opposite sign when $z$ is increased by $2 l$. If the string is initially unstretched and at rest, prove that

$$
\vec{f}(z)= \pm \frac{g z^{2}}{4 a^{2}}+\frac{g l z}{2 a^{2}},
$$

the upper sign being taken when $z$ lies between $-l$ and 0 , and the lower when $z$ lies between 0 and $l$. Thence show that the whole length oscillates between $l$ and $l+g l^{2} / a^{2}$.

Taking the other form of solution, show that the harmonic periods are $p=\frac{4 l}{(2 i+1) a}$ where $i$ is any integer. Show also that

$$
\xi=-\frac{g x^{2}}{2 a^{2}}+\frac{g l x}{a^{2}}-\frac{16 g l^{2}}{\pi^{3} a^{2}} \sum \frac{\sin \left(\frac{2 i+1}{2} \frac{\pi x}{l}\right) \cos \left(\frac{2 i+1}{2} \frac{\pi a t}{l}\right)}{(2 i+1)^{3}},
$$

the summation extending from $i=0$ to $i=\infty$.
Ex. 2. A string infinite in length in both directions has its initial state determined by $\xi=f(x)$ and $d \xi / d t=F(x)$. Show that the displacements at the time $t$ are given by

$$
\xi=\frac{1}{2} f(x+a t)+\frac{1}{2} f(x-a t)+\frac{1}{2 a} \int_{x-a t}^{x+a t} F(\lambda) d \lambda .
$$

Riemann's Partial Differential Equations.
Ex. 3. A string $A B$ is stretched at a tension such that the velocity of a wave is equal to $a$. One extremity $A$ is fixed, while the other $B$ is agitated according to the law $y=C \sin$ pat. If $A$ be the origin show that the forced vibration is $y=C \frac{\sin p x}{\sin p l} \sin p a t$. If the string start from rest the additional free vibrations are $y=\Sigma M \sin m x \sin m a t$ where $m l=i \pi$ and $M\left(p^{2} l^{2}-i^{2} \pi^{2}\right)=-2 C p l(-1)^{4}$. The $\Sigma$ implies summation for all integral positive values of $i$.

Ex. 4. If, as in the last example, the string start from rest and have the extremity $A$ fixed, but the extremity $B$ agitated according to the law $y=f(t)$ prove that

$$
y=-\frac{2 \pi a^{2}}{l^{2}} \sum i(-1)^{t} \sin \frac{i \pi x}{l} \cos \frac{i \pi a t}{l} \int_{0}^{t}\left\{\sec ^{2} \frac{i \pi a t}{l} \int_{0}^{t} f(t) \cos \frac{i \pi a t}{l} d t\right\} d t
$$

for all values of $x$ between 0 and 1 , the latter being excluded. Show also by an application of Fourier's theorem that the result of the last example follows from this.
5554. Several strings. Three elastic strings $\mathrm{AB}, \mathrm{BC}, \mathrm{CD}$ of different materials are attached to each other at B and C and stretched in a straight line between two fixed points A, D. If the particles of the string receive any longitudinal displacements and start from rest, find the subsequent motion.

Let $A$ be the origin, $A D$ the direction in which $x$ is measured. 'Let the unstretched lengths of $A B, B C, C D$ be $l_{1}, l_{2}, l_{3}$. Let $E_{1}, E_{2}, E_{3}$ be their respective coefficients of elasticity, $m_{1}, m_{2}, m_{3}$ the masses of a unit of length of each string. For the sake of brevity let $E_{1}=m_{1} a_{1}{ }^{2}, E_{2}=m_{2} a_{2}{ }^{2}, E_{3}=m_{3} a_{3}{ }^{2}$. Let the rest of the notation be the same as before.

When the string is stretched in equilibrium between the two fixed points $A$ and $D$, let $I_{0}^{\prime}$ be the tension of the string. In this position the displacements of the elements of each string from their positions when unstretched may be written

$$
\begin{aligned}
& \xi_{1}=\frac{l_{1}^{\prime}-l_{1}}{l_{1}} x=\frac{T_{0}}{E_{1}} x, \\
& \xi_{2}=l_{1}^{\prime}-l_{1}+\frac{l_{2}^{\prime}-l_{2}}{l_{2}}\left(x-l_{1}\right)=\frac{T_{0}}{E_{1}} l_{2}+\frac{T_{0}}{E_{2}}\left(x-l_{1}\right), \\
& \xi_{3}=\& c .=\frac{T_{0}}{E_{1}} l_{1}+\frac{T_{0}}{E_{2}^{\prime}} l_{2}+\frac{T_{0}}{E_{3}}\left(x-l_{1}-l_{2}\right) .
\end{aligned}
$$

At the time $t$ after the equilibrium has been disturbed, let these displacements be respectively $\xi_{1}+\xi_{1}^{\prime}, \xi_{2}+\xi_{2}^{\prime}, \xi_{3}+\xi_{3}^{\prime}$. We then have as in Art. 551

$$
\begin{aligned}
& \xi_{1}^{\prime}=\Sigma L_{1} \sin \left(n_{1} x+M M_{1}\right) \cos n_{1} a_{1} t, \\
& \xi_{2}^{\prime}=\Sigma L_{2} \sin \left\{n_{2}\left(x-l_{1}\right)+M I_{2}\right\} \cos n_{2} a_{2} t, \\
& \xi_{3}^{\prime}=\Sigma L_{3} \sin \left\{n_{3}\left(x-l_{1}-l_{2}\right)+M M_{3}\right\} \cos n_{3} a_{3} t,
\end{aligned}
$$

where $\Sigma$ implies summation for all the harmonics. The terms containing $\sin n_{1} a_{1} t$, $\sin n_{2} a t_{2}$, \&c. are omitted because the string starts from rest, and therefore $d \xi_{1}^{\prime} / d t$, $d \xi_{2}^{\prime} / d t$, \&c. must vanish with $t$.

In order to compare the coefficients of the same harmonic we must suppose $n_{1} a_{1}=n_{2} a_{3}=n_{3} a_{3}=2 \pi / p$, where $p$ is the period of the harmonic. To find the constants we have the conditions
when $x=0$,
$\begin{aligned} & x=l_{1}, \\ & \zeta_{1}=\xi \\ & \xi^{\prime}\end{aligned}$

$$
\begin{array}{ll}
x=l_{1}+l_{2}, & x=l_{1}+l_{2}+l_{3}, \\
\xi_{2}^{\prime}=\xi_{3}^{\prime}, & \xi_{3}^{\prime}=0,
\end{array}
$$

$\xi_{1}^{\prime}=0$,

$$
E_{1} \frac{d \xi_{1}^{\prime}}{d x}=E_{2} \frac{d \xi_{2}^{\prime}}{d x}, \quad E_{2} \frac{d \xi_{2}^{\prime}}{d x}=E_{3} \frac{d \xi_{3}^{\prime}}{d x}
$$

These give

$$
\begin{aligned}
& \left.\begin{array}{l}
M I_{1}=0 \\
L_{2} \sin M I_{2}=L_{1} \sin \left(n_{1} l_{1}+M_{1}\right) \\
E_{2} n_{2} L_{2} \cos M_{2}=E_{1} n_{1} L_{1} \cos \left(n_{1} l_{1}+M_{1}\right) \\
L_{3} \sin M_{3}=L_{2} \sin \left(n_{2} l_{2}+M I_{2}\right) \\
E_{3} n_{3} L_{3} \cos M M_{3}=E_{2} n_{2} L_{2} \cos \left(n_{2} l_{2}+M_{2}\right) \\
\qquad \quad 0=L_{3} \sin \left(n_{3} l_{3}+I_{3}\right) .
\end{array}\right\}, \quad, \quad,
\end{aligned}
$$

These give the following equations to find the $M$ 's;
$0=M_{1}, \quad \frac{\tan M_{2}}{E_{2} n_{2}}=\frac{\tan \left(n_{1} l_{1}+M_{1}\right)}{E_{1} n_{1}}, \quad \frac{\tan M M_{3}}{E_{3} n_{3}}=\frac{\tan \left(n_{2} l_{2}+M_{2}\right)}{E_{2} n_{2}}, \quad 0=\frac{\tan \left(n_{3} l_{3}+M_{3}\right)}{E_{3} n_{3}}$.
Solving these we find

$$
\frac{\tan n_{1} l_{1}}{E_{1} n_{1}}+\frac{\tan n_{2} l_{2}}{E_{2} n_{2}}+\frac{\tan n_{3} l_{3}}{E_{3} n_{3}}=\left(E_{2} n_{2}\right)^{2} \frac{\tan n_{1} l_{1}}{E_{1} n_{1}} \cdot \frac{\tan n_{2} l_{2}}{E_{2} n_{2}} \cdot \frac{\tan n_{3} l_{3}}{E_{3} n_{3}} .
$$

Substituting for $n_{1}, n_{2}, n_{3}$ in terms of $p$ we have an equation to find the period $p$ of any principal oscillation.
555. The values of $p$ being known, it is clear that the preceding equations determine all the constants except $L_{1}$. We have therefore one constant undeter-
R. D. II.
mined for each harmonic function of $t$. To find these we must have recourse to the initial conditions. The rule to effect this has been fully given in Art. 399.

The equations may be written in the forms

$$
\xi_{1}^{\prime}=\Sigma P_{n} \cos n a t, \quad \xi_{2}^{\prime}=\Sigma Q_{n} \cos n a t_{2} \quad \xi_{3}^{\prime}=R_{n} \cos n a t
$$

where $P_{n}, Q_{n}$ and $R_{n}$ stand for the coefficients as exhibited in the last article. The first of these three equations represents in a typical form the motion of any particle in the string $A B$, the second represents the motion of any particle in $B C$ and so on. Referring to Art. 399, the three sets of multipliers may be typically represented by

$$
m_{1} d x P_{n}, \quad m_{2} d x Q_{n}, \quad m_{\mathrm{s}} d x R_{n}
$$

The summations spoken of in Art. 399 are here integrations and extend over the lengths of the three strings respectively.

Suppose now that we have initially $\xi_{1}^{\prime}=f_{1}(x), \xi_{2}{ }^{\prime}=f_{2}(x), \xi_{3}^{\prime}=f_{3}(x)$. We easily find

$$
\begin{aligned}
& \int_{0}^{l_{1}} m_{1} d x f_{1}(x) P_{n}+\int_{l_{1}}^{l_{1}+l_{2}} m_{2} d x f_{2}(x) Q_{n}+\int_{l_{1}+l_{2}}^{l_{1}+l_{3}+l_{3}} m_{3} d x f_{3}(x) R_{n} \\
&=\int_{0}^{l_{1}} m_{1} d x P_{n}{ }^{2}+\int_{l_{1}}^{l_{1}+l_{3}} m_{2} d x Q_{n}{ }^{2}+\int_{l_{1}+l_{9}}^{l_{1}+l_{2}+l_{3}} m_{3} d x R_{n}{ }^{2}
\end{aligned}
$$

These integrations can be effected when the forms of $f_{1}(x), f_{2}(x)$ and $f_{3}(x)$ are given. Thus we have an additional equation to find the $L$ which corresponds to any value of $p$.
556. Examples. Ex. 1. If the three strings vibrate transversely, and $a_{1}, a_{2}$, $a_{3}$ be the velocities of a wave along them measured in units of length of unstretched string, prove that the periods of the notes are given by the equation

$$
\frac{\tan n_{1} l_{1}}{n_{1}}+\frac{\tan n_{2} l_{2}}{n_{2}}+\frac{\tan n_{3} l_{3}}{n_{3}}=n_{2}{ }^{2} \frac{\tan n_{1} l_{1}}{n_{1}} \cdot \frac{\tan n_{2} l_{2}}{n_{2}} \cdot \frac{\tan n_{3} l_{3}}{n_{3}}
$$

where $n_{1} a_{1}=n_{2} a_{2}=n_{3} a_{3}=2 \pi / p$. If the initial disturbance is given show how to find the subsequent motion.

Ex. 2. Two heavy strings $A B, B C$ of different materials are attached together at $B$ and suspended under gravity from a fixed point $A$. Prove that the periods of the vertical oscillations are given by the equation

$$
\tan \frac{2 \pi l_{1}}{a_{1} p} \cdot \tan \frac{2 \pi l_{2}}{a_{2} p}=\frac{E_{1} a_{2}}{L_{2} a_{1}}
$$

the notation being the same as before. If the two strings be initially unstretched, find their lengths at any time.

Ex. 3. Two strings $A B, B C$ of different materials are attached at $B$ to a particle of mass $M$, while their other extremities $A$ and $C$ are fixed in space. If the particles of the system vibrate along the length of the straight line $A C$, prove that the period $p$ of any principal oscillation is a root of the equation

$$
M \frac{2 \pi}{p}=\frac{E_{1}}{a_{1}} \cot \frac{2 \pi l_{1}}{a_{1} p_{1}}+\frac{E_{2}}{a_{2}} \cot \frac{2 \pi l_{2}}{a_{2} p_{2}},
$$

where $l_{1}, l_{2}$ are the unstretched lengths of the strings, $E_{1}, E_{2}$ their elasticities, and $a_{1}, a_{2}$ the velocities of a wave measured in units of unstretched length. The values of $p$ obtained by equating (when possible) both the cotangents simultaneously to infinity are to be included.

If the system make small oscillations transverse to the straight line $A C$, the periods will be given by the same equation if we replace $E_{1}, E_{2}$ by $T_{0}$ the tension of the string when in equilibrium.

Ex. 4. A particle is suspended from a fixed point by an elastic string and performs small oscillations in a verticnl direction, supposing the string uniform in
its natural state and of small finite mass show that the time of a small oscillation will be approximately the same as if the string were without weight and the mass of the particle were increased by one third that of the string. (Smith's Prize.)

Ex. 5. Two uniform heavy elastic beams $A B, C D$ equal in every respect are connected by a light inextensible string $B C$; the beam $A B$ lies unstrained on a smooth horizontal table while $C D$ is suspended at rest under the action of gravity by a string which, being held at $B$ passes over a smooth pulley $P$ at the edge of the table, PBA being a straight line. Investigate the motion of the string when set free; prove that its tension after being instantaneously diminished by one half, remains constant and that its velocity receives equal increments at equal intervals. (Math. Tripos.)

Ex. 6. A particle is fixed to the middle point of a heavy string, which is stretched to double its length between two fixed points on a smooth horizontal table. The unstretched length of the string is $2 l$, its modulus is $n$ times, and the weight of the particle is $r$ times the weight of the string. The particle is then moved through a distance $\lambda l$ towards one of the fixed points, and when the string has been reduced to rest the particle is set free. Show that there are sufficient conditions to determine completely the four arbitrary functions, and indicate how they are to be employed. Prove that the velocity of the particle during the first interval $\frac{2 l}{a}$ is $\lambda a\left(1-e^{-\frac{a t}{r l}}\right)$, where $a^{2}=2 g n l$ and $t$ is the time from rest. (Caius Coll., 1871.)
557. Energy of a string. An elastic string is stretched between two fixed points A and $\mathrm{B}^{\prime}$ and is set in vibration, it is required to find the energy.

Let the notation be the same as that used in Arts. 548 and 549.
First let the vibrations be longitudinal. The equation of motion is

$$
\frac{d^{2} \xi}{d t^{2}}=a^{2} \frac{d^{\bullet} \xi}{d x^{2}}
$$

Hence we have $\xi=\frac{l^{\prime}-l}{l} x+\Sigma[A \sin \{n(a t-x)+a\}+B \sin \{n(a t+x)+\beta ;]$.
Since $\xi$ must vanish when $x=0$ and be equal to $l^{\prime}-l$ when $x=l$ we find, as
in Art. 551,

$$
\xi=\frac{l^{\prime}-l}{l} x+\Sigma C \sin n x \sin (n a t+\gamma)
$$

where $n l=i \pi$ and $\Sigma$ implies summation for all positive integer values of $i$. The letters $C$ and $\gamma$ are constants which may be different in every term and which depend on the initial disturbance. The kinetic energy of the whole string is

$$
=\int_{0}^{l} \frac{1}{2} m d x\left(\frac{d \xi}{d t}\right)^{2}=\int_{0}^{t} \frac{1}{2} m d x\{\Sigma C n a \sin n x \cos (n a t+\gamma)\}^{2} .
$$

Now $\int_{0}^{l} \sin n x \sin n^{\prime} x d x=0$ when $n$ and $n^{\prime}$ are numerically unequal since $n l$ and $n^{\prime} l$ are both integer multiples of $\pi$. Hence, when the square of the series is expanded, the integral of the product of any two terms is zero.

Since $\int_{0}^{l} \sin ^{2} n x d x=\frac{1}{2} l$, the kinetic energy becomes $=\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2} \cos ^{2}(n a t+\gamma)$.
To find the potential energy; we notice that the work done in stretching an element from its unstretched length $d x$ to its length $d x+d \xi$ is (see Vol. r.) equal to $\frac{1}{2} E\left(\frac{d \xi}{d x}\right)^{2} d x$. Hence the whole work done in stretching the string is

$$
=\int_{0}^{l} \frac{1}{2} E d x\left(\frac{d \xi}{l \cdot x}\right)^{2}=\int_{0}^{l} \frac{1}{2} E d x\left\{\frac{l^{\prime}-l}{l}+\Sigma C n \cos n x \sin (n a t+\gamma)^{l^{2}}\right.
$$

Now $\int_{0}^{l} \cos n x \cos n^{\prime} x d x=0$ or $\frac{1}{2} l$ according as $n$ and $n^{\prime}$ are numerically unequal or equal to each other; also $\int_{0}^{2} \cos n x d x=0$. Hence as before, the integral becomes

$$
=\frac{1}{2} E \frac{\left(l^{\prime}-l\right)^{2}}{l}+\frac{1}{4} E l \Sigma C^{\prime} n^{2} \sin ^{2}(n a t+\gamma) .
$$

The first term is the work done in stretching the string from the unstretche 1 length $l$ to the stretched length $l^{\prime}$. If we refer the potential energy to the position of the string when stretched in equilibrium between the extreme points $A$ and $B^{\prime}$ as the standard position, we retain the latter term only.

The energy is the sum of the kinetic and potential energies. Since $E=m a^{2}$, this becomes energy $=\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2}$.
This result might have been deduced more simply from Art. 72, where it is shown that the energy of a compound vibration is the sum of the energies of the simple vibrations into which it may be resolved. The kinetic energy of any single harmonic is easily seen by integration to be $\frac{1}{4} m l a^{2} C^{2} n^{2} \cos ^{2}(n a t+\gamma)$. Hence the whole energy is $\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2}$.
We may also notice that, as in Art. 73, the mean kinetic energy is equal to the mean potential energy, the means being taken for any very long period.

## 558. Next, let the vibrations be transversal.

Following the notation of Art. 549, the motion is given, as before, by

$$
y^{\prime}=\Sigma C \sin n x \sin (n a t+\gamma)
$$

where $n l=i \pi$ and $\Sigma$ implies summation for all positive integer values of $i$.
The kinetic energy by the same reasoning as in Art. 557 is equal to

$$
\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2} \cos ^{2}(n a t+\gamma) .
$$

To find the potential energy, we notice that the work done in stretching an element from its unstretched length $d x$ to its stretched length $d s^{\prime}$ is (see Vol. I.) equal to $\frac{1}{2} E\left(\frac{d s^{\prime}}{d x}-1\right)^{2} d x$. Now $\left(d s^{\prime}\right)^{2}=\left(d x^{\prime}\right)^{2}+\left(d y^{\prime}\right)^{2}=\left(\frac{l^{\prime}}{l} d x\right)^{2}+d y^{\prime 2}$,

$$
\therefore \frac{d s^{\prime}}{d x}=\frac{l^{\prime}}{l}\left\{1+\frac{1}{2} l^{2}\left(\frac{d y^{\prime}}{l^{\prime 2}}\right)^{2}\right\} \text { nearly. }
$$

Remembering that, by Art. $549, m a^{2}=E\left(l^{\prime}-l\right) / l^{\prime}$; we find that the whole work done in stretching the string is $\int_{0}^{l} \frac{1}{2} d x\left\{E\left(\frac{l^{\prime}-l}{l}\right)^{2}+m a^{2}\left(\frac{d y^{\prime}}{d x}\right)^{2}\right\}$.
Substituting for $y^{\prime}$ and integrating we find that the work is equal to

$$
\frac{1}{2} E \frac{\left(l^{\prime}-l\right)^{2}}{l}+\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2} \sin ^{2}(n a t+\gamma)
$$

If we take the position of equilibrium of the string when stretched between the extreme points $A$ and $B^{\prime}$ as the position of reference, we find that the energy $=\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2}$.
This we may call the energy of the disturbance.
Prof. Donkin in his treatise on Acoustics, page 128, has found the energy of a string vibrating transversely, by an ingenious application of the method of subtractions.

Ex. An elastic rod $A B$ has the end $\Lambda$ fixed and $B$ free. Being placed on a perfectly smooth table, it vibrates longitudinally. Show that the energy of a disturbance represented by $\xi=\Sigma C \sin n x \sin (n a t+\gamma)$ where $n l=\frac{1}{2}(2 i+1) \pi$ is $\frac{1}{4} m l a^{2} \Sigma C^{2} n^{2}$.

## CHAPTER XIII.

Motion of a membrane.

## The transverse Oscillations of a plane Membrane.

559. Let us take as the subject of consideration a plane membrane equally stretched throughout, whose boundaries are either fixed or subject to given conditions. Let this plane be called the plane of $x y$. Suppose this membrane to be disturbed so that its particles are slightly displaced parallel to the axis of $z$. The membrane will now make small oscillations about the plane of $x y$. It is the laws of these oscillations which we wish to discover.

Let $w$ be the displacement at the time $t$ of a particle $P$ whose co ordinates when undisturbed are $x, y$. Taking an elementary area $d x d y$ at the point $P$, let $\rho d x d y$ be its mass; thus if the membrane be homogeneous, $\rho$ is the mass of a unit of area. The oscillations being transversal the effective force on the element will be

$$
\rho d x d y d^{2} w / d t^{2} .
$$

Let us now consider the action across any side, as $d y$, of the elementary area. In the general case of a lamina this might consist of a force and a couple. But since a membrane like a string can be folded in any manner and can only exert a force along its length, it is implied that the couple is zero and that the force acts in the tangent plane. Further the membrane being equally stretched in all directions, this force acts perpendicular to the side across which it acts. Let us represent this force by $T d y$, then $T$ is called the tension referred to a unit of length and sometimes briefly the tension.

The actions across the two sides of the rectangular element which are parallel to the axis of $y$ have to be resolved parallel to the axis of $z$. These resolved parts are clearly $\quad-T d y \frac{d w}{d x}, \quad T d y\left(\frac{d w}{d x}+\frac{d^{2} w}{d x^{2}} d x\right)$.
The resultant of these two is $T \frac{d^{2} w}{d x^{2}} d x d y$. In the same way the resultant of the two actions across the sides parallel to $x$ is $T \frac{d^{2} w}{d y^{2}} d x d y$. Taking both these resultants, and equating them to the effective forces we have the equation of motion*

$$
\rho \frac{d^{2} w}{d t^{2}}=T\left(\frac{d^{2} w}{d x^{2}}+\frac{d^{2} w}{d y^{2}}\right) .
$$

[^32]560. Since the axes of co-ordinates may be any whatever provided they are rectangular, this equation must be the same whatever be the directions of the axes. If the membrane be referred to oblique axes inclined at an angle $\epsilon$, we may show that the equation of motion is
$$
\rho \frac{d^{2} w}{d t}=\frac{T}{\sin \mu^{2} \epsilon}\left(\frac{d^{2} w}{d x^{2}}-2 \frac{d^{2} w}{d x d y} \cos \epsilon+\frac{d^{2} w}{d y^{2}}\right) .
$$
561. To obtain a solution of this equation of motion we notice that if we disregard the boundaries, it must be possible for the membrane to vibrate as if it were constructed of a series of strings laid side by side whose lengths are all parallel to any fixed direction we please. Let $a$ be the angle this fixed direction makes with the axis of $x$. Then putting $T=m^{2} \rho$, one solution of the equation is certainly
$$
w=f(x \cos \alpha+y \sin \alpha-m t)+F(x \cos \alpha+y \sin \alpha+m t),
$$
where $a$ is any arbitrary constant, and $f, F$ are two arbitrary functions which may be continuous or discontinuous as explained in Art. 552. Either of these functions with a given value of a represents a wave travelling in the direction defined by $a$ with a front which is always parallel to the straight line $x \cos a+y \sin \alpha=0$. A more complete solution may then be found by summing these for all values of $\alpha$.

Since the motions under consideration are oscillatory, it will be more convenient to expand the functions $f$ and $F$ in sines and cosines. Taking only a principal oscillation we write $\quad w=P \sin p m t+Q \cos p m t$, where $P$ and $Q$ may be written in either of the following equivalent forms but with different constants,

$$
\begin{aligned}
& \Sigma\{A \sin p(x \cos a+y \sin a)+B \cos p(x \cos \alpha+y \sin a)\} \\
+ & \Sigma\{C \sin p(x \cos a-y \sin a)+D \cos p(x \cos a-y \sin \alpha)\} \\
= & \Sigma L_{\cos }^{\sin }(p x \cos a) \frac{\sin }{\cos }(p y \sin \alpha)
\end{aligned}
$$

The positive values of $a$ are included in the first line and the negative values in the second line. It follows that the $\Sigma$ here implies summation for all positive values of $a$.
562. Rectangular Membrane. To find the oscillations of a homogeneous rectangular membrane whose four boundaries are fixed.

Let $O A C B$ be the membrane and let the sides $O A, O B$, be taken as the axes of $x$ and $y$. Let $O A=a, O B=b$. Then we have to find a solution which (1) makes $w=0$ when $x=0$ and when $x=a$ independently of any particular values of $y$ and (2) makes $w=0$ when $y=0$ and when $y=b$ independently of any particular values of $x$. Such a solution can be at once selected from the general form given in Art. 561, viz.

$$
w=\Sigma L \sin (p x \cos a) \sin (p y \sin a) \cos p m t
$$

with a similar expression to contain $\sin p m t$. Here we must have

$$
p a \cos a=i \pi, \quad p b \sin a=i^{\prime} \pi,
$$

where $i$ and $i^{\prime}$ are any two integers. The periods (viz. $2 \pi / \mathrm{pm}$ ) are therefore given by

$$
\left(\frac{p}{\pi}\right)^{2}=\left(\frac{i}{a}\right)^{2}+\left(\frac{i^{\prime}}{\bar{b}}\right)^{2}
$$

The question arises whether this solution is perfectly general or not. The solution satisfies the equation of motion and all the boundary conditions. If then it can be made to satisfy the in tial conditions of the membrane it will certainly include every case. Let the initial displacement be $v=\phi(x, y)$; then putting $t=0$
we have

$$
\phi(x, y)=\Sigma L \sin \frac{\pi i x}{a} \sin \frac{\pi i^{\prime} y}{b},
$$

for all values of $x$ and $y$ respectively less than $a$ and $b$. But by an extension of

Fourier's theorem such an expansion as this is always possible. The solution is therefore perfectly general.

Ex. The weight $W$ of a rectangular membrane and its tension $T$ referred to a unit of length are both given. Show that the gravest note is given when the membrane is square, and in this case the period of the note is $(2 \mathrm{~W} / \mathrm{gT})^{\frac{1}{2}}$. Thus the period is independent of the area.

Poisson's Theorem.
563. When the period of vibration of a rectangular membrane is given by some value of $p$, all the possible modes of vibration are included in the form

$$
w=\left[\Sigma L \sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b}\right] \cos p m t
$$

with a similar term containing $\sin p m t$. In this form, $i$ and $i^{\prime}$ represent any integers which satisfy $\quad\left(\frac{i}{a}\right)^{2}+\left(\frac{i^{\prime}}{b}\right)^{2}=\left(\frac{p}{\pi}\right)^{2}$.

If two sets of values of $i$ and $i^{\prime}$ can satisfy the last equation, it easily follows that the squares of the sides are in the ratio of two integers. Supposing this condition not to be satisfied each oscillation will be of the form

$$
v=\sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b}\left(L \cos p m t+L^{\prime} \sin p m t\right),
$$

and will contain just two constants, viz. $L$ and $L^{\prime}$. In this case it will be seen that each of these oscillations will be a principal oscillation and all the periods will be different.

But if several sets of values of $i$ and $i^{\prime}$ accompany the same period there will be more than two constants in the expression for each oscillation. In this case it appears there are several ways in which a membrane may be set in vibration so that the periods of oscillation may be the same. It follows therefore that the Lagrangian equation (Art. 57) giving the periods of the principal oscillations has a number of equal roots.
564. The nodal lines are those lines on the membrane which remain in their positions of equilibrium during the whole motion. If the period be such that the oscillation is accompanied by only one set of values of $i$ and $i^{\prime}$, the nodal lines for that oscillation are of course given by

$$
\sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b}=0
$$

These values of $x$ or $y$ make the coefficients of both $\cos p m t$ and $\sin p m t$ equal to zero. The nodal lines are therefore straight lines parallel to the sides. But, if there are several sets of values of $i$ and $i^{\prime}$ which give the same $p$, and if the initial conditions are such that the corresponding coefficients in the coefficients of cos pmt and $\sin p m t$ have the same ratio, the nodal lines will be given by the equation

$$
\Sigma L \sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b}=0
$$

They may assume a great variety of forms depending on how many terms there are in the series and what arbitrary values are given to the coefficients represented by the letter $L$. Lamé in his Theory of Elasticity gives a brief sketch of these. Another analysis is given in Riemann's Partial Differential Equations. They both remark that if we take only two terms in the series of the form

$$
L \sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b}-L \sin \frac{i^{\prime} \pi x}{a} \sin \frac{i \pi y}{b}=0
$$

one nodal line will be the diagonal $x / a=y / b$. Here the integers $i$ and $i^{\prime}$ have been interchanged in the two terms. But since the equation connecting these integers
with the given value of $p$ must also be satisfied, we have

$$
(i / a)^{2}+\left(i^{\prime} / b\right)^{2}=\left(i^{\prime} / a\right)^{2}+(i / b)^{2}
$$

which requires that $a=b$. The rectangle must therefore be a square.
From this we may deduce that the oscillations of a membrane bounded by an isosceles right-angled triangle are given by

$$
v=\Sigma L\left[\sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{a}-\sin \frac{i^{\prime} \pi x}{a} \sin \frac{i \pi y}{a}\right] \cos p m t
$$

with a similar term containing $\sin p m t$, there $i$ and $i^{\prime}$ are integers connected by the equator

$$
i^{2}+i^{\prime 2}=(a p / \pi)^{2}
$$

and $a$ is a side of the square. See Lord Rayleigh's Sound.
Ex. 1. If the squares of the sides of a rectangular membrane do not bear to each other the ratio of any two integers, prove that the nodal lines of a rectangular membrane must be straight lines parallel to the sides. Poisson's Theorem.

Ex. 2. If the sides of a rectangular membrane are such that two sets of values of $i$ and $i^{\prime}$ give the same period of vibration, then by proper initial conditions a nodal line may be made to pass through any given point on the membrane.
565. Ex. Membrane bounded by an equilateral triangle. A membrane is bounded by an equilateral triangle and its boundaries are fixed. If $\xi, \eta, \zeta$ be the trilinear co-ordinates of any point within the triangle, show by actual substitution that the equation of motion is satisfied by

$$
w=\Sigma L \sin \frac{i \pi \xi}{h} \sin \frac{i \pi \eta}{h} \sin \frac{i \pi \xi}{h} \cos p m t
$$

where $p=2 i \pi / h$. Here $h$ is the altitude of the triangle and $i$ is any integer.
This result follows at once from the trigonometrical theorem that if the sum of three angles is equal to $i \pi$, the sum of the products of their cotangents taken two and two is equal to unity.

This is not however the most general form of solution because we have only one independent arbitrary integer, viz. $i$. We cannot therefore satisfy all the possible initial values of $w$.

It is shown in Lame's Theory of Elasticity that a more general expression for the period is given by

$$
p=(2 \pi / h)\left(i^{2}+i^{\prime 2}+i i^{\prime}\right)^{\frac{1}{2}}
$$

which contains the two arbitrary integers $i$ and $i^{\prime}$.
566. Ex. 1. Loaded Membrane. A uniform rectangular membrane whose sides are $a$ and $b$ and mass $M$ has a finite mass equal to $\mu$ attached to it at the point whose co-ordinates are $h, k$ when referred to the sides as axes. Show that the periods $(2 \pi / p m)$ of the small transversal vibrations are given by

$$
\frac{M}{\mu} \frac{1}{4 p^{2}}=\sum \frac{\sin ^{2} \frac{i \pi h}{a} \sin ^{2} \frac{i^{\prime} \pi k}{b}}{\pi^{2}\left(\frac{i^{2}}{a^{2}}+\frac{i^{\prime 2}}{b^{2}}\right)-p^{2}}
$$

where the $\Sigma$ implies summation for all values of the integers $i$ and $i^{\prime}$, and $m$ (as before) is the ratio of the tension to the density of the membrane.

To prove this we shall suppose the mass $\mu$ to be distributed over a small area equal to $a \beta$. Let $W$ be the displacement of this small area at the time $t$. The sum of the resolved tensional forecs round the perimeter of this area is equal to $\mu \frac{d^{2} W}{d t^{2}}=-R$. We have therefore to find the motion of a membrane acted on by a periodical force $R$ at a given point $h, k$. Let us replace this single force by a
continuous force $Z d x d y$ which acts at every point of the membrane, such that

$$
Z=\Sigma C \sin (i \pi x / a) \sin \left(i^{\prime} \pi y / b\right)
$$

Since $Z$ vanishes all over the membrane except in the immediate neighbourhood of the point $h, k$; and at this point $Z a \beta=-\mu d^{2} W / d t^{2}$; we have by Fourier's theorem

$$
-\mu \frac{d^{2} W}{d t^{2}} \sin \frac{i \pi \hbar}{a} \sin \frac{i^{\prime} \pi k}{b}=\frac{1}{4} C a b
$$

The equation of motion of the membrane is now

$$
\begin{aligned}
\rho \frac{d^{2} w}{d t^{2}} & =\rho m^{2}\left(\frac{d^{2} w}{d x^{2}}+\frac{d^{2} w}{d y^{2}}\right)+Z . \\
w & =f(x, y) \cos p m t .
\end{aligned}
$$

To solve this we put
Substituting we find by Theorem III. of Art. 265

$$
\frac{M I}{4 \mu p^{2}} \frac{f(x y)}{f(h k)}=\Sigma \frac{\sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b} \sin \frac{i \pi h}{a} \sin \frac{i^{\prime} \pi k}{b}}{\pi^{2}\left(\frac{i^{2}}{a^{2}}+\frac{i^{\prime 2}}{b^{2}}\right)-p^{2}}
$$

The form of the function $f$ corresponding to any value of $p$ has now been found. Putting $x=h, y=k$, we have an equation to find $p$.

Another solution is added in a note.
Ex. 2. A rectangular membrane of mass $M$ is oscillating with a period ( $2 \pi / p m$ ) such that only one set of values of $i, i^{\prime}$ accompany this value of $p$. A small load of mass $\mu$ is placed at any point ( $h, k$ ), prove that the new period of vibration, viz. ( $2 \pi / q m$ ), is given by

$$
q^{2}=p^{2}\left(1-\frac{4 \mu}{M} \sin ^{2} \frac{i \pi h}{a} \sin ^{2} \frac{i^{\prime} \pi k}{b}\right)
$$

This follows from the result given in the last example, for only one denominator on the right-hand side will be small. Rejecting all the terms except this one, we have the result.

Ex. 3. A membrane of mass $M$ is bounded by two concentric circles whose radii are $a$ and $b$ and the density varies inversely as the square of the distance from the centre. The period $P$ of any symmetrical oscillation is given by $P=\frac{1}{q}\left(\frac{2 \pi M}{I^{\prime}} \log \frac{a}{b}\right)^{\frac{1}{2}}$, where $q=i \pi$ if both the boundaries are fixed in space. But if the outer boundary only is fixed in space while the inner is attached to a ring of mass $\mu$, then $q$ is given by $q \tan q=M / \mu$.

If the ratio $a / b$ is not very great this membrane may be regarded as nearly homogeneous, with the inner parts slightly denser than the outer.
567. Ex. membrane acted on by a given periodical force. A rectangular membrane is bounded by the co-ordinate axes and the straight lines $x=a, y=b$. A finite accelerating force acts at the point $(h, k)$ and is represented by $A \sin r t$. Show that the forced vibration is represented by

$$
w=\frac{4 A}{M} \sum \frac{\sin \frac{i \pi h}{a} \sin \frac{i^{\prime} \pi k}{b} \sin \frac{i \pi x}{a} \sin \frac{i^{\prime} \pi y}{b} \sin r t}{m^{2} \pi^{2}\left(\frac{i^{2}}{a^{2}}+\frac{i^{\prime 2}}{b^{2}}\right)-r^{2}}
$$

where $\Sigma$ implies summation for all values of the positive integers $i$ and $i^{\prime}$.

## Motion of a heterogeneous membrane.

568. We propose to show in this section how by the use of the theory of conjugate functions we may deduce the motion of certain heterogeneous membranes from the corresponding motions of homogeneous membranes. The corresponding theorems for a network of particles are briefly given in Art. 421.

We shall begin by giving a list of those theorems on conjugate functions which we shall afterwards require, and in the next article we shall consider their application to the motion of membranes.

If we have two variables $\xi, \eta$ connected with $x, y$ so that

$$
\xi+\eta \vee-1=f(x+y \vee-1)
$$

where $f$ is any real functional symbol, then $\xi, \eta$ are called conjugate functions. See Art. 421, Ex. 3.

By taking the first differential coefficients of this equation with regard to $x$ and $y$ and comparing the coefficients of the imaginary quantity we arrive at the wellknown results

$$
\frac{d \xi}{d x}=\frac{d \eta}{d y}, \quad \frac{d \xi}{d y}=-\frac{d \eta}{d x} .
$$

Since we have also $x+y \sqrt{ }-1=F^{\prime}(\xi+\eta \sqrt{ }-1)$ it follows in the same way that

$$
\frac{d x}{d \xi}=\frac{d y}{d \eta} \text { and } \frac{d y}{d \xi}=-\frac{d x}{d \eta}
$$

We may also show by a simple transformation of variables that

$$
\frac{d^{\prime} w}{d x^{2}}+\frac{d^{2} w}{d y^{2}}=\left\{\frac{d^{2} w}{d \xi^{2}}+\frac{d^{2} w}{d \eta^{2}}\right\}\left\{\left(\frac{d \xi}{d x}\right)^{2}+\left(\frac{d \xi}{d y}\right)^{2}\right\} .
$$

Since we may interchange $x, y$ and $\xi, \eta$ in this formula, it easily follows that

$$
\left\{\left(\frac{d \xi}{d x}\right)^{2}+\left(\frac{d \xi}{d y}\right)^{2}\right\}\left\{\left(\frac{d x}{d \xi}\right)^{2}+\left(\frac{d x}{d \eta}\right)^{2}\right\}=1
$$

We shall also require a geometrical theorem. Let us draw two diagrams each referred to a set of rectangular axes. In one let $\xi, \eta$ be the co-ordinates of a point which we shall call $\Pi$, in the other let $x, y$ be the co-ordinates of a point which we shall call $P$. These points are said to correspond. In one diagram the loci defined by $\xi=a, \eta=b$, where $a$ and $b$ are constants, are straight lines parallel to the axes. In the other, where $\xi$ and $\eta$ are regarded as fuuctions of $x$ and $y$ given above, the loci will in general be curved lines. In the same way the equation $\eta=\phi(\xi)$ will represent two corresponding curves one on each diagram. Let the tangents to these curves at corresponding points II and $P$ make angles $\epsilon$ and $e$ with the axis of $x$, then $\tan \epsilon=d \eta / d \xi$ and $\tan e=d y / d x$. Through $P$ draw the curve $\eta=b$, where $b$ has its proper constant value, and let the tangent to this curve make an angle $A$ with the axis of $x$. Then denoting differential coefficients with regard to $x$ and $y$ by suffixes, we have $\eta_{x}+\eta_{y} \tan A=0$. We also have, as proved above, $\xi_{x}=\eta_{y}$ and $\xi_{y}=-\eta_{x}$.

Since

$$
\tan \epsilon=\frac{d \eta}{d \xi}=\frac{\eta_{x} d x+\eta_{y} d y}{\xi_{x} d x+\xi_{y} d y}=\frac{-\tan A+\tan e}{1+\tan A \tan e},
$$

we see that $\epsilon=e-A$. It immediately follows that the angle made by any two curres which meet at $P$ is equal to the angle between the corresponding curves which meet at II. In other words corresponding angles are equal.

If we draw two corrcsponding networks, one on each diagram, and if the meshes of each be infinitely small triangles, it follows from the equality of the angles that the networks are similar to each other at corresponding points. The scale or ratio of the networks is not however the same all over the diagrans.

It also follows from the equality of the angles that the curves defined by $\xi=a$, $\eta=b$ cut at the same angle in each diagram. They therefore cut each other at right angles.
569. Suppose we know the motion of a homogeneous membrane with given bounding conditions vibrating transversely, say $w=\phi(\xi, \eta, t)$, where $w$ represents the displacement of a point whose co-ordinates are $(\xi, \eta)$. Then this value of $w$ satisfies

$$
D_{0} \frac{d^{2} w}{d t^{2}}=T\left(\frac{d^{2} w}{d_{\varsigma^{2}}{ }^{2}}+\frac{d^{2} w}{d \eta^{2}}\right),
$$

where $D_{0}$ is the density and $T$ is the tension of the membrane.
Let $x, y$ be the co-ordinates of a point on another membrane which has sand strewed over it and fastened to it, so that the sand vibrates with the membrane. Let the density $D$ of this heterogeneous medium be given by

$$
\frac{D}{D_{0}}=\left(\frac{d \xi}{d x}\right)^{2}+\left(\frac{d \xi}{d y}\right)^{2}
$$

Then the equation of motion of this new membrane is

$$
D \frac{d^{2} v}{d t^{2}}=T\left(\frac{d^{2} w}{d x^{2}}+\frac{d^{2} w}{d y^{2}}\right) .
$$

But since $\xi, \eta$ are known functions of $x, y$, we obtain, by substitution in the equation $w=\phi(\xi, \eta, t)$, the new relation $w=\psi(x, y, t)$, which is the solution of the equation of motion of the new membrane.

Thus the motion of the new membrane is deduced from that of the first with corresponding bounding conditions.
570. Generally, we do not want the actual motion of the membrane, but only its possible periods of vibration and nodal lines. We may notice that these two membranes have the same periods of vibration and corresponding nodal lines.
571. In this transformation it is necessary that only one point of each membrane should correspond to any single point of the other membrane within the area considered. If this be not attended to, some difficulties in interpretation may occur.
572. The new membrane is of course heterogeneous, and it may be objected that the cases now considered are not such as occur in nature. If, however, the density is not very variable over the membrane, the results will nearly represent the motion of a homogeneous membrane. At the same time we must remember that the results to be obtained are not merely approximations, but are accurate solutions of the equations. Such a solution, if short, and obtained by some simple process, is sometimes preferable to one obtained by a long approximation, even though the latter may appear to be more directly applicable.

To take a simple example, the oscillations of a homogeneous loose heavy chain, suspended from two fixed points, can be found only by very troublesome algebraical approximations. But if we suppose the chain to be heterogeneous, we may obtain an accurate solution of the equations. This solution leads to nearly the same results as the approximate investigations for a homogeneous chain. See Art. 544.

To take another example, we may notice that the motion of a homogeneous membrane bounded by two radii vectores and two circular arcs, can be expressed by the help of Bessel's functions. But the motion of a membrane bounded in the same way and of the proper density, can be expressed by ordinary sines and cosines. This is much simpler than a solution in Bessel's functions, and helps us to understand the nature of the motion.
573. We may, if we please, express all this in geometrical language.

Consider first a heterogeneous membrane with any fixed boundary which vibrates according to the law.

$$
w=\psi(x, y, t),
$$

where $w$ is the displacement of the point $P$ whose Cartesian co-ordinates arc $x, y$.

Trace on the membrane the two sets of curves whose equations are $f(x, y)=\xi$ and $F(x, y)=\eta$, where $\xi$ and $\eta$ are two parameters. These curves are to be such that, when the parameters $\xi, \eta$ increase by a constant increment $d \xi=a$ or $d \eta=\alpha$, the two sets of curves divide the membrane into elementary squares. That the corresponding increments of $\xi$ and $\eta$ should be equal when these curves form squares, follows from the proposition that the small corresponding figures formed on the two membranes by the method of conjugate functions are similar. It may, however, also be deduced from the relations mentioned in Art. 568. If $A B C D$ be one of these squares, draw a parallel to the axis of $x$ through any corner $A$, and then draw perpendiculars $B M$ and $D N$ from the two adjacent corners on this parallel. We have thus two equal triangles $A B M, A D N$; the sides in each triangle being the $d x$ and $d y$ produced by varying first $\xi$ only, and then $\eta$ only. It follows from this that $\frac{d x}{d \xi} d \xi=\frac{d y}{d \eta} d \eta$ and $\frac{d x}{d \eta} d \eta=-\frac{d y}{d \xi} d \xi$. We therefore infer from Art. 568 that $\mathrm{d} \xi=d \eta$.

The area of one of these squares is $\quad\left(\frac{d x}{d \xi} \frac{d y}{d \eta}-\frac{d x}{d \eta} \frac{d y}{d \xi}\right) a^{2}$.
Thus, since the density $D$ is given by $\quad \frac{D_{0}}{D}=\left(\frac{d x}{d \xi}\right)^{2}+\left(\frac{d x}{d \eta}\right)^{2}$,
it follows that the mass of each elementary square is the same.
Next, consider the corresponding homogeneous membrane. Draw on the membrane straight lines parallel to the axes of $\xi, \eta$ at a distance $a$ from each other, so that each straight line corresponds to one of the curves drawn on the heterogeneous membrane. Let a new boundary be drawn which cuts these straight lines at the same angles which the boundary of the heterogeneous membrane cuts the corresponding curves.

Then the motions of these two membranes are the same at corresponding points. We may consider each to be given by $\quad w=\psi(x, y, t)$, according as we express $w$ in terms of $\xi, \eta$ or $x, y$.
574. We may notice that the two membranes are so related that the masses of corresponding squares on the heterogeneous and homogeneous membranes are equal to each other. Thus the whole masses of the membranes are the same, but differently distributed.
575. Similar theorems apply in changing from one heterogeneous medium to another, but as this case does not present any novelty, and is not so simple as the one just considered, we need not discuss it minutely.
576. Having traced on the membrane the two orthogonal sets of curves $f(x, y)=\xi, F(x, y)=\eta$, where $\xi$ and $\eta$ are constants, and the functions both satisfy Laplace's equation, we may trace a third set of curres given by

$$
\left(\frac{d \xi}{d x}\right)^{2}+\left(\frac{d \xi}{d y}\right)^{2}=\left(\frac{d \eta}{d x}\right)^{2}+\left(\frac{d \eta}{d y}\right)^{2}=\text { constant }
$$

These are, of course, the curves of constant density.
A curve of constant density which passes through any point will cut the two members of the two orthogonal sets which pass through the same point at complementary angles. Then we may show that the sines of these angles are as the radii of curvature of the two members at that point.

To prove this, let us find $\tan \theta$, where $\theta$ is the angle the curve of equal density makes with the curve $f(x, y)=\xi$. By simple differentiation, we find

$$
\tan \theta=\frac{\left(f_{y}^{2}-f_{z}^{2}\right) f_{x y}+2 f_{x} f_{y} f_{x x}}{2 f_{x} f_{y} f_{x y}+\left(f_{x}^{2}-f_{y}^{2}\right) f_{x x}},
$$

where suffixes, as usual, imply differential coefficients. Since $f_{x}=F_{y}$ and $f_{y}=-F_{x}$, we see, by substituting in the numerator, that

$$
\frac{\sin \theta}{\sin \theta^{\prime}}=-\frac{\left(F_{x}^{2}-F_{y}{ }^{2}\right) F_{x x}+2 F_{y} F_{x} F_{x y}}{2 f_{x} f_{y} f_{x y}+\left(f_{x}^{2}-f_{y}^{2}\right) f_{x x}} .
$$

But the radius of curvature $\rho$ of the curve $f$ is given by

Hence, we see that

$$
\begin{gathered}
\left(f_{x}^{2}-f_{y}^{2}\right) f_{x x}+2 f_{x} f_{y} f_{x y}=\frac{\left(f_{x}^{2}+f_{y}^{2}\right)^{2}}{\rho} \\
\frac{\sin \theta}{\sin \theta^{\prime}}=-\frac{\rho}{\rho^{\prime}}
\end{gathered}
$$

577. It is not every heterogeneous medium whose motion can be deduced from that of a homogeneous one. If we eliminate $\xi$ between
we easily obtain

$$
\begin{gathered}
\left(\frac{d \xi}{d x}\right)^{2}+\left(\frac{d \xi}{d y}\right)^{2}=\frac{D}{D_{0}}, \quad \frac{d^{2} \xi}{d x^{2}}+\frac{d^{2} \xi}{d y^{2}}=0 \\
\frac{d^{2} \log D}{d x^{2}}+\frac{d^{2} \log D}{d y^{2}}=0
\end{gathered}
$$

It immediately follows (from Art. 568) that

$$
\frac{d^{2} \log D}{d \xi^{2}}+\frac{d^{2} \log D}{d \eta^{2}}=0
$$

The density of the heterogeneous membrane must, therefore, be such that its logarithm satisfies Laplace's equation.
578. For convenience of reference, let $(x, y)$ be the Cartesian co-ordinates, $(r, \theta)$ the polar co-ordinates of a point $P$ on the heterogeneous membrane; $(\xi, \eta)$ the Cartesian, $(\rho, \omega)$ the polar co-ordinates of the corresponding point $\Pi$ on the homogeneous mernbrane. Suppose we take as our relation between the two points.

Then we find

$$
\xi+\eta \sqrt{ }-1=c \log \frac{x+y \sqrt{ }-1}{\beta}
$$

Thus straight boundaries on the homogeneous membrane parallel to the axis of $\xi$ correspond to straight boundaries on the heterogeneous membrane which pass through the origin. At the same time, straight boundaries parallel to the axis of $\eta$ correspond to circles whose centre is at the origin.

The density $D$ is given by $\frac{D}{D_{0}}=\left(\frac{d \xi}{d r}\right)^{2}+\left(\frac{d \xi}{r d \theta}\right)^{2}=\left(\frac{c}{r}\right)^{2}$.
If $r$ vanish, we have $D$ infinite; it will therefore be necessary to exclude the origin from the area of the membrane.
579. If, then, we know the motion of a membrane bounded by a rectangle, this transformation immediately gives the motion of a heterogeneous membrane bounded by two circular arcs and any two radii vectores.

Example.-The motion of a rectilinear homogeneous membrane bounded by the straight lines $\xi=h_{1}, \xi=h_{2} ; \eta=k_{1}, \eta=k_{2}$, is known to be given by the type

$$
w=A \sin i \pi \frac{\xi-h_{1}}{h_{2}-h_{1}} \sin i^{\prime} \pi \frac{\eta-k_{1}}{k_{2}-k_{1}} \cos p m t
$$

where the integers $i, i^{\prime}$ are any which satisfy

$$
\frac{i^{2}}{\left(h_{2}-h_{1}\right)^{2}}+\frac{i^{\prime 2}}{\left(k_{2}-k_{1}\right)^{2}}=\frac{p^{2}}{\pi^{2}},
$$

and where $m^{2}=T / D_{0}$.
It immediately follows that the motion of a heterogeneous membrane bounded by the arcs of concentric circles, whose radii are $h_{1}^{\prime}$ and $h_{2}^{\prime}$, and by two radii vectores
$\theta=\alpha_{1}$ and $\theta=\alpha_{2}$, is given by

$$
w=A \sin \left(i \pi \frac{\log r-\log h_{1}^{\prime}}{\log h_{2}^{\prime}-\log h_{1}^{\prime}}\right) \sin \left(i^{\prime} \pi \frac{\theta-a_{1}}{a_{2}-a_{1}}\right) \cos p m t,
$$

where the integers $i$ and $i^{\prime}$ satisfy

$$
\frac{i^{2}}{\left(\log h_{2}^{\prime}-\log h_{1}^{\prime}\right)^{2}}+\frac{i^{\prime 2}}{\left(a_{2}-a_{1}\right)^{2}}=\frac{c^{\top} p^{2}}{\pi^{2}},
$$

and the density $D$ of the membrane is given by

$$
\frac{D}{D_{0}}=\left(\frac{c}{r}\right)^{2}
$$

580. Another useful relation between the corresponding points $P$ and $\Pi$ is

$$
\xi+\eta \sqrt{-1}=c\left(\frac{x+y \sqrt{-1}}{c}\right)^{n}
$$

This gives

$$
\xi=c\left(\frac{r}{c}\right)^{n} \cos n \theta, \quad \quad \quad \eta=c\left(\frac{r}{c}\right)^{n} \sin n \theta ;
$$

and therefore, in polar co-ordinates, $\rho=c\left(\frac{r}{c}\right)^{n}, \quad \omega=n \theta$.
By this transformation all radii vectores are turned round the origin and altered in a known manner.

Also, the density $D$ of the heterogeneous membrane is given by $\frac{D}{D_{0}}=n^{2}\left(\frac{r}{c}\right)^{2(n-1)}$.
Since $\theta=$ constant makes $\omega=a$ constant, we see that straight lines through the origin correspond to straight lines through the origin. Also, circles whose centres are at the origin correspond to circles whose centres are at the origin.

If we choose $n=-1$, we have the ordinary case of inversion; thus

$$
\rho=\frac{c^{2}}{r}, \quad \omega=-\theta .
$$

In this case any circle inverts into a circle. The density of the membrane is then given by $\frac{D}{D_{0}}=\left(\frac{c}{r}\right)^{4}$. As this is infinite when $r$ is zero, the centre of inversion must be external to the membrane.
581. Example.-The density of a membrane bounded by two concentric fixed circles of radii $a$ and $b$ at any point distant $\rho$ from the centre is $A / \rho^{2}$. Let it vibrate symmetrically so that the nodal lines are concentrio circles, then by Ex. 3, Art. 566, the possible periods of vibration are $2 \pi\left(A / p^{2} T\right)^{\frac{1}{2}}$, where $p$ is such that $p(\log a-\log b)=i \pi$, where $i$ is any integer.

Let us invert this with regard to an external point. We immediately have this theorem.

A heterogeneous membrane is bounded by two fixed circles, centres $C$ and $C^{\prime \prime}$. Let $O$ be that point which has a common polar line in both circles, and let this polar line cut the straight line $O C C^{\prime}$ in the point $R$. Let the density of this membrane at any point $P$ be given by $\quad D=A \cdot\left(\frac{O R}{O P \cdot R P}\right)^{2}$.
Then this membrane can vibrate so that the nodal lines are circles, and the possible periods of vibration are $2 \pi\left(\frac{A}{p^{2} T}\right)^{\frac{1}{2}}$, where $p$ is such that $p \log _{\frac{a^{\prime}}{\prime} . O C^{\prime}}^{a, O C^{\prime}}=i \pi$, and where $a$ and $a^{\prime}$ are the radii of the circles whose centres are $C$ and $C^{\prime}$.
582. Example. -The motion of a rectilinear membrane bounded by the axes of $\xi$ and $\eta$ and the straight lines $\xi=h, \eta=k$, is known to be given by the type

$$
u=A \sin \frac{i \pi \xi}{h} \sin \frac{i^{\prime} \pi \eta}{k} \cos p m t
$$

where $i$ and $i^{\prime}$ are any integers which satisfy
Let as invert this with regard to the origin, we see that-
The motion of an infinite membrane bounded by the axes of $x$ and $y$, and the arcs of two circles whose diameters are $h^{\prime}, k^{\prime}$, and which touch the axes of $x, y$ at the origin, is given by the type

$$
w=A \sin \frac{i \pi h^{\prime} \cos \theta}{r} \sin \frac{i^{\prime} \pi k^{\prime} \sin \theta}{r} \cos p m t,
$$

where the integers $i$ and $i^{\prime}$ satisfy the equation

$$
i^{2} h^{\prime 2}+i^{\prime 2} k^{\prime 2}=\frac{p^{2}}{\pi^{2}} c^{4}
$$ provided its density is given by

$$
D=\left(\frac{c}{r}\right)^{4} \cdot \frac{T}{m^{2}}
$$ where $T=$ tension of the membrane.

583. Example.-If we transform the same theorem with $n=2$, we see that-

The motion of a finite membrane bounded by two straight lines $O A=h^{\prime}, O B=k^{\prime}$, inclined at an angle $\pi / 4$, and by two rectangular hyperbolas passing respectively through $A$ and $B$, and having $O B$ and $O A$ for asymptotes, is given by the type

$$
w=A \sin \frac{i \pi r^{2} \cos 2 \theta}{l^{\prime 2}} \sin \frac{i^{\prime} \pi r^{2} \sin 2 \theta}{k^{\prime 2}} \cos p m t
$$

where $i$ and $i^{\prime}$ are connected by $\quad \frac{i^{2}}{h^{\prime 2}}+\frac{i^{\prime 2}}{k^{\prime 2}}=\frac{p^{2}}{\pi^{2}} \frac{1}{c^{2}}$, provided its density is given by $D=4\left(\frac{r}{c}\right)^{2} \cdot \frac{T}{m^{2}}$.
584. Suppose, in an infinite homogeneous membrane, a very small circular area of radius $c$ to become rigid, and to be constrained to move transversely with a motion given by $w=A \cos p m t$. Then waves will spread out equally in all directions, and when the motion has become steady, the vibration at any point distant $\rho$ from the centre of disturbance is given by $w=J_{0}(p \rho) A \cos p m t$.
Here we have supposed $c$ to be so small that $J_{0}(p c)=1$. Such a small circular vibrating area may, for corvenience, be called a source of disturbance, or more shortly a source.

If we transform this theorem by the method of conjugate functions, we see, for the reason to be given in Art. 580, that the infinitely small circle will transform into a similar figure, i.e., into another circle.
585. Example.-The vibrations of an infinite homogeneous membrane bounded by a fixed straight line taken as the axis of $x$, and acted on by a source at some point $\left(\xi_{1}, \eta_{1}\right)$, are given by $w=\left\{J_{0}(p \rho)-J_{0}\left(p \rho^{\prime}\right)\right\} A \cos p m t$,
where
$\rho^{2}=\left(\xi-\xi_{1}\right)^{2}+\left(\eta-\eta_{1}\right)^{2}$,
and

$$
\rho^{\prime 2}=\left(\xi-\xi_{1}\right)^{2}+\left(\eta+\eta_{1}\right)^{2}
$$

so that $\rho, \rho^{\prime}$ are the distances of the point $(\xi, \eta)$ from the source, and its image on the other side of the axis of $\xi$.

Hence we infer that the vibrations of an infinite heterogeneous membrane bounded by two fixed radii vectores forming a corner of angle $\pi / n$, and acted on by a source at a point $r_{1} \theta_{1}$, are given by

$$
\begin{gathered}
w=\left\{J_{0}(p R)-J_{0}\left(p R^{\prime}\right)\right\} A \cos p m t, \\
c^{2 n-2} R^{2}=r^{2 n}+r_{1}^{2 n}-2 r^{n} r_{1}{ }^{n} \cos n\left(\theta-\theta_{1}\right) \\
c^{2 n-2} R^{\prime 2}=r^{2 n}+r_{1}{ }^{2 n}-2 r^{n} r_{1}{ }^{n} \cos n\left(\theta+\theta_{1}\right),
\end{gathered}
$$

where
provided the density of the membrane is given by $\quad \frac{D}{D_{0}}=n^{2}\left(\frac{r}{c}\right)^{2(n-1)}$.
Here $r, \theta$ are the running co-ordinates of any point of the medium, and $v$ is the transverse displacement at the point $\rho, \omega$ and $D_{0}$ is a constant.

## N OTES.

Art. 23. Liouville's form of the equations of motion of a changing body. M. Liouville has also given in his Journal, Vol. III. 1858, the equations of motion of a body which is changing its shape by cooling or by some other cause without assuming the body to be symmetrical like the ellipsoid discussed in Art. 23.

Let $h_{1}, h_{2}, h_{3}$ be the angular momenta of such a body about the instantaneous positions of the axes $O x, O y, O z$ moving about a fixed origin $O$ with angular velocities $\theta_{1}, \theta_{2}, \theta_{3}$ about themselves. Then exactly as in Art. 19, we may show that the equations of moments become

$$
\begin{equation*}
\frac{d h_{1}}{d t}-h_{2} \theta_{3}+h_{3} \theta_{2}=L . \tag{I.}
\end{equation*}
$$

with two similar equations.
Let $(x y z)$ be the co-ordinates of a particle of mass $m$ of the body referred to the moving axes. Let $u, v, w$ be its resolved velocities in space. Then by Art. (4), we
have $\quad u=d x / d t-y \theta_{3}+z \theta_{2}, \quad v=d y / d t-z \theta_{1}+x \theta_{3}, \& \mathrm{c}$,
also

$$
h_{3}=\Sigma m(x v-y u) .
$$

Writing
we find

$$
\begin{align*}
& H_{3}=\Sigma m(x d y / d t-y d x / d t) \ldots . . . . . . . . . . . . . . . . . . . . . .(I I I) \text { ), } \\
& h_{3}=H_{3}+C \theta_{3}-E \theta_{1}-D \theta_{2} \tag{III.}
\end{align*}
$$

where $A B C D E F$ are, as usual, the moments and products of inertia about the axes. By similar reasoning we find $h_{1}$ and $h_{2}$, and substituting these in equations (I.), we deduce Liouville's equations of motion.

If the moving axes be so chosen that they are always the principal axes at the origin, the products of inertia $D E F$ are all zero, and the equation III. takes the simple form

$$
\begin{equation*}
h_{3}=H_{3}+C \theta_{3} . . \tag{IV.}
\end{equation*}
$$

If the body be symmetrical about the principal axes and remain so throughout the changes of structure, as in the case of the ellipsoid discussed in Art. 23, we have $I_{1}=0, H_{2}=0, H_{3}=0$. The equations then take the simple form

$$
\begin{aligned}
& \frac{d}{d t}\left(A \theta_{1}\right)-(B-C) \theta_{2} \theta_{3}=L, \\
& \frac{d}{d t}\left(B \theta_{2}\right)-(C-A) \theta_{3} \theta_{1}=M, \\
& \frac{d}{d t}\left(C \theta_{3}\right)-(A-B) \theta_{1} \theta_{2}=N .
\end{aligned}
$$

We have supposed the body to be changing its shape by some such cause as a change of temperature. The quantities $H_{1}, H_{2}, H_{3}$ are the angular momenta produced by these changes about the instantaneous positions of the axes. If we take the centre of gravity of the body as origin and the principal axes as the axes of reference, these quantities will be given functions of the time when the changes are given. If the body were rigid they would obviously be zero, and will therefore in general be small quantities. In the same way the principal moments will also be given functions of the time. Thus Liouville's equations may be used to determine
the motion of such a body as the earth, turning about its centre of gravity as a fixed point, and at the same time altering its form and structure in a given manner. As an example of this the reader may consult an article by Prof. Darwin, On the influence of geological changes on the Earth's axis of rotation, in the Philosophical Transactions for 1876.

Art. 56. Transformation to principal co-ordinates. This method of transforming any co-ordinates $\theta, \phi, \& c$. to the principal co-ordinates $\xi, \eta, \& c$. may be presented in a purely Mathematical form. Let us first assume the transformation to be possible, so that we have

$$
\left.\begin{array}{l}
2 T \mp A_{11} \theta^{2}+2 A_{12} \theta \phi+\ldots \ldots=a_{11} \xi^{2}+a_{22} \eta^{2}+\ldots \ldots \\
2 U=C_{11} \theta^{2}+2 C_{12} \theta \phi+\ldots \ldots=c_{11} \xi^{2}+c_{22} \eta^{2}+\ldots \ldots . \tag{1}
\end{array}\right\} .
$$

where the accents have been dropped from the co-ordinates in $2 T$ as being unnecessary for our present purpose. We have also omitted $U_{0}$ from the second equation for the sake of unity. Let the formulæ of transformation, which we have to find, be, as in Art. 69,

$$
\left.\begin{array}{rl}
\theta & =l_{1} \xi+l_{2} \eta+\ldots \ldots . \\
\phi & =m_{1} \xi+m_{2} \eta+\ldots \\
\& c . & =\& c .
\end{array}\right\}
$$

Let us eliminate $\xi^{2}$ from the equations (1) and differentiate the result with regard to $\theta$. Putting $p_{1}^{2}=-c_{11} / a_{11}$ we have

$$
\begin{equation*}
\frac{d}{d \theta}\left(T p_{1}^{2}+U\right)=\left(a_{22} p_{1}^{2}+c_{22}\right) \eta \frac{d \eta}{d \theta}+\left(a_{33} p_{1}^{2}+c_{33}\right) \zeta \frac{d \zeta}{d \theta}+. . \tag{3}
\end{equation*}
$$

This vanishes when we put $\eta=0, \zeta=0$, \&c. whatever $\xi$ may be. Hence if the transformation be possible we have after substitution from (2)

$$
\begin{equation*}
\left(A_{11} p_{1}^{2}+C_{11}\right) l_{1}+\left(A_{12} p_{1}^{2}+C_{12}\right) m_{1}+\ldots \ldots=0 \tag{4}
\end{equation*}
$$

In the same way by differentiating with regard to $\phi$ we have when $\eta=0, \zeta=0, \& c$.

$$
\left(A_{12} p_{1}^{2}+C_{12}\right) l_{1}+\left(A_{22} p_{1}^{2}+C_{22}\right) m_{1}+\ldots \ldots=0
$$

Thus we see that $p_{1}{ }^{2}$ is one value of $p^{2}$ obtained from Lagrange's determinantal equation as given in Art. 58 , while the values of $l_{1}, m_{1}, \& c$. are proportional to the minors of the determinant. Eliminating $\eta^{2}, \mathcal{\zeta}^{2}, \& c$. in turn from the equations (1), the same argument applies to each of the other columns of coefficients in the formulæ of transformation (2). Thus we obtain the rule given in Arts. 53 and 56. The formulæ of transformation are written at length on page 36 . We see that the coefficients of $x, y, \& c$. are the values of the minors $I_{11}\left(p^{2}\right), \& c$.

If there were on the right-hand side of the equations (1) any term such as $\xi \eta$, this product would give on the right-hand side of (3) a term $\left(a_{12} p_{1}{ }^{2}+c_{12}\right) \xi d \eta / d \theta$ when we eliminate $\xi^{2}$ and differentiate with regard to $\theta$. It would give $\left(a_{12} p_{2}{ }^{2}+c_{12}\right) \eta d \xi / d \theta$ when we eliminate $\eta^{2}$ and differentiate with regard to $\theta$. Now the differential coefficients of. $\xi$ or $\eta$ with regard to the co-ordinates $\theta, \phi, \psi, \& c$. cannot be all zero, for this would make $\xi$ or $\eta$ independent of all the co-ordinates. Also if Lagrange's determinantal equation have all its roots unequal, the coefficients $a_{12} p_{1}^{2}+c_{12}$ and $a_{12} p_{2}^{2}+c_{12}$ cannot both vanish. Hence in this case, when the righthand sides of (3) are made to vanish, there cannot be any products of co-ordinates in either of the expressions on the right-hand side of (1).

If Lagrange's equation have equal roots we know by Art. 61 that all the minors will be zero. The ratios of $l, m, \& c$. found by the preceding rule will therefore be nugatory. To simplify the argument let us suppose that the equation has two equal roots and let these be $p_{1}{ }^{2}$ and $p_{2}{ }^{2}$. The ratios of the coefficients in the third and following columns of (2) may be found as before because they depend on unequal roots in Lagrange's determinant. Since the first minors are zero for the equal roots
R. D. II.
the equations (4) to determine the coefficients of either of the first two columns of (2) are not independent. Rejecting any one of these equations (as in Art. 273) we obtain by using the second minors all the letters in the first column in terms of any $t$ wo, say $l_{1}$ and $m_{1}$. The letters in the second column are found in terms of $l_{2}$ and $m_{2}$ by the same formulæ. Thus we have two independent coefficients in each of these columns instead of one as before.

But if we use these formulæ of transformation without further limitation, we are not sure that terms containing the product $\xi \eta$ may not enter into the two right-hand sides of the expressions (1) provided they enter both with coefficients in the ratio $p_{1}^{2}: 1$. To secure the absence of such terms, it will be sufficient to make the coefficient of $\xi_{\eta}$ in either of the coefficients $T$ or $U$ equal to zero. If we choose $T$, we have by substituting from (2) in (1)

$$
A_{11} l_{1} l_{2}+A_{12}\left(l_{1} m_{3}+l_{2} m_{1}\right)+\ldots \ldots=0
$$

or as it is written in Art. 316

$$
A\left(l_{1} 1_{2}\right)=0 .
$$

Regarding then $l_{1} m_{1}$ and $l_{2}$ as arbitrary we have sufficient linear equations of the first order to find all the other coefficients of the two first columns in the formulæ of transformation. Thus we have three arbitrary constants instead of two.

Art. 60. The conditions that a quadric should be one-signed. The conditions briefly quoted from Williamson's Differential Calculus have reference to the quadric $T$, which is to be a positive one-signed function and it is meant that the successive discriminants should all be positive.

If we assume that the sign of the discriminant is not altered by any linear transformation of the co-ordinates we may obtain an easy proof of this proposition. Let the quadric be

$$
\begin{equation*}
2 T=A_{11} \theta^{2}+2 A_{12} \theta \phi+A_{22} \phi^{2}+\& c . \tag{1}
\end{equation*}
$$

and to simplify the argument let there be only four co-ordinates $\theta, \phi, \psi, \chi$. Let $D$ be the discriminant, $D_{1}$ the discriminant when any one co-ordinate, say $\chi$, is put equal to zero, $D_{2}$ the discriminant when two co-ordinates, as $\chi$ and $\psi$, are both put equal to zero, $D_{3}$ the discriminant when three co-ordinates, $\chi, \psi$ and $\phi$, are put equal to zero and so on.

Collecting all the $\theta$ 's together, then the $\phi$ 's and so on, we may write $T$ in the form

$$
2 T=B_{1}\left(\theta+a_{1} \phi+b_{1} \psi+c_{1} \chi\right)^{2}+B_{2}\left(\phi+b_{2} \psi+c_{2} \chi\right)^{2}+B_{3}\left(\psi+c_{3} \chi\right)^{2}+B_{4} \chi^{2}
$$

where all the English letters on the right-hand side are rational functions of $A_{11} A_{12}, \& \mathrm{c}$. and therefore are real.

We may now write this expression in the form

$$
\begin{equation*}
2 T=B_{1} x^{2}+B_{2} y^{2}+B_{3} z^{2}+B_{4} u^{2} \tag{2}
\end{equation*}
$$

where $u=\chi, z=\psi+c_{3} \chi$, and so on.
Since (1) and (2) may be derived from each other by a linear transformation, their discriminants have the same sign. Hence the product $B_{1} B_{2} B_{3} B_{4}$ has the same sign as $D$. Again, putting $u=\chi=0$ and repeating the argument, the product $B_{1} B_{2} B_{3}$ has the same sign as $D_{1}$. Similarly the product $B_{1} B_{2}$ has the same sign as $D_{2}$ and $B_{1}$ has the same sign as $D_{3}$. Thus $\mathrm{B}_{1}, \mathrm{~B}_{2}, \mathrm{~B}_{3}, \mathrm{~B}_{4}$ are positive when the discriminants $\mathrm{D}, \mathrm{D}_{1}, \mathrm{D}_{2}, \mathrm{D}_{3}$ are all positive and not othervise.

The conditions that $T$ should be a one-signed positive quadric follow immediately. The conditions that $T$ should be a one-signed negative quadric may be deduced from these by changing the signs of all the coefficients $A_{11}, A_{12}, \& c$. in the expression for $T$.

That the discriminants of (1) and (2) kcep the same sign may be shown by the method indicated in Art. 71. Taking the second expression let us write

$$
\left.\begin{array}{l}
x=l_{1} \theta+l_{2} \phi+\ldots  \tag{3}\\
y=m_{1} \theta+m_{2} \phi+\ldots \\
z=\& c .
\end{array}\right\}
$$

Substituting in (2) we obtain a quadric expression whose discriminant is easily seen to be

$$
\left|\begin{array}{ccc}
B_{1} l_{1}{ }^{2}+B_{2} m_{1}{ }^{2}+\ldots & B_{1} l_{1} l_{2}+B_{2} m_{1} m_{2}+\ldots & \& c . \\
B_{1} l_{1} l_{2}+B_{2} m_{1} m_{2}+\ldots & B_{1} l_{2}{ }^{2}+B_{2} m_{2}{ }^{2}+\ldots & \& c . \\
\& c . & \& c . & \& c .
\end{array}\right|
$$

This is obviously the square of

$$
\left|\begin{array}{ccc}
\sqrt{ } B_{1} l_{1} & \sqrt{ } B_{2} m_{1} & \sqrt{ } B_{3} n_{1}, \& c . \\
\sqrt{ } B_{1} l_{2} & \sqrt{ } B_{2} m_{2} & \sqrt{ } B_{3} n_{2}, \& c . \\
\& c . & \& c . & \& c .
\end{array}\right|
$$

The discriminant of $T$ when expressed as a function of $\theta, \phi, 8 \mathrm{c}$. is therefore equal to

$$
B_{1} B_{2} B_{3} \ldots\left|\begin{array}{ccc}
l_{1} & m_{1}, & \& c . \\
l_{2} & m_{2}, & \& c . \\
\& c . & \& c . & \& c .
\end{array}\right|^{2}
$$

The sign has therefore not been altered.
The determinant on the right-hand side is the Jacobian of $x, y$, dic. with regard to $\theta, \phi, \& c$. We may therefore also immediately deduce from this result by a double transformation the theorem quoted in Art. 69.

Art. 138. The representative point. The statement in page 73 , line 5 , admits of some exceptions. To prove this let us suppose that the system has two co-ordinates $x$ and $y$. Let the two principal oscillations be represented by the two first terms of the expressions for $x$ and $y$ given in Art. 115. Taking the first principal oscillation alone and eliminating $t$ from the resulting expressions for $x$ and $y$, we of course find a quadratic relation between $x$ and $y$. Thus the representative particle describes an ellipse. The same remark applies to the second oscillation. We have therefore two representative particles, one for each oscillation. These describe two concentric ellipses in one plane with periodic times respectively equal to $2 \pi / p_{1}$ and $2 \pi / p_{2}$. The co-ordinate $x$ of the system is the sum of the abscissæ of these particles, the co-ordinate $y$ is the sum of their ordinates.

These two ellipses will intersect in four points real or imaginary, viz. $D, D^{\prime}$, $E, E^{\prime}$, where $D D^{\prime}, E E^{\prime}$ are diameters. The co-ordinates $x$ and $y$ will simultaneously vanish only when the two representative points are at opposite extremities of the diameters $D D^{\prime}, E E^{\prime}$.

Let the particles start from the opposite extremities of $D D^{\prime}$. Then, the periods not being commensurable, they cannot again be at the opposite extremities of this diameter. If however the initial conditions of the system and the periods happen to be such that the time from $D$ to $E$ or $E^{\prime}$ in one ellipse is equal to the time from $D^{\prime}$ to $E^{\prime}$ or $E$ in the other ellipse, then the representative points will be simultaneously at the opposite extremities of the diameter $E E^{\prime}$. But if this be so, it cannot happen again. Thus when the system is disturbed from its steady motion, it may happen once again that its position coincides with the position it would have had at that instant if it had not been disturbed.

If however the two ellipses are coincident, every diameter is a common diameter. Since the representative points describe this ellipse in different times, they will obviously pass the opposite extremities of some diameter at a constant interval equal to $\pi /\left(p_{1}-p_{2}\right)$. In this special case the position of the system will coincide with the corresponding position in the steady motion whenever the time is an integer multiple of this interval.

Art. 451. Ostrogradsky on the minimum of $\int L d t$. Lagrange's equations are the ordinary equations supplied by the Calculus of Variations when we make $\int L d t$ a minimum under known conditions. Sir W. Hamilton put these equations under a form (see Vol. r.) which is very useful in Dynamics. It is an interesting question to determine what is the corresponding transformation when $L$ is a function of differential coefficients higher than the first. This was considered by Ostrogradsky in the Memoir referred to in Art. $49{ }^{450}$ This Memoir is rather difficult on account of the immense length of the algebraical transformations. The following short account may therefore prove useful.

Let $L$ be a function of $t$ and of $n$ variables, of which $q$ is any one, and let it be a function of the first $n$ differential coefficients of $q$ with regard to $t$.

Let $Q_{k}$ stand for the partial differential coefficient of $L$ with regard to $d^{k} q / d t^{k}$, and let

$$
\bar{Q}_{k}=Q_{k}-Q_{k+1}^{\prime}+Q_{k+2}^{\prime \prime}-\ldots \ldots,
$$

where, as usual, accents denote differential coefficients with regard to $t$, and let $k$ accents be denoted by $(k)$. The relations between these variables are, therefore,

$$
\begin{equation*}
\bar{Q}_{0}=d L / d q-\bar{Q}_{1}^{\prime}, \tag{1}
\end{equation*}
$$

$$
\bar{Q}_{1}=d L / d q^{\prime}-\bar{Q}_{2}^{\prime}
$$

and so on up to and the last is

$$
\begin{gathered}
\bar{Q}_{n-1}=d I_{1} / d q^{(n-1)}-\bar{Q}_{n}^{\prime} \\
\bar{Q}_{n}=d L / d q^{(n)}
\end{gathered}
$$

By the princip?es of the Calculus of Variations, the minimum is given by the typical equation $\bar{Q}_{9}=0$.

When $L$ contains no differential coefficient above the first, Sir W. Hamilton eliminated the $m$ first differential coefficients typified by $q^{\prime}$ by introducing $m$ new variables typified by $Q_{1}=d L / d q^{\prime}$. Let us in the same way eliminate the highest differential coefficients typified by $q^{(n)}$ and introduce instead the $m$ new variables typified by $Q_{n}$. Let $H=L-\Sigma\left(\bar{Q}_{1} q^{\prime}+\bar{Q}_{2} q^{\prime \prime}+\ldots+\bar{Q}_{n} q^{n}\right)$,
where the $\Sigma$ refers to summation for all the $q$ 's. Let $q^{(n)}$ be found from the equation $\bar{Q}_{n}=d L / d q^{(n)}$ and let its value be substituted in this expression for $H$ so that $H$ is now a function of $t, q, q^{\prime} \ldots q^{(n-1)}, \bar{Q}_{1}, \bar{Q}_{2}, \ldots \bar{Q}_{n}$. Since $L$ was originally a function of $t, q, q^{\prime} \ldots q^{(n)}$ it is now a function of $t, q, q^{\prime} \ldots q^{(n-1)}$ and $\bar{Q}_{n}$.

We have by differentiation

$$
\begin{equation*}
\frac{d I I}{d \bar{Q}_{k+1}}=-q^{(k+1)}=-\frac{d}{d t} q^{(k)} . \tag{2}
\end{equation*}
$$

provided $k+1$ is not $n$. In that case

$$
\frac{d I I}{d \bar{Q}_{n}}=\frac{d L}{d q^{(n)}} \frac{d q^{(n)}}{d \bar{Q}_{n}}-q^{(n)}-\bar{Q}_{n} \frac{d q^{(n)}}{d \bar{Q}_{n}}
$$

but the first and third of these terms destroy each other, so that the theorem (2) is also true when $k+1=n$. Also

$$
\frac{d H}{d q^{(k)}}=\frac{d L}{d q^{(k)}}+\frac{d L}{d q^{(n)}} \frac{d q^{(n)}}{d q^{(k)}}-\bar{Q}_{k}-\bar{Q}_{n} \frac{d q^{(n)}}{d q^{(k)}} .
$$

Here the second and fourth terms destroy each other. The first and third, by (1), become $\bar{Q}^{\prime}{ }_{k+1}$ or $\frac{d}{d t} \bar{Q}_{k+1}$. Thus all the equations may be written in the typical Hamiltonian form

$$
\frac{d H}{d \bar{Q}_{k+1}}=-\frac{d}{d t} q^{(k)}, \quad \frac{d I I}{d q^{(k)}}=\frac{d}{d t} \bar{Q}_{k+1}
$$

which are true for all values of $k$ from $k=0$ to $k=n-1$. Thus there are $2 n$ equations corresponding to cach $q$.

We may show in the same way as in Vol. r., that the total differential coefficient of $H$ with regard to $t$ is equal to its partial differential coefficient. So that when $L$, and therefore $H$, are not explicit functions of $t$, we have as one integral $H=h$, where $h$ is a constant. Writing this at length it becomes

$$
L=\Sigma\left(\bar{Q}_{1} q^{\prime}+\bar{Q}_{2} q^{\prime \prime}+\ldots\right)+h,
$$

which is the integral continually used in the Calculus of Variations. We see that this integral corresponds to the equation of Vis Viva in Dynamics.

Art. 566. Ioaded INembranes. We may also dednce this result from the formulæ in Arts. 76 and 77. We shall begin by referring the unloaded membrane to principal co-ordinates. To effect this we write (see Art. 56) the complete expression for $w$ given in Art. 563 in the form

$$
w=\sin \frac{\pi i x}{a} \sin \frac{\pi i^{\prime} y}{b} \xi+\sin \frac{\pi j x}{a} \sin \frac{\pi j^{\prime} y}{b} \eta+\& c .
$$

then the quantities $\xi, \eta$, \&c. are principal co-ordinates.
The vis viva of the membrane is easily seen to be

$$
\iint(d w / d t)^{2} \rho d x d y=\frac{1}{4} \rho a b\left(\xi^{\prime 2}+\eta^{\prime 2}+\ldots\right)
$$

where accents denote differential coefficients with regard to the time. If we now form Lagrange's determinant, every constituent will be zero except those in the leading diagonal. If $q_{1}{ }^{2}, q_{2}{ }^{2}, \& c$. be the roots of the determinant and $M=\rho a b$, these constituents will be $\frac{1}{4} M\left(q^{2}-q_{1}{ }^{2}\right), \frac{1}{4} M\left(q^{2}-q_{2}{ }^{2}\right), \& c$. Here $q$ stands for the quantity represented by $p m$ in Art. 563 ; the roots $q_{1}, q_{2} \& c$. are all found in that Article and are expressed by giving $i$ and $i^{\prime}$ all integer values.

Placing now a mass $\mu$ at the point ( $h, k$ ) its displacement will be given by

$$
W=\sin \frac{\pi i k}{a} \sin \frac{\pi i^{\prime} k}{b} \xi+\& c
$$

which we may abbreviate into

$$
W=\alpha \xi+\beta \eta+\& c .
$$

There will now be an additional term in the expression for the vis viva, while the force-function will be the same as before. This additional term will be

$$
\mu a^{2} \xi^{\prime 2}+2 \mu a \beta \xi^{\prime} \eta^{\prime}+\& c
$$

There will therefore be an additional term to every constituent of Lagrange's determinant. The determinant will be

$$
\left|\begin{array}{ccc}
\frac{1}{4} M\left(q^{2}-q_{1}{ }^{2}\right)+\mu a^{2} q^{2} & \mu \alpha \beta q^{2} & \& c . \\
\mu \alpha \beta q^{2} & \frac{1}{4} M\left(q^{2}-q_{2}{ }^{2}\right)+\mu \beta^{2} q^{2} & \& c . \\
\& c . & \& c . & \& c .
\end{array}\right|=0 .
$$

Expanding this, and remembering that by Art. 76 only the first powers of $\mu$ can enter into the expansion, we have

$$
\left(q^{2}-q_{1}^{2}\right)\left(q^{2}-q_{2}{ }^{2}\right) \& c .+\frac{4 \mu}{M} q^{2}\left\{a^{2}\left(q^{2}-q_{2}{ }^{2}\right) \& c .+\beta^{2}\left(q^{2}-q_{1}{ }^{2}\right) \& c .+\& c .\right\}=0
$$

Dividing by the first term we have

$$
\frac{M}{4 \mu q^{2}}=\frac{a^{2}}{q_{1}^{2}-q^{2}}+\frac{\beta^{2}}{q_{2}^{2}-q^{2}}+\& c .
$$

Substituting for $\alpha, \beta, \& c$. their values given above and writing $q=p m$, we have the result given at length in Art. 566.

This method is clearly general and will apply, when the proper values of $a, \beta, \& c$. are substituted, to membranes of other forms.

Art. 568. Conjugate Functions. The application of the theory of conjugate functions to Hydrodynamics is probably well known to the student. By that theory the potential of a complicated fluid motion can sometimes be made to depend on
that of some simpler motion. But this of course is beyond the scope of the present work. We may however notice some propositions which appear to be new.

When one fluid motion is changed into another by a method analogous to that described in Art. 569 for membranes, the kinetic energies of the two fluids which occupy corresponding elementary areas are equal. Thus the whole kinetic energies of the two motions are equal, but differently distributed over the areas of motion. This corresponds to the theorem proved in Art. 573 for membranes.

Suppose a vortex $\Pi$ of strength $m$ to exist in one fluid at a point whose coordinates are $(\xi, \eta)$. Then there will be a vortex $P$ of equal strength at the corresponding point $(x, y)$ of the other fluid. But these will not continue to move so as to occupy corresponding points. We may, however, infer the motion of $P$ from that of II by the following rule. Let $\chi(\xi, \eta)$ be a current function (not the current function of the fluid) giving the motion of the vortex II so that its velocities reso'ved parallel to the axes of $\xi$ and $\eta$ are respectively $\frac{\mathrm{d} \chi}{\mathrm{d} \eta}$ and $-\frac{\mathrm{d} \chi}{\mathrm{d} \xi}$. Then the motion of $P$ is given by a current function

$$
\chi^{\prime}(\mathrm{x}, \mathrm{y})=\chi(\xi, \eta)-\frac{1}{2} \mathrm{~m} \log \mu
$$

i.e. its velocities resolved parallel to the axes of x and y are respectively $\frac{\mathrm{d} \chi^{\prime}}{\mathrm{dy}}$ and $-\frac{\mathrm{d} \chi^{\prime}}{\mathrm{dx}}$, and its path is found by equating $\chi^{\prime}$ to a constant. Here $\mu^{2}$ is the quantity called $\mathrm{D} / \mathrm{D}_{0}$ in Art. 569. Generally we may say that the current function of P is obtained from that of $\Pi l y$ subtracting $\frac{1}{2} \mathrm{~m} \log \mu$, where

$$
\mu^{2}=(d \xi / d x)^{2}+(d \xi / d y)^{2}=(d \eta / d y)^{2}+(d \eta / d x)^{2} .
$$

In using this rule the strength $m$ of a vortex is to be considered positive when the vortex rotates in the direction opposite to the hands of a watch, that is from the positive direction of $\xi$ to the positive direction of $\eta$.

As an example of this rule, let us investigate the path of a vortex $P$ swimming in the corner formed by two straight lines inclined at an angle equal to $\pi / n$. This problem is discussed by Prof. Greenhill in the Quarterly Journal, Vol. xv. Let us first suppose a vortex II to swim in the infinite space bounded by the axis of $\xi$. Placing an image on the negative side of this axis, we see that the vortex $\Pi$ moves parallel to the axis of $\xi$ with a velocity $m / 2 \eta$. Its stream function is therefore $\frac{1}{2} m \log \eta$. Taking any point on the axis of $\xi$ as origin, we shall turn the negative side of the axis round the origin until it makes an angle equal to $\pi / n$ with the positive side. To express this we use the formulæ of transformation given in Art. 580 . We thus have $\eta=c(r / c)^{n} \sin n \theta$. The value of $\mu$ is therefore $n(r / c)^{n-1}$. According to the rule the stream function which gives the motion of the vortex $P$ in the corner is

$$
\begin{aligned}
\chi^{\prime} & =\frac{1}{2} m \log \eta-\frac{1}{2} \log \mu \\
& =\frac{1}{2} m \log (r \sin n \theta) .
\end{aligned}
$$

The path is therefore given by $r \sin n \theta=c$ where $c$ is a constant. It may be noticed that $n$ need not be an integer.

If two circles intersect in $A$ and $B$, we may find, by inverting this result, the motion of a vortex $V$ in the space between the circular boundaries. Let $\theta$ be the angle the circle through $A, B$ and the vortex $V$ makes with either circular boundary, and let $a$ be the angle between the circular boundaries. Then the current function of the vortex $V$ is found by subtracting $\frac{1}{2} m \log \mu$ from the value of $\chi^{\prime}$ given above, where $\mu=\left(\frac{c}{r}\right)^{2}$, as shown in Art. 580. The current function of the vortex $V$ is therefore $\chi=\frac{m}{2} \log \left(A V \cdot B V \cdot \sin \frac{\pi \theta}{a}\right)$.

The path of the vortex is given by the equation $A V \cdot B V \cdot \sin \frac{\pi \theta}{\alpha}=C$, where $C$ is a constant.

The chief objection to using the method of conjugate functions in Hydrodynamical problems is the difficulty of finding the proper formulæ of transformation. But to discover these we have a convenient rule, viz., that if we know the motion of a fluid within the space bounded by one or two infinite curves, we can in general find the motion with the same boundaries when complicated by the presence of sources and vortices. To prove this, let $\xi$ and $\eta$ be the velocity and stream potentials of this motion. Then $\eta$ is constant along the boundaries. If we use $\xi, \eta$ as our formul $\neq$ of transformation, the given boundaries will transform into straight lines parallel to the axis of $\xi$. The motion due to vortices and sources in this space has already been investigated. Hence the motions in the more general spaces may be deduced.

We may regard any closed curve, such as an ellipse, as a section of an infinite cylinder. If we know its potential at any external point when charged with a given quantity of electricity, we may immediately deduce the motion of a fluid with vortices and sources outside this curve from the corresponding motion round a circle.

For these theorems, as well as for the application of conjugate functions to membranes, we refer the reader to a paper by the author published in the twelfth volume of the Proceedings of the Mathematical Society, 1881.
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[^0]:    R. D. II.

[^1]:    ${ }^{v}$ 15. If the general equation should contain $d^{2} \omega_{5} / d t^{2}$ or any other second differential coefficients, the expressions to be substituted for them become more

[^2]:    * These equations were given in this form by the late Professor Slesser (Cambridge Quarterly Journal, Vol. Ir.), to whom the results of the two following special cases had been previously shown by the author. It appears however that similar results had been previously published in Liouville's Journal in 1858. The reader should also consult a paper in Vol. x. of the Cambridge Transactions, 1856, by R. Hayward.

[^3]:    * In a brief note in Jullien's Problems, Vol. II. p. 29, it is mentioned that this question has been discussed by M. Gascheau in a Thèse de Mécanique, the particles being supposed to attract each other according to the law of nature. The result arrived at is that the motion is stable when the square of the sum of the masses is greater than 27 times the sum of the products of the masses taken two and two. No reference is given to where M. Gascheau's work can be found, and the author is therefore unable to give a description of the process employed.

[^4]:    * Euler's solution of these equations is given in the ninth volume of the Quarterly Journal, p. 361, by Prof. Cayley. Kirchhoff's and Jacobi's integrations by elliptic functions are given in an improved form by Prof. Greenhill in the fourteenth volume, pages 182 and 265. 1876.

[^5]:    * That the straight line whose equations referred to the moving principal axes are $x / A \omega_{1}=y / B \omega_{2}=z / C \omega_{3}$ is absolutely fixed in space may be also proved thus, if we assume the truth of equation (1) in the text. Let $x, y, z$ be the co-ordinates of any point $P$ in the straight line at a given distance $r$ from the origin, then each of the equalities in the equation to the straight line is equal to $r / G$ and is therefore constant. The actual velocity of $P$ in space resolved parallel to the instantaneous position of

[^6]:    * Prof. Sylvester has pointed out a dynamical relation between the free rotating body and the ellipsoidal top, as he calls Poinsot's central ellipsoid. If a material ellipsoidal top be constructed of aniform density, similar to Poinsot's central ellipsoid, and if with its centre fixed it be set rolling on a perfectly rough horizontal plane, it will represent the motion of the free rotating body not in space only, but also in time : the body and the top may be conceived as continually moving round the same axis, and at the same rate, at each moment of time. The reader is referred to the memoir in the Philosophical Transactions for 1866.

[^7]:    Ex. 2. The length of the spiral between two of its successive apsides, described in absolute space, on the surface of a fixed concentric sphere, by the instantaneous axis of rotation, is equal to a quadrant of the spherical ellipse described by the same axis on an equal sphere moving with the body. This is Booth's Theorem.

[^8]:    * This case appears to have been considered by nearly every writer on this subject. As examples of different methods of treatment the reader may consult Legendre, Traite des Fonctions Elliptiques, 1825, Vol. 1. page 382, and Poinsot, Théorie Nouvelle de la Rotation des corps, 1852, page 104.

[^9]:    * In order that the angles which the principal axes make with the axis of the couple may be the same in each body, it is necessary that the cones described by the axis OL in the body should be the same. Hence by Art. 159, the two ellipsoids of gyration must have the same circular sections, or which is the same thing, the

[^10]:    * This result may also be obtained in the following manner. By Art. 172 the angular velocity $\omega$ of one body is equivalent to an angular velocity $T / G$ about the invariable line and an angular velocity $\Omega$ about a straight line $O H$ which is a generator of the rolling and sliding cono. Henco $\omega^{2}=T^{2} / G^{2}+\Omega^{2}$. A similar equation with accented letters will hold for the other body. Since in the two bodies the angles between the principal axes and the invariable line are equal each to each throughout the motion, the rolling motions of the two cones must be equal, hence $\Omega=\Omega^{\prime}$. It follows immediately that $\omega^{2}-\omega^{\prime 2}=T^{2} / G^{2}-T^{\prime 2} / G^{\prime 2}$.

[^11]:    * As the ellipsoid rolls on the lower plane, a certain geometrical condition must be satisfied that the nucleus may not quit the upper plane or tend to force it upwards. This condition is that the plane containing $O I, O I^{\prime}$, must contain the invariable line, for then and then only the rotation about $O I$ can be resolved into a component about $O I^{\prime}$ and a component about the invariable line.' That this condition must be satisfied is clear from the reasoning in the text. But it is also clear from the known properties of confocal ellipsoids.

[^12]:    * These examples are taken from the Examination Papers which have been set in the University and in the Colleges.

[^13]:    * A partial solution of this problem by Lagrange's equations is given in Vol. I., Chap. viII.

[^14]:    * If we eliminate $\omega_{1}, \omega_{2}$ from equations (1), (2), (3) we have two equations from which $\theta$ and $\psi$ may be found by quadratures. These were first obtained by Lagrange in his Mécanique Analytique, and were afterwards given by Poisson in his Traité de Mécanique. The former passes them over with but slight notice, and proceeds to discuss the small oscillations of a body of any form suspended under the action of gravity from a fixed point. The latter limits the equations to the case in which the body has an initial angular velocity only about its axis, and applies them to determine directly the small oscillations of a top (1) when its axis is nearly vertical, and (2) when its axis makes a nearly constant angle with the vertical. His results are necessarily more limited than those given in this treatise.
    R. D. II.

[^15]:    * This expression was given by the Rev. N. M. Ferrers, now Master of Gonville and Caius College, as the result of a problem proposed by him for solution in the Mathematical Tripos, 1859.

[^16]:    * These Examples are taken from the Examination Papers which have been set in the University and in the Colleges.

[^17]:    * See also a paper by the author in the Proceedings of the Mathematical Society, 1883.

[^18]:    * If $p_{n}=0$, we have an additional root, viz. $z=0$, which is not included in this remark. But this root may be either divided out of the equation $f(z)=0$, or it may be included in the following reasoning as a part of the function $\phi(z)$.

[^19]:    The term " Complementary Function" is used in 'Gregory's Examples, 1841. The distinction of Waves into "free" and "forced" may be found in Airy's Tides and Waves, published in the Encyclopædia Metropolitana, 1842.

[^20]:    * To understand the cause of these exceptions we must remember that the forces of restitution have been taken proportional to the first power of the displace-: ments, i.e. only the first powers of $x, y, \& c$. have been retained. Now the molecules of a body may be compounded of smaller atoms closely packed together. When the oscillations under consideration are such that only the molecules move amongst. each other these displacements may be so small compared with the distances of the molecules from each other that the force of restitution $f(\xi)$, due to a displacement $\xi$. of any molecule, may be replaced by the first power which occurs in M'Laurin's expansion. But when the oscillations are such that the closely packed atoms of each molecule move amongst each other, the foroe of restitution may no longer vary as the first power of the displacement. Thus the equations of Art. 324 may apply to the former but not to the latter kind of motion. The reader is referred to Prof. Stokes' paper.

[^21]:    * If these terms are not neglected the equation connecting the successive arcs of descent and ascent becomes $\frac{1}{u_{n}}-\frac{\lambda^{2}}{u_{n+1}}=-\frac{2}{3} \mu\left(1+\lambda^{2}\right)+\frac{n^{2} x}{32 \kappa m} \frac{1-\lambda^{4}}{\lambda}$. Now $1-\lambda^{4}=\frac{2 \kappa \pi}{m}$ nearly, so that this additional term is very small compared with that retained.

[^22]:    * This equation might also be deduced from Lagrange's general equations. of motion. If $U$ be the force function, the position of equilibrium being the position of reference, we have $\quad 2 U=-\frac{T}{l} y_{1}{ }^{2}-\frac{T}{l}\left(y_{2}-y_{1}\right)^{2}-$ de. $-\frac{T}{l}\left(y_{n}-y_{n-1}\right)^{2}-\frac{T}{l} y_{n}{ }^{2}$. The vis viva is evidently $\quad m y_{1}{ }^{\prime 2}+m y_{2}{ }^{\prime 2}+\ldots+m y_{n}{ }^{2}$.
    Substituting these in Lagrange's equations of motion we obtain the equations represented by (1).

    This problem is discussed by Lagrange in his Mécanique Analytique. He deduces the solution from his own equations of motion. He also determines the oscillations of an inextensible string charged with any number of weights and suspended by both ends or by one only. Though several solutions of these problems had been given before his time, he considers that they were all more or less incomplete.

[^23]:    * Another proof that the values of $p^{2}$ are all real is given by Poisson in Art. 90 of his Théorie Mathématique de la Chaleur. He there shows that if $p^{2}$ could have a pair of imaginary values of the form $f \pm g \vee \vee 1$, the integral $\int_{0}^{L} m_{x} X_{x} Y_{x} d x$ (see Art. 432) could not be zero. The argument is as follows. Since, by Art. 425, $L_{k}$ is a function of $p^{2}$, it follows that the corresponding values of $X_{x}$ and $Y_{x}$ may be written $F \pm G \sqrt{ }-1$. This leads to the result $\int_{0}^{L} m_{x}\left(F^{2}+G^{2}\right) d x=0$, which is an impossible equation if $m_{x}$ keep one sign between the limits. Poisson applies his argument to the case of a differential equation of the second order, but it may evidently be extended to the general case of a differential equation or an equation of differences of any order.

[^24]:    * Exceptional cases, similar to these, occur in the theory of maxima and minima in the Differential Calculus. When the independent variable is not capable of unlimited increase, but is bounded in one or both directions, its value at either boundary sometimes corresponds to a maximum or minimum value of the dependent variable, though this is not found by making the differential coefficient equal to zero.

    In the Calculus of Variations some instances in which the variations at the boundaries are not susceptible of every sign are given in De Morgan's Differential Calculus, page 460, \&c. These appear to have been rediscovered by Dr Todhunter in his "Researches in the Calculus of Variations" Art. 18. See also Chap. vin. of his "Researches \&c."

[^25]:    * One part of the argument may be briefly sketched thus. Let the system depend on two co-ordinates $q_{1}, q_{2}$ and let $f W d t$ be the integral under consideration. Restricting ourselves to such variations as have the limits fixed, the terms of the first order may be written $f(M u+N v) d t$, where $u$ and $v$ contain the arbitrary variations. Since $u$ and $v$ may have any sign, we have along the chosen course $M=0, N=0$. The second variation of this integral may be written $f(\delta M u+\delta N v) d t$, where $\delta M=\left(d M / d q_{1}\right) \delta q_{1}+\left(d M / d q_{1}{ }^{\prime}\right) \delta q_{1}{ }^{\prime}+\left(d M / d q_{2}\right) \delta q_{2}+\left(d M / d q_{2}{ }^{\prime}\right) d q_{2}{ }^{\prime}$ and $\delta N$ is expressed by a similar equation.

    Let the equations to the chosen course be

    $$
    q_{1}=\phi\left(t, a_{1}, a_{2}, a_{3}, a_{4}\right), \quad q_{2}=\psi\left(t, a_{1}, a_{2}, a_{3}, a_{4}\right),
    $$

    where $a_{1}, a_{2}, a_{3}, a_{4}$ are the four constants of integration. These are of course the integrals of the differential equations $M=0, N=0$. The equations to the neighbouring course which brings the system from the position $A$ to the position $C$ are found by writing $a_{1}+\delta a_{1}$, \&c. for $a_{1}, \& c$. It therefore follows that $\delta q_{1}=\Sigma(d \phi / d a) \delta a$ and $\delta q_{2}=\Sigma(d \psi \mid d a) \delta a$ is a solution of the simultaneous differential equations $\delta L=0, \delta M=0$.

    This variation from the chosen course must therefore make the terms of the second order vanish. Thus, by Taylor's theorem, $\delta \delta W d t$ is now expressed by the terms of the third order. Since $\delta L=0, \delta M=0$ are linear equations to find $\delta q_{1}$ and $\delta q_{2}$, they are still satisfied if we change the sign of all the constants $\delta a_{1}$, \&c. at once. The terms of the third order may therefore be made to be of any sign. Thus $\delta f W d t$ does not keep one sign for all variations from the chosen course.

    The result is that if the final position $B$ be at $C$, variations from the chosen course can be found which make $\delta f W d t$ either positive or negative. If $B$ be beyond $C$ the same conclusion follows, for we may conduct the system from $A$ to $C$ along the neighbouring course and then from $C$ to $B$ along the chosen course.

[^26]:    * An integral of a partial differential equation has been called by Lagrange "complete," when it contains as many arbitrary constants as there are independent variables. It is implied that the constants enter in such a manner into the integral that they cannot by any algebraic process be reduced to a smaller number. For instance, if two of the constants enter in the form $a_{1}+a_{2}$, they amount on the whole to only one.

[^27]:    * We might also very conveniently have chosen as axes of reference, $G C$ the axis of figure and axes $G A^{\prime}, G B^{\prime}$ moving on the earth so that $G B^{\prime}$ is the axis of R. D. II.

[^28]:    * The value of $\theta_{3}$ may be found in the following manner. The orbit at any instant is turning about the radius vector of the planet as an instantaneous axis. Let $u$ be this angular velocity which we shall suppose known. Let $Z, Z^{\prime} ; B, B^{\prime}$ be two successive positions of the pole of the orbit and the extremity of the axis of $B$ respectively. Then $Z B=$ a right angle $=Z^{\prime} B^{\prime}$. Hence the projections of $Z Z^{\prime}, B B^{\prime}$, on $Z B$ are equal. This gives, since $Z B$ is at right angles to both $C Z$ and $S B$, $\hat{E S} B^{\prime} \sin B S=Z \hat{C} Z^{\prime} \sin Z C$. Now the angle $Z C Z^{\prime}=-\delta \theta_{3}$ and the angle $B S B^{\prime}=u$, hence $\delta \theta_{a} \cdot \sin \theta=-u \sin l$. The value of $\delta \theta_{3}$ must be added to the former value of $\theta_{3}$.

[^29]:    * Each element of the string has a motion both along the cable and transversely to it . The coefficients of these frictions are probably not the same, but they have been taken equal in the above investigation.

[^30]:    * The problem of the mechanical conditions of the deposit of a submarine cable has been considered by the Astronomer Royal in the Phil. Mag. July 1858. His solution is different from that given above, but his method of integrating the differential equation (2) has been followed.

[^31]:    * The reader who may wish to see another method of discussing the small oscillations of a suspension chain may consult a memoir by Mr Röhrs in the ninth volume of the Cambridge Transactions. Mr Röhrs considers the chain to be homogeneous, symmetrical about the vertical, and nearly horizontal from the beginning of the process. In the second edition of this treatise the small oscillations were also treated on the same hypothesis, but in a different manner. That method, however, is not nearly so simple as the one here given in which the approximate oscillations for a catenary are deduced from the accurate ones for a cycloid.

[^32]:    * The reader will find a more complete discussion of those principles of the theory of elasticity on which this equation is founded in the Leçons sur la theorie Mathématique de l'élasticité des corps solides par M. G. Lamé. The equation itself was first given by Poisson in his Mémoire sur l'équilibre et le mouvement des corps élastiques in the eighth volume of the Mémoires de l'Institut 1828. The oscillations of a rectangular membrane (Art. 562) were also first discussed by him.

