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## 630.

## ON AN EXPRESSION FOR $1 \pm \sin (2 p+1) u$ IN TERMS OF $\sin u$.

[From the Messenger of Mathematics, vol. v. (1876), pp. 7, 8.]

Write silu $u=x$, then we have

$$
\begin{array}{rlrl}
\sin u & =x, & \cos u & =\sqrt{ }\left(1-x^{2}\right), \\
\sin 3 u & =3 x-4 x^{3}, & \cos 3 u & =\left(1-4 x^{2}\right) \sqrt{ }\left(1-x^{2}\right), \\
\sin 5 u & =5 x-20 x^{3}+16 x^{5}, & \cos 5 u & =\left(1-12 x^{2}+16 x^{4}\right) \sqrt{ }\left(1-x^{2}\right), \\
\& c . & \& c .
\end{array}
$$

It is hence clear, that in general

$$
\begin{aligned}
& 1-\sin (2 p+1) u=(1 \pm x)\{(1, \\
&\left.x)^{p}\right\}^{2}, \\
& 1+\sin (2 p+1) u=(1 \mp x)\left\{(1,-x)^{p}\right\}^{2},
\end{aligned}
$$

where $(1, x)^{p}$ denotes a rational and integral function of $x$ of the order $p$, and ( $1,-x)^{p}$ the same function of $-x$; for it is only in this manner that we can have

We, in fact, find

$$
\cos ^{2}(2 p+1) u=\left(1-x^{2}\right)\left\{\left[1, x^{2}\right\}^{2}\right\}^{2} .
$$

$$
\begin{aligned}
& 1+\sin u=1+x, \\
& 1-\sin 3 u=(1+x)(1-2 x)^{2}, \\
& 1+\sin 5 u=(1+x)\left(1+2 x-4 x^{2}\right)^{u}, \\
& 1-\sin 7 u=(1+x)\left(1-4 x-4 x^{2}+8 x^{3}\right)^{2},
\end{aligned}
$$

\& $c$.
and it thus appears that the form is

$$
1+(-)^{p} \sin (2 p+1) u=(1+x)\left\{(1, x)^{p}\right\}^{2} .
$$

(. x .

To find herein the expression of the factor $(1, x)^{p}$, write $u=\frac{1}{2} \pi-\theta$ and consequently $x=\cos \theta$; we have thercfore

$$
1+\cos (2 p+1) \theta=(1+\cos \theta)\left\{(1, x)^{p}\right\}^{2}
$$

where in the sccond factor on the right-hand side $x$ is retained to stand for its value $\cos \theta$. This gives

$$
2 \cos ^{2}\left(p+\frac{1}{2}\right) \theta=2 \cos ^{2} \frac{1}{2} \theta\left\{(1, x)^{p}\right\}^{2},
$$

or, what is the same thing,

$$
(1, x)^{p}=\frac{\cos \left(p+\frac{1}{2}\right) \theta}{\cos \frac{1}{2} \theta},
$$

viz. this is

$$
=\cos p \theta-\sin p \theta \frac{\sin \frac{1}{2} \theta}{\cos \frac{1}{2} \theta},
$$

which is

$$
=\cos p \theta-\sin p \theta \frac{1-\cos \theta}{\sin \theta} .
$$

We have

$$
\begin{aligned}
\cos p \theta+i \sin p \theta & =\left\{x+i \sqrt{ }\left(1-x^{2}\right)\right\}^{p} \\
& =X+i \sqrt{ }\left(1-x^{2}\right) Y, \text { suppose }
\end{aligned}
$$

where $X, Y$ are rational and integral functions of $x$ of the orders $p$ and $p-1$ respectively; that is,
and we have therefore

$$
\begin{aligned}
& \cos p \theta=X, \quad \sin p \theta=\sin \theta . Y \\
& (1, x)^{p}=X-Y(1-x)
\end{aligned}
$$

which is the required expression for $(1, x)^{p}$. For instance
that is,

$$
\begin{aligned}
& p=3, \quad X+i \sqrt{ }\left(1-x^{2}\right) Y=\left\{x+i \sqrt{ }\left(1-x^{2}\right)\right\}^{3} ; \\
& X=-3 x \quad+4 x^{3} \\
& Y=-1+4 x^{2}, \text { and } \therefore \frac{-(1-x) Y=1-x-4 x^{2}+4 x^{3}}{X-(1-x) Y=1-4 x-4 x^{2}+8 x^{3},}=(1, x)^{3},
\end{aligned}
$$

so that
and hence

$$
1-\sin 7 u=(1+x)\left(1-4 x-4 x^{2}+8 x^{3}\right)^{2}
$$

which agrees with a result already obtained.
The foregoing value of $(1, x)^{p}$ may also be written

$$
(1, x)^{p}=\frac{1}{\sin \theta}\{\sin (p+1) \theta-\sin p \theta\},
$$

which however is not practically so convenient.
The formula corresponds to a like formula in elliptic functions, viz. writing $\operatorname{sinam} u=x$, the numerator of $1+(-)^{p} \operatorname{sinam}(2 p+1) u$ is

$$
=(1+x)\left\{(1, x)^{2 p(p+1)}\right\}^{2},
$$

which is ( $1+x$ ) multiplied by the square of a rational and integral function of $x$.

## 631.

## SYNOPSIS OF THE THEORY OF EQUATIONS.

[From the Messenger of Mathematics, vol. v. (1876), pp. 39-49.]

The following was proposed as one of the subjects of a Dissertation for the Trinity Fellowships:

Synopsis of the theory of equations; i.e. a statement in a logical order, of the divisions of the subject and the leading questions and theorems, but without demonstrations.

In the subject "Theory of Equations," the term equation is used to denote an equation of the form $x^{n}-p_{1} x^{n-1}+\ldots \pm p_{n}=0$, where $p_{1}, p_{2}, \ldots, p_{n}$ are regarded as known, and $x$ as a quantity to be determined; for shortness, the equation is written $f(x)=0$.

The equation may be numerical; that is, the coefficients $p_{1}, p_{2}, \ldots, p_{n}$ are then numbers; understanding by number, a quantity of the form $\alpha+\beta i$, where $\alpha$ and $\beta$ have any positive or negative real values whatever; or say, each of these is regarded as susceptible of continuous variation from an indefinitely large negative to an indefinitely large positive value: and $i$ denotes $\sqrt{ }(-1)$.

Or the equation may be algebraic; viz. the coefficients are then not restricted to denote, or are not explicitly considered as denoting, numbers.
I. We consider first numerical equations.

A number $a$ (real or imaginary), such that substituted for $x$ it makes the function $x^{n}-p_{1} x^{n-1}+\ldots \pm p_{n}$ to be $=0$, or say, such that it satisfies the equation, is said to be a root of the equation; viz. a being a root, we have

$$
a^{n}-p_{1} a^{n-1}+\ldots \pm p_{n}=0, \text { or say } f(a)=0 ;
$$

and it is then shown that $x-a$ is a factor of the function $f(x)$, viz. that we have $f(x)=(x-a) f_{1}(x)$, where $f_{1}(x)$ is a function $x^{n-1}-q_{1} x^{n-2}+\ldots \pm q_{n-1}$, of the order $n-1$, with numerical coefficients $q_{1}, q_{3}, \ldots, q_{n-1}$.

In general, $n$ is not a root of the equation $f_{1}(x)=0$; but it may be so, viz. $f_{1}(x)$ may contain the factor $x-a$; when this is so, $f(x)$ will contain the factor $(x-a)^{2}$; writing then $f(x)=(x-a)^{2} f_{2}(x)$, and assuming that $a$ is not a root of the equation $f_{2}(x)=0, x=a$ is then said to be a double root of the equation. Similarly, $f(x)$ may contain the factor $(x-a)^{3}$ and no higher power, and then $x=a$ is said to be a triple root; and so on.

Supposing, in general, that $f(x)=(x-a)^{\alpha} F^{\prime}(x)$, where $\alpha$ is a positive integer which may be $=1$, and $F x$ is of the order $u-a$, then if $b$ is a root different from $a$, we shall have $x-b$ a factor (in general a simple one, but it may be a multiple one) of $F^{\prime}(x)$, and $f(x)$ will in this case become $=(x-a)^{a}(x-b)^{\beta} \Phi(x)$, where $\beta$ is a positive integer which may be $=1$, and $\Phi x$ is of the order $n-\alpha-\beta$. The original equation $f x=0$ is in this case said to have $\alpha$ roots each $=a, \beta$ roots each $=b$, and so on.

We have the theorem, a numerical equation of the order $n$ has in every case $n$ roots, viz. there exist $n$ numbers $a, b, \ldots$ (in general, all of them distinct, but they may arrange themselves in groups of equal values) such that

$$
f(x)=(x-a)(x-b)(x-c) \ldots \text { identically } .
$$

If an equation has equal roots, these can in general be determined; the case is at any rate a special one, which may be here omitted from consideration. It is therefore, in general, assumed that the equation $f(x)=0$ under consideration has all its roots unequal. If the coefficients $p_{1}, p_{2}, \ldots$ are all or any one or more of them imaginary, then the equation $f(x)=0$, separating the real and imaginary parts, may be written $F(x)+i \Phi(x)=0$, where $F^{\prime}(x)$, $\Phi(x)$ are each of them a function with real coefficients; and it thus appears that the equatiou $f(x)=0$ with imaginary coefficients has not in general any real root; supposing it to have a real root $a$, this must be at once a roat of each of the equations $F(x)=0$ and $\Phi(x)=0$.

But an equation with real cocfficients may have as well imaginary as real roots; and we have further the theorem that for such an equation the imaginary roots enter in pairs, viz. $\alpha+\beta i$ being a root, then will also $\alpha-\beta i$ be a root.

Considering an equation with real coefficients, the question arises as to the number and situation of its real roots; this is completely resolved by means of Sturm's theorem, viz. we form a series of functions $f(x), f^{\prime}(x), f_{2}(x), \ldots, f_{n}(x)$ (a constant) of the degrees $n, n-1, \ldots, 2,1,0$ respectively; and substituting therein for $x$ any two real values $a$ and $b$, we find by means of the resulting signs of these functions how many real roots of $f(x)$ lie between the limits $a, b$.

The same thing can frequently be effected with greater facility by other means, but the only general method is the one just referred to.

In the general case of an equation with imaginary (it may be real) coefficients, the like question arises as to the situation of the (real or imaginary) roots, viz. if for facility of conception we regard the constituents $\alpha, \beta$ of a root $\alpha+\beta i$ as the coordinates of a point in plano, and accordingly represent the root by such point; then drawing in the plane any closed eurve or "contour," the question is how many roots lie within such contour.

This is solved theoretically by means of a theorem of Cauchy's, viz. writing in the original equation $x+i y$ in place of $x$, the function $f(x+i y)$ becomes $=P+i Q$, where $P$ and $Q$ are each of them a rational and integral function (with real coefficients) of $(x, y)$. Imagining the point $(x, y)$ to travel along the contour, and considering the number of changes of sign from - to + and from + to - of the fraction $\frac{P}{Q}$ corresponding to passages of the fraction through zero (that is, to values for which $P$ becomes $=0$, disregarding those for which $Q$ becomes $=0$ ), the difference of these numbers determines the number of roots within the contour. The investigation leads to a proof of the before-mentioned theorem, that a numerical equation of the order $n$ has precisely $n$ roots.

But, for the actual determination, it is necessary to consider a rectangular contour, and to apply to each of its sides separately a method such as that of Sturn's theorem; and thus the actual determination ultimately depends on a method such as that of Sturm's theorem.

Recurring to the case of an equation with real coefficients, it is important to separate the real roots, viz. to determine limits, such that each real root lies alone by itself between two limits $l$ and $m$. This can be done (with more or less difficulty according to the nearness of the real roots) by repeated applications of Sturm's theorem, or otherwise.

The same thing would be useful, and can theoretically be effected, in regard to the roots of an equation generally, viz. we may, by lines parallel to the axes of $x$ and $y$ respectively, divide the plane into rectangles such that each (real or imaginary) root lies alone by itself in a given rectangle; but the ulterior theory, even as regards the imaginary roots of an equation with real coefficients, has not been developed, and the remarks which immediately follow have reference only to equations with real coefficients, and to the real roots of such equations.

Supposing the roots separated as above, so that a certain root is known to lie alone by itself between two given limits, then it is possible by various processes (Horner's, or Lagrange's method of continued fractions) to obtain to any degree of approximation the numerical value of the real root in question, and thus to obtain (approximately as above) the values of the several real roots.

The real roots can also frequently be obtained, without the necessity of a previous separation of the roots, by other processes of approximation-Newton's, as completed by Fourier, or by a method given by Encke-and the problem of their determination to any degree of approximation may be regarded as completely solved. But this is far from being practically the case even as regards the imaginary roots of such equations, or as regards the roots of an equation with imaginary coefficients.

A class of numerical equations which need to be considered, are the binomial equations $x^{n}-a=0$, where $a,=\alpha+\beta i$, is a complex number. The foregoing conclusions apply, viz. there are always $n$ roots, which it may be shown are all unequal. Supposing
one of these is $\theta$, so that $\theta^{n}=a$, then, assuming $x=\theta y$, we have $y^{n}-1=0$, which equation (like the more general one $x^{n}-a=0$ ) has precisely $n$ roots; it is shown that these are $1, \omega, \omega^{2}, \ldots, \omega^{n-1}$, where $\omega$ is a complex number $\alpha+\beta i$ such that $\alpha^{2}+\beta^{2}=1$, or, what is the same thing, a complex number of the form $\cos \theta+i \sin \theta$; and it then at once appears that $\theta$ may be taken $=\frac{2 \pi}{n}$. We have thus the trigonometrical solution of the equation $x^{n}-1=0$. We may also obtain a like trigonometrical solution of the first-mentioned equation $x^{n}-a=0$. We are thus led to the notion ( $a$ numerical) of the radical $a^{\frac{1}{n}}$, regarded as an $n$-valued function, viz. any one of these being denoted by $\sqrt[n]{(a)}$, then the series of values is

$$
\sqrt[n]{ }(a), \omega \sqrt[n]{ }(a), \ldots, \omega^{n-1} \sqrt[n]{ }(a)
$$

Or we may, if we please, use $\sqrt[n]{ }(a)$, instead of $a^{\frac{1}{n}}$, as a symbol to denote the $n$-valued function.

It is not necessary, as regards the equation $x^{n}-1=0$, to refer here to the distinctions between the cases $n$ a prime, and a composite, number.

As the coefficients of an algebraical equation may be numerical, all which follows in regard to algebraical equations, is (with, it may be, some few modifications) applicable to numerical equations; and hence, concluding for the present this subject, it will be convenient to pass on to algebraical equations.
II. We consider, secondly, an algebraical equation

$$
x^{n}-p_{1} x^{n-1}+\ldots=0
$$

and we here assume the existence of roots, viz. we assume that there are $n$ quantities $a, b, c, \ldots$ (in general, all of them different, but in particular cases they may become equal in sets in any manner), such that

$$
x^{n}-p_{1} x^{n-1}+\ldots=(x-a)(x-b) \ldots
$$

Or, looking at the question in a different point of view, and starting with the roots $a, b, c, \ldots$ as given, we express the product of the $n$ factors $x-a, x-b, \ldots$ in the foregoing form, and thus arrive at an equation of the order $n$ having the $n$ roots $a, b, c, \ldots$ In either case, we have

$$
p_{1}=\Sigma a, p_{3}=\Sigma a b, \ldots, p_{n}=a b c \ldots
$$

viz. regarding the coefficients $p_{1}, p_{2}, \ldots, p_{n}$ as given, then we assume the existence of roots $a, b, c, \ldots$ such that $p_{1}=\Sigma a, \& c$, or regarding the roots as given, then we write $p_{1}, p_{2}, \& c$., to denote the functions $\Sigma a, \Sigma a b, \& c$.

It is to be noticed that, in virtue of

$$
x^{n}-p_{1} x^{n-1}+\ldots=(x-a)(x-b), \& \mathrm{c} .
$$

or of the equivalent equations $p_{1}=\Sigma a, \& c$., then

$$
\begin{aligned}
& a^{n}-p_{1} a^{n-1}+\ldots=0, \\
& b^{n}-p_{1} b^{n-1}+\ldots=0, \\
& \quad \& c .
\end{aligned}
$$

(viz. it is for this reason that $a, b, \ldots$ are said to be roots of $x^{n}-p_{1} x^{n-1}+\ldots=0$ ); and, moreover, that conversely from the last-mentioned equations, assuming that $a, b, \ldots$ are all different, we deduce
and

$$
p_{1}=\Sigma a, p_{2}=\Sigma a b, \& c
$$

$$
x^{n}-p_{1} x^{n-1}+\ldots=(x-a)(x-b) \ldots
$$

Observe that, if for instance $a=b$, then the two equations $a^{n}-p_{1} a^{n-1}+\ldots=0$, $b^{n}-p_{1} b^{n-1}+\ldots=0$ would reduce themselves to a single equation, which would not of itself express that $a$ was a double root, that is, that $(x-a)^{2}$ was a factor of $x^{n}-p_{1} x^{n-1}+\& c$. ; but by considering $b$ as the limit of $a+h, h$ indefinitely small, we obtain a second equation

$$
n a^{n-1}-(n-1) p_{1} a^{n-2}+\ldots=0
$$

which, with the first, expresses that $a$ is a double root; and then the whole system of equations leads, as before, to the equations $p_{1}=\Sigma a$, \&c. But this in passing: the general case is when the roots are all unequal.

We have then the theorem that every rational symmetrical function of the roots is a rational function of the coefficients; this is an easy consequence from the less general theorem, every rational and integral symmetrical function of the roots is a rational and integral function of the coefficients.

In particular, the sums of powers $\Sigma a^{2}, \Sigma a^{3}, \& c$., are rational and integral functions of the coefficients.

An, ordinary process, as regards the expression of other functions $\Sigma a^{a} b^{\beta}$, \&c., in terms of the coefficients, is to make them depend on the functions $\Sigma a^{a}, \& c$., but this is very objectionable; the true theory consists in showing that we have systems of equations

$$
\begin{aligned}
& p_{1}=\Sigma a, \\
& \left\{\begin{array}{l}
p_{2}=\quad \Sigma a b, \\
p_{1}{ }^{2}=\Sigma a^{2}+2 \Sigma a b,
\end{array}\right. \\
& \left\{\begin{aligned}
p_{3} & = \\
p_{1} p_{2} & =\Sigma \mathrm{\Sigma} a b c, \\
p_{1}^{3} & =\Sigma a^{2} b+3 \Sigma a b c,
\end{aligned}\right. \\
& \& \mathrm{c} ., \& \mathrm{c} .
\end{aligned}
$$

where, in each system, there are precisely as many equations as there are root-functions on the right-hand side, e.g. 3 equations and 3 functions $\Sigma a b c, \Sigma a^{2} b, \Sigma a^{3}$. Hence, in each system, the root-functions can be determined linearly in terms of the powers and products of the coefficients.

It follows that it is possible to determine an equation (of an assiguable order) having for roots any given (unsymmetrical) functions of the roots of a given equation. For example, in the case of a quartic equation, roots ( $a, b, c, d$ ), it is possible to find an equation having the roots $a b, a c, a d, b c, b d, c d$, being therefore a sextic equation; viz. in the prodnct $(y-a b)(y-a c)(y-a d)(y-b c)(y-b d)(y-c d)$, the coefficients of the several powers of $y$ will be symmetrical functions of $a, b, c, d$, and therefore rational and integral functions of the coefficients of the original quartic equation.

In connexion herewith, the question arises as to the number of values (obtainel by permutations of the roots) of given unsymmetrical functions of the roots; for instance, with roots $(a, b, c, d)$ as before, how many values are there of the function $a b+c d$; or, better, how many functions are there of this form; the answer is 3 , viz. $a b+c d$, $a c+b d, a d+b c$; or, again, we may ask whether it is possible to obtain functions of a given number of values, 3 -valued, 4 -valued functions, $\& c$.

We have, moreover, the very important theorem that, given the value of any unsymmetrical function, e.g. $a b+c d$, it is in general possible to determine rationally the value of any similar function, e.g. $(a+b)^{3}+(c+d)^{3}$.

The $\dot{a}$ priori ground of this theorem may be illustrated by means of a numerical equation. Suppose, e.g. that the roots of a quartic equation are $1,2,3,4$; then if it is given that $a b+c d=14$, this in effect determines $a, b$ to be 1,2 (viz. $a=1, b=2$, or else $a=2, b=1$ ) and $c, d$ to be 3,4 (viz. $c=3, d=4$, or else $c=4, d=3$ ); and it therefore in effect determines $(a+b)^{3}+(c+d)^{3}$ to be $=370$, and not any other value. And we can in the same way account for cases of failure as regards particular equations; thus, the roots being $1,2,3,4$, as above, $a^{2} b=2$ determines $a$ to be $=1$ and $b$ to be $=2$; but if the roots had been $1,2,4,16$, then $a^{2} b=16$ does not uniquely determine $a$ and $b$, but only makes them to be 1 and 16 , or else 2 and 4 , respectively.

As to the $\dot{a}$ posteriori proof, assume, for instance, $t_{1}=a b+c d, y_{1}=(a+b)^{3}+(c+d)^{3}$, and so $t_{2}=a c+d b, y_{2}=(a+c)^{3}+(d+b)^{3}$, \&c.-in the present case there are only the functions $t_{3}, t_{2}, t_{3}$ and $y_{1}, y_{2}, y_{2}$-then $y_{1}+y_{2}+y_{3}, t_{1} y_{1}+t_{2} y_{2}+t_{2} y_{3}, t_{1}^{2} y_{1}+t_{2}{ }^{2} y_{2}+t_{3}{ }^{2} y_{3}$ will be respectively symmetrical functions of the roots of the quartic, and therefore rational and integral functions of its coefficients, that is, they will be known.

Imagine, in the first instance, that $t_{1}, t_{2}, t_{3}$ are all known; then the equations being linear in $y_{1}, y_{2}, y_{3}$, these can be expressed rationally in terms of known functions of the coefficients and of $t_{1}, t_{2}, t_{3}$, that is, $y_{1}, y_{2}, y_{3}$ will be known. But observe further, that $y_{1}$ is obtained as a function of $t_{1}, t_{2}, t_{2}$ symmetrical as regards $t_{2}, t_{3}$; it can consequently be expressed as a rational function of $t_{1}$ and of $t_{2}+t_{3}, t_{2} t_{3}$, or, what is the same thing, of $t_{1}$ and $t_{1}+t_{2}+t_{3}, t_{1} t_{2}+t_{1} t_{3}+t_{2} t_{3}, t_{2} t_{2} t_{3}$; but these last will be symmetrical functions of the roots, and as such expressible rationally in terms of the coefficients: that is, $y_{1}$ will be expressed as a rational function of $t_{1}$ and of the coefficients, or, $t_{1}$ being known, $y_{1}$ will be rationally determined.

We may consider now the question of the algebraical solution of equations, or, morc accurately, that of the solution of equations by radicals.

In the case of a quadric equation $x^{2}+p x+q=0$, we can find for $x$, by the assistance of the sign $\mathcal{V}()$ or $(\quad)$, an expression for $x$ as a two-valued function of the coefficients $p, q$, such that, substituting this value in the equation, the equation is thereby identically satisfied, viz. we have
giving

$$
\begin{aligned}
x^{2} & =\frac{1}{2} p^{2}-q \mp p \sqrt{ }\left(\frac{1}{4} p^{2}-q\right) \\
+p x & =-\frac{1}{2} p^{2} \quad \pm p \sqrt{ }\left(\frac{1}{4} p^{2}-q\right) \\
+q & =\quad+q \\
\hline x^{2}+p x+q & =0,
\end{aligned}
$$

and the equation is on this account said to be algebraically solvable, or, more accurately, to be solvable by radicals. Or we may, by writing $x=-\frac{1}{2} p+z$, reduce the equation to $z^{2}=\frac{1}{4} p^{2}-q$, viz. to an equation of the form $z^{2}=a$, and, in virtue of its being thus reducible, we may say that the equation is solvable by radicals. And the question for an equation of any higher order is, say of the order $n$, can we by means of radicals, that is, by aid of the $\operatorname{sign} \sqrt[m]{( })$ or ( $)^{\frac{1}{m}}$, using as many as we please of such signs and with any values of $m$, find an $n$-valued function (or any function) of the coefficients, which substituted for $x$ in the equation shall satisfy it identically.

It will be observed that the coefficients $p, q, \ldots$ are not explicitly considered as numbers, but that even if they do denote numbers, the question whether a numerical equation admits of solution by radicals is wholly unconnected with the before-mentioned theorem of the existence of the $n$ roots of such an equation. It does not even follow that, in the case of a numerical equation solvable by radicals, the algebraical expression of $x$ gives the numerical solution; but this requires explanation. Consider, first, a numerical quadric equation with imaginary coefficients; in the formula $x=-\frac{1}{2} p \pm \sqrt{ }\left(\frac{1}{4} p^{2}-q\right)$, substituting for $p, q$ their given numerical values we obtain for $x$ an expression of the form $x=\alpha+\beta i \pm \sqrt{ }(\gamma+\delta i)$, where $\alpha, \beta, \gamma, \delta$ are real numbers; this value substituted in the numerical equation would satisfy it identically and it is thus an algebraical solution; but there is no obvious $\dot{a}$ priori reason why the expression $\sqrt{ }(\gamma+\delta i)$ should have a value $=c+d i$, where $c$ and $d$ are real numbers calculable by the extraction of a root or roots of real numbers; it appears upon investigation that $\sqrt{ }(\gamma+\delta i)$ has such a value calculable by means of the radical expression $\sqrt{ }\left\{\sqrt{ }\left(\gamma^{2}+\delta^{2}\right) \pm \gamma\right\}$; and hence that the algebraical solution of a quadric equation does in every case give the numerical solution of a numerical quadric. The case of a numerical cubic will be considered presently.

A cubic equation can be solved by radicals, viz. taking for greater simplicity the cubic in the reduced form $x^{3}-q x-r=0$, and writing $x=a+b$, this will be a solution if only $3 a b=q$, and $a^{3}+b^{3}=r$, or say $\frac{1}{2}\left(a^{3}+b^{3}\right)=\frac{1}{2} r$; whence

$$
\frac{1}{2}\left(a^{3}-b^{3}\right)= \pm \sqrt{ }\left(\frac{1}{4} r^{2}-\frac{1}{2} 7 q^{3}\right),
$$

c. x .
and therefore

$$
a=\sqrt[3]{ }\left\{\frac{1}{2} r \pm \sqrt{ }\left(\frac{1}{4} r^{2}-\frac{1}{2} \gamma q^{3}\right)\right\},
$$

a six-valued function of $q, r$. But then writing $b=\frac{q}{3}$, we have, as may be shown, $a+b$ a three-valued function of the coefficients; it would have been wrong to complete the solution by writing $\left.\left.b=\sqrt[3]{\left\{\frac{1}{2} r\right.} \pm \sqrt{ }\left(\frac{1}{4} r^{2}-\frac{1}{2}\right)^{3}\right)\right\}$, since here $(a+b)$ would be given as a 9 -valued function, having only 3 of its values roots, and the other 6 values being irrelevant. An interesting variation of the solution is to write $x=a b(a+b)$, giving $a^{3} b^{3}\left(a^{3}+b^{3}\right)=r$ and $3 a^{3} b^{3}=q$, or say $\frac{1}{2}\left(a^{3}+b^{3}\right)=\frac{3}{2} \frac{r}{q}, a^{3} b^{3}=\frac{1}{3} q$; whence

$$
\left\{\frac{1}{2}\left(a^{3}-b^{3}\right)\right\}^{2}=\frac{9}{q^{2}}\left(\frac{1}{4} r^{2}-\frac{1}{2}+q^{3}\right),
$$

and therefore

$$
a=\sqrt[3]{\left\{\frac{3}{2} \frac{r}{q} \pm \frac{3}{q} \sqrt{ }\left(\frac{1}{4} r^{2}-\frac{1}{2} 7 q^{3}\right)\right\}, \quad b=\sqrt[3]{ }\left\{\frac{3}{2} \frac{r}{q} \mp \frac{3}{q} \sqrt{ }\left(\frac{1}{4} r^{3}-\frac{1}{27} q^{3}\right)\right\}, ~}
$$

and here althongh $a, b$ are each of them a 6 -valued function, yet, as may be shown, $a b(a+b)$ is only a 3 -valued function.

In the case of a numerical cubic, even when the coefficients are real, substituting their values in the expression

$$
x=\sqrt[3]{3}\left\{\frac{1}{2} v \pm \sqrt{ }\left(\frac{1}{\alpha^{2}} r^{2}-\frac{1}{2} \vartheta q^{3}\right)\right\}+\left[\frac{1}{3} q \div \sqrt[3]{3}\left(\frac{1}{2} r \pm \sqrt{ }\left(\frac{1}{4} r^{2}-\frac{1}{27} q^{3}\right)\right\}\right],
$$

this may depend on an expression of the form $\sqrt[3]{ }(\gamma+\delta i)$, where $\gamma$ and $\delta$ are real numbers (viz. it will do so if $\frac{1}{4} r^{2}-\frac{1}{2 y} q^{3}$ is a negative number), and here we cannot by the extraction of any root or roots of real numbers reduce $\sqrt[3]{ }(\gamma+\delta i)$ to the form $c+d i, c$ and $d$ real numbers; hence, here the algebraical solution does not give the numerical solution. It is to be added that the case in question, called the "irreducible case," is that wherein the three roots of the cubic equation are all real; if the roots are one real and two imaginary, then, contrariwise, the quantity under the cube root is real, and the algebraical solution gives the numerical one.

The irreducible case is solvable by a trigonometrical formula, but this is not a solution by radicals; it consists, in effect, in reducing the given numerical cubic (not to a cubic of the form $z^{3}=a$, solvable by the extraction of a cube root, but) to a cubic of the form $4 x^{3}-3 x=a$, corresponding to the equation $4 \cos ^{3} \theta-3 \cos \theta=\cos 3 \theta$ which serves to determine $\cos \theta$ when $\cos 3 \theta$ is known.

A quartic equation is solvable by radicals; and it may be remarked, that the existence of such a solution depends on the existence of 3 -valued functions such as $a b+c d$, of the four roots ( $a, b, c, d$ ); by what precedes, $a b+c d$ is the root of a cubic equation, which equation is solvable by radicals; hence $a b+c d$ can be found by radicals; and since $a b c d$ is a given value, $a b$ and $c d$ can each be found by radicals. But by what precedes, if $a b$ be known, then any similar function, say $a+b$, is obtainable rationally; and, consequently, from the values of $a+b$ and $a b$ we may by radicals
obtain the value of $a$ or $b$, that is, an expression for a root of the given quartic expression; the expression finally obtained is 4 -valued, corresponding to the different values of the several radicals which enter therein, and we have therefore the expression by radicals of each of the four roots of the quartic equation. But when the quartic is numerical, the same thing arises as in the cubic: the algebraical expression does not in every case give the numerical one.

It will be understood from the foregoing explanation as to the quartic, how in the next following case, that of a quintic equation, the question of the solvability by radicals depends on the existence or non-existence of $k$-valued functions of the five roots ( $a, b, c, d, e$ ); a fundamental theorem on the subject is that a rational function of 5 letters, if it has less than 5 , cannot have more than 2 values; viz. that there are no 3 -valued, or 4 -valued, functions of 5 letters; and by reasoning, depending in part upon this theorem, Abel showed that a general quintic equation is not solvable by radicals: and $\dot{a}$ fortiori the general equation of any order higher than 5 is not solvable by radicals.

The general theory of the solvability of an equation by radicals depends very much on Vandermonde's remark, that supposing an equation is solvable (by radicals) and that we have therefore an algebraical expression of $x$ in terms of the coefficients, then substituting for the coefficients their values in terms of the roots, the resulting value of the expression must reduce itself to any one at pleasure of the roots $a, b, c, \ldots$; thus in the case of the quadric equation where the solution is $x=+\frac{1}{2} p \pm \sqrt{ }\left(\frac{1}{4} p^{2}-q\right)$, writing for $p, q$ their values $a+b, a b$, this is $x=\frac{1}{2}\left[(a+b) \pm \sqrt{ }\left\{(a-b)^{2}\right\}\right],=a$ or $b$ according to the value of the radical. But it is not considered necessary in the present sketch to go further into the theory of the solvability of an equation by radicals. It may de proper to remark that, for quintic equations, there are solutions analogous to the trigonometrical solution of a cubic equation, viz. the quintic equation is here in effect reduced to some special form of quintic equation; for instance, to Jerrard's form $x^{5}+a x+b=0$ or to some form presenting itself in the theory of elliptic functions; but the solutions in question are not solutions by radicals. And there are various other interesting parts of the theory which have been excluded from consideration.

## 632.

## ON ARONHOLD'S INTEGRATION-FORMULA.

[From the Messenger of Mathematics, vol. v. (1876), pp. 88-90.]
The fundamental theorem in Aronhold's Memoir, "Ueber cine neue algebraische Behandlungsweise der Integrale...П ( $x, y$ ) $d x$, \&c.," Crelle, t. Lxi. (1863), pp. 95-145, is a theorem of indefinite integration. The form is

$$
\Lambda \int_{(\alpha x+\beta y+\gamma)(h x+b y+f)}=\log \frac{(a \xi+h \eta+g) x+(h \xi+b \eta+f) y+g \xi+f \eta+c}{\alpha x+\beta y+\gamma},
$$

where $y$ is a certain irrational function of $x$, determined by a quadric equation, and the other symbols denote constants connected by certain relations; viz. writing, for shortness,

$$
\left.U=(a, b, c, f, g, h \chi x, y, 1)^{2},=(a, \ldots\rangle x, y, 1\right)^{2} \text { for shortness, }
$$

that is,

$$
\begin{aligned}
& =a x^{2}+2 h x y+b y^{2}+2 f y+2 g x+c ; \\
W & =(a, b, c, f, g, h \nmid x, y, 1 \chi \xi, \eta, 1),=(a, \ldots \chi x, y, 1 \gamma \xi, \eta, 1),
\end{aligned}
$$

that is,

$$
=(a x+h y+g) \xi+(h x+b y+f) \eta+g x+f y+c,
$$

or

$$
\begin{aligned}
(a \xi+h \eta+g) x & +(h \xi+b \eta+f) y+g \xi+f \eta+c ; \\
(P, Q, R) & =(a x+h y+g, \quad h x+b y+f, \quad g x+f y+c), \\
\left(P_{0}, Q_{0}, R_{0}\right) & =(a \xi+h \eta+g, \quad h \xi+b \eta+f, \quad g \xi+f \eta+c), \\
\Omega & =\alpha x+\beta y+\gamma, \\
\Omega_{0} & =\alpha \xi+\beta \eta+\gamma, \\
(A, B, C, F, G, H) & =\left(b c-f^{2}, c a-g^{3}, a b-h^{2}, g h-a f, h f-b g, f g-c h\right),
\end{aligned}
$$

then $y$ is determined as a function of $x$ by the equation $U=0$, that is,

$$
(a, b, c, f, g, h \chi x, y, 1)^{3}=0
$$

or, what is the same thing,

$$
b y=-\left\{h x+f+\sqrt{ }\left(-C x^{2}+2 G x-A\right)\right\} ;
$$

the constants $\alpha, \beta, \xi, \eta$ are such that

$$
\begin{array}{r}
(a, b, c, f, g, h \gamma \xi, \eta, 1)^{2}=0, \\
\alpha \xi+\beta \eta+\gamma=0,
\end{array}
$$

that is,

$$
\Omega_{0}=0
$$

and the value of $\Lambda$ is given by

$$
\Lambda^{2}=-(A, B, C, F, G, H \gamma \alpha, \beta, \gamma)^{2} .
$$

The theorem may therefore be written

$$
\Lambda \int \frac{d x}{\Omega Q}=\log \frac{W}{\Omega}
$$

where the several symbols have the significations explained above.
The verification is as follows. We ought to have

$$
\frac{\Lambda d x}{\Omega Q}=\frac{P_{0} d x+Q_{0} d y}{W}-\frac{\alpha d x+\beta d y}{\Omega},
$$

when $d x$, dy satisfy the relation $P d x+Q d y=0$, viz. substituting for $d y$ the value $-\frac{P d x}{Q}$, the equation becomes

$$
\frac{\Lambda}{\Omega}=\frac{P_{0} Q-P Q_{0}}{W}-\frac{\alpha Q-\beta P}{\Omega}
$$

that is, substituting for $\Omega$ its value,

$$
\Lambda W=\left(P_{0} Q-P Q_{0}\right)(\alpha x+\beta y+\gamma)-(\alpha Q-\beta P) W
$$

On the right-hand side, substituting for $W$ its value,

$$
\begin{array}{ll}
\text { coeff. } \alpha=x\left(P_{0} Q-P Q_{0}\right)-Q\left(P_{0} x+Q_{0} y+R_{0}\right), & =Q_{0} R-Q R_{0} \\
\text { coeff. } \beta=y\left(P_{0} Q-P Q_{0}\right)+P\left(P_{0} x+Q_{0} y+R_{0}\right), & =R_{0} P-R P_{0}
\end{array}
$$

(as at once appears by aid of the relation $U=P x+Q y+R=0$ ),
coeff. $\gamma$

$$
=P_{0} Q-P Q_{0}
$$

The equation to be verified thus is

$$
\Lambda W=\left|\begin{array}{lll}
\alpha, & \beta, & \gamma \\
P_{0}, & Q_{0}, & R_{0} \\
P, & Q, & R
\end{array}\right|
$$

which, substituting therein for $P, Q, R, P_{0}, Q_{0}, R_{0}$, their values, and writing

$$
(\lambda, \mu, \nu)=(\eta-y, x-\xi, \xi y-\eta x)
$$

is in fact

$$
\Lambda W=(A, \ldots \gamma \lambda, \mu, \nu \gamma \alpha, \beta, \gamma) .
$$

We have identically

$$
(a, \ldots \gamma x, y, 1)^{2} \cdot(u, \ldots \gamma \xi, \eta, 1)^{2}-W^{2}=(A, \ldots \gamma \lambda, \mu, \nu)^{2},
$$

which, in virtue of $(a, \ldots \chi \xi, \eta, 1)^{s}=0$, gives

$$
W^{2}=-(A, \ldots \gamma \lambda, \mu, \nu)^{2} ;
$$

and since $\Lambda^{2}=-\left(A, \ldots \gamma(\alpha, \beta, \gamma)^{2}\right.$, the equation is thus

$$
\sqrt{ }\left\{-(A, \ldots \gamma \alpha, \beta, \gamma)^{2}\right\} \cdot \sqrt{ }\left\{-(A, \ldots \gamma \lambda, \mu, \nu)^{2}\right\}=(A, \ldots \gamma \lambda, \mu, \nu \gamma(\alpha, \beta, \gamma),
$$

that is,

$$
\left(A, \ldots \gamma(\alpha, \beta, \gamma)^{2} .(A, \ldots \gamma \lambda, \mu, \nu)^{2}-[(A, \ldots \gamma \lambda, \mu, \nu \gamma \alpha, \beta, \gamma)]^{2}=0 .\right.
$$

The left-hand side is here identically

$$
=K(a, \ldots \gamma \gamma \mu-\beta \nu, \alpha \nu-\gamma \lambda, \beta \lambda-\alpha \mu)^{2}:
$$

substituting for $\lambda, \mu, \nu$ their values, we find

$$
(\gamma \mu-\beta \nu, \alpha \nu-\gamma \lambda, \beta \lambda-\alpha \mu)=\left(x \Omega_{0}-\xi \Omega, y \Omega_{0}-\eta \Omega, z \Omega_{0}-\xi \Omega\right) ;
$$

viz. in virtue of $\Omega_{0}=0$, these are $=-\xi \Omega,-\eta \Omega,-\zeta \Omega$, and the quadric function is $=K \Omega^{2}(a, \ldots \chi \xi, \eta, 1)^{2}$, vanishing in virtue of the relation $(a, \ldots \gamma \xi, \eta, 1)^{2}=0$.

The equation in question

$$
\sqrt{ }\left\{-(A \ldots \chi \alpha, \beta, \gamma)^{2}\right\} \cdot \sqrt{ }\left\{-(A \ldots \gamma \lambda, \mu, \nu)^{2}\right\}=(A \ldots \chi \lambda, \mu, \nu \gamma(\alpha, \beta, \gamma)
$$

is thus verified, and the theorem is proved.

## 633.

# NOTE ON MR MARTIN'S PAPER, "ON THE INTEGRALS OF SOME DIFFERENTIALS." 

[From the Messenger of Mathematics, vol. v. (1876), p. 163.]

## 634.

## THEOREMS IN TRIGONOMETRY AND ON PARTITIONS.

[From the Messenger of Mathematics, vol. v. (1876), p. 164, and p. 188.]
If

$$
A+B+C+F+G+H=0
$$

then

$$
\left.\begin{array}{lll}
\sin \overline{A+F} \sin \overline{B+F} \sin \overline{C+F}, & \cos F, & \sin F \\
\sin \overline{A+G} \sin \overline{B+G} \sin \overline{C+G}, & \cos G, & \sin G \\
\sin \overline{A+H} \sin \overline{B+H} \sin \overline{C+H}, & \cos H, & \sin H
\end{array} \right\rvert\,=0 .
$$

Let $u_{n}=$ number of partitions of $n$, no part less than 2 , the order attended to; e.g. if $n=7$, the partitions are $7,52,25,43,34,322,232,223, u_{7}=8$; the series is

$$
\begin{aligned}
& u_{2}=1, \\
& u_{3}=1, \\
& u_{4}=2, \\
& u_{5}=3, \\
& u_{6}=5, \\
& u_{7}=8, \\
& u_{9}=13, \\
& u_{9}=21,
\end{aligned}
$$

where each term is the sum of the next preceding two terms.

## 635.

## NOTE ON THE DEMONSTRATION OF CLAIRAUT'S THEOREM.

[From the Messenger of Mathematics, vol. v. (1876), pp. 166, 167.]
Ir seems worth while to indicate what the leading steps of the demonstration are.
The potential of the Earth's mass upon an external or superficial point is taken to be

$$
V,=\frac{V_{0}}{r}+\frac{V_{1}}{r^{2}}+\frac{V_{2}}{r^{3}}+\& \mathrm{c}
$$

where $V_{1}, V_{2}, V_{3}, \ldots$ are Laplace's functions of the angular coordinates.
The surface is assumed to be a nearly spherical surface $r=a(1+u)$, where $u=u_{1}+\dot{u}_{2}+\& c$ c., and $u_{1}, u_{2}, \ldots$ are Laplace's functions of the angular coordinates. To be a surface of equilibrium, with an equation $V+\frac{1}{2} \omega^{2} r^{2} \sin ^{2} \theta=C$, the latter must be equivalent to the equation $r=a(1+u)$, and it follows that we have

$$
\begin{aligned}
& V_{1}=V_{0} a u_{1}, \\
& V_{2}=V_{0} a^{2} u_{2}-\frac{1}{2} \omega^{2} a^{5}\left(\frac{1}{3}-\cos ^{2} \theta\right), \\
& V_{8}=V_{0} a^{3} u_{3}, \\
& \& c .
\end{aligned}
$$

which values are to be substituted in the expression for $V$.
The whole force of gravity (due to the attraction and the centrifugal force) is taken to be $g,=-\frac{d}{d r}\left(V+\frac{1}{2} \omega^{2} r^{2} \sin ^{2} \theta\right)$, and it follows that

$$
g=\frac{V_{0}}{a^{2}}\left(1+u_{2}+2 u_{3}+\ldots\right)-\frac{2}{3} \omega^{2} a-\frac{5}{2} \omega^{2} a\left(\frac{1}{3}-\cos ^{2} \theta\right),
$$

c. x .
which is of the form

$$
g=G\left\{1+u_{2}-\frac{5}{2} \frac{\omega^{2} a}{G}\left(\frac{1}{3}-\cos ^{2} \theta\right)+2 u_{3}+\ldots\right\} .
$$

Taking the Earth to be the spheroid of revolution

$$
r=a\left\{1+\epsilon\left(\frac{1}{3}-\cos ^{2} \theta\right)\right\},
$$

then

$$
u_{2}=\epsilon\left(\frac{1}{3}-\cos ^{2} \theta\right), \quad u_{3}=0, \& \mathrm{c} .
$$

and the equation is

$$
g=G\left\{1-\left(\frac{5}{2} \frac{\omega^{2} a}{G}-\epsilon\right)\left(\frac{1}{3}-\cos ^{2} \theta\right)\right\},
$$

or say

$$
g=G\left\{1-\left(\frac{5}{2} m-\epsilon\right)\left(\frac{1}{3}-\cos ^{2} \theta\right)\right\},
$$

where $m,=\frac{\omega^{2} a}{G}$, is the ratio of the centrifugal force at the equator to the force of gravity, which is the theorem in question. The expression "it follows" has been twice used as meaning it follows as a mere analytical consequence, in the proper degree of approximation, the steps of the deduction being purposely omitted.

## ON THE THEORY OF THE SINGULAR SOLUTIONS OF DIFFERENTIAL EQUATIONS OF THE FIRST ORDER.

[From the Messenger of Mathematics, vol. vi. (1877), pp. 23-27.]
In continuation of the former paper with this title (Messenger, vol. iI., 1873, pp. 6-12, [545]), I propose to discuss various particular examples, chiefly of cases in which the differential equation is of the form $(L, M, N X p, 1)^{2}=0$, where $L, M, N$ are rational and integral functions of $(x, y)$, and whether it admits or does not admit of an integral equation $(P, Q, R \not \subset c, 1)^{2}=0$, where $P, Q, R$ are rational and integral functions of $(x, y)$.

The singular solution of the differential equation

$$
(L, M, N X p, 1)^{2}=0,
$$

if there be a singular solution, is $S=0$, where $S$ is either $=L N-M^{2}$, or a factor of $L N-M^{2}$. But in general $L N-M^{2}$ is an indecomposable function, such that $L N-M^{2}=0$ is not a solution of the differential equation, and this being so, there is no singular solution; viz. a differential equation ( $L, M, N \not \subset p, 1)^{2}=0$, where $L, M, N$ are rational and integral functions of $(x, y)$, has not in general any singular solution.

Consider now a system of algebraical curves $U=0$, where $U$ is as regards $(x, y)$ a rational and integral function of the order $m$, and depends in any manner on an arbitrary parameter $C^{*}$. I say that there is always a proper envelope, which envelope is the singular solution of the differential equation obtained by the elimination of $C$ from the equation $U=0$, and the derived equation in regard to $(x, y)$. It follows that the differential equation $(L, M, N X p, 1)^{2}=0$, which has no singular solution, does not admit of an integral of the form in question $U=0$, viz. an integral representing a system of algebraic curves.

[^0]The theorem just referred to, that the system of algebraic curves $U=0$ has always an envelope, is an interesting theorem, which I proceed to prove. Assume that in general, that is, for an arbitrary value of the parameter, the equation $U=0$ represents a curve of the order $m$, with $\delta$ nodes and $\kappa$ cusps (and therefore of the class $n$, with $i$ inflexions and $\tau$ double tangents, the numbers $m, \delta, \kappa, n, \tau, i$ being conneeted by Plucker's equations); for particular values of the parameter, the values of $\delta$ and $\kappa$ may be increased, or the curve may break up, but this is immaterial.

The consecutive curve $U+\delta c d_{e} U=0$ is a curve of the same order $m$, with $\delta$ nodes and $\kappa$ cusps, consecutive to the nodes and cusps of the original curve $U$, and the two curves intersect in $m^{2}$ points; but of these, there are 2 coinciding with each node, and 3 coinciding with each cusp of the curve $U=0$, as at once appears by drawing a curve with a node or a cusp, and the consecutive curve with a consecntive node or cusp; the number of the remaining intersections is $=m^{2}-2 \delta-3 \kappa$, and the envelope is the locus of these $m^{2}-2 \delta-3 \kappa$ points. Observe that the two curves have in common $n^{2}$ tangents; but of these, 2 coincide with each double tangent and 3 coincide with each stationary tangent of the curve $U=0$, viz. the number of the remaining common tangents is $=n^{2}-2 \tau-3 i$ (which is $=m^{3}-2 \delta-3 \kappa$ ): and that these $n^{2}-2 \tau-3 i$ common tangents are indefinitely near to the $m^{2}-2 \delta-3 \kappa$ common points respectively, and are in fact the tangents of the envelope at the $m^{2}-2 \delta-3 \kappa$ points respectively. Now in an algebraic curve we have $m+n=m^{2}-2 \delta-3 \kappa$, viz. the number $m^{2}-2 \delta-3 \kappa$ cannot be $=0$, and we have therefore always an envelope the locus of the system of the $m t^{2}-2 \delta-3 \kappa$ points. It might be thought that the conclusion extends to transeendental curves; if this were so, the result would prove too much, viz. it would follow that a differential equation $(L, M, N X p, 1)^{2}=0$ without a singular solution had no general integral; but it will appear by an example that the theorem as to the envelope does not extend to transcendental curves.

Ex. 1.

$$
p^{2}-\left(1-y^{2}\right)=0, \text { that is, } d y^{2}-\left(1-y^{2}\right) d x^{2}=0
$$

Here there is no algebraical integral, but there is a quasi-algebraical integral of the form ( $P, Q, R X c, 1)^{2}=0$; viz. starting with the form $y=\sin (x+C)$ and expressing $\sin C$ and $\cos C$ rationally in terms of a new parameter, this is

$$
c^{2}(y+\cos x)-2 c \sin x+(y-\cos x)=0
$$

where the coefficients are one-valued functions of $(x, y)$. The discriminant of the differential equation in regard to $p$ and that of the integral equation in regard to $c$ are each $=y^{2}-1$, and we have a true singular solution $y^{2}-1=0$.

Ex. 2. that is,

$$
\begin{array}{r}
\left(1-x^{2}\right) p^{2}-\left(1-y^{2}\right)=0, \\
\left(1-x^{2}\right) d y^{2}-\left(1-y^{2}\right) d x^{2}=0
\end{array}
$$

We have here an algebraic integral of the proper form, which is at once derived from the circular form

$$
C=\cos ^{-1} x+\cos ^{-1} y
$$

by changing the constant, viz. this is

$$
c^{2}-2 c x y-\left(1-x^{2}-y^{2}\right)=0 .
$$

The two discriminants are here each $=\left(x^{2}-1\right)\left(y^{2}-1\right)$, and we have

$$
\left(x^{2}-1\right)\left(y^{2}-1\right)=0
$$

as a true singular solution. The curves are in fact the system of conics (ellipses and hyperbolas) each touching the four lines $x=1, x=-1, y=1, y=-1$.

Ex. 3.

$$
\left(1-y^{2}\right) p^{2}-1=0, \text { that is, }\left(1-y^{2}\right) d y^{2}-d x^{2}=0 .
$$

This is an extremely interesting example: the curve is the orthogonal trajectory of the system of sinusoids $y=\sin (x+c)$, which is the integral of Example 1; and we thus at once see that the real portion of the curve is wholly included between the lines $y=-1, y=+1$, being an infinite continuous curve, having a series of equidistant cusps alternately at the one and the other line, and obtained by the continued repetition of the finite portion included between two consecutive cusps on the same line. The discriminant of the differential equation equated to zero gives $y^{2}-1=0$, the equation of the two lines in question; but this does not satisfy the differential equation, and it is consequently pot a singular solution; by what precedes, it appears that it is, in fact, a cusp-locus.

We thus see that the curves which represent the integral equation have no real envelope; but it is to be further shown that there is no imaginary envelope, and that the curve obtained by the elimination of the parameter is, in fact, made up of a (imaginary) node-locus and of the foregoing cusp-locus.

The curve is properly represented by taking $x, y$ each of them a one-valued function of the parameter $\theta$, viz. we may write

$$
\begin{aligned}
& y=\cos \theta \\
& x=c+\frac{1}{2} \theta-\frac{1}{4} \sin 2 \theta .
\end{aligned}
$$

In fact, these values give

$$
\frac{d y}{d \theta}=-\sin \theta, \frac{d x}{d \theta}=\frac{1}{2}(1-\cos 2 \theta)=\sin ^{2} \theta,
$$

and therefore

$$
p=-\frac{1}{\sin \theta}=\frac{-1}{\sqrt{ }\left(1-y^{2}\right)},
$$

that is, $\left(1-y^{2}\right) p^{2}-1=0$, the differential equation.
It is obvious that to a given value of the parameter there corresponds a single point of the curve; and it is to be shown that, converscly, to a given point of the curve corresponds in general a single value of the parametcr.

Suppose the coordinates of the given point are $y=\cos \alpha, x=c+\frac{1}{2} \alpha-\frac{1}{4} \sin 2 \alpha$, where $\alpha$ is a determinate quantity; then, to find $\theta$, we have

$$
\cos \theta=\cos \alpha, \quad 2 \theta-\sin 2 \theta=2 \alpha-\sin 2 \alpha
$$

The first equation gives $\theta=2 m \pi \pm \alpha$, and the second equation then is

$$
4 m \pi \pm 2 \alpha \mp \sin 2 \alpha=2 \alpha-\sin 2 \alpha
$$

viz. taking the upper sigus, this is $4 m \pi=0$, giving $m=0$ and $\theta=\alpha$; and, taking the lower signs, it is $m \pi=\alpha-\sin \alpha$, which, $\alpha$ being given, is not in general satisfied; hence to the given point there corresponds only the value $\alpha$ of the parameter $\theta$. If, however, $\alpha$ is such that $\alpha-\sin \alpha$ is equal to a multiple of $\pi$, say $r \pi$, then the lastmentioned equation is satisfied by the value $m=r$, so that to the given point of the curve correspond the two values $\alpha$ and $2 r \pi-\alpha$ of the parameter; these values are in general unequal, and the point is then a node; but they may be equal, viz. this is so if $\alpha=r \pi$ (the point on the curve being then $y=\cos r \pi,= \pm 1, x=c+\frac{1}{2} r \pi$ ), and the point is then a cusp; showing what was known, that there are on each of the lines $y=-1, y=+1$, an infinite series of equidistant cusps.

More definitely, suppose $\alpha=r \pi \pm \beta$, where $\beta$ is a root of the equation $2 \beta-\sin 2 \beta=0$, then

$$
\sin 2 \alpha= \pm \sin 2 \beta, \quad 2 \alpha-\sin 2 \alpha=2 r \pi \pm(2 \beta-\sin 2 \beta)=2 r \pi
$$

and to the given point on the curve correspond the two values $\alpha$ and $2 r \pi-\alpha$ of the parameter. If $\beta=0$, we have, as above, the cusps on the two lines $y=+1$, $y=-1$ respectively; but if $\beta$ be an imaginary root of the equation $2 \beta-\sin 2 \beta=0$, then we have an infinite series of nodes on the imaginary line $y=\cos r \pi \cos \beta$; and there are an infinite number of such lines corresponding to the different inaginary roots of the equation $2 \beta-\sin 2 \beta=0$.

From the form in which the equation of the curve is given, we cannot directly form the equation of the envelope by equating to zero the discriminant in regard to the constant $c$; but we may determine the intersections of the curve by the consecutive curve (corresponding to a value $c+\delta c$ of the constant), and thus determine the locus of these intersections.

Consider for a moment the curves belonging to the constants $c, c_{1}$, and let $\theta, \theta_{1}$ be the values of the parameter $\theta$ belonging to the points of intersection; we have $\cos \theta=\cos \theta_{1}, 4 c+2 \theta-\sin 2 \theta=4 c_{1}+2 \theta_{1}-\sin 2 \theta_{1}$; we have $\theta_{1}=2 r \pi+\theta$, but we cannot thereby satisfy the sccond equation; or else $\theta_{1}=2 r \pi-\theta$, giving

$$
4 c+2 \theta-\sin 2 \theta=4 c_{1}+4 r \pi-2 \theta+\sin 2 \theta
$$

that is, $2 \theta-\sin 2 \theta=2 c_{1}-2 c+2 r \pi$; and we have thus corresponding to any given value of $r$ a series of values of $\theta$, viz. these are $\theta=r \pi+\beta$, where $\beta$ is any root of the equation

$$
2 \beta-\sin 2 \beta=2 c_{1}-2 c
$$

In particular, taking $c_{1}=c$, the intersections are given by $\theta=r \pi+\beta$, where $\beta$ is any root of the equation $2 \beta-\sin 2 \beta=0$; viz. we have thus an infinite number of intersections lying on each of the lines $y=\cos r \pi \cos \beta$. If $\beta=0$, the intersections lie on the two lines $y=1, y=-1$ respectively; if $\beta$ be an imaginary root of the equation $2 \beta-\sin 2 \beta=0$, then they lie on the imaginary lines $y=\cos r \pi \cos \beta$. But by what precedes, it is clear that in the former case the intersections are nothing else than the cusps on the lines $y=1, y=\mathbf{- 1}$; and in the latter case nothing else than the nodes on the lines $y=\cos r \pi \cos \beta$; viz. there is no proper envelope, but instead thereof we have lines of cusps and of nodes.

Ex. 4.

$$
\left(1-y^{2}\right) p^{2}-\left(1-x^{2}\right)=0,
$$

that is,

$$
\left(1-y^{2}\right) d y^{2}-\left(1-x^{2}\right) d x^{2}=0 .
$$

I have not examined this; the curve is the series of orthogonal trajectories of the conics of Example 2, and the integral equation may be represented by $y=\cos \theta$. $x=\cos \phi$, where $c=(2 \theta-\sin 2 \theta)-(2 \phi-\sin 2 \phi)$.

Equating to zero the discriminant of the differential equation, we have $\left(1-y^{2}\right)\left(1-x^{2}\right)=0$, viz. the four lines $x=1, x=-1, y=1, y=-1$; this is not an envelope, but a locus of cusps.

## 637.

## ON A DIFFERENTIAL EQUATION IN THE THEORY OF ELLIPTIC FUNCTIONS.

[From the Messenger of Mathematics, vol. vi. (1877), p. 29.]
In the differential equation

$$
Q^{2}-Q\left(k+\frac{1}{k}\right)-3=3\left(1-k^{2}\right) \frac{d Q}{d k},
$$

considered Messenger, t. Iv., pp. 69 and 110, [594] and [597], writing $Q=x$ and $k+\frac{1}{k}=y$, the equation becomes

$$
d y=\frac{3\left(y^{2}-4\right) d x}{3+x y-x^{2}},
$$

and we have, as a particular solution,

$$
y=\frac{1}{4}\left(x^{3}-6 x-\frac{3}{x}\right)
$$

To verify this, observe that from the value of $y$

$$
d y=\frac{3}{4 x^{2}}\left(x^{2}-1\right)^{2} d x, \quad 3+x y-x^{2}=\frac{1}{4}\left(x^{2}-1\right)\left(x^{2}-9\right),
$$

and the equation becomes

$$
\frac{3}{4 x^{2}}\left(x^{2}-1\right)^{2}=\frac{\frac{3}{16 x^{2}}\left\{\left(x^{4}-6 x^{2}-3\right)^{2}-64 x^{2}\right\}}{\frac{1}{4}\left(x^{2}-1\right)\left(x^{2}-9\right)},
$$

viz. this is

$$
\left(x^{2}-1\right)^{3}\left(x^{2}-9\right)=\left(x^{4}-6 x^{2}-3\right)^{2}-64 x^{2}
$$

which is right.

## 638.

ON A $q$-FORMULA LEADING TO AN EXPRESSION FOR $E_{1}$.
[From the Messenger of Mathematics, vol. vi. (1877), pp. 63-66.]
IT is to be shown that we have identically
$\left(1+2 q+2 q^{4}+2 q^{9}+\ldots\right)^{4}-16\left(\frac{q}{1-q^{2}}+\frac{2 q^{2}}{1-q^{4}}+\frac{3 q^{3}}{1-q^{6}}+\ldots\right)$

$$
\begin{equation*}
=\frac{1-9 q-25 q^{3}+49 q^{6}+81 q^{10}-\ldots}{1-q-q^{3}+q^{6}+q^{10}-\ldots} \tag{A}
\end{equation*}
$$

or, what is the same thing,

$$
\begin{array}{r}
\left(1-2 q+2 q^{4}-2 q^{9}+\ldots\right)^{4}-16\left(\frac{-q}{1-q^{2}}+\frac{2 q^{2}}{1-q^{4}}-\frac{3 q^{3}}{1-q^{6}}+\ldots\right) \\
=\frac{1+9 q+25 q^{3}+49 q^{6}+81 q^{10}+\ldots}{1+q+q^{3}+q^{6}+q^{10}+\ldots} \ldots \tag{B}
\end{array}
$$

where the form ( $A$ ) is that intended to be made use of, but the form $(B)$ is rather more convenient for the demonstration.

We have

$$
\left(1-2 q+2 q^{4}-2 q^{9}+\ldots\right)^{4}=1+8\left\{\frac{-q}{1+q}+\frac{2 q^{2}}{1+q^{2}}-\frac{3 q^{3}}{1+q^{3}}+\ldots\right\},
$$

(Jacobi, Fund. Nova, p. 188, Ges. Werke, t. 1., p. 239), taking the formula as there written down, and ehanging $q$ into $-q$.

Also, if for a moment

$$
X=1+q+q^{3}+q^{6}+q^{10}+\& c .
$$

and

$$
X^{\prime}=\frac{d X}{d q}
$$

c. x .
so that
then

$$
q X^{\prime}=q+3 q^{3}+6 q^{6}+10 q^{10}+8 c .
$$

$$
X+8 q X^{\prime}=1+9 q+25 q^{3}+49 q^{6}+81 q^{10}+\& \mathrm{c} .
$$

so that the right-hand side of $(B)$ is

$$
\frac{X+8 q X^{\prime}}{\bar{X}},=1+8 q \frac{X^{\prime}}{\bar{X}}
$$

But (Fund. Nova, p. 185, Ges. Werke, t. 1., p. 237),

$$
X=\frac{1-q^{2} \cdot 1-q^{4} \cdot 1-q^{8} \cdots}{1-q \cdot 1-q^{3} \cdot 1-q^{5} \cdots}
$$

so that

$$
\begin{aligned}
\frac{X^{\prime}}{X} & =\frac{-2 q}{1-q^{2}}-\frac{4 q^{3}}{1-q^{4}}-\frac{6 q^{3}}{1-q^{6}}-\cdots \\
& +\frac{1}{1-q}+\frac{3 q^{2}}{1-q^{3}}+\frac{5 q^{6}}{1-q^{5}}+\cdots
\end{aligned}
$$

And the equation ( $B$ ) intended to be proved thus becomes

$$
\begin{aligned}
& 1+8\left\{\frac{-q}{1+q}+\frac{2 q^{2}}{1+q^{2}}-\frac{3 q^{3}}{1+q^{3}}+\ldots\right\} \\
& -16\left\{\frac{-q}{1-q^{2}}+\frac{2 q^{2}}{1-q^{4}}-\frac{3 q^{3}}{1-q^{6}}+\ldots\right\} \\
& =1+8 q\left\{\frac{-2 q}{1-q^{2}}-\frac{4 q^{3}}{1-q^{4}}-\frac{6 q^{5}}{1-q^{6}}-\ldots\right. \\
& \left.\quad+\frac{1}{1-q}+\frac{3 q^{2}}{1-q^{3}}+\frac{5 q^{4}}{1-q^{3}}+\ldots\right\} ;
\end{aligned}
$$

viz. omitting the terms unity, dividing by $8 q$, and transposing, this is

$$
\begin{aligned}
& -\frac{1}{1+q}+\frac{2 q}{1+q^{2}}-\frac{3 q^{2}}{1+q^{3}}+\ldots \\
& +\frac{2}{1-q^{2}}-\frac{4 q}{1-q^{4}}+\frac{6 q^{2}}{1-q^{6}}-\ldots \\
& +\frac{2 q}{1-q^{2}}+\frac{4 q^{3}}{1-q^{4}}+\frac{6 q^{5}}{1-q^{6}}+\ldots \\
& -\frac{1}{1-q}-\frac{3 q^{2}}{1-q^{3}}-\frac{5 q^{4}}{1-q^{5}}-\ldots=0 .
\end{aligned}
$$

The second and third lines unite together, and the equation becomes

$$
\begin{aligned}
& -\frac{1}{1+q}+\frac{2 q}{1+q^{2}}-\frac{3 q^{2}}{1+q^{3}}+\frac{4 q^{3}}{1+q^{4}}-\ldots \\
& +\frac{2}{1-q}-\frac{4 q}{1+q^{2}}+\frac{6 q^{3}}{1-q^{3}}-\frac{8 q^{3}}{1+q^{4}}+\ldots \\
& -\frac{1}{1-q}-\frac{3 q^{2}}{1-q^{3}}-\frac{5 q^{3}}{1-q^{9}}-\frac{7 q^{6}}{1-q^{7}}-\ldots=0 ;
\end{aligned}
$$

or, collecting and arranging,

$$
\begin{aligned}
& -\frac{1}{1+q}-\frac{2 q}{1+q^{2}}-\frac{3 q^{2}}{1+q^{3}}-\frac{4 q^{3}}{1+q^{4}}-\frac{5 q^{4}}{1+q^{5}}-\ldots \\
& +\frac{1}{1-q}+\frac{3 q^{2}}{1-q^{3}} \quad+\frac{5 q^{4}}{1-q^{5}}+\ldots=0,
\end{aligned}
$$

an identity which it is easy to verify to any number of terms. But to prove it directly, we have only to add the pairs of terms in the alternate columns; calling the left-hand side $F q$, we thus obtain

$$
\begin{aligned}
F q=2 q & \left\{-\frac{1}{1+q^{2}}-\frac{2 q^{2}}{1+q^{4}}-\frac{3 q^{4}}{1+q^{6}}-\ldots\right. \\
& \left.+\frac{1}{1-q^{2}} \quad+\frac{3 q^{4}}{1-q^{6}}+\ldots\right\} ;
\end{aligned}
$$

viz. this equation is $F q=2 q F\left(q^{2}\right)$; and thence

$$
F q=2^{2} q^{1+2} F\left(q^{4}\right)=2^{3} q^{1+2+4} F\left(q^{3}\right)=\& c .
$$

we thus have $F_{q}=0$.
The equation ( $B$ ), or, what is the same thing, the equation $(A)$ is thus proved.
Reverting to the equation (A), we have

$$
\begin{aligned}
& \quad\left(1+2 q+2 q^{4}+\ldots\right)^{4}=\frac{4 K^{2}}{\pi^{2}} \\
& \quad \text { (Jacobi, Fund. Nova, p. 188, Ges. Werke, t. I., p. 239), } \\
& \left(\frac{q}{1-q^{2}}+\frac{2 q^{2}}{1-q^{2}}+\ldots\right)=\frac{K^{2}}{2 \pi^{2}}\left(1-\frac{E_{1}}{K}\right), \\
& \quad \text { (ib., p. } 135 \text {; ib., p. 189), }
\end{aligned}
$$

if $q=e^{-\frac{\pi K^{j}}{K}}$, and $K, E_{1}$ are the complete functions $F_{1} k, E_{1} k$.
The left-hand side of the equation is thus

$$
\frac{4 K^{2}}{\pi^{2}}-\frac{8 K^{2}}{\pi^{2}}\left(1-\frac{E_{1}}{K}\right), \quad=\frac{4 K^{2}}{\pi^{2}}\left(-1+\frac{2 E_{1}}{K}\right),
$$

and we have

$$
\left(-1+\frac{2 E_{1}}{K}\right)=\frac{\pi^{2}}{4 K^{2}} \cdot \frac{1-9 q^{1}-25 q^{3}+49 q^{6}+81 q^{10}-\ldots}{1-q^{1}-q^{3}+q^{6}+q^{10}-\ldots}
$$

which is a new expression for $E_{1}$ as a $q$-function. The expression on the right-hand side presents itsclf, Clebsch, Theorie der Elasticität (Leipzig, 1862), p. 162, and must have been obtained by him as a value for $\left(-1+\frac{2 E_{1}}{K}\right)$; but there is no statement that this is so, nor anything to show how this form of $q$-function was arrived at. Mr Todhunter called my attention to the passage in Clebsch.

## 639.

## AN ELEMENTARY CONSTRUCTION IN OPTICS.

[From the Messenger of Mathematics, vol. vi. (1877), pp. 81, 82.]
Consider two lines meeting at a point $P$, and a point $A$; through $A$, draw at right angles to $A P$, a line meeting the two lines in the points $U, V$ respectively; and through the same point $A$ draw any other line meeting the two lines in the

points $U^{\prime}, V^{\prime}$ respectively; also let the points $u^{\prime}, v^{\prime}$ be the feet of the perpendiculars let fall from $U^{\prime}, V^{\prime}$ respectively on the line $U V$ : then we have

$$
\frac{1}{A u^{\prime}}+\frac{1}{A v^{\prime}}=\frac{1}{A U}+\frac{1}{A V} .
$$

The theorem can be proved at once without any difficulty. It answers to the optical construction, according to which, if UPV represents the path of a ray through a convex lens $A P$, then the thin pencil, axis $U^{\prime} P$ and centre $U^{\prime}$, converges after refraction to the point $V^{\prime}$, where $U^{\prime} V^{\prime}$ are in line $\hat{\alpha}$ with $A$ the centre of the lens; considering as usual the inclinations to the axis as small, we have approximately $A V^{\prime}=A v^{\prime}, A U^{\prime}=A u^{\prime}$, and the theorem is

$$
\frac{1}{A U^{\prime}}+\frac{1}{A V^{\prime}}=\frac{1}{A U}+\frac{1}{A V},=\frac{1}{A F},
$$

if $A F$ is the focal length of the lens.
In the original theorem, the line $U V$ need not be at right angles to $A P$, but may be any line whatever; the projecting lines $U^{\prime} u^{\prime}$ and $V^{\prime} v^{\prime}$ must then be parallel to $A P$, and the theorem remains truc.
640.

## FURTHER NOTE ON MR MARTIN'S PAPER "ON THE INTEGRALS OF SOME DIFFERENTIALS."

[From the Messenger of Mathematics, vol. vi. (1877), p. 82.]

See paper, Number 633 ; this further note relates also to a detail.

## 641.

## ON THE FLEXURE OF A SPHERICAL SURFACE.

[From the Messenger of Mathematics, vol. vi. (1877), pp. 88-90.]
IT is known that an inextensible spherical surface, or to fix the ideas the spherical quadrilateral included between two arcs of meridian and two arcs of parallel, may be bent in suchwise as to be part of a surface of revolution, the meridians and parallels of the spherical surface being meridians and parallels of the new surface, and, moreover, the radius of cach parallel of the spherical surface being in the new surface altered in the constant ratio $k$ to 1 . We have, in fact, on the spherical surface, writing $p$ for the latitude and $q$ for the longitude, and the radius being unity,

$$
\begin{aligned}
& x=\cos p \cos q, \\
& y=\cos p \sin q, \\
& z=\sin p
\end{aligned}
$$

values which give

$$
d x^{2}+d y^{2}+d z^{2}=d p^{2}+\cos ^{2} p d q^{2}
$$

This last equation is satisfied by the values

$$
\begin{aligned}
& x=\cos p \cos \frac{q}{k} \\
& y=\cos p \sin \frac{q}{k} \\
& z=E(k, p)
\end{aligned}
$$

where $E(k, p),=\int_{0} \sqrt{ }\left(1-k^{2} \sin ^{2} p\right) d p$, is the elliptic function of the second kind; or rather, this is so when $k<1$, but the same notation may be used when $k>1$. These values give the deformation in question.

The two cases to be considered are $k<1$, and $k>1$; we take in each case a spherical quadrilateral $A B C D$ (fig. 1), bounded by $A B$ (an arc of the equator), the arc of parallel $C D$, and the two arcs of meridian $A D$ and $B C$. In the first case, there is no limit to the latitude $A D,=B C$, or taking these $=90^{\circ}$, we may in place
of the quadrilateral $A B C D$ consider the birectangular triangle $A B E$; the new form of this is $A^{\prime} B^{\prime} E^{\prime}$, where the radius $O A^{\prime},=k \cdot O A,=k$, is less than the original radius

Fig. 1.

unity, but $O E^{\prime},=E_{1} k$, is greater than the same radius unity. The surface has at $E^{\prime}$ a conical point, the semi-aperture of the cone being $=\tan ^{-1} \frac{1}{k^{\prime}}$, if as usual $k^{\prime}=\sqrt{ }\left(1-k^{2}\right)$; to verify this, writing for convenience $q=0$, we have for the meridian section $x=\cos p$, $z=E(k, p)$, and thence $\frac{d x}{d z}=-\frac{\sqrt{ }\left(1-k^{2} \sin ^{2} p\right)}{\sin p}$, which for $p=90^{\circ}$ gives $\frac{d z}{d x}=-k^{\prime}$. Observe also that for $p=0, \frac{d z}{d x}=\infty$, viz. the surface of revolution cuts the plane of the equator at right angles.

There is no limit to the arc $A B$, it may be $=360^{\circ}$, viz. we must in this case cut the hemisphere along a meridian to allow of the deformation; or it may exceed $360^{\circ}$, the hemisphere spherical surface being in this case conceived of as wrapping indefinitely over itself, and we may instead of the half lunc $E^{\prime} A^{\prime} B^{\prime}$, consider the lune included between two meridians extending from pole to pole, and therefore the whole spherical surface, conceived of as wrapping indefinitely over itself; the result is, that this may be deformed into a surface of revolution, which, in its general form, resembles that obtained by the revolution of an arc less than a semi-circle round its chord; the half-chord being greater, and the versed-sine less than the radius of the original sphere.

If $k>1$, there is obviously a limit to the latitude $A D,=B C$, of the spherical quadrilateral ; viz. this is equal to $\sin ^{-1} \frac{1}{k}$. Supposing that in the quadrilateral $A B C D$ (fig. 1) the latitude has this limiting value, then (see fig. 2) the new form is $A^{\prime \prime} B^{\prime \prime} C^{\prime \prime} D^{\prime \prime}$, where along the bounding arc $C^{\prime \prime} D^{\prime \prime}$ the tangent plane is horizontal; viz. as before $\frac{d z}{d x}=-\frac{\sqrt{ }\left(1-k^{3} \sin ^{2} p\right)}{\sin p},=0$ for $p=\sin ^{-1} \frac{1}{k}$. It is to be observed, that the radii for the parallels $A^{\prime \prime} B^{\prime \prime}$ and $C^{\prime \prime} D^{\prime \prime}$ are $k$ and $k \cos p$ respectively; the difference of
these is $k(1-\cos p)$, which, however great $k$ is, must be less than the are of meridian $A^{\prime \prime} D^{\prime \prime},=p$; substituting for $k$ the value $\frac{1}{\sin p}$, the condition is $\frac{1-\cos p}{\sin p}<p$, viz. this Fig. 2.

is $\tan \frac{1}{2} p<p$, which is true for every value up to $p=90^{\circ}$. But, more than this, we should have

$$
h^{2}(1-\cos p)^{2}+E^{2}(k, p)<p^{2}
$$

viz. writing as before $k=\frac{1}{\sin p}$, this is

$$
E^{\mathrm{a}}\left(\frac{1}{\sin p}, p\right)<p^{2}-\tan ^{2} \frac{1}{2} p ;
$$

this must be true, although (relating as it does to a form of $E$ for which $k$ is greater than 1) there might be some diffieulty in verifying it.

There is, as in the first case, no limit to the value of $A B$, viz. this may be $=360^{\circ}$, the spherical zone being then cut along a meridian, or it may be greater than $360^{\circ}$; and, moreover, the spherical quadrilateral may extend south of the equator, but of course so that the limiting south latitude does not extend beyond the foregoing value $\sin ^{-1} \frac{1}{k}$ : viz. we may have a zone between the latitudes $\pm \sin ^{-1} \frac{1}{k}$, which may be a complete zone from longitude $0^{\circ}$ to $360^{\circ}$ or to any greater value than $360^{\circ}$. The result is, that the zone is deformed into a surface of revolution, which in its general form resembles that obtained by the revolution of a half-eircle or half-ellipse about a line parallel to and beyond its bounding diameter, the bounding half-diameter being less, and the greatest radius of rotation greater, than the radius of the original sphere.

## 642.

## ON A DIFFERENTIAL RELATION BETWEEN THE SIDES OF A QUADRANGLE.

[From the Messenger of Mathematics, vol. vi. (1877), pp. 99-101.]
Let the sides and diagonals, $Y Z, Z X, X Y, O X, O Y, O Z$ of a quadrangle be $f, g, h, a, b, c$, and let the component triangles be denoted as follows:

$$
\begin{array}{ll}
A=\Delta Y Z O, & =(b, c, f), \\
B=\Delta Z X O, & =(c, a, g), \\
C=\Delta X Y O, & =(a, b, h), \\
\Omega=\Delta X Y Z, & =(f, g, h),
\end{array}
$$


viz. $A, B, C, \Omega$ are the triangles whose sides are $(b, c, f),(c, a, g),(a, b, h),(f, g, h)$ respectively, so that $\Omega=A+B+C$. Then we have between ( $a, b, c, f, g, h$ ) an equation giving rise to a differential relation, which may be written

$$
\Omega(A a d a+B b d b+C c d c)-(B C f d f+C A g d g+A B h d h)=0 .
$$

This may be proved geometrically and analytically. First, for the geometrical proof, it is enough to prove that, when $a$ and $b$ alone vary, the relation between the increments is $A a d a+B b d b=0$; for then $a$ and $g$ alone varying, the relation between C. X .
the increments will be $\Omega a d a-C g d g=0$ (as to the negative sign it is clear from the figure that $a, g$ will increase or diminish together): and we thence at once infer the general relation.

We have cousequently to prove that, considering $a$ and $b$ as alone variable,

$$
A a d a+B b d b=0
$$

or, what is the same thing,

$$
a d a:-b d b=X O Z: Y O Z .
$$

The points $X Y Z$ remain fixed; but $O$ moves through the infinitesimal arc $O O^{\prime}$, centre $Z$, which may be considered as situate in the right line $O M$ drawn from $O$ at right angles to $Z O$, and meeting $X Y$ produced in the point $M$. And then, writing for a moment $\angle O X Y=X, \angle O Y X=Y, \angle O M Y=M$, we find at once

$$
\begin{array}{r}
d a=00^{\prime} \cos (X+M) \\
-d b=00^{\prime} \cos (Y-M)
\end{array}
$$

that is,

$$
-\frac{d a}{d b}=\frac{\cos (X+M)}{\cos (Y-M)}, \text { or }-\frac{a d a}{b d b}=\frac{a \cos (X+M)}{b \cos (Y-M)}
$$

But drawing $X a, Y \beta$ each of them at right angles to $Z O$, we have $a \cos (X+M)=X a$, $b \cos (Y-M)=Y \beta$, and evidently $X O Z: Y O Z=X a: Y \beta$; whence the equation is $-\frac{a d a}{b d b}=\frac{X O Z}{\overline{Y O Z}}$, which is the required relation.

For the analytical proof, it is to be observed that the relation between $a, b, c$, $f, g, h$ is a quadric relation in the quantities $a^{2}, b^{2}, c^{2}, f^{2}, g^{2}, h^{2}$ respectively; this may be written

say for a moment this is $A+B a^{2}+C a^{4}=0$, where

$$
\begin{array}{ll}
A= & b^{2} g^{4}+b^{4} g^{2}+c^{2} h^{4}+c^{4} h^{2} \\
& -\left(b^{2}+c^{2}\right) g^{2} h^{2}-\left(g^{2}+h^{2}\right) b^{2}\left(b^{2}-h^{2}\right)\left(c^{2}-g^{2}\right. \\
B=-\left(b^{2}-c^{2}\right)\left(g^{2}-h^{2}\right) & +f^{2}\left(-b^{2}-c^{2}-g^{2}-h^{2}\right)+f^{4}, \\
C= & f^{2} ;
\end{array}
$$

then we have as usual

$$
\frac{d u}{d \cdot a^{2}} a d u+\frac{d u}{d \cdot b^{2}} b d b+\& c \cdot=0
$$

where

$$
\frac{d u}{\frac{1}{2}} \frac{d u \cdot a^{2}}{d}=C a^{2}+\frac{1}{2} B .
$$

But in virtue of $u=0$, we have

$$
\left(C a^{2}+\frac{1}{2} B\right)^{2}=C\left(C a^{4}+B a^{2}+A\right)+\frac{1}{4}\left(B^{2}-A C\right),
$$

that is, $\frac{d u}{d . a^{2}}=\sqrt{ }\left(B^{2}-4 A C\right)$; and here $B^{2}-4 A C$ is a quartic function of $f^{2}$, which is easily seen to reduce itself to the form

$$
f^{2}-(g+h)^{2} f^{2}-(g-h)^{2} f^{2}-(b+c)^{2} f^{2}-(b-c)^{2}
$$

The coefficients of $b d b, c d c, \& c$., are given as expressions of the like form; substituting their values, the differential relation is

$$
\sqrt{ }\left\{f^{2}-(g+h)^{2} f^{2}-(g-h)^{2} f^{2}-(b+c)^{2} f^{2}-(b-c)^{2}\right\} a d a+\& c .=0
$$

which is, in fact, the foregoing result.
It is right to notice that there are in all 16 linear factors,

$$
\begin{array}{rrrr|rlll}
f+g+h, & b+c+f, & c+a+g, & a+b+h & \text { say } d, & f, & g, & h, \\
-f+g+h, & -b+c+f, & -c+a+g, & -a+b+h & d^{\prime}, & f^{\prime}, & g^{\prime}, & h^{\prime}, \\
f-g+h, & b-c+f, & c-a+g, & a-b+h & d^{\prime \prime}, & f^{\prime \prime}, & g^{\prime \prime}, & h^{\prime \prime}, \\
f+g-h, & b+c-f, & c+a-g, & a+b-h & d^{\prime \prime \prime}, & f^{\prime \prime \prime}, & g^{\prime \prime \prime \prime}, & h^{\prime \prime \prime} ;
\end{array}
$$

and this being so, the coefficients of $a d a, b d b, c d c, f d f, g d g, h d h$, are

$$
\begin{array}{ll}
\sqrt{ }\left(d d^{\prime} d^{\prime \prime} d^{\prime \prime \prime} \cdot f f^{\prime} f^{\prime \prime} f^{\prime \prime \prime}\right), & -\sqrt{ }\left(g g^{\prime} g^{\prime \prime} g^{\prime \prime \prime} \cdot h h^{\prime} h^{\prime \prime} h^{\prime \prime \prime}\right), \\
\sqrt{ }\left(d d^{\prime} d^{\prime \prime} d^{\prime \prime \prime} \cdot g g^{\prime} g^{\prime \prime} g^{\prime \prime \prime}\right), & -\sqrt{ }\left(h h^{\prime} h^{\prime \prime} h^{\prime \prime \prime} \cdot f f^{\prime} f^{\prime \prime} f^{\prime \prime \prime}\right), \\
\sqrt{ }\left(d d^{\prime} d^{\prime \prime} d^{\prime \prime \prime} \cdot h h^{\prime} h^{\prime \prime} h^{\prime \prime \prime}\right), & -\sqrt{ }\left(f f^{\prime} f^{\prime \prime} f^{\prime \prime \prime} \cdot g g^{\prime} g^{\prime \prime} g^{\prime \prime \prime}\right),
\end{array}
$$

respectively.
We may imagine the quadrilateral $Z 0 X Y$ composed of the four rods $Z O, O X$, $X Y, Y Z$ (lengths $c, a, h, f$ as before) jointed together at the angles, and kept in equilibrium by forces $B, G$ acting along the diagonals $O Y(=b), Z X(=a)$ respectively. We have $c, a, h, f$ given constants, and the relation $\phi(a, b, c, f, g, h)=0$, which connects the six quantities is the relation between the two variable diagonals $(g, b)$; by what precedes, the differeutial relation $\phi^{\prime} g \cdot d g+\phi^{\prime} b \cdot d b=0$ is equivalent to $\Omega B b d b-C A g d g=0$. By virtual velocitics we have as the condition of equilibrium $B d b+G d g=0$; hence, eliminating $d b, d g$ we have

$$
\frac{B}{\Omega B b}=-\frac{G}{C A g}
$$

or, say

$$
\frac{B}{b}:-\frac{G}{g}=\frac{1}{\Delta X Y O \cdot \Delta Z Y O}: \frac{1}{\Delta X Y Z . \Delta Z X O},
$$

viz. the forces, divided by the diagonals along which they act, are proportional to the reciprocals of the products of the two pairs of triangles which stand on these diagonals respectively. The negative sign shows, what is obvious, that the forces must be, one of them a pull, the other a push.

## 643.

## ON A QUARTIC CURVE WITH TWO ODD BRANCHES.

[From the Messenger of Mathematics, vol. vi. (1877), pp. 107, 108.]
Ir is a known theorem that the branches of a plane curve are even or odd; viz. two even branches, or an even and an odd branch (whether of the same curve or of different curves) intersect in an even number (it may be 0 , and this is to be understood throughout) of real points; but two odd branches (of the same curve or of different curves) intersect in an odd number of real points*.

In particular, a right line is an odd branch, and hence it meets any even branch of a curve in an even number of real points, and an odd branch in an odd number of real points; or (what is the same thing) an even branch is one which is met by any right line whatever in an even number of real points; and an odd branch is one that is met by any right line whatever in an odd number of real points.

It is to be observed, that the simple term branch is used to denote what has been called a complete branch, viz. the partial branches which touch an asymptote at its opposite extremities are considered as parts of one and the same branch, and so in other cases. Thus a quadric curve, whether ellipse, parabola, or hyperbola, is one even branch; a cubic curve is either one odd branch, or else it is an odd branch and an even branch; and generally a curve of an odd order has always an odd number of odd branches, and a curve of an even order has always an even number of odd branches.

A curve without nodes has at most one odd branch; for if there were two, these would intersect in a real point, which would be a real node on the curve. In particular, a quartic curve having two odd branches must have a real node; this however may be, as in the instance about to be given, a node at infinity.

A simple instance of a quartic curve with two odd branches is that represented by the equation

$$
\left(x^{2}-1\right)\left(y^{2}+1\right)-2 m x y=0,
$$

[^1]or, what is the same thing,
where
$$
y=\frac{1}{x^{2}-1}\left[m x \pm \sqrt{ }\left\{-\left(x^{2}-a^{2}\right)\left(x^{2}-\frac{1}{x^{2}}\right)\right\}\right],
$$
or say
$$
a^{2}+\frac{1}{\alpha^{2}}=2+m^{2}
$$
\[

$$
\begin{aligned}
& a^{2}=\frac{1}{2}\left\{2+m^{2}+m \sqrt{ }\left(4+m^{2}\right)\right\} \\
& \frac{1}{\alpha^{2}}=\frac{1}{2}\left\{2+m^{2}-m \sqrt{ }\left(4+m^{2}\right)\right\}
\end{aligned}
$$
\]

so that $m$ being positive $\alpha>1$, and the curve consists of two real branches ineluded between the lines $x=\alpha, x=\frac{1}{\alpha}$, and the lines $x=-\alpha, x=-\frac{1}{\alpha}$ respectively; each of these lines touches the curve in a real point, viz. $x$ having any one of the last-mentioned values, the value of $y$ at the point of contact is $y=\frac{m x}{x^{3}-1}$; and between each pair of lines we have the asymptote $x=+1$ or $x=-1$. Hence the curve has the form shown in the figure, and it is thereby evident, that each branch of the curve is met by

any real right line whatever in one real point, or else in three real points. The numerical values in the figure are $\alpha=\frac{3}{2}, m=\frac{5}{6}$, whence also $x=\alpha$ or $-\frac{1}{\alpha}, y=1$, and $x=-\alpha$ or $\frac{1}{\alpha}, y=-1$.

The curve has two nodes at infinity, viz. writing the equation in the form
that is,

$$
\left(x^{2}-z^{2}\right)\left(y^{2}+z^{2}\right)-m x y z^{2}=0,
$$

$$
x^{2} y^{2}+z^{2}\left(x^{2}-y^{3}-m x y\right)+z^{4}=0
$$

it appears that the points $(z=0, x=0),(z=0, y=0)$ are each of them a node. The first of these $(z=0, x=0)$ is the real intersection of the two odd branches: the other of them is a conjugate point.

## 644.

## NOTE ON MAGIC SQUARES.

[From the Messenger of Mathematics, vol. vi. (1877), p. 168.]

In a magic square of any odd order, formed according to the ordinary process, there is a tolerably simple analytical expression for the number which occupies any given compartment; thus taking the square of 21 , let the dexter diagonals (N.W. to S.E.) commencing from the N.E. corner compartment, be numbered $1,2,3, . ., 20,21,20^{\prime}$, $19^{\prime}, \ldots, 2^{\prime}, 1^{\prime}$, the diagonals of course containing these numbers of compartments respectively; and in any diagonal let the compartments reckoning from the top line be numbered 1, 2, $3, \ldots$, respectively; then if $D_{\theta, \phi}$ (or $D_{\theta, \phi}^{\prime}$ as the case may be) denotes the number in the compartment $\phi$ of the diagonal $\theta$ or $\theta^{\prime}$, we have

$$
\begin{aligned}
& D_{2 \theta+1, \phi}=20 \theta+10+\phi, \\
& D_{2 \theta \quad, \phi}=20 \theta+231+\phi(-21), \\
& D_{2 \theta+1, \phi}^{\prime}=-22 \theta+430+\phi \\
& D_{2 \theta \quad, \phi}^{\prime}=-22 \theta+231+\phi(-21),
\end{aligned}
$$

where in the second and fourth expressions the term -21 is to be retained only if $\phi>\theta$; if $\phi \ngtr \theta$, it is to be omitted. There would be a like formulæ for a square of any odd order, and it would be casy to write down the formulæ for the general value $2 n+1$ : but I have preferred to give them for a specific case.

## 645.

## A SMITH'S PRIZE PAPER, 1877.

[From the Messenger of Mathematics, vol. vi. (1877), pp. 173-182.]
The paper was as follows:

1. Show (independently of the theory of roots) how, if $x$ satisfies an equation of the order $n$, a given rational function of $x$ can in general be expressed as a rational and integral function of the order $n-1$. State the theorem in a more precise form, so as to make it true universally.
2. Investigate the form of the factors of $1 \pm \sin (2 n+1) x$ considered as a function of $\sin x$; and give the formulæ in the two cases, $2 n+1=3$ and 5 respectively.
3. Write down the substitutions which do not alter the function $a b+c d$; and explain the constitution of the group.
4. Find in a form adapted for calculation an approximate value for the sum of the middle $2 \alpha+1$ terms of the expansion of $(1+1)^{2 n}, n$ being a large number, and $\alpha$ small in comparison therewith.

Obtain thence a complete and precise statement of the theorem that in a large number of tosses the numbers of heads and tails will probably be nearly equal.
5. A point in space is represented on a given plane by its projections from two fixed points. Show how a problem relating to points, lines, and planes, is thereby reduced to a problem in plano; and apply the method to construct the line of intersection of two planes each passing through three given points.
6. A weight is supported on a tripod of three unequal legs resting on a smooth horizontal plane, their feet connected in pairs by strings of given lengths. Show how to determine the tensions of the several strings.
7. Explain the ordinary configuration of a system of isoparametric lines on a spherical surface; for instance, what is the configuration when there are two points of minimum value, and one point of maximum value, of the parameter?
8. Find the attraction of an infinite circular cylinder, of uniform density, on a given exterior or interior point.
9. Determine the number of arbitrary constants contained in the equation of a surface of the order $r$ which passes through the curve of intersection of two given surfaces of the orders $m$ and $n$ respectively.
10. Find, for the several values of $p$, the number of the conics passing through $p$ given points and touching $5-p$ given lines; and, in each case, show how to obtain (in point-coordinates or line-coordinates, as may be most simple) the equations of the conics satisfying the conditions in question.
11. Investigate the theory of the linear transformation of a ternary quadric function into itself.
12. Explain the theory of the solution of a partial differential equation, given function of $x, y, z, p, q, r=$ arbitrary constant $H$; where $p, q, r$ are the differential coefficients of the dependent variable $u$ in regard to the independent variables $x, y, z$ respectively.

I propose, not (as in former years) to give complete solutions, but only to notice in more or less detail the leading points in the several questions.

1. The expression is of course required, not only for a given integral function of $x$, but for a given fractional function. The case where the given function is integral presents no difficulty; when the given function is fractional, the most simple case is where it is $=\frac{1}{x-a}$; supposing the equation to be $f(x)=0$, here dividing $f(x)$ by $x-a$, we have a quotient $R(x)$ which is a rational and integral function of an order not exceeding $n-1$, and a remainder which is $=f(a)$; that is,

$$
\frac{f(x)}{x-a}=R(x)+\frac{f(a)}{x-a} ;
$$

or, in virtue of the given equation $\frac{f(a)}{x-a}=-R(x)$, viz. we have thus $\frac{1}{x-a}$ in the required form. But if $f(a)=0$, then we do not obtain such an expression of $\frac{1}{x-a}$. It has to be shown that the like considerations apply to any fractional function, and the precise form of the theorem is, that any rational function of $x$ which does not become infinite for any value of $x$ satisfying the given equation, can be expressed as a rational and integral function of an order not exceeding $n-1$.
2. The function $1-\sin (2 n+1) x$ is a rational and integral function of $\sin x$, of the order $2 n+1$; which if $n$ is even (or $2 n+1=4 p+1$ ) contains, as is at once seen, the factor $1-\sin x$, but if $n$ is odd (or $2 n+1=4 p-1$ ) the factor ( $1+\sin x$ ). Suppose that any other factor is $1-\frac{\sin x}{\sin \alpha}$, where $\sin \alpha$ not $= \pm 1$; then this will be a double factor if only $\sin x=\sin \alpha$ satisfies the condition

$$
0=\frac{d}{d \cdot \sin x}\{1-\sin (2 n+1) x\},
$$

that is, $0=\frac{\cos (2 n+1) x}{\cos x}$; the value in question gives $\sin (2 n+1) x=1$, and therefore $\cos (2 n+1) x=0$; and it does not give $\cos x=0$; hence every such factor $1-\frac{\sin x}{\sin \alpha}$ is a double factor, or we have

$$
1-\sin (2 n+1) x=(1 \pm \sin x) \Pi\left(1-\frac{\sin x}{\sin \alpha}\right)^{2}
$$

Or the like result might be obtained by considering instead of $1-\sin (2 n+1) x$, the more general function

$$
\sin (2 n+1) a \pm \sin (2 n+1) x
$$

and finally assuming $a=\frac{1}{2} \pi$.
3. Relates to a theory which is not, but ought to be, treated of in the text books of the University. See Serret's Algèbre Supérieure, t. II., Sect. IV.

The substitutions which leave $a b+c d$ unaltered are
1 1, that is, the letters remain unchanged,
$\alpha$
$\beta$
$\gamma$
$\delta$
$\epsilon \quad(a d)(b c)$, same with $a$ and $d, b$ and $c$,
$\zeta \quad(a c b d)$, that is, we cyclically change $a$ into $c, c$ into $b, b$ into $d$, and $d$ into $a$,
$\theta$ (adbc), that is, we cyclically change $a$ into $d, d$ into $b, b$ into $c$, and $c$ into $a$,
viz. we have eight substitutions $1, \alpha, \beta, \gamma, \delta, \epsilon, \zeta, \theta$ forming a group; that is, the product of any two of them, in either order, is a substitution of the group (or, what is the same thing, the effect of the successive performance of the two upon any arrangement $a b c d$ is the same as that of the performance thereon of some other substitution of the group); thus we have $a^{2}=1, \beta^{2}=1, \gamma^{2}=1, \alpha \beta=\beta \alpha=\gamma, \& c$.; the system of these equations, which verify that the set of substitutions form a group, defincs the constitution of the group-thus to take a more simple instance, a group of 4 may be $1, \alpha, \alpha^{2}, \alpha^{3}\left(\alpha^{4}=1\right)$ or $1, \alpha, \beta, \alpha \beta,\left(\alpha^{2}=1, \beta^{2}=1, \alpha \beta=\beta \alpha\right)$.
4. The expression of the general coefficient is

$$
=\frac{1.2 \ldots 2 n}{1.2 \ldots n-\alpha .1 .2 \ldots n+\alpha},
$$

which can be transformed by the well-known formula

$$
1.2 \ldots n=n^{n+\frac{1}{2}} \cdot \sqrt{ }(\pi) e^{-n},
$$

c. x .
viz. the coefficient thus becomes

$$
=\frac{2^{2 n}}{\sqrt{(n \pi)}} \frac{1}{\left(1-\frac{\alpha}{n}\right)^{n-a+1}\left(1+\frac{\alpha}{n}\right)^{n+\alpha+1}} .
$$

Now $\alpha$ is supposed small in comparison with $n$, and the factors in the denominator have the logarithms

$$
\left(n-\alpha+\frac{1}{2}\right) \log \left(1-\frac{\alpha}{n}\right),=\left(n-\alpha+\frac{1}{2}\right)\left(-\frac{\alpha}{n}+\frac{1}{2} \frac{\alpha^{2}}{n^{2}}\right),=-\alpha+\frac{1}{2} \frac{\alpha^{2}}{n},
$$

and

$$
\left(n+\alpha+\frac{1}{2}\right) \log \left(1+\frac{\alpha}{n}\right), \quad=\quad \alpha+\frac{1}{2} \frac{\alpha^{2}}{n} ;
$$

hence the denominator is $=e^{\frac{a^{2}}{n}}$, and the final approximate value of the coefficient is

$$
=\frac{2^{2 n}}{\sqrt{ }(n \pi)} e^{-\frac{a^{2}}{n}}
$$

Hence, converting as usual the sum into a definite integral, we have the sum of the $2 \alpha+1$ cocfficients

$$
=\frac{2^{2 n}}{\sqrt{(n \pi)}} \int_{-x}^{a} e^{-\frac{a^{2}}{n}} d \alpha
$$

$$
=\frac{2^{2 n}}{\sqrt{ }(\pi)} \int_{-\frac{a}{\sqrt{n}}}^{\frac{a}{\sqrt{n}}} e^{-x^{2}} d x
$$

For the chance that the number of tosses lies between $n+\alpha$ and $n-\alpha$, this has merely to be divided by $2^{2 n}$; hence writing $\alpha=k n$, the chance that the number may be between $n(1+k)$ and $n(1-k)$ is

$$
=\frac{1}{\sqrt{ }(\pi)} \int_{-k \Delta n}^{k N n} e^{-x^{2}} d x,
$$

where observe that the integral, taken with the limits $\infty,-\infty$ has the value $\sqrt{ }(\pi)$.
Considering $k$ as a given fraction however small, by increasing $n$ we make $k \sqrt{ }(n)$ as large as we please, and therefore the integral, as nearly as we please $=\sqrt{ }(\pi)$, or the chance as nearly as we please $=1$; and hence the complete and precise statement of the theorem, viz. by sufficiently increasing the number of tosses, the probability that the deviation from equality shall be any given percentage (as small as we please) of the whole number of tosses, can be made as nearly as we please equal to certainty.

Further, restoring $a$ in place of $k n$, the chance of a number between $n+a$ and $n-\alpha$ is

$$
=\frac{1}{\sqrt{ }(\pi)} \int_{-\frac{a}{\sqrt{n}}}^{\frac{a}{\sqrt{n}}} e^{-x^{2}} d x,
$$

which when $\frac{\alpha}{\sqrt{(n)}}$ is small is $=\frac{2 \alpha}{\sqrt{(n \pi)}}$, (more accurately $\frac{2 \alpha+1}{\sqrt{(n \pi)}}$, when $\alpha$ is small); hence, however large $\alpha$ is, the chance of a deviation from equality not exceeding $\pm \alpha$, continually diminishes with $n$, and by making $n$ sufficiently large becomes as small as we please.
5. The point is represented in the given plane by two points which lie in linea with a fixed point (say $O$ ) of that plane, viz. $O$ is the intersection of the given plane by the line which joins the two projecting points.

A line is represented on the given plane by two lines, viz. these are the projections of the line from the two given points; each point of the line is represented by the points of intersection of the two lines by any line through 0 .

A plane may be represented on the given plane by means of its trace thereon, and of the two points (in lined with 0 ) which represent any point of the plane.

Thus any problem relating to points, lines, and planes, in space is converted into a problem of plane geometry. For instance, to find the trace on the given plane of a plane through three given points $A, B, C$, the three points are represented by means of the pairs of points $A_{1}, A_{2} ; B_{1}, B_{2} ; C_{1}, C_{2}$, the points of each pair lying in lined with $O$; the required trace passes through the intersections with the given plane of the lines. $B C, C A, A B$ respectively, and we hence find it as the line through the three points which are the intersections of $B_{1} C_{1}, B_{2} C_{2}$, of $C_{1} A_{1}, C_{2} A_{2}$, and of $A_{1} B_{1}, A_{2} B_{2}$ respectively; that these points are in a line is a theorem of plane geometry, which, if not previously known, would have at once been given by the construction.
6. The solution ought obviously to be obtained from the principle of virtual velocities; taking $a, b, c$ for the lengths of the legs, $f, g, h$ for the lengths of the strings, and $z$ for the height of the summit, $z$ is a known function of $a, b, c, f, g, l$, ( $z$ is in fact $=\frac{3 V}{\Delta}$, where $V$, the volume of the tetrahedron, is a given function of $a, b, c, f, g, h ;$ and $\Delta$, the area of the base, is a given function of $f, g, h$ ). Writing then $F, G, H$ for the tensions, and $W$ for the weight, and regarding $z, f, g, h$ as variable, the principle gives

$$
W d z+F d f+G d g+H d h=0
$$

that is,

$$
F, G, H,=-W \frac{d z}{d f},-W \frac{d z}{d g},-W \frac{d z}{d h}
$$

respectively.
7. The ordinary case is when an isoparametric line has on one side of it larger values, on the other side of it smaller values of the parameter; the case where the isoparametric line is a line of maximum, or of minimum, parameter is excluded.

The lines in the neighbourhood of a point of maximum, or of minimum, parameter are ovals surrounding the point in question, cach oval being itself surrounded by the consecutive oval. Supposing that there are two points of minimum parameter, we have round each of them a series of ovals, until at length an oval belonging to the one of them comes to unite itself with an oval belonging to the other, the two ovals altering themselves into a figure of eight. Surrounding this we have a closed curve (in the first instance a deeply twice-indented oval) which (in the case supposed of there being, besides the two points of minimum parameter, a single point of maximum parameter) is in fact an oval surrounding the point of maximum parameter, and the remaining curves are the series of ovals surrounding that point. If we project stereographically from the point of maximum parameter (so that this point is represented by the points at infinity) we have a figure of eight, each loop containing within it a series of continually diminishing closed curves, and the figure of eight itself surrounded by a series of continually increasing closed curves.
8. The investigation by means of the Potential presents the difficulty that the Potential of the infinite cylinder has no determinate value, as at once appears from the limiting case where the cylinder is reduced to a right line; the difficulty is perhaps rather apparent than real, inasmuch as the partial differential equations contain only differential coeffieients $\frac{d V}{d r}, \frac{d^{2} V}{d r^{2}}$, where $\frac{d V}{d r}$ as representing an attraction, and thercfore also $\frac{d^{3} V}{d r^{2}}$, are determinate. But it is safer to work directly with the Attraction; the Attraction of an infinite line acts in the perpendicular plane through the attracted point, and is inversely proportional to the distance; the problem is thus reduced to the plane problem of a circle of uniform density, force varying as (distance) ${ }^{-1}$, attracting a point in its own plane. This is precisely similar to the case of a sphere with the ordinary law of attraction; dividing the circle into rings, each ring exerts an attraction $=0$ upon an interior point, and an attraction as if collected at the centre upon an exterior point. Hence, writing $a$ for the radius of the cylinder, and $r$ for the distance of the attracted point, the attraction is $=\pi r$ for an interior point, and $=\frac{\pi a^{2}}{r}$ for an exterior point.
9. The theory is precisely the same as for curves; taking the surfaces to be $U=0$ of the order $m$, and $V=0$ of the order $n$, the general form of the equation of a surface of the order $r$ ( not less than $m$ or $n$ ) is $L U+M V=0$, where $L$ is the general function of the order $r-m$, and $M$ the general function of the order $r-n$; and so long as $r$ is less than $m+n$, we obtain the required number of arbitrary constants as the sum of the numbers of the coefficients of $L$ and of $M$, less unity. But as soon as $r$ is $=m+n$ a modification arises, viz. we obtain here an identity by assuming $L=V, M=-U$, and so for any larger value of $r$, we have an identity by assuming $L=V \phi, M=-U \phi$, where $\phi$ is the general function of the order $r-m-n$.
10. The numbers are known to be 1, 2, 4, 4, 2, 1, which values are obtained most easily (though not in the way which is theoretically most interesting) by finding for
the first three cases the equation of the required conic in point-coordinates; and then, by changing these into line-coordinates, we have the equations for the remaining three cases.
$p=\mathbf{5}: 5$ points. The equation of the conic is

$$
(a, b, c, f, g, h \chi x, y, z)^{2}=0
$$

and we have 5 linear equations to determine the ratios of the coefficients; the number is therefore $=1$.
$p=4: 4$ points and 1 line. Taking $U=0$ and $V=0$, the equations of any two conics each passing through the four points, the equation of the required conic will be $U+\lambda V=0$, and the condition of touching a given line gives a quadric equation for $\lambda$; the number is therefore $=2$.
$p=3: 3$ points and 2 lines. In the same manner, by taking $U=0, V=0, W=0$, for the equations of any three conics through the three points; or if the equations of the lines containing the three points in pairs are $x=0, y=0, z=0$, then the equations of the three conics are $y z=0, z x=0, x y=0$, and the equation of any conic through these points is $f y z+g z x+h x y=0$; the conditions of touching two given lines $\xi x+\eta y+\zeta z=0$ and $\xi^{\prime} x+\eta^{\prime} y+\zeta^{\prime} z=0$, are

$$
\sqrt{ } f \sqrt{ } \xi+\sqrt{ } g \sqrt{ } \eta+\sqrt{ } h \sqrt{ } \zeta=0, \quad \sqrt{ } f \xi^{\prime}+\sqrt{ } g \sqrt{ } \eta^{\prime}+\sqrt{ } h \sqrt{ } \xi^{\prime}=0
$$

we have thus the ratios $\sqrt{ } f: \sqrt{ } g: \sqrt{ } h$ linearly determined in terms of $\sqrt{ } \xi, \sqrt{ } \eta$, \&ce.; there is no loss of generality in taking $\sqrt{ } \xi, \sqrt{ } \xi^{\prime}$ each with a determinate sign, the signs of $\sqrt{ } \eta$, \&c. being then arbitrary, we have $2^{4},=16$ values of $\sqrt{ } f: \sqrt{ } g: \sqrt{ } h$, and therefore one-fourth of this $=4$, for the number of values of $f: g: h$; that is, the number is $=4$.
11. This is a known theory; taking $x_{1}, y_{1}, z_{1}$ for the linear functions of $x, y, z$, which are such that

$$
\left(a, b, c, f, g, h \gamma\left(x_{1}, y_{1}, z_{1}\right)^{3}=(a, b, c, f, g, h \gamma x, y, z)^{2}\right.
$$

then assuming $x_{1}, y_{1}, z_{1}=2 \xi-x, 2 \eta-y, 2 \zeta-z$ respectively, we have

$$
(a, \ldots \nmid 2 \xi-x, 2 \eta-y, 2 \zeta-z)^{2}=(a, \ldots \not \subset x, y, z)^{2},
$$

or, omitting terms which destroy each other, and throwing out the factor 4, this is

$$
(a, \ldots \chi \xi, \eta, \zeta)^{2}=(a, \ldots \chi \xi, \eta, \zeta \chi(x, y, z),
$$

an equation which is satisfied identically by assuming

$$
\begin{aligned}
& a \xi+h \eta+g \zeta=a x+h y+g z \quad-\nu \eta+\mu \zeta, \\
& h \xi+b \eta+f \zeta=h x+b y+f z+\nu \xi \quad-\lambda \zeta, \\
& g \xi+f \eta+c \zeta=g x+f y+c z-\mu \xi+\lambda \eta \quad .
\end{aligned}
$$

where $\lambda, \mu, \nu$ are arbitrary; viz. multiplying by $\xi, \eta, \zeta$, and adding we have the equation in question. The three equations determine $\xi, \eta, \zeta$ as linear functions of $x, y, z$; and we have thence $x_{1}, y_{1}, z_{1}$ as linear functions of $x, y, z$; viz. this is a solution containing three arbitrary constants $\lambda, \mu, \nu$.
12. The partial differential equation might equally well have been proposed in the form, given function of $x, y, z, p, q, r=0$, viz. the equation then is $\phi(x, y, z, p, q, r)=0$, the general partial differential equation involving the three independent variables $x, y, z$, and the derived functions $p, q, r$ of the dependent variable $u$, but not involving the dependent variable $u$. The question is therefore in effect as follows: to find $p, q, r$ functions of $x, y, z$ connected by the foregoing equation, and, moreover, such that $p d x+q d y+r d z$ is an exact differential ; for then writing $u=\int(p d x+q d y+r d z)$, we have the solution of the given partial differential equation.

Whatever be the method adopted, it comes out that the solution depends on the integration of the system of ordinary differential equations

$$
\frac{d p}{-\frac{d \phi}{d x}}=\frac{d q}{-\frac{d \phi}{d y}}=\frac{d r}{-\frac{d \phi}{d z}}=\frac{d x}{\frac{d \phi}{d p}}=\frac{d y}{\frac{d \phi}{d q}}=\frac{d z}{\frac{d \phi}{d r}}
$$

and the answer consists first in showing this, and secondly, in showing how from an integral or integrals of the system we pass to the solution of the partial differential equation.

Considering the partial differential equation in the form actually proposed, we may instead of $\phi$ write $H$, where $H$ will stand for that given function of $x, y, z, p, q, r$ which is the value of the arbitrary constant $H$; making this change, and putting the foregoing equal quantities equal to the differential $d t$ of a new variable, the system of ordinary differential equations is

$$
\begin{array}{lll}
\frac{d p}{d t}=-\frac{d H}{d x}, & \frac{d q}{d t}=-\frac{d H}{d y}, & \frac{d r}{d t}=-\frac{d H}{d z} \\
\frac{d x}{d t}=\frac{d H}{d p}, & \frac{d y}{d t}=\frac{d H}{d q}, & \frac{d z}{d t}=\frac{d H}{d r},
\end{array}
$$

where $H$ is a given function of $x, y, z, p, q, r$. This is, in fact, the Hamiltonian system of equations; and it was in view to the connexion that the partial differential equation was proposed in its actual form.

## 646.

## ON THE GENERAL EQUATION OF DIFFERENCES OF THE SECOND ORDER.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 23-25.]

Consider the equation of differences
viz. we have

$$
\begin{aligned}
& u_{x}=a_{x-1} u_{x-1}+b_{x-2} u_{x-2}, \\
& u_{2}=a_{1} u_{1}+b_{0} u_{0}, \\
& u_{3}=u_{2} u_{2}+b_{1} u_{1}, \\
& u_{4}=a_{3} u_{3}+b_{2} u_{2}, \\
& u_{5}=a_{4} u_{4}+b_{3} u_{3}, \\
& u_{6}=a_{5} u_{5}+b_{4} u_{4},
\end{aligned}
$$

and thence

$$
\begin{aligned}
& u_{3}=\left|\begin{array}{l}
a_{2} a_{1} \\
+b_{1}
\end{array}\right|^{u_{1}+\quad a_{2}} \begin{array}{lll}
b_{0} u_{0}, \\
& &
\end{array} \\
& \begin{array}{rl|ll|l}
u_{4}= & u_{3} a_{2} u_{1} & u_{1}+ & a_{3} u_{2} & b_{0} u_{0}, \\
& +u_{3} b_{1} & & +b_{2} & \\
& +a_{1} b_{2} & & &
\end{array} \\
& \begin{array}{rl|l|l}
u_{5}= & a_{4} a_{3} u_{2} u_{1} & u_{1}+a_{1} a_{3} a_{2} & b_{0} u_{0} \\
& +a_{4} a_{3} b_{1} & +a_{4} b_{2} & \\
& +a_{4} a_{1} b_{2} & & +a_{2} b_{3} \\
& +a_{2} a_{1} b_{3} & \\
& +b_{1} b_{3} & &
\end{array}
\end{aligned}
$$

$$
\begin{array}{rl|l|l}
u_{6}= & a_{5} a_{4} a_{3} a_{2} a_{1} & u_{1}+a_{3} a_{4} a_{3} a_{2} & b_{0} u_{0} \\
& +a_{5} l_{4} a_{3} b_{1} & & +a_{5} a_{4} b_{2} \\
& +a_{5} a_{4} a_{3} b_{2} & & +a_{5} a_{2} b_{3} \\
& +a_{5} a_{2} a_{1} b_{3} & & +a_{3} a_{2} b_{4} \\
& +a_{3} a_{2} a_{1} b_{4} & +b_{4} b_{2} & \\
& +a_{5} b_{3} b_{1} & \\
& +a_{3} b_{4} b_{1} & \\
& +a_{1} b_{4} b_{2} &
\end{array}
$$

It is now easy to see the law; viz. writing for instance

$$
u_{6}=54321 . u_{1}+5432 . b_{0} u_{0}
$$

then 54321 has a leading term $a_{5} a_{4} a_{3} a_{2} a_{1}$ : it has terms derived from this by changing any pair $a_{2} a_{1}$ into $b_{1}, a_{3} a_{2}$ into $b_{2}, a_{4} a_{3}$ into $b_{3}, a_{5} a_{4}$ into $b_{4}$ : it has terms derived by changing any two pairs $a_{4} a_{3}, a_{2} a_{1}$ into $b_{3} b_{1} ; a_{5} a_{4}, a_{2} a_{1}$ into $b_{4} b_{1} ; a_{5} a_{4}, a_{3} a_{2}$ into $b_{4} b_{2}$, and so on; where observe that the expression a pair denotes the product of two consecutive $a$ 's.

And, similarly, 5432 has a leading term $a_{5} a_{4} a_{3} a_{2}$; the other terms being derived from this in the same manner precisely.

The solution of $u_{x}=l x\left(a u_{x-1}-u_{x-2}\right)$ is included in, and might be deduced from the foregoing, but it is convenient to obtain it separately. Supposing for greater simplicity that $u_{-1}=0, u_{0}=1$ (or, what is the same thing, $u_{0}=1, u_{1}=l_{1} a$ ), then we find

$$
\begin{aligned}
& u_{0}=1 \text {, } \\
& u_{1}=l_{1} a \text {, } \\
& u_{2}=l_{2} l_{1} a^{2}-l_{2}, \\
& u_{3}=l_{3} l_{2} l_{1} \alpha^{3}-\left|\begin{array}{r}
l_{3} l_{2} \\
+l_{3} l_{1}
\end{array}\right|^{\alpha} \\
& u_{4}=l_{4} l_{3} l_{2} l_{1} a^{4}-\left|\begin{array}{r}
l_{4} l_{3} l_{2} \\
+ \\
+l_{4} l_{3} l_{1} \\
+ \\
+l_{4} l_{2} l_{1}
\end{array}\right| a^{2}+l_{4} l_{2} \\
& \left.u_{5}=l_{5} l_{4} l_{3} l_{2} l_{1} a^{5}-\left|\begin{array}{r}
l_{5} l_{4} l_{3} l_{2} \\
+l_{5} l_{4} l_{3} l_{1} \\
+l_{5} l_{4} l_{2} l_{1} \\
+l_{5} l_{3} l_{2} l_{1}
\end{array}\right| \begin{array}{r|r} 
& l_{5}^{3}+ \\
+l_{5} l_{4} l_{2} l_{2} \\
+l_{5} l_{3} l_{1}
\end{array} \right\rvert\, a, \\
& \text { \&c., }
\end{aligned}
$$

viz. we may for example write
where

$$
u_{5}=l_{5} 4321 . a^{5}-4321(\cdot) a^{3}+4321(:) a \text {; }
$$

$$
4321 \text { denotes } l_{4} l_{3} l_{2} l_{1}:
$$

in $4321(\cdot)$, we omit successively each number, viz. we thus obtain

$$
\begin{array}{r}
432+431+421+321, \\
=l_{4} l_{3} l_{2}+l_{4} l_{3} l_{1}+l_{4} l_{2} l_{1}+l_{3} l_{2} l_{1}:
\end{array}
$$

in 4321 (:), we omit successively each two non-consecutive numbers, viz. the omitted numbers being 1,$3 ; 1,4 ; 2,4$, we obtain

$$
\begin{aligned}
& 42+32+31 \\
= & l_{4} l_{2}+l_{3} l_{2}+l_{3} l_{1}:
\end{aligned}
$$

and so on, the omissions being each three numbers, each four numbers, \&cc., no two of them being consecutive; thus in $654321(\because)$, the omissions are $5,3,1$, and $6,4,2$; or the symbol is

$$
\begin{array}{r}
642+531, \\
=l_{6} l_{4} l_{2}+l_{5} l_{3} l_{1} .
\end{array}
$$

As an application, a solution of the differential equation $\frac{d}{d x}\left(x \frac{d y}{d x}\right)+(x-a) y=0$ is $y=u_{0}+u_{1} x+u_{2} x^{2}+\& c$., where $n^{2} u_{n}=a u_{n-1}-u_{n-2}$, and in particular $1^{2} u_{1}=u u_{0}$; the equation of differences is thus of the form in question, and retaining $l_{n}$ in place of its value, $=n^{2}$, the solution is $u_{0}=1, u_{1}=l_{1} a, u_{2}=l_{2} l_{1} a^{2}-l_{2}$, \&c. ut supra. The differcntial equation was considered by the Rev. H. J. Sharpe, who mentioned it to Prof. Stokes.
c. $\mathbf{x}$.

## 647.

## ON THE QUARTIC SURFACES REPRESENTED BY THE EQUATION, SYMMETRICAL DETERMINANT $=0$.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 46-52.]

Consider the equation

$$
\nabla=\left|\begin{array}{llll}
a, & h, & g, & l \\
h, & b, & f, & m \\
g, & f, & c, & n \\
l, & m, & n, & d
\end{array}\right|=0,
$$

where for the moment $(a, b, \ldots)$ denote linear functions of the coordinates $(x, y, z, w)$. This is a quartic surface having 10 nodes: viz. if we write $(A, B, \ldots)$ for the first minors of the determinant, then the cubic surfaces $A=0, B=0, \ldots$ have in common 10 points which are nodes of the quartic surface.

Suppose that $(a, b, c, f, g, h)$ are linear functions of the form $(x, y)$; then, observing that cevery term of $\nabla$ contains as a factor

$$
\left|\begin{array}{lll}
a, & h, & g \\
h, & b, & f \\
g, & f, & c
\end{array}\right|,
$$

or one of its first minors, it is clear that the line $x=0, y=0$ is a double line on the surface. But the number of nodes is now less than 10 ; in fact, writing ( $x=0$, $y=0$ ), we make each of the first minors of $\nabla$ to vanish; that is, the cubic surfaces, which by their intersection determine the nodes, have in common the line ( $x=0, y=0$ ), and there is a diminution in the number of their common intersections. I do not pursue the enquiry, but pass to a different question.

I, in fact, take the terms $(a, \ldots)$ of the determinant to be homogeneous functions of $(x, y, z, w)$ of the degrees

$$
\left|\begin{array}{llll}
0, & 1, & 1, & 0 \\
1, & 2, & 2, & 1 \\
1, & 2, & 2, & 1 \\
0, & 1, & 1, & 0
\end{array}\right|
$$

respectively, viz. $a, d, l$ are constants, $g, h, m, n$ linear functions, and $b, c, f$ quadric functions of the coordinates; $\nabla=0$ still represents a quartic surface; and it appears by a general formula that the number of nodes is $=8$. But we can easily show this directly; and further, that the 8 nodes are the intersections of three quadric surfaces; or say that the quartic surface is octadic. For denoting as before the first minors by $A, \ldots$, then $B, C, F$ are each of them a quadric function of the coordinates, viz. we have

$$
\begin{aligned}
& B=d\left(a c-g^{2}\right)-c l^{2}-a n^{2}+2 g l n, \\
& C=d\left(a b-h^{2}\right)-a m^{2}-b l^{2}+2 h l m, \\
& F=d(g h-a f)+l^{2} f+m n a-n l h-l m g,
\end{aligned}
$$

and we have identically

$$
B C-F^{2}=\left(a d-l^{2}\right) \nabla
$$

so that throwing out the constant factor $a d-l^{2}$, the equation of the surface is

$$
B C-F^{2}=0
$$

and it has 8 nodes, the intersections of the three quadric surfaces $B=0, C=0, F=0$. By equating to zero any other minor of the determinant $\nabla$, we have a surface passing through the 8 nodes; we have for instauce the quartic surface

$$
\left|\begin{array}{lll}
a, & h, & g \\
h, & b, & f \\
g, & f, & c
\end{array}\right|=0
$$

Suppose now (and in all that follows) that, the degrees being as already mentioned, we further assume that $b, c, f$ are quadric functions of the form $(x, y)^{2}, g, h$ linear functions of the form ( $x, y$ ); then since each term of $\nabla$ contains either

$$
\left|\begin{array}{lll}
a, & h, & g \\
h, & b, & f \\
g, & f, & c
\end{array}\right|
$$

or one of its first minors, it is clear that the line ( $x=0, y=0$ ) is a double line on the surface. But in the present case there is not any diminution in the number of the nodes; in fact, writing $x=0, y=0$, and therefore $b, c, f, g, h$ each $=0$ (but not $a=0$ ), the minors $B, C, F$ none of them vanish; that is, the line $x=0, y=0$ is not a line on any one of the quadric surfaces, and the quadric surfaces intersect as before in an octad of points.

$$
7-2
$$

The equation $\nabla=0$ thns represents a quartic surface having a double line, and also 8 nodes forming an oetad.

We may without loss of generality write $d=0$; in fact, the determinant is unaltered if we add to the fourth column $\theta$ times the first column, and then to the fourth line $\theta$ times the first line; the determinant is thus of the original form, but in place of $d$ it has $d+2 \theta l+\theta^{*} a$, which by properly determining $\theta$ can be made $=0$. And then changing the original $l, m, n$, the equation is

$$
\nabla=\left|\begin{array}{cccc}
a, & h, & g, & l \\
h, & b, & f, & m \\
g, & f, & c, & n \\
l, & m, & n, & 0
\end{array}\right|=0 .
$$

Or, writing for shortness,

$$
K=\left|\begin{array}{lll}
a, & h, & g \\
h, & b, & f \\
g, & f, & c
\end{array}\right|
$$

and denoting the minors hereof by ( $a, b, c, f, g$, $h$ ), then the equation is

$$
\nabla=(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{f}, \mathrm{~g}, \mathrm{~h} \gamma l, m, n)^{2}=0
$$

where the degree of $K$ is 4 , and the degrees of $a, b, c, f, g$, hare $4,2,2,2,3,3$ respectively, those of $l, m, n$ being $0,1,1$ respectively.

The nodes are, as before, the intersections of the quadric surfaces $B=0, C=0$, $F=0$, viz. ( $d$ being now $=0$ ) the valnes are

$$
\begin{aligned}
-B & =c l^{2}-2 g l n+a n^{2} \\
-C & =b l^{2}-2 h l m+a m^{2} \\
F & =f l^{2}-g l n-h l n+a m n .
\end{aligned}
$$

But, according to a previous remark, the nodes lie also on the quartic surface $K=0$; viz. this is a set of four planes intersecting in the line $x=0, y=0$.

Now, in general, any plane through the line $x=0, y=0$ meets the surface in this line twice and in a conic; if the plane is $y=\theta x$, we have

$$
a, b, c, f, g, h=a^{\prime}, b^{\prime} x^{2}, c^{\prime} x^{2}, f^{\prime} x^{2}, g^{\prime} x, h^{\prime} x
$$

where $a^{\prime}, b^{\prime}, e^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}$ are functions of $\theta$ of the degrecs $(0,2,2,2,1,1)$ respectively; and thence also

$$
\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{f}, \mathrm{~g}, \mathrm{~h}=\mathrm{a}^{\prime} x^{4}, \mathrm{~b}^{\prime} x^{2}, \mathrm{c}^{\prime} x^{2}, \mathrm{f}^{\prime} x^{2}, \mathrm{~g}^{\prime} x^{3}, \mathrm{~h}^{\prime} x^{3}
$$

where $a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}$ are functions of $\theta$ of the degrees $4,2,2,2,3,3$ respectively; the equation of the surface thus becomes $\left(a^{\prime}, b^{\prime}, c^{\prime}, \mathrm{f}^{\prime}, \mathrm{g}^{\prime}, \mathrm{h}^{\prime} l l x, m, n\right)^{2}=0$; viz. this is a quadric equation which, combined with the equation $y-\theta x=0$, determines the
conic in question. But for each of the planes $K=0$, we have ( $\left.\mathrm{a}^{\prime}, \mathbf{b}^{\prime}, \mathrm{e}^{\prime}, \mathrm{f}^{\prime}, \mathrm{g}^{\prime}, \mathrm{h}^{\prime}>l x, m, n\right)^{n}$ a perfect square, or the conic a two-fold line; we have thus the 8 nodes lying in pairs on four lines, say the four "rays," in the four planes $K=0$ respectively; each of these rays meets the double line $x=0, y=0$ in a point; and we have thus on the double line 4 points, which are in fact pinch-points of the surface (as to this presently). It has just been stated that for the plane passing through the nodal line and a ray, the conic is a two-fold line (the ray twice) containing upon it a pair of nodes; more properly, the conic is the point-pair composed of the two nodes.

We can find through the nodes four different plane-pairs; in fact, forming the equation

$$
-B+2 \lambda F^{\prime}-\lambda^{2} C=0,
$$

this is

$$
l^{2}\left(c+2 \lambda f+\lambda^{2} b\right)-2 l(g+\lambda h)(n+\lambda m)+a(n+\lambda m)^{2}=0 ;
$$

or, as this may also be written,

$$
[a(n+\lambda m)-l(g+\lambda h)]^{2}+l^{2}\left(b-2 \lambda f+\lambda^{2} c\right)=0,
$$

where $\mathrm{b}, \mathrm{c}, \mathrm{f}$ and therefore also $\mathrm{b}-2 \lambda \mathrm{f}+\lambda^{2} \mathrm{c}$ are of the form $(x, y)^{2}$; say that we have $\mathrm{b}-2 \lambda \mathrm{f}+\lambda^{2} \mathrm{c}=(p, q, r \gamma x, y)^{2}$, where $p, q, r$ are of course quadric functions of $\lambda$; determining $\lambda$ by the quartic equation $p r-q^{2}=0$, we have $b-2 \lambda f+\lambda^{2} e$ a perfect square, $=(\alpha x+\beta y)^{2}$ suppose; and we have thus the plane-pair

$$
[a(n+\lambda m)-l(g+\lambda h)]^{3}-l^{2}(\alpha x+\beta y)^{2}=0
$$

containing the eight nodes; viz. there are four such plane-pairs. The two planes of a plane-pair intersect in a line called an "axis"; that is, we have four axes each meeting the nodal line; and we have thus also through the nodal line and the four axes respectively four planes, which are "pinch-planes" of the quartic surface (as to this presently).

It has just been seen that the equation $B-2 \lambda F+C \lambda^{2}=0$ (where $\lambda$ is arbitrary) is expressible in the form

$$
[a(n+\lambda m)-l(g+\lambda h)]^{2}+l^{2}\left(p, q, r \gamma(x, y)^{2}=0,\right.
$$

viz. this is the equation of a quadric eone having its vertex on the nodal line at the point $x=0, y=0, a n-l g+\lambda(a m-l h)=0$; this is, in fact, a cone touching the surface, as at once appears by writing the equation of the cone in the form

$$
\frac{1}{C}\left\{B C-F^{2}+(\lambda C-F)^{2}\right\}=0
$$

that is,

$$
\frac{1}{C}\left\{-l^{2} \nabla+\left(\lambda C-F^{\prime}\right)^{2}\right\}=0
$$

we thus see that, taking for vertex any point whatever on the nodal line, there is a cireumscribed quadric cone.

For each of the above-mentioned four values of $\lambda$, the quadric cone breaks up into a plane-pair; each plane of the plane-pair is thus a "trope" or plane touching the surface along a conic; viz. this is the conic passing through the intersection of the plane (or say of an axis) with the nodal line and through four nodes of the surface. We have thus 8 tropes, intersecting in pairs in the four axes (and the intersection of each axis with the nodal line being a pinch-point). Moreover, joining the nodes in pairs, we have four rays, each meeting the nodal line, the plane through it and the nodal line being a pinch-plane; this is illustrated in the figure.


As to the pinch-planes and pinch-points, remark first that a plane through the nodal line is in general a bitangent plane, its two points of contact being the points where the conic in such plane meets the nodal line. When the two points of contact come to coincide, the plane is a pinch-plane; viz. this happens when the plane passes through a ray, the conic being then the ray twiee repeated. And secondly, at a point on the nodal line there are in general two tangent planes, viz. these are the tangent planes to the quadric cone belonging to such point; when the two tangent-planes come to coincide the point is a pinch-point, and this happens when the point is the intersection of the nodal line with an axis, for then (the quadric cone breaking up into the two tropes through the axis) the two tangent planes become the plane through the axis taken twice.

Each section through the nodal line is a conie, and the polar of the nodal line in regard to this conic is a point; the locus of this point (for different sections through the nodal line) is a right line which may be called simply the "polar." To prove this, considering the section by the plane $y=\theta x$, we have to find the pole of the line $x=0$ in regard to the conic

$$
\left(\mathrm{a}^{\prime}, \mathrm{b}^{\prime}, \mathrm{c}^{\prime}, \mathrm{f}^{\prime}, \mathrm{g}^{\prime}, \mathrm{h}^{\prime} \gamma l x, m, n\right)^{2}=0
$$

this is $l x: m: n=a^{\prime}: h^{\prime}: g^{\prime}$, viz. if $g=g_{0} x+g_{1} y, h=h_{0} x+h_{1} y$, this is

$$
l x: m: n=a: g_{0}+g_{1} \theta: h_{0}+h_{1} \theta
$$

or joining hereto the equation $y=\theta x$, we have

$$
l x: l y: m: n=a: a \theta: g_{0}+g_{1} \theta: h_{0}+h_{1} \theta,
$$

where $l, a, g_{0}, g_{1}, h_{0}, h_{1}$ are constants; $m, n$ are linear functions of the eoordinates $(x, y, z, w)$. The equations represent, it is clear, a right line which is the polar in question; and they may be written

$$
\frac{l x}{a}=\frac{h_{1} m-g_{1} n}{h_{1} g_{0}-h_{0} g_{1}}, \quad \frac{l_{y}}{a}=-\frac{h_{0} m-g_{0} n}{h_{1} g_{0}-h_{0} g_{1}} .
$$

When the plaue passes through a ray, the conic becomes, as was stated, the pointpair composed of the two nodes in such ray; the harmonic in regard to these two points of the intersection of the ray with the nodal line is thus a point on the polar: that is, the polar meets the ray; and the two nodes are situate harmonically in regard to the intersections of the ray with the nodal line and the polar respectively.

The polar may be arrived at in a different manner, viz. if instead of a plane through the nodal line we consider a point on the nodal line, this is the vertex of a circumseribed quadric cone; and taking the polar plane of the nodal line in regard to this cone, then considering the point as variable, the different polar planes all pass through a line which is the polar in question. And hence, taking for the point the intersection of the nodal line with an axis, it appears that the axis meets the polar; and, moreover, that the two tropes through the axis are harmonics in regard to the planes through the axis, and the polar and nodal line respectively.

Collecting the foregoing results, we have a quartic surface as follows:
We have two lines, a nodal line and a polar; meeting each of these, four lines called "rays" and four other lines called "axes." On each ray, harmonically in regard to its intersections with the nodal line and the polar, two nodes of the surface (in all 8 nodes): through each axis, harmonically in regard to the planes through it and the nodal line and the axis respectively, two tropes of the surface (in all 8 tropes). In each trope (or, what is the same thing, in its conic of contact) are 4 nodes; through each node (or, what is the same thing, touching its tangential quadricone) are 4 tropes; the relation of the nodes and tropes may be thus represented, viz. taking the pairs of nodes to be 1,$2 ; 3,4 ; 5,6 ; 7,8$; and those of tropes to be I, II; III, IV ; V, VI; VII, VIII; then we have

viz. reading horizontally or vertically, the dots show the tropes through each node, or the nodes in each trope.

The plane through any ray and the nodal line is a pinch-plane of the surface, its point of contact being the intersection of the ray with the nodal line; and the intersection of each axis with the nodal line is a pinch-point of the surface, the tangent plane being the plane through the axis and the nodal line; the surface has thus 4 pinch-planes and 4 pinch-points.

## 648.

## ALGEBRAICAL THEOREM.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), p. 53.]
I wish to put on record the following theorem, given by me as a Senate-House Problem, January, 1851.

If $\{\alpha+\beta+\gamma+\ldots\}^{p}$ denote the expansion of $(\alpha+\beta+\gamma+\ldots)^{p}$, retaining those terms $N \alpha^{a} \beta^{b} \gamma^{c} \ldots$ only in which

$$
b+c+d+\ldots \not p p-1, \quad c+d+\ldots \not p p-2, \& c ., \& c .,
$$

then

$$
\begin{aligned}
x^{n}=(x+\alpha)^{n}-n\{a\}^{1}(x+\alpha & +\beta)^{n-1}+\frac{1}{2} n(n-1)\{\alpha+\beta\}^{2}(x+\alpha+\beta+\gamma)^{n-2} \\
& -\frac{1}{6} n(n-1)(n-2)\{\alpha+\beta+\gamma\}^{3}(x+\alpha+\beta+\gamma+\delta)^{n-3}+\& c .
\end{aligned}
$$

The theorem, in a somewhat different and imperfectly stated form, is given, Burg, Crelle, t. I. (1826), p. 368, as a generalisation of Abel's theorem,

$$
\begin{aligned}
(x+\alpha)^{n}=x^{n}+n \alpha(x+\beta)^{n-1} & +\frac{1}{2} n(n-1) \alpha(\alpha-2 \beta)(x+2 \beta)^{n-2} \\
& +\frac{1}{8}(n-1)(n-2)(n-3) \alpha(\alpha-3 \beta)^{2}(x+3 \beta)^{2}+\& c .
\end{aligned}
$$

c. x .

# ADDITION TO MR GLAISHER'S NOTE ON SYLVESTER'S PAPER, "DEVELOPMENT OF AN IDEA OF EISENSTEIN." 

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 83, 84.]

The formula (11) [in the Note], under a slightly different form, is demonstrated by me in an addition [263] to Sir J. F. W. Herschel's paper "On the formulæ investigated by Dr Brinkley, \&c.," Phil. Trans. t. CL., 1860, pp. 321-323. The demonstration is in effect as follows: let $u$ denote a series of the form $1+b x+c x^{2}+d x^{3}+\ldots$, and let $u^{i}$ (where $i$ is positive or negative, integer or fractional) denote the development of the $i$-th power of $u$, continued up to the term which involves $x^{n}$, the terms involving higher powers of $x$ being rejected; $u^{0}, u^{1}, u^{2}, \ldots$, and generally $u^{8}$ will denote in like manner the developments of these powers up to the terms involving $x^{n}$, or, what is the same thing, they will be the values of $u^{i}$ corresponding to $i=0,1,2, \ldots, s$. By the formula $u^{i}=1+\frac{i}{1}(u-1)+\frac{i \cdot i-1}{1.2}(u-1)^{2}+\ldots$ as far as the term involving $(u-1)^{n}, u^{i}$ is a rational and integral function of $i$ of the degree $n$, and can therefore be expressed in terms of the values $u^{0}, u^{1}, u^{2}, \ldots, u^{n}$ which correspond to $i=0,1,2, \ldots, n$. Let $s$ have any one of the last-mentioned values, then the expression

$$
\frac{i . i-1 . i-2 \ldots i-n}{i-s} \frac{1}{s . s-1 \ldots 2.1 .-1 .-2 \ldots-(n-s)},
$$

which as regards $i$ is a rational and integral function of the degree $n$ (the factor $i-s$ which occurs in the numerator and denominator being of course omitted), vanishes for each of the values $i=0,1,2, \ldots, n$, except only for the value $i=s$, in which case it becomes equal to unity. The required formula is thus seen to be

$$
u^{i}=\Sigma\left\{\frac{\{i . i-1 . i-2 \ldots i-n}{i-s} \frac{1}{s . s-1 \ldots 2.1 .-1 .-2 \ldots-(n-s)} u^{8}\right\},
$$

where the summation extends to the several values $s=0,1,2, \ldots, n$; or, what is the same thing, it is

$$
u^{i}=\Sigma\left\{\frac{\{i-i-1 . i-2 \ldots i-n}{i-s} \frac{(-)^{n-8} 1}{1.2 \ldots s .1 .2 \ldots(n-s)} u^{s}\right\}
$$

or, changing the sign of $i$, it is

$$
u^{-i}=\Sigma\left\{\frac{i . i+1 . i+2 \ldots i+n}{i+s} \frac{(-)^{s} 1}{1.2 \ldots s .1 \cdot 2 \ldots n-s} u^{s}\right\}
$$

where, as before, $s$ has the values $0,1,2, \ldots, n$ successively. Or, what is the same thing, we have

$$
C_{-i, n}=\Sigma\left\{\frac{i . i+1 . i+2 \ldots i+n}{i+s} \frac{(-)^{8} 1}{1.2 \ldots s .1 .2 \ldots n-s} C_{8, n}\right\},
$$

where the term corresponding to $s=0$, as containing the factor $C_{0, n}$ vanishes except in the case $n=0$ (for which it is $=1$ ); and omitting this evanescent term, this is in fact the formula (11).

## 650.

## ON A QUARTIC SURFACE WITH TWELVE NODES.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 103-106.]

Write for shortness

$$
\begin{array}{lll}
a=\beta-\gamma, & f=\alpha-\delta, & a f=p \\
b=\gamma-\alpha, & g=\beta-\delta, & b g=q \\
c=\alpha-\beta, & h=\gamma-\delta, & c h=r
\end{array}
$$

then, $\theta$ being a variable parameter, the surface in question is the envelope of the quadric surface

$$
(\alpha+\theta)^{2} a g h X^{2}+(\beta+\theta)^{2} b h f Y^{2}+(\gamma+\theta)^{2} c f g Z^{2}+(\delta+\theta)^{2} a b c W^{2}=0 ;
$$

viz. this is

$$
\Sigma \alpha^{2} a g h X^{2} \cdot \Sigma a g h X^{2}-\Sigma \alpha a g h X^{2}=0 .
$$

There are no terms in $X^{4}, \& \mathrm{c} . ;$ the coefficient of $Y^{2} Z^{2}$ is

$$
\gamma^{3} c f g \cdot b f h+\beta^{2} b f h \cdot c f g-2 \beta b f h \cdot \gamma c f g
$$

which is

$$
=b c f^{2} g h(\beta-\gamma)^{2},=a^{2} b c f^{2} g h,=a b c f g h \cdot p
$$

Hence the whole equation divides by abcfgh, and throwing out this factor, the result is

$$
p\left(Y^{2} Z^{2}+X^{2} W^{2}\right)+q\left(Z^{2} X^{2}+Y^{2} W^{2}\right)+r\left(X^{2} Y^{2}+Z^{2} W^{2}\right)=0
$$

or, obscrving that $p+q+r=0$, this may also be written

$$
p(Y Z+X W)^{2}+q(Z X+Y W)^{2}+r(X Y+Z W)^{2}=0,
$$

and also

$$
p(Y Z-X W)^{2}+q(Z X-Y W)^{2}+r(X Y-Z W)^{2}=0
$$

The more general equation

$$
(p, q, r, l, m, n \gamma Y Z+X W, Z X+Y W, X Y+Z W)^{2}=0
$$

represents a quartic surface (octadic) having the 8 nodes

$$
\begin{array}{ll}
(1,0,0,0), & (\overline{1}, 1,1,1), \\
(0,1,0,0), & (1, \overline{1}, 1,1), \\
(0,0,1,0), & (1,1, \overline{1}, 1), \\
(0,0,0,1), & (1,1,1, \overline{1}) .
\end{array}
$$

We have

| $d_{X} U=$ | $d_{Y} U=$ |  |  |
| :---: | :---: | :---: | :---: |
| p. $X W^{3}+Y Z W$ | p. | $Y Z^{*}$ | $+X Z W$ |
| q. $Y W^{2}+Y Z W$ | $q$. | $Y W^{2}$ | $+X Z W$ |
| r. $Z W^{2}+Y Z W$ | $r$. | $Y X^{2}$ | + XZW |
| l. $2 X Y Z+W\left(Y^{2}+Z^{2}\right)$ | $l$. | $2 X$ | $+Z\left(W^{2}+X^{2}\right)$ |
| m. $2 X Y W+Z\left(W^{2}+Y^{2}\right)$ |  | 2 Y | $+W\left(Z^{2}+X^{2}\right)$ |
| n. $2 X Z W+Y\left(W^{2}+Z^{2}\right)$, | $n$. |  | $+X\left(W^{2}+Z^{2}\right)$ |
| $d_{Z} U=$ |  |  | $d_{W} U=$ |
| p. $Y^{2} Z+X Y W$ | $p$. | $X^{2} W$ | + XYZ |
| q. $X^{2} Z+X Y W$ | $q$. | $Y^{2} W$ | + XYZ |
| r. $W^{2} Z+X Y W$ | $r$. | $Z^{2} W$ | + XYZ |
| l. $2 Z X W+Y\left(W^{2}+X^{2}\right)$ | $l$. | $2 W Y$ | $+X\left(Y^{2}+Z^{2}\right)$ |
| m. $2 Y Z W+X\left(W^{2}+Y^{2}\right)$ |  | 2WZ | $+Y\left(Z^{2}+X^{2}\right)$ |
| n. $2 Z X X Y+W\left(X^{2}+Y^{2}\right)$, | $n$. | $2 W X$ | $Y+Z\left(X^{2}+Y^{2}\right)$ |

Hence there will be a node

$$
\begin{aligned}
& 1, \overline{1}, \overline{1}, 1, \text { if } p+q+r+2 l-2 m-2 n=0 \\
& \overrightarrow{1}, \mathbf{1}, \overline{1}, 1, \ldots p+q+r-2 l+2 m-2 n=0 \\
& \overline{1}, \overline{1}, 1,1, \ldots p+q+r-2 l-2 m+2 n=0 \\
& 1,1,1,1, \ldots p+q+r+2 l+2 m+2 n=0
\end{aligned}
$$

or say there will be
1 of these uodes if $p+q+r+2 l+2 m+2 n=0$,
$2 \ldots \ldots \ldots \ldots \ldots \ldots \ldots . p+q+r+2 l=0, m+n=0$,
$3 \ldots \ldots \ldots \ldots \ldots \ldots . \cdot p+q+r=2 l=-2 m=-2 n$,
$4 \ldots \ldots \ldots \ldots \ldots \ldots . . p+q+r=0, l=0, m=0, n=0$;
viz. the surface having the 12 nodes is the original surface

$$
p(Y Z+X W)^{2}+q(Z X+Y W)^{2}+r(X Y+Z W)^{2}
$$

where

$$
p+q+r=0 .
$$

- The Jacobian of the quadrics

$$
Y Z+X W=0, Z X+Y W=0, X Y+Z W=0,
$$

is

$$
\left\lvert\, \begin{array}{cccc}
W, & Z, & Y, & X \\
Z, & W, & X, & Y \\
Y, & X, & W, & Z
\end{array}\right. \|=0 ;
$$

viz. the equations are

$$
\begin{aligned}
& X^{3}-X\left(Y^{2}+Z^{2}+W^{2}\right)+2 Y Z W=0, \\
& Y^{3}-Y\left(Z^{2}+X^{2}+W^{2}\right)+2 Z X W=0, \\
& Z^{3}-Z\left(X^{2}+Y^{2}+W^{2}\right)+2 X Y W=0, \\
& W^{3}-W\left(X^{2}+Y^{2}+Z^{2}\right)+2 X Y W=0,
\end{aligned}
$$

each of which is satisfied in virtue of any one of the pairs of equations

$$
\begin{array}{c|c}
(Y-Z=0, X-\dot{W}=0) & (Y+Z=0, X+W=0), \\
(Z-X=0, Y-W=0) & (Z+X=0, Y+W=0), \\
(X-Y=0, Z-W=0) & (X+Y=0, Z+W=0),
\end{array}
$$

so that the Jacobian curve is, in fact, the six lines represented by these equations.
Any two of the three tetrads form an octad, the 8 points of intersection of three quadric surfaces; a figure representing the relation of the 12 points to each other may be constructed without difficulty.

Each tetrad is a sibi-conjugate tetrad quoad the quadric $X^{2}+Y^{2}+Z^{2}+W^{2}=0$. The three tetrads are not on the same quadric surface.

## 651.

## ON A SPECIAL SURFACE OF MINIMUM AREA.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 190—196.]

A VERY remarkable form of the surface of minimum area was obtained by Prof. Schwarz in his memoir "Bestimmung einer speciellen Minimal-fläche," Berlin, 1871, [Ges. Werke, t. I., pp. 6-125], crowned by the Academy of Sciences at Berlin. The equation of the surface is

$$
1+\mu \nu+\nu \lambda+\lambda \mu=0
$$

where $\lambda, \mu, \nu$ are functions of $x, y, z$ respectively, viz.

$$
x=-\int_{\lambda}^{\infty} \frac{d \theta}{\sqrt{\left(\frac{3}{4} \theta^{4}+\frac{5}{2} \theta^{2}+\frac{3}{4}\right)}},
$$

and $y, z$ are the same functions of $\mu, \nu$ respectively. A direct verification of the theorem that this is a surface of minimum area, satisfying, that is, the differential equation

$$
r\left(1+q^{2}\right)-2 p q s+t\left(1+p^{2}\right)=0,
$$

is given in the memoir; but the investigation may be conducted in quite a different manner, so as to be at once symmetrical and somewhat more general, viz. we may enquire whether there exists a surface of minimum area

$$
1+\mu \nu+\nu \lambda+\lambda \mu=0
$$

where the determining equations are

$$
\begin{aligned}
& \lambda^{\prime 2}=a \lambda^{4}+b \lambda^{2}+c, \\
& \mu^{\prime 2}=a \mu^{4}+b \mu^{2}+c, \\
& \nu^{\prime 2}=a \nu^{4}+b \nu^{2}+c,
\end{aligned}
$$

$\left(\lambda^{\prime}=\frac{d \lambda}{d x}, \& c.\right)$. I find that the cocfficients $a, b, c$ must satisfy four homogeneous quadric equations, which, in fact, admit of simultaneous solution, and that in threc distinct ways; viz. assuming $a=1$, the solutions are

$$
\begin{array}{lll}
a=1, & b=\frac{10}{3}, & c=1, \\
a=1, & b=-2, & c=1, \\
a=1, & b=-\frac{3}{2}, & c=-\frac{1}{3} ;
\end{array}
$$

that is,

$$
\lambda^{\prime 2}=\lambda^{4}+\frac{10}{3} \lambda^{2}+1\left\{=\frac{4}{3}\left(\frac{3}{4} \lambda^{4}+\frac{5}{2} \lambda^{2}+\frac{3}{4}\right)\right\},
$$

which gives Schwarz's surface:

$$
\lambda^{\prime 2}=\lambda^{4}-2 \lambda^{2}+1 \text { or } \lambda^{\prime}= \pm\left(\lambda^{2}-1\right)
$$

which, it is easy to see, gives only $x+y+z=$ const.; and

$$
\lambda^{\prime 2}=\lambda^{6}-\frac{2}{3} \lambda^{2}-\frac{1}{3}, \quad=\left(\lambda^{2}-1\right)\left(\lambda^{2}+\frac{1}{3}\right),
$$

which is a surface similar in its nature to Schwarz's surface.
The investigation is as follows: the condition to be satisfied by a surface of minimum area $U=0$ is

$$
(\mathrm{a}+\mathrm{b}+\mathrm{c})\left(X^{2}+Y^{2}+Z^{2}\right)-(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{f}, \mathrm{~g}, \mathrm{~h} \gamma X, Y, Z)^{2}=0
$$

where ( $X, Y, Z$ ) are the first derived coefficients and (a, b, c, f, g, h) the scoond derived coefficients of $U$ in regard to the coordinates. Considering $U$ as a function of $\lambda, \mu, \nu$, which are functions of $x, y, z$ respectively, and writing ( $L, M, N$ ) and ( $a, b, c, f, g, h$ ) for the first and second derived functions of $U$ in regard to $\lambda, \mu, \nu$, also $\lambda^{\prime}, \lambda^{\prime \prime}$ for the first and second derived functions of $\lambda$ in regard to $x$, and so for $\mu^{\prime}, \mu^{\prime \prime}$ and $\nu^{\prime}, \nu^{\prime \prime}$ : we have

$$
\begin{gathered}
(X, Y, Z)=\left(L \lambda^{\prime}, M \mu^{\prime}, N \nu^{\prime}\right) \\
(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{f}, \mathrm{~g}, \mathrm{~h})=\left(a \lambda^{\prime 2}+L \lambda^{\prime \prime}, b \mu^{\prime 2}+M \mu^{\prime \prime}, c \nu^{\prime 2}+N \nu^{\prime \prime}, f \mu^{\prime} \nu^{\prime}, g \nu^{\prime} \lambda^{\prime}, h \lambda^{\prime} \mu^{\prime}\right)
\end{gathered}
$$

and for the particular surface $U=1+\mu \nu+\nu \lambda+\lambda \mu=0$, the values are

$$
(L, M, N, a, b, c, f, g, k)=(\mu+\nu, \nu+\lambda, \lambda+\mu, 0,0,0,1,1,1)
$$

Hence the condition is found to be

$$
\begin{aligned}
& 2 \mu^{\prime 2} \nu^{\prime 2}(\lambda+\mu)(\lambda+\nu) \\
+ & 2 \nu^{\prime 2} \lambda^{\prime 2}(\mu+\nu)(\mu+\lambda) \\
+ & 2 \lambda^{\prime \prime 2} \mu^{\prime 2}(\nu+\lambda)(\nu+\mu) \\
- & \lambda^{\prime \prime}(\mu+\nu)\left\{(\lambda+\nu)^{2} \mu^{\prime 2}+(\lambda+\mu)^{2} \nu^{\prime 2}\right\} \\
- & \mu^{\prime \prime}(\nu+\lambda)\left\{(\mu+\lambda)^{2} \nu^{\prime 2}+(\mu+\nu)^{2} \lambda^{\prime 2}\right\} \\
- & \nu^{\prime \prime}(\lambda+\mu)\left\{(\nu+\mu)^{2} \lambda^{\prime 2}+(\nu+\lambda)^{2} \mu^{\prime 2}\right\}=0,
\end{aligned}
$$

or say this is

$$
\begin{aligned}
& 2 \Sigma \mu^{\prime 2} \nu^{\prime 2}(\lambda+\mu)(\lambda+\nu) \\
& -\Sigma \lambda^{\prime \prime}(\mu+\nu)\left\{(\lambda+\nu)^{2} \mu^{\prime 2}+(\lambda+\mu)^{2} \nu^{\prime 2}\right\}=0 .
\end{aligned}
$$

We have to write in this equation $\lambda^{\prime 2}=a \lambda^{4}+b \lambda^{2}+c$, and therefore $\lambda^{\prime \prime}=2 a \lambda^{3}+b \lambda$, $\& \mathrm{c}$.; the left-hand side, call it $\Omega$, is a symmetrical function of $\lambda, \mu, \nu$, and is consequently expressible as a rational function of

$$
\begin{aligned}
p, & =\lambda+\mu+\nu, \\
q, & =\mu \nu+\nu \lambda+\lambda \mu, \\
r, & =\lambda \mu \nu .
\end{aligned}
$$

We ought to have $\Omega=0$, not identically, but in virtue of the equation $1+q=0$, that is, $\Omega$ should divide by $1+q$; or, what is the same thing, $\Omega$ should vanish on writing therein $q=-1$.

To effect the reduction as easily as possible, observe that we have $(\lambda+\mu)(\lambda+\nu)=\lambda^{2}+q$; and therefore

$$
\Sigma \mu^{\prime} \nu^{\prime 2}(\lambda+\mu)(\lambda+\nu)=\Sigma \lambda^{2} \mu^{\prime 2} \nu^{\prime 2}+q \Sigma \mu^{\prime 2} \nu^{\prime 2} .
$$

Similarly, in the second term,

$$
(\mu+\nu)(\lambda+\nu)^{2}=(\nu+\lambda)(\nu+q) \text { and }(\mu+\nu)(\lambda+\mu)^{2}=(\mu+\lambda)\left(\mu^{2}+q\right) .
$$

The complete value of $\Omega$ thus is
where

$$
\Omega=2(A q+B)-[(C+D) q+E+F],
$$

$$
\begin{array}{ll}
A=\Sigma \lambda^{2} \mu^{\prime 2} \nu^{\prime 2}, & B=\Sigma \mu^{\prime 2} \nu^{\prime 2}, \\
C=\Sigma \lambda \lambda^{\prime \prime}\left(\nu^{2} \mu^{\prime 2}+\mu^{2} \nu^{\prime 2}\right), & D=\Sigma \lambda^{\prime \prime}\left(\nu^{2} \mu^{\prime 2}+\mu^{2} \nu^{\prime 2}\right), \\
E=\Sigma \lambda \lambda^{\prime \prime}\left(\mu^{\prime 2}+\nu^{\prime 2}\right), & F=\Sigma \lambda^{\prime \prime}\left(\nu \mu^{\prime 2}+\mu \nu^{\prime 2}\right) .
\end{array}
$$

We find without difficulty

$$
\begin{aligned}
A= & \iota^{2}\left(q^{4}-4 q^{2} p r+4 q r^{2}+2 p^{2} r^{2}\right) \\
& +u b\left(-2 q^{3}+q^{2} p^{2}+4 q p r-3 r^{2}-2 p^{3} r\right) \\
& +a c\left(4 q^{2}-8 q p^{2}+8 p r+2 p^{4}\right) \\
& +b^{2}\left(\quad q^{2}-2 p r\right) \\
& +b c\left(-4 q+2 p^{2}\right) \\
& +c^{2}(3), \\
B= & a^{2}\left(\quad q^{2} r^{2}+2 p r^{3}\right) \\
& +a b\left(-4 q r^{2}+2 p^{2} r^{2}\right) \\
& +a c\left(-2 q^{3}+q^{2} p^{2}+4 q p r-3 r^{2}-2 p^{3} r\right) \\
& +b^{2}\left(3 r^{2}\right) \\
& +b c\left(2 q^{2}-4 p r\right) \\
& +c^{2}\left(-2 q+p^{2}\right),
\end{aligned}
$$

c. x .

$$
\begin{aligned}
C= & a^{2}\left(4 q^{4}-16 q^{2} p r+16 q r^{2}+8 p^{2} r^{2}\right) \\
& +a b\left(-6 q^{3}+3 q^{2} p^{2}+12 q p r-9 r^{2}-6 p^{3} r\right) \\
& +a c\left(8 q^{2}-16 q p^{2}+16 p r+4 p^{4}\right) \\
& +b^{2}\left(2 q^{2}-4 p r\right) \\
& +b c\left(-4 q+2 p^{2}\right), \\
D= & a^{2}\left(2 q^{2} p r-2 q r^{2}-4 p^{2} r^{2}\right) \\
& +a b\left(-4 q p r+2 p^{3} r\right) \\
& +a c\left(-4 q^{2}+2 q p^{2}-2 p r\right) \\
& +b^{2}(2 p r) \\
& +b c(2 q), \\
E= & +a^{2}\left(\quad 4 q^{2} r^{2}-8 p r^{3}\right) \\
& +a b\left(-12 q r^{2}+6 p^{2} r^{2}\right) \\
& +a c\left(-4 q^{3}+2 q^{2} p^{2}+8 q p r-6 r^{2}-4 p^{3} r\right) \\
& +b^{2}\left(\quad 6 r^{2}\right) \\
& +b c\left(\quad 2 q^{2}-4 p r\right), \\
F= & a^{2}\left(\quad 4 p r^{3}\right) \\
& +a b\left(\quad q^{2} p r+3 q r^{2}-2 p^{2} r^{2}\right) \\
& +a c\left(\quad 4 q^{3}-12 q p r+12 r^{2}\right) \\
& +b^{2}( \\
& +b c\left(-2 q^{2}+3 r^{2}\right) \\
& \left.+q p^{2}-p r\right),
\end{aligned}
$$

where in each line the terms are arranged according to their order in $p, r$.
Substituting, we find

$$
\left.\begin{array}{rl}
\Omega= & a^{2}\left(-2 q^{5}+6 q^{3} p r-8 q^{2} r^{2}\right) \\
& +a b\left(2 q^{4}-q^{3} p^{2}-q^{2} p r+4 q r^{2}\right) \\
& +a c\left(\begin{array}{c}
2 \\
\\
\\
\end{array}+b^{2}\left(q^{2} p^{2}+14 q p r-12 r^{2}\right)\right. \\
& +b c\left(-2 q p r+3 r^{2}\right) \\
& +q^{2}\left(2 q p^{2}-3 p r\right.
\end{array}\right) ;
$$

viz. writing $q=-1$, this is

$$
\begin{aligned}
& \Omega=a^{2}\left(2-6 p r-8 r^{2}\right) \\
& +a b\left(2+p^{2}-p r-4 r^{2}\right) \\
& +a c\left(\quad-2 p^{2}-14 p r-12 r^{2}\right) \\
& +b^{2}\left(\quad 3 p r+3 r^{2}\right) \\
& +b c\left(-2-p^{2}-3 p r \quad\right) \\
& +c^{2}\left(-2-2 p^{2}\right) ;
\end{aligned}
$$

or, what is the same thing, it is

$$
\begin{aligned}
& =\left(2 a^{2}+2 a b \quad-2 b c-2 c^{2}\right) \\
& +p^{2}\left(\quad a b-2 a c \quad-b c+2 c^{2}\right) \\
& +\operatorname{pr}\left(-6 a^{2}-a b-14 a c+3 b^{2}-3 b c\right) \\
& +r^{2}\left(-8 a^{2}-4 a b-12 a c+3 b^{2}\right) \text {; }
\end{aligned}
$$

so that, writing for convenience $a=1$, the equations to be satisfied are

$$
\begin{array}{rlr}
2-2 c^{2}+2(1-c) & b=0, \\
-2 c+2 c^{2}+(1-c) & b=0, \\
-6-14 c+3 b^{2}-(1+3 c) & b=0, \\
-8-12 c+3 b^{2}- & 4 b & =0 .
\end{array}
$$

The first and second are $(1-c)(2+2 c+2 b)=0$ and $(1-c)(-2 c+b)=0$; viz. they give $c=1$, or else $b=-\frac{2}{3}, c=\frac{1}{3}$. In the former case, the third and fourth equations each become $3 b^{2}-4 b-20=0$, that is $(3 b-10)(b-2)=0$; in the latter case, they are satisfied identically; hence we have for $a, b, c$ the three systems of values mentioned at the beginning.

This completes the investigation; but it is interesting to find the values assumed by the other factor of $\Omega$ on substituting therein for $a, b, c$ the foregoing several systems of values. We have in general

$$
\begin{aligned}
\Omega= & -2 a^{2} q^{3}+2 a b q^{4}-2 b c q^{2}+2 c^{2} q \\
& +p^{2}\left(-a b q^{3}-2 a c q^{2}+b c q+2 c^{2}\right) \\
& +p r\left(6 a^{2} q^{3}-a b q^{2}+14 a c q-3 b^{2} q-3 b c\right) \\
& +r^{2}\left(-8 a^{3} q^{2}+4 a b q-12 a c+3 b^{2}\right) \\
= & -2 a^{2}\left(q^{3}+1\right) \quad+2 a b\left(q^{3}-1\right)-2 b c\left(q^{2}-1\right)+2 c^{2}(q+1) \\
& +p^{2}\left\{-a b\left(q^{3}+1\right)-2 a c\left(q^{2}-1\right)+b c(q+1)\right\} \\
& +p r\left\{\begin{array}{l}
\left.6 a^{2}\left(q^{3}+1\right)-a b\left(q^{2}-1\right)+\left(14 a c-3 b^{2}\right)(q+1)\right\} \\
\\
\end{array}+r^{2}\left\{\begin{array}{c}
\left.-8 a^{2}\left(q^{2}-1\right)+4 a b(q+1)\right\} \\
=
\end{array}(q+1)\left\{\begin{array}{l}
-2 a^{2}\left(q^{4}-q^{3}+q^{2}-q+1\right)+2 a b\left(q^{3}-q^{3}+q-1\right)--2 b c(q-1)+2 c^{2} \\
+p^{2}\left\{-a b\left(q^{2}-q+1\right)-2 a c(q-1)+b c\right\} \\
+p r\left\{6 a^{2}\left(q^{2}+q+1\right)-a b(q-1)+\left(14 a c-3 b^{2}\right)\right\} \\
+r^{2}\{
\end{array}\right\} .\right.\right.
\end{aligned}
$$

Hence writing, first, $a=c=1, b=\frac{10}{3}$, we obtain, after some reductions,
$\Omega=(q+1)\left\{-2 q(q-1)\left(q^{2}-\frac{10}{3} q+1\right)+p^{2}(q-1)\left(-\frac{10}{3} q-2\right)+p r\left(6 q^{2}-\frac{28}{3} q-10\right)+r^{2}-8 q+\frac{64}{3}\right\} ;$
secondly, writing $a=c=1, b=-2$, we obtain
$\Omega=(q+1)\left\{-2(q+1)^{2}\left(q^{2}+1\right)+p^{2} .2(q-1)^{2}+2 p r\left(3 q^{2}-2 q+6\right)-8 r^{2} q\right\} ;$
and, thirdly, writing $a=1, b=-\frac{1}{3}, c=-\frac{2}{3}$, we obtain

$$
\Omega=(q+1)\left\{\left(-2 q^{4}+\frac{4}{3} q^{3}-\frac{4}{3} q^{2}+\frac{8}{3} q\right)+p^{2}\left(-\frac{1}{3} q^{2}+\frac{5}{3} q-\frac{13}{9}\right)+p \cdot\left(6 q^{2}-\frac{17}{3} q-\frac{10}{3}\right)+r^{2}\left(-8 q+\frac{20}{3}\right)\right\}
$$

## 652.

## ON A SEXTIC TORSE.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 229-235.]

The torse having for its edge of regression or cuspidal edge the curve defined by the equations $x=\cos \phi, y=\sin \phi, z=\cos 2 \phi$, is an interesting and convenient one for the construction of a model, and it is here considered partly from that point of view.

The edge is a quadriquadric curve, the intersection of the cylinder $x^{2}+y^{3}=1$ with the parabolic hyperboloid $z=x^{2}-y^{3}$; the cylinder regarded as a cone having its vertex at infinity on the line $x=0, y=0$, viz. the vertex is on the hyperboloid, or the curve is a nodal quadriquadric (the node being thus an isolated point at infinity on the line in question), and the torse is consequently of the order $8-2,=6$, viz. it is a sextic torse.

The edge is a bent oval situate on the cylinder $x^{2}+y^{2}=1$, such that, regarding $\phi$ as the azimuth (or angle measured along the circular base from its intersection with the axis of $x$ ), the altitude $z$ is given by the equation $z=\cos 2 \phi$; viz. there are in the plane $x z$, or, say in the planes $x z, x^{\prime} z$, two maxima altitudes $z=1$, and in the plane $y z$, or, say in the planes $y z$ and $y^{\prime} z$, two minima altitudes $z=-1$. The sections by these principal planes are, as is seen at oncc, nodal curves on the surface; they are, in fact, the cubic curves $z=3-\frac{2}{x^{2}}$, viz. here as $x$ increases from $\pm 1$ to $\pm \infty$, $z$ increases from the before-mentioned value 1 to 3 , and $z=-3+\frac{2}{y^{2}}$, viz. as $y$ increases from $\pm 1$ to $\pm \infty, z$ decreases from the before-mentioned value -1 to -3 . The two half-sheets (which meet in the cuspidal edge) intersect each other along these nodal lines, in suchwise that the section of the surface by any axial plane (plane through the line $x=0, y=0$ ) is a curve having a cusp on the cuspidal edge, and such that when the axial plane coincides with either of the principal planes $x=0, y=0$, the
two half-branches of the curve coincide together with the portions which lie outside the cylinder $x^{2}+y^{2}=1$, in fact, the portions referred to above, of the nodal curve in the plane in question; the portions which lie inside the cylinder are acnodal or isolated curves without any real sheet through them. It may be added, in the way of general description, that the section of the surface by any cylinder $x^{2}+y^{2}=c^{2}(c>1)$ is a curve of the form $z=C \cos (2 \theta \pm B), \theta$ the angle along the base of the cylinder from the intersection with the axis of $x ; C, B$ are functions of $c$; viz. we have for the two half sheets respectively

$$
z=C \cos (2 \theta+B) \text { and } z=C \cos (2 \theta-B),
$$

each curve having thus the two maxima $+C$, and the two minima $-C$; and the two curves intersect each other at the four points in the two principal planes respectively; viz. the points for which $\theta=0,90^{\circ}, 180^{\circ}, 270^{\circ}$, and $z=C \cos B,-C \cos B, C \cos B,-C \cos B$ accordingly.

Proceeding to discuss the surface analytically, we have for the equations of a generating line

$$
\frac{x-\cos \phi}{-\sin \phi}=\frac{y-\sin \phi}{\cos \phi}=\frac{z-\cos 2 \phi}{-2 \sin 2 \phi}, \quad=\rho \text { suppose },
$$

or say

$$
\begin{aligned}
& x=\cos \phi-\rho \sin \phi, \\
& y=\sin \phi+\rho \cos \phi, \\
& z=\cos 2 \phi-2 \rho \sin 2 \phi,
\end{aligned}
$$

which equations, considering therein $\rho, \phi$ as arbitrary parameters, determine the surface.
Writing $x=0$, we find $y=\frac{1}{\sin \phi}$, and then $z=-3+2 \sin ^{2} \phi$, viz. we have

$$
x=0, \quad z=-3+\frac{2}{y^{2}}, \text { for scetion in plane } y z ;
$$

and, similarly, writing $y=0$, we find $x=\frac{1}{\cos \phi}$, and then $z=3-2 \cos ^{2} \phi$, viz.

$$
y=0, \quad z=3-\frac{2}{x^{2}} \text { for section by plane } x z \text {. }
$$

By what precedes, these are nodal curves, crunodal for the portions

$$
(y= \pm 1 \text { to } \pm \infty, z=-1 \text { to }-3) \text { and }(x= \pm 1 \text { to } \pm \infty, z=1 \text { to } 3)
$$

respectively, acnodal for the remaining portions $y< \pm 1, x< \pm 1$ respectively.
Writing $x=r \cos \theta, y=r \sin \theta$, so that the coordinates of a point on the surface are $r, \theta, z$, where $r=\sqrt{ }\left(x^{2}+y^{2}\right)$ is the projected distance, $\theta$ is the azimuth from the axis of $x$, and $z$ is the altitude, we have

$$
\begin{aligned}
r \cos \theta & =\cos \phi-\rho \sin \phi, \\
r \sin \theta & =\sin \phi+\rho \cos \phi, \\
z & =\cos 2 \phi-2 \rho \sin 2 \phi .
\end{aligned}
$$

We have $r^{2}=1+\rho^{2}$; and thence also, if $\tan \alpha=2 \rho,= \pm 2 \sqrt{ }\left(r^{2}-1\right)$, that is,
then

$$
\operatorname{eos} \alpha=\frac{1}{\sqrt{ }\left(4 r^{2}-3\right)}, \quad \sin \alpha= \pm \frac{2 \sqrt{ }\left(r^{2}-1\right)}{\sqrt{ }\left(4 r^{2}-3\right)},
$$

$$
z=\sqrt{ }\left(4 \gamma^{2}-3\right) \cos (2 \phi+u)
$$

showing that for a given value of $r$ (or seetion by the eylinder $x^{2}+y^{2}=r^{2}$ ) the maximum and minimum values of $z$ are $z= \pm \sqrt{ }\left(4 r^{2}-3\right)$.

But proceeding to eliminate $\phi$, we find

$$
\begin{aligned}
& r^{2} \cos 2 \theta=\left(1-\rho^{2}\right) \cos 2 \phi-2 \rho \sin 2 \phi, \\
& r^{2} \sin 2 \theta=2 \rho \cos 2 \phi+\left(1-\rho^{2}\right) \sin 2 \phi ;
\end{aligned}
$$

or multiplying these by $1+3 \rho^{2}$ and $2 \rho^{3}$ and adding

$$
r^{2}\left\{\left(1+3 \rho^{2}\right) \cos 2 \theta+2 \rho^{3} \sin 2 \theta\right\}=\left(1+\rho^{2}\right)^{2}(\cos 2 \phi-2 \rho \sin 2 \phi),
$$

that is,

$$
r^{2}\left\{\left(3 r^{2}-2\right) \cos 2 \theta \pm 2\left(r^{2}-1\right)^{\sharp} \sin 2 \theta\right\}=r^{-1} z ;
$$

or, finally,

$$
r^{2} z=\left(3 r^{2}-2\right) \cos 2 \theta \pm 2\left(r^{2}-1\right)^{\frac{1}{2}} \sin 2 \theta
$$

which is the equation of the surface in terms of the coordinates $r, \theta, z$.
Observing that $\left(3 r^{2}-2\right)^{2}+4\left(r^{2}-1\right)^{3}=r^{4}\left(4 r^{2}-3\right)$, we may write

$$
\begin{aligned}
& r^{2} \sqrt{ }\left(4 r^{2}-3\right) \cos \beta=3 r^{2}-2, \\
& r^{2} \sqrt{ }\left(4 r^{2}-3\right) \sin \beta=2\left(r^{2}-1\right),
\end{aligned}
$$

and therefore also

$$
\tan \beta=\frac{2\left(r^{2}-1\right)^{\frac{2}{2}}}{3 r^{2}-2},
$$

and the equation thus becomes

$$
z=\sqrt{ }\left(4 r^{2}-3\right) \cos (2 \theta \mp \beta),
$$

where $z$ is the altitude belonging to the azimuth $\theta$ in the cylindrical seetion, radius $r$. The maxima and minima altitudes are $\pm \sqrt{ }\left(4 r^{2}-3\right)$, and these correspond to the values $\theta= \pm \frac{1}{2} \beta, \frac{1}{2} \pi \pm \frac{1}{2} \beta, \pi \pm \frac{1}{2} \beta, \frac{3}{2} \pi \pm \frac{1}{2} \beta$; it is to be further noticed that when $r=1$, we have $\beta=0$, but as $r$ inereases and becomes ultimately infinite, $\beta$ inereases to $\frac{1}{2} \pi$, that is, $\frac{1}{2} \beta$ increases from 0 to $\frac{1}{4} \pi$.

It may be noticed that the surface is a peculiar kind of deformation, obtained by giving proper rotations to the several cylindrieal sections of the surface $z=\sqrt{ }\left(4 r^{2}-3\right) \cos 2 \theta$; viz. in rectangular coordinates this is $r^{2} z=\sqrt{ }\left(4 r^{2}-3\right)\left(x^{2}-y^{2}\right)$, that is,

$$
\left(x^{2}+y^{2}\right)^{2} z^{2}-\left\{4\left(x^{2}+y^{2}\right)-3\right\}\left(x^{2}-y^{2}\right)^{2}=0 .
$$

To obtain the equation in rectangular coordinates, we have

$$
\left\{r^{2} z-\frac{3 r^{2}-2}{r^{2}}\left(x^{2}-y^{2}\right)\right\}^{2}-16\left(r^{2}-1\right)^{3^{2}} \frac{x^{2} y^{2}}{r^{4}}=0,
$$

viz. this is

$$
r^{4} z^{2}-2 \tilde{z}\left(3 r^{2}-2\right)\left(x^{2}-y^{2}\right)+\left(3 r^{2}-2\right)^{2}\left(1-\frac{4 x^{2} y^{2}}{r^{4}}\right)-16\left(r^{2}-1\right)^{3} \frac{x^{2} y^{2}}{r^{4}}=0,
$$

or, what is the same thing, it is

$$
r^{4} z^{2}-2 z\left(3 y^{2}-2\right)\left(x^{2}-y^{2}\right)+\left(3 r^{2}-2\right)^{2}-\frac{4 x^{2} y^{2}}{r^{4}}\left\{4\left(r^{2}-1\right)^{3}+\left(3 r^{2}-2\right)^{2}\right\}=0,
$$

viz. the term in $\left\}\right.$ being $r^{4}\left(4 r^{2}-3\right)$, this is

$$
r^{4} z^{2}-2 z\left(3 r^{2}-2\right)\left(x^{2}-y^{2}\right)+\left(3 r^{2}-2\right)^{2}-4 x^{2} y^{2}\left(4 r^{2}-3\right)=0,
$$

or say

$$
z^{2}\left(x^{2}+y^{2}\right)^{2}-2 z\left(3 x^{2}+3 y^{2}-2\right)\left(x^{2}-y^{2}\right)+\left(3 x^{2}+3 y^{2}-2\right)^{2}-4 x^{2} y^{2}\left(4 x^{2}+4 y^{2}-3\right)=0 .
$$

This may also be written

$$
\left\{z\left(x^{2}-y^{2}\right)-3 x^{2}-3 y^{2}+2\right\}^{2}+4 x^{2} y^{2}\left(z^{2}-4 x^{2}-4 y^{2}+3\right)=0,
$$

a form which puts in evidence the nodal curves

$$
x=0, x y^{2}=-3 y^{2}+2, \text { and } y=0, z x^{2}=3 x^{2}-2 .
$$

It shows also that the quadric cone $z^{2}-4 x^{2}-4 y^{2}+3=0$ touches the surface along the curve of intersection with the surface $z\left(x^{2}-y^{2}\right)-3\left(x^{2}+y^{2}\right)+2=0$. This is, in fact, the curve of maxima and minima of the cylindrical sections, viz. reverting to the form $z=\sqrt{ }\left(4 r^{1}-3\right) \cos (2 \theta \mp \beta)$, or, if for greater clearness, attending only to one sheet of the surface, we write it $z=\sqrt{ }\left(4 r^{2}-3\right) \cos (2 \theta-\beta)$, we have a maximum, $z=\sqrt{ }\left(4 r^{2}-3\right)$, for $2 \theta=\beta$ (or $2 \pi+\beta$ ), giving

$$
\cos 2 \theta=\cos \beta,=\frac{3 r^{2}-2}{r^{2} \sqrt{ }\left(4 r^{2}-3\right)},=\frac{3 r^{2}-2}{r^{2} z}:
$$

and a minimum, $z=-\sqrt{ }\left(4 r^{2}-3\right.$ ), for $2 \theta=\pi+\beta$ (or $3 \pi+\beta$ ), giving

$$
\cos 2 \theta=-\cos \beta=-\frac{3 r^{2}-2}{r^{2} \sqrt{ }\left(4 r^{2}-3\right)}, \quad=\frac{3 r^{2}-2}{r^{2} z} ;
$$

viz. the locus is $z^{2}=4\left(r^{2}-3\right), z\left(x^{2}-y^{2}\right)=3 r^{2}-2$; and for $z=\sqrt{ }\left(4 r^{2}-3\right) \cos (2 \theta+\beta)$ we find the same locus, viz. the equations of the locus are

$$
z^{2}-4 x^{2}-4 y^{2}+3=0, \quad z\left(x^{2}-y^{2}\right)-3 x^{2}-3 y^{2}+2=0,
$$

as above.
To put in cvidence the cuspidal edge, write for a moment $\zeta=z-x^{2}+y^{2}$, the equation becomes

$$
\left\{\zeta\left(x^{2}-y^{2}\right)+\left(r^{2}-1\right)\left(r^{2}-2\right)-4 x^{2} y^{2}\right\}^{2}+4 x^{2} y^{2}\left\{\zeta^{2}+2 \zeta\left(x^{2}-y^{2}\right)+\left(r^{2}-1\right)\left(r^{2}-3\right)-4 x^{2} y^{2}\right\}=0 ;
$$

viz. this is

$$
\zeta^{3} r^{4}+2 \zeta\left(x^{2}-y^{2}\right)\left(r^{2}-1\right)\left(r^{2}-2\right)+\left(r^{2}-1\right)^{2}\left(r^{2}-2\right)^{2}-4 x^{2} y^{2}\left(r^{2}-1\right)^{2}=0,
$$

or writing the last term thereof in the form

$$
-\left\{r^{2}-\left(x^{2}-y^{2}\right)^{3}\right\}\left(r^{3}-1\right)^{2},
$$

and then putting $r^{2}=1+U$, the equation is

$$
\zeta^{2}\left(1+2 U+U^{2}\right)+2 \zeta U(U-1)\left(x^{2}-y^{2}\right)+U^{2}(U-1)^{2}-U^{2}\left\{(U+1)^{2}-\left(x^{2}-y^{2}\right)^{2}\right\}=0
$$

viz. this is

$$
\left\{\zeta-U\left(x^{2}-y^{2}\right)\right\}^{2}+2 U\left\{\zeta^{2}+\zeta U\left(x^{2}-y^{2}\right)-2 U^{2}\right\}+\zeta^{2} U^{2}=0,
$$

showing the cuspidal edge $\zeta=0, U=0$, viz. $z=x^{3}-y^{2}, x^{3}+y^{2}=1$. Moreover, along the cuspidal edge the surface is touched by $\zeta-U\left(x^{2}-y^{2}\right)=0$, that is, by $z-\left(x^{4}-y^{4}\right)=0$; and at the points where this tangent surface again meets the surface we have $\left(x^{2}-y^{2}\right)^{2}\left(x^{2}+y^{2}+3\right)-4=0$; viz. the surface contains upon itself the curve represented by this last equation, and $z-\left(x^{4}-y^{4}\right)=0$.

As a verification, in the form

$$
\left\{z\left(x^{2}-y^{2}\right)-3 x^{2}-3 y^{2}+2\right\}^{2}+4 x^{2} y^{2}\left(z^{2}-4 x^{2}-4 y^{2}+3\right)=0
$$

of the equation of the surface, write $z=x^{4}-y^{4}$. If for a moment $x^{2}+y^{2}=\lambda, x^{2}-y^{2}=\mu$, then the value of $z$ is $z=\lambda \mu$, and the equation becomes
that is,

$$
\left(\lambda \mu^{2}-3 \lambda+2\right)^{2}+\left(\lambda^{2}-\mu^{3}\right)\left(\lambda^{2} \mu^{2}-4 \lambda+3\right)=0,
$$

$$
\mu^{2}\left(\lambda^{4}-6 \lambda^{2}+8 \lambda-3\right)-4 \lambda^{3}+12 \lambda^{2}-12 \lambda+4=0 ;
$$

or, what is the same thing,

$$
(\lambda-1)^{3}\left\{\mu^{3}(\lambda+3)-4\right\}=0,
$$

so that we have $(\lambda-1)^{3}=0$, or else $\mu^{2}(\lambda+3)-4=0$; viz. $\left(x^{2}+y^{2}-1\right)^{3}=0$, or else $\left(x^{2}-y^{2}\right)^{2}\left(x^{2}+y^{2}+3\right)-4=0$, agreeing with the former result.

In polar coordinates, the surface is touched along the cuspidal edge by the surface $z=r^{4} \cos 2 \theta$, and where this again meets the surface we have $r^{4}\left(r^{2}+3\right) \cos ^{2} 2 \theta-4=0$.

For the model, taking the unit to be 1 inch, I suppose that for the edge of regression we have

$$
x=2 \cos \phi, y=2 \sin \phi, z=5+(45) \cos 2 \phi ;
$$

viz. the curve is situate on a cylinder radius 2 inches. And I construct in zinc-plate the cylindric sections, or say the templets, for one sheet of the surface, for the several radii $2,3, \ldots, 8$ inches; taking the radius as $k$ inches, the circumference of the cylinder, or entire base of the flattened templet, is $=2 k \pi$; and the altitude, writing $2 \theta$ in place of $2 \theta-\beta$ as above, is given by the formula $z=5+(-45) \sqrt{ }\left(k^{2}-3\right) \cos 2 \theta$, so that the half altitude of the wave is $=(45) \sqrt{ }\left(h^{2}-3\right)$; having this value, the curve is at once constructed geometrically. We have, moreover, $\cos \beta=\frac{3 k^{2}-8}{k^{2} \sqrt{ }\left(k^{2}-3\right)}$; the numerical values then are

| $k$ | $2 k \pi$ | $(45) \sqrt{ }\left(k^{2}-3\right)$ | $\frac{3 k^{2}-8}{k^{2} \sqrt{ }\left(k^{2}-3\right)}$ | $\frac{1}{2} \beta$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 12.57 | $0 \cdot 45$ | 1.00 | $0^{\circ}$ |
| 3 | 18.85 | $1 \cdot 10$ | -6 | 15 |
| 4 | 25.13 | $1 \cdot 62$ | $\cdot 69$ | 23 |
| 5 | $31 \cdot 42$ | $2 \cdot 11$ | 57 | $27 \frac{1}{2}$ |
| 6 | 37.70 | 2:59 | $\cdot 48$ | $30 \frac{1}{2}$ |
| 7 | 43.98 | $3 \cdot 05$ | $\cdot 42$ | $32 \frac{1}{2}$ |
| 8 | 50.27 | 3.51 | 36 | 34 |

the altitudes in the successive templets being thus included between the limits $5 \pm 0.45$, $5 \pm 1 \cdot 10, . ., 5 \pm 351$.

## 653.

## ON A TORSE DEPENDING ON THE ELLIPTIC FUNCTIONS.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 235-241.]

On attempting to cover with paper one half-sheet of the foregoing sextic torse, [652], I found that the paper assumed approximately the form of a circular annulus of an angle exceeding $360^{\circ}$, and this led me to consider the general theory of the construction of a torse in paper, and, in particular, to consider the torses such that when developed into a plane the edge of regression becomes a circular arc. It is scarcely necessary to remark that, to construct in paper a circular annulus of an angle exceeding $360^{\circ}$, we have only to take a complete annulus, cut it along a radius, and then insert (gumming it on to the two terminal radii) a portion of an equal circular annulus; drawing from each point of the inner circular boundary a halftangent, and considering these half-tangents as rigid lines, the paper will bend round them so as to form the half-sheet of a torse having for its edge of regression this inner boundary, which will assume the form of a closed curve with two equal and opposite maxima and two equal and opposite minima, described on a cylinder, and being approximately such as the curve given by the equations

$$
x=\cos \theta, y=\sin \theta, z=m \cos 2 \theta .
$$

Considering, in general, an arc $P Q$ (without inflexions) of any curve, and drawing at the consecutive points $P, P^{\prime}, P^{\prime \prime}, \& c$. the several half-tangents $P T, P^{\prime} T^{\prime \prime}, P^{\prime \prime \prime} T^{\prime \prime}, \ldots$, then, considering these as rigid lines and bending the paper round them, we have the half-sheet of a torse, having for its edge of regression the curve in question now bent into a curve of double curvature. It is, moreover, clear that the edge of regression has at each point thereof the same radius of absolute curvature as the original plane curve; in fact, if in the plane curve $P P^{\prime}=d s$, and the angle $T^{\prime} P T$ between the consecutive half-tangents $P T$ and $P^{\prime} T^{\prime}$ be $=d \phi$, these quantities $d s$ and
c. x .
$d \phi$ remain unaltered in the curve of double curvature; and the radius of absolute curvature is given by the equation $\rho d \phi=d s$. In particular when, as above, the arc is a circular onc, say of radius $=\alpha$, then, however the paper is bent, the edge of regression has at each point thereof the radius of absolute curvature $=\alpha$.

Consider on any given surface, at a given point $P$ thereof, and in a given direction, an element of length $P P^{\prime}$, then (under the restrictions presently mentioned) we can determine the consecutive element $P^{\prime} P^{\prime \prime}$, such that the curve $P P^{\prime} P^{\prime \prime} \ldots$ shall have at $P$ a radius of absolute curvature $=\alpha$; in fact, $r$ being the radius of curvature of the normal section of the surface through the element $P P^{\prime}$, the radius of curvature of the section inclined at an angle $\theta$ to the normal section is $=r \cos \theta$; so that we have only to take the section at the inclination $\theta,=\cos ^{-1} \frac{\alpha}{r}$ to the normal section, and we have the consecutive element $P^{\prime} P^{\prime \prime}$ such that the radius of absolute curvature of the curve $P P^{\prime} P^{\prime \prime}$ is $=\alpha$. The necessary restriction, of course, is that $r>\alpha$; thus, if at the given point $P$ the two principal radii of curvature are of the same sign (to fix the ideas, let the two principal radii and also $a$ be each of them positive), then we may on the surface determine a direction $P Q$, for which the radius of curvature of the normal section is $=\alpha$; and then the direction of the element $P P^{\prime}$ may be any direction between $P Q$ and the direction $P R$, conresponding to the greatest of the two principal radii.

Having obtained the element $P^{\prime} P^{\prime \prime}$, we may, if the radius of absolute curvature at $P^{\prime}$ be given, construct the next element $P^{\prime} P^{\prime \prime}$, and so on; that is to say, on a given surface starting from a given point $P$ and given initial direction $P P^{\prime}$, we can (under a restriction, as above, as to the curvature at the different points of the surface) construct a curve having at the successive points thereof given values of the radius of absolute curvature; viz., the value may be given either as a function of the coordinates of the point on the surface, or as a function of the length of the curve measured say from the initial point $P$; it is in this last manner that in what follows the value of the radius of absolute curvature is assumed to be given.

We may thus, taking on paper an arc $P Q$ with its half-tangents, apply it to a given surface, the point $P$ to a given point, and the infinitesimal are $P P^{\prime}$ to an element $P P^{\prime}$ in a given direction from the given point; and we thus obtain the half-shect of a torse having for its edge of regression a determinate curve upon the surface. In particular, the arc $P Q$ may be circular of the radius $a$, and the surface be a circular cylinder of radius $a$; and we thus obtain the torse having for edge of regression a curve on the cylinder radius $\alpha$, and such that the radius of absolute curvature is at each point $=a$. There are three cases according as $a>\alpha, a=\alpha$, or $a<\alpha$; it is to be remarked that if $a>\alpha$, then the curve must at each point cut the generating line of the cylinder at an angle not exceeding $\cos ^{-1} \frac{a}{a}$, but that in the other two cases the angle may have any value whatever; and, further, that in every case when the angle is $=0$, viz. when the curve touches a generating line of the cylinder, then the osculating plane of the curve coincides with the tangent plane of the cylinder.

The analytical theory is very simple. Taking $x, y, z$ as functions of the length $s$, we have

$$
\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}+\left(\frac{d z}{d s}\right)^{2}=1
$$

the condition, which expresses that the radius of absolute curvature is $=a$, then is

$$
\left(\frac{d^{2} x}{d s^{2}}\right)^{2}+\left(\frac{d^{2} y}{d s^{2}}\right)^{2}+\left(\frac{d^{2} z}{d s^{2}}\right)^{2}=\frac{1}{a^{2}}
$$

By what precedes, the point ( $x, y, z$ ) may be taken to be upon a given surface, say upon the cylinder $x^{2}+y^{2}=\alpha^{2}$; and we may then write $x=\alpha \cos \theta, y=\alpha \sin \theta$. Taking instead of $s$ any independent variable $u$ whatever, and using accents to denote the derived functions in regard to $u$, the equations become

$$
\begin{gathered}
x^{\prime 2}+y^{\prime 2}+z^{\prime 2} \quad=s^{\prime 2}, \\
x^{\prime \prime 2}+y^{\prime \prime 2}+z^{\prime \prime 2}-s^{\prime \prime 2}=\frac{1}{a^{2}} s^{\prime 4}, \\
x=\alpha \cos \theta, y=\alpha \sin \theta .
\end{gathered}
$$

From the last two equations we obtain

$$
x^{\prime 2}+y^{\prime 2}=a^{2} \theta^{\prime 2}, x^{\prime \prime 2}+y^{\prime \prime 2}=a^{2}\left(\theta^{\prime \prime 2}+\theta^{\prime 4}\right)
$$

and the first two equations thus become

$$
\begin{gathered}
a^{2} \theta^{\prime 2}+z^{\prime 2}=s^{\prime 2} \\
a^{2}\left(\theta^{\prime \prime 2}+\theta^{\prime 4}\right)+z^{\prime \prime 2}-s^{\prime \prime 2}=\frac{1}{a^{2}} s^{\prime 4},
\end{gathered}
$$

and from the first of these we find

$$
s^{\prime \prime}=\frac{a^{2} \theta^{\prime} \theta^{\prime \prime}+z^{\prime} z^{\prime \prime}}{\left(a^{2} \theta^{\prime 2}+z^{\prime 2}\right)^{\frac{1}{s}}}
$$

whence the second equation is

$$
\alpha^{2}\left(\theta^{\prime \prime 2}+\theta^{\prime 4}\right)+z^{\prime \prime 2}-\frac{\left(\alpha^{2} \theta^{\prime} \theta^{\prime \prime}+z^{\prime} z^{\prime \prime}\right)^{2}}{\left(\alpha^{2} \theta^{\prime 2}+z^{\prime 2}\right)}=\frac{\left(\alpha^{2} \theta^{2}+z^{\prime}\right)^{2}}{a^{2}},
$$

or reducing, this is

$$
\left(\alpha^{2} \theta^{\prime 2}+z^{\prime 2}\right)\left(\theta^{\prime \prime 2}+\theta^{\prime 4}\right)+\left(\theta^{\prime 2} z^{\prime \prime 2}-2 \theta^{\prime} \theta^{\prime \prime} z^{\prime} z^{\prime \prime}-\alpha^{2} \theta^{\prime} \theta^{\prime 2}\right)=\frac{1}{a^{2} \alpha^{2}}\left(\alpha^{2} \theta^{\prime 2}+z^{\prime}\right)^{3}
$$

Taking here $\theta$ as the independent variable, we have $\theta^{\prime}=1, \theta^{\prime \prime}=0$, and the equation becomes

$$
\left(\alpha^{2}+z^{\prime 3}\right)+z^{\prime \prime 2}=\frac{1}{a^{2} \alpha^{2}}\left(a^{2}+z^{\prime 2}\right)^{3} ;
$$

or, what is the same thing,

$$
z^{\prime \prime 2}=\frac{1}{a^{2} \alpha^{2}}\left(\alpha^{2}+z^{\prime 2}\right)^{3}-\left(\alpha^{2}+z^{\prime 2}\right)^{2}
$$

Write here

$$
\alpha^{2}+z^{\prime 2}=\Omega^{2}
$$

$$
10-2
$$

then

$$
z^{\prime \prime}=\frac{\Omega \Omega^{\prime}}{\sqrt{ }\left(\Omega^{2}-\alpha^{2}\right)}
$$

and the equation becomes

$$
\frac{\Omega^{\prime 2}}{\Omega^{2}-\alpha^{2}}=\frac{\Omega^{4}}{a^{2} \alpha^{2}}-1,
$$

or say

$$
\frac{a a d \Omega}{\sqrt{ }\left(\Omega^{2}-\alpha^{2} \cdot \Omega^{4}-a^{2} a^{2}\right)}=d \theta,
$$

viz. this cquation determines $\Omega$ as a function of $\theta$, and we then have

$$
\left\{\begin{aligned}
d s & =\Omega d \theta \\
d z & =\sqrt{ }\left(\Omega^{2}-\alpha^{2}\right) d \theta \\
x & =\alpha \cos \theta \\
y & =\alpha \sin \theta
\end{aligned}\right.
$$

equations which determine $x, y, z, s$ as functions of the parameter $\theta$, and give thus the edge of regression of the torse in question.

It is clear that the formulæ are very much simplified in the case $a=a$, where the radius of absolute curvature $a$ is equal to the radius $\alpha$ of the cylinder; but it is worth while to develope the general case somewhat further.

Considering the elliptic functions $\operatorname{sn} u, \operatorname{cn} u, \mathrm{dn} u$, to the modulus $k\left(=k^{\prime}\right)=\frac{1}{\sqrt{ }(2)}$, assume

$$
\Omega=-\frac{\sqrt{ }(a \alpha)}{k} \frac{\operatorname{dn} u}{\sin u},
$$

then

$$
\begin{aligned}
d \Omega & =-\frac{\sqrt{ }(a \alpha)}{k} \frac{\mathrm{cn} u d u}{\mathrm{sn}^{2} u}, \\
\Omega^{2}-a^{2} & =\frac{a \alpha}{k^{2} \operatorname{sn}^{2} u}\left(\mathrm{dn}^{2} u-\frac{\alpha}{a} k^{2} \mathrm{sn}^{2} u\right), \\
& =\frac{a \alpha}{k^{2} \mathrm{sn}^{2} u}\left\{1-\left(1+\frac{\alpha}{a}\right) k^{2} \mathrm{sn}^{2} u\right\}, \\
\Omega^{4}-a^{2} \alpha^{4} & =\frac{a^{2} a^{2}}{k^{4} \mathrm{sn}^{4} u}\left(\operatorname{dn}^{4} u-k^{4} \operatorname{sn}^{4} u\right), \\
& =\frac{a^{2} \alpha^{2}}{k^{4} \mathrm{sn}^{4} u}\left(1-2 k^{2} \operatorname{sn}^{2} u\right),=\frac{a^{2} \alpha^{2}}{k^{4} \sin ^{4} u} \mathrm{cn}^{2} u,
\end{aligned}
$$

and hence

$$
\begin{aligned}
& d \theta=\frac{k^{2} \operatorname{sn} u d u}{\sqrt{ }\left\{1-\left(1+\frac{\alpha}{a}\right) h^{2} \operatorname{sn}^{2} u\right\}}, \\
& d s=\frac{k \sqrt{ }(a \alpha) \operatorname{dn} u d u}{\sqrt{ }\left\{1-\left(1+\frac{\alpha}{a}\right) k^{2} \mathrm{sn}^{2} u\right\}}, \\
& d z=k \sqrt{ }((\alpha) d u .
\end{aligned}
$$

We have thus $z=k \sqrt{ }(a \alpha) u$, no constant of integration being required, viz. $u$ is a mere constant multiple of $z$ : and the first and second equations then give $s$ and $\theta$ as functions of $u$, that is, of $z$; but it is obviously convenient to retain $u$ instead of expressing it in terms of $z$. As regards the form of these integrals observe that, writing $\operatorname{sn} u=\lambda$, we have

$$
d u=\frac{d \lambda}{\left.\sqrt{\left\{1-\lambda^{2}\right.} \cdot 1-k^{2} \lambda^{2}\right\}},
$$

and thence

$$
\begin{aligned}
& d \theta=\frac{k^{2} \lambda d \lambda}{\sqrt{\left\{1-\lambda^{2} \cdot 1-k^{2} \lambda^{2} \cdot 1-\left(1+\frac{a}{a}\right) k^{2} \lambda^{2}\right\}}}, \\
& d s=\frac{k \sqrt{ }(a \alpha) d \lambda}{\sqrt{\left\{1-\lambda^{2} \cdot 1-\left(1+\frac{a}{a}\right) k^{2} \lambda^{2}\right\}}},
\end{aligned}
$$

each of which is in fact reducible to elliptic integrals, but I do not further pursue this general case.

In the particular case $a=a$, we have

$$
1-\left(1+\frac{\alpha}{a}\right) k^{2} \operatorname{sn}^{2} u=\mathrm{cn}^{2} u
$$

and the equations become

$$
d \theta=\frac{k^{2} \operatorname{sn} u d u}{\operatorname{cn} u}, d s=\frac{k \alpha \operatorname{dn} u d u}{\operatorname{cn} u},
$$

which admit of immediate integration; viz. we have

$$
\theta=\frac{1}{2} \frac{k^{2}}{k^{\prime}} \log \frac{\operatorname{dn} u+k^{\prime}}{\operatorname{dn} u-k^{\prime}}
$$

or determining the constant so that $\theta$ may vanish for $u=0$, say

$$
\theta=\frac{1}{2} \frac{k^{2}}{k^{\prime}} \log \left(\frac{\mathrm{dn} u+k^{\prime}}{\mathrm{dn} u-k^{\prime}} \cdot \frac{1-k^{\prime}}{1+k^{\prime}}\right) ;
$$

and

$$
s=\frac{1}{2} k \cdot \alpha \log \left(\frac{1+\operatorname{sn} u}{1-\operatorname{sn} u}\right) ;
$$

viz. to verify these results we have

$$
\begin{aligned}
\frac{d \theta}{d u} & =\frac{k^{2}}{\frac{k^{2}}{k^{\prime}}} k^{2} \operatorname{sn} u \mathrm{cn} u\left\{\frac{1}{\operatorname{dn} u+k^{\prime}}-\frac{1}{\operatorname{dn} u-k^{\prime}}\right\}, \\
& =\frac{k^{4} \operatorname{sn} u \operatorname{cn} u}{d^{2} u-k^{\prime 2}},=k^{2} \frac{\operatorname{sn} u}{\operatorname{cn} u},
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d s}{d u} & =\frac{1}{2} k \alpha \cdot \operatorname{cn} u \operatorname{dn} u\left\{\frac{1}{1+\operatorname{sn} u}+\frac{1}{1-\operatorname{sn} u}\right\}, \\
& =\frac{k \alpha \operatorname{cn} u \operatorname{dn} u}{1-\operatorname{sn}^{2} u},=\frac{k \alpha \operatorname{dn} u}{\operatorname{cn} u} .
\end{aligned}
$$

Hence, recurring to the original equations, and writing for convenience $a=\alpha=1$, we see that a solution of the simultancous equations

$$
\left.\begin{array}{l}
\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}+\left(\frac{d z}{d s}\right)^{2}=1, \\
\left(d^{2} x\right. \\
d s^{2}
\end{array}\right)^{2}+\binom{d^{2} y}{d s^{2}}^{2}+\left(\frac{d^{2} z}{d s^{2}}\right)^{2}=1, ~ \$, ~
$$

is

$$
\begin{gathered}
x=\cos \theta, y=\sin \theta, z=k u, \\
\theta=\frac{1}{2} \frac{k^{2}}{k^{\prime}} \log \left(\frac{\operatorname{dn} u+k^{\prime}}{\operatorname{dn} u-k^{\prime}} \cdot \frac{1-k^{\prime}}{1+k^{\prime}}\right), s=\frac{1}{2} k \cdot \alpha \log \left(\frac{1+\operatorname{sn} u}{1-\sin u}\right),
\end{gathered}
$$

where, as before, $k=k^{\prime}=\frac{1}{\sqrt{(2)}}$.
Restoring the radius $\alpha$, and writing the system in the form

$$
\begin{gathered}
x=\alpha \cos \theta, y=\alpha \sin \theta, z=k \alpha u, \\
\theta=\frac{1}{2} \frac{k^{2}}{k^{\prime}} \log \left(\frac{\operatorname{dn} u+k^{\prime}}{\operatorname{dn} u-k^{\prime}} \cdot 1-k^{\prime}\right), s=\frac{1}{2} k \alpha \log \left(\frac{1+\operatorname{sn} u}{1-\operatorname{sn} u}\right),
\end{gathered}
$$

we see that, as $u$ passes from $u=0$ to $u=K$, and therefore $z$ from $z=0$ to $z=k \alpha K\left(K\right.$ the complete function $F_{1}\left\{\frac{1}{\sqrt{(2)}\}}\right)$, then $\theta$ and $s$ each pass from 0 to $\infty$; and, similarly, as $u$ passes from $u=0$ to $u=-K$, that is, as $z$ passes from 0 to $-k \alpha K$, then $\theta$ passes from 0 to $\infty$, and $s$ from $s=0$ to $s=-\infty$; viz. the curve makes in each direction an infinity of revolutions about the eylinder. Developing the cylinder, $\alpha \theta$ becomes an $x$-coordinate; viz. we have thus the plane curve

$$
\begin{aligned}
& z=k \alpha u, \\
& x=\frac{1}{2} \frac{k^{2} \alpha}{k^{\prime}} \log \left(\frac{\operatorname{dn} u+k^{\prime}}{\operatorname{dn} u-k^{\prime}} \cdot \frac{1-k^{\prime}}{1+k^{\prime}}\right),
\end{aligned}
$$

which is a curve extending from the origin in the direction $x$ positive, to touch at infinity the two parallel asymptotes $z= \pm k a K$; and conversely, when such a plane curve is wound about the eylinder, there will be in each direction an infinity of revolutions round the cylinder.

## 654.

## ON CERTAIN OCTIC SURFACES.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 249-264.]
I. Consider the torse generated by the tangents of the quadriquadric curve, the intersection of the two quadric surfaces

$$
\begin{aligned}
& \mathrm{a} x^{2}+\mathrm{b} y^{2}+\mathrm{c} z^{2}+\mathrm{d} w^{2}=0, \\
& \mathrm{a}^{\prime} x^{2}+\mathrm{b}^{\prime} y^{2}+\mathrm{c}^{\prime} z^{2}+\mathrm{d}^{\prime} w^{2}=0 ;
\end{aligned}
$$

then, writing

$$
\begin{array}{ll}
\mathrm{bc}^{\prime}-\mathrm{b}^{\prime} \mathrm{c}=a^{\prime}, & \mathrm{ad} d^{\prime}-\mathrm{a}^{\prime} \mathrm{d}=f^{\prime}, \\
\mathrm{ca}^{\prime}-\mathrm{c}^{\prime} \mathrm{a}=b^{\prime}, & \mathrm{bd} d^{\prime}-\mathrm{b}^{\prime} \mathrm{d}=g^{\prime}, \\
\mathrm{ab}^{\prime}-\mathrm{a}^{\prime} \mathrm{b}=c^{\prime}, & \quad \mathrm{dd}^{\prime}-\mathrm{c}^{\prime} \mathrm{d}=h^{\prime},
\end{array}
$$

and therefore

$$
a^{\prime} f^{\prime}+b^{\prime} g^{\prime}+c^{\prime} h^{\prime}=0
$$

the equation of the torsc, writing for grcater convenience ( $a, b, c, f, g, h$ ) in place of ( $a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}$ ), but understanding these letters as signifying the accented letters ( $a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}$ ), is

$$
\begin{gathered}
a^{4} f^{2} y^{4} z^{4}+b^{4} g^{2} z^{4} x^{4}+c^{4} h^{2} x^{4} y^{4} \\
+a^{2} f^{4} x^{4} w^{4}+b^{2} g^{4} y^{4} w^{4}+c^{2} h^{4} z^{4} w^{4} \\
+2 b^{2} c^{2} g h x^{4} y^{2} z^{2}-2 c^{2} f^{2} a h x^{4} y^{2} w^{2}+2 b^{2} f^{2} a g x^{4} z^{2} w^{2} \\
+2 c^{2} a^{2} h f y^{4} z^{3} x^{2}-2 a^{2} y^{2} b f y^{4} z^{2} w^{2}+2 c^{2} g^{2} b h y^{4} x^{2} w^{2} \\
+2 a^{2} b^{3} f g z^{4} x^{2} y^{2}-2 b^{2} h^{2} c g z^{4} x^{2} w^{2} h^{5} c f z^{4} y^{3} w^{2} \\
-2 b c g^{2} h^{4} w^{4} y^{2} z^{2}-2 c a h^{2} f^{2} w^{4} z^{2} x^{2}-2 a b f^{2} g^{2} w^{4} x^{2} y^{2} \\
+2(b g-c h)(c h-a f)(a f-b g) x^{3} y^{2} z^{2} w^{2}=0 .
\end{gathered}
$$

If in this equation we write

$$
\begin{array}{ll}
a^{\prime 2} f^{\prime}=a, & a^{\prime} f^{\prime 2}=f \\
b^{\prime 2} g^{\prime}=b, & b^{\prime} g^{\prime 2}=g, \\
c^{\prime 2} h^{\prime}=c, & c^{\prime} h^{\prime 2}=h ;
\end{array}
$$

and therefore
and consequently

$$
\begin{aligned}
& \mathrm{bc}^{\prime}-\mathrm{b}^{\prime} \mathrm{c}=\frac{a}{\sqrt[3]{(a f)}}, \quad \mathrm{ad}-\mathrm{a}^{\prime} \mathrm{d}=\frac{f}{\sqrt[3]{(a f)}} \\
& \mathrm{ca}^{\prime}-\mathrm{c}^{\prime} \mathrm{a}=\frac{b}{\sqrt[3]{(b g)}}, \quad \mathrm{bd}^{\prime}-\mathrm{b}^{\prime} \mathrm{d}=\frac{g}{\sqrt[3]{(b g)}} \\
& \mathrm{ab}^{\prime}-\mathrm{a}^{\prime} \mathrm{b}=\frac{c}{\sqrt[3]{(c h)}}, \quad \mathrm{cd} d^{\prime}-\mathrm{c}^{\prime} \mathrm{d}=\frac{h}{\sqrt[3]{(c h)}}
\end{aligned}
$$

then the equation becomes

$$
(a f)^{\frac{1}{3}}+(b g)^{\frac{1}{3}}+(c h)^{\frac{1}{3}}=0 ;
$$

$$
\begin{aligned}
& a^{2} y^{4} z^{4}+b^{2} z^{4} x^{4}+c^{2} x^{4} y^{4} \\
+ & f^{2} x^{4} w^{4}+g^{2} y^{4} 4 w^{4}+h^{2} z^{4} w^{4} \\
+ & 2 b c x^{4} y^{2} z^{2}-2 c f x^{4} y^{2} w^{2}+2 b f x^{4} z^{2} w^{2} \\
& +2 c a y^{4} z^{2} x^{2}-2 a g y^{4} z^{2} w^{2}+2 c g y^{4} x^{2} w^{2} \\
& +2 a b z^{4} x^{2} y^{2}-2 b h z^{4} x^{2} w^{2}+2 a h z^{4} y^{2} w^{2} \\
& -2 g h w^{4} y^{2} z^{2}-2 h f w^{4} z^{2} x^{2}-2 f g w^{4} x^{2} y^{2} \\
+ & 2\left\{(b g)^{\frac{1}{3}}-(c h)^{\frac{1}{3}}\right\}\left\{(c h)^{\frac{1}{3}}-(a f)^{\frac{1}{3}}\right\}\left\{(a f)^{\frac{1}{3}}-(c h)^{\frac{1}{3}}\right\} x^{2} y^{2} z^{2} w^{2}=0 .
\end{aligned}
$$

This same equation, without the relation

$$
(a f)^{\frac{1}{2}}+(b g)^{\frac{1}{3}}+(c h)^{\frac{1}{2}}=0
$$

and with an arbitrary coefficient for $x^{2} y^{2} z^{2} w^{2}$; or say, the equation

$$
\begin{aligned}
& a^{2} y^{4} z^{4}+b^{2} z^{4} x^{4}+c^{2} x^{4} y^{4} \\
+ & f^{2} x^{4} w^{4}+g^{2} y^{4} w^{4}+h^{2} z^{4} w^{4} \\
+ & 2 b c x^{4} y^{2} z^{2}-2 c f x^{4} y^{2} w^{2}+2 b f x^{4} z^{2} w^{2} \\
+ & 2 c a y^{4} z^{2} x^{2}-2 a g y^{4} z^{2} w^{2}+2 c g y^{4} x^{2} w^{2} \\
+ & 2 a b z z^{4} x^{2} y^{2}-26 h z^{4} x^{2} w^{2}+2 a h z^{4} y^{2} w^{2} \\
- & 2 g h w^{4} y^{2} z^{2}-2 h f w^{4} z^{2} x^{2}-2 f g w^{4} x^{2} y^{2} \\
+ & 2 k x^{2} y^{2} z^{2} w^{2}=0,
\end{aligned}
$$

wherc $a, b, c, f, g, h, k$ are arbitrary coefficients, is the general equation of an octic surface having the four nodal curves

$$
\begin{aligned}
& x=0, \quad . \quad h z^{2} w^{2}-g w^{2} y^{2}+a y^{2} z^{2}=0, \\
& y=0,-h z^{2} w^{2} \quad . \quad+f w^{2} x^{2}+b z^{2} x^{2}=0 \text {, } \\
& z=0, \quad g y^{2} w^{2}-f w^{2} x^{2} \quad . \quad+c x^{3} y^{2}=0, \\
& w=0,-a y^{2} z^{2}-b z^{2} x^{2}-c x^{2} y^{2} \quad . \quad=0 .
\end{aligned}
$$

In fact, the equation of the surface may be written in the form

$$
\begin{aligned}
& \quad w^{4}\left\{f^{2} x^{4}+g^{2} y^{4}+h^{2} z^{4}-2 g h y^{2} z^{2}-2 h f z^{2} x^{2}-2 f g x^{2} y^{2}\right\} \\
& +2 w^{2}\left\{\begin{array}{l}
-c f x^{4} y^{2}-a g y^{1} z^{2}-b h z^{4} x^{2}+2 k x^{2} y^{2} z^{2} \\
+b f x^{4} z^{2}+c g y^{1} x^{2}+a h x^{4} y^{2}
\end{array}\right. \\
& +\quad\left\{a y^{2} z^{2}+b z^{2} x^{2}+c x^{2} y^{2}\right\}^{2}=0,
\end{aligned}
$$

which puts in evidence the nodal curve

$$
w=0,-a y^{2} z^{2}-b z^{2} x^{2}-c x^{2} y^{2}=0:
$$

there are three similar forms which put in evidence the other three nodal curves.
The four curves are so related to each other that every line which meets three of them meets also the fourth curve; there is consequently a singly infinite series of lines meeting each of the four curves; these break up into four series of lines each forming an octic scroll, and each scroll has the four curves for nodal curves respectively; that is, each scroll is a surface included under the foregoing general equation, and derived from it by assigning a proper value to the constant $k$. To determine these values, write

$$
\left\{\begin{array}{l}
\lambda+\mu+\nu=0 \\
\frac{a f}{\lambda^{2}}+\frac{b g}{\mu^{2}}+\frac{c h}{\nu^{2}}=0
\end{array}\right.
$$

equations which give four systems of values for the ratios $(\lambda: \mu: \nu)$. We have then

$$
k=a f \frac{\nu-\mu}{\lambda}+b g \frac{\lambda-\nu}{\mu}+c h \frac{\mu-\nu}{\lambda},
$$

viz. $k$ has four values corresponding to the several values of $(\lambda: \mu: \nu)$.
The scroll in question is M. De La Gournerie's scroll $\Sigma_{1}$; the equation of the scroll $\Sigma_{1}$ is consequently obtained from the octic equation by writing therein the lastmentioned value of $k$.

It is to be noticed that $k$ is, in effect, determined by a quartic equation; and, that, for a certain relation between the coefficients, this equation will have a twofold root. Assuming that this relation is satisfied, and assigning to $k$ its twofold value, the resulting scroll becomes a torse; that is, two of the four scrolls coincide together and degenerate into a torse; corresponding to the remaining two values of $k$ we have two scrolls, companions of the torse. In order to a twofold value of $k$, we must have

$$
\frac{a f}{\lambda^{3}}=\frac{b g}{\mu^{3}}=\frac{c h}{v^{3}} ;
$$

and thence

$$
(a f)^{\frac{1}{3}}+(b g)^{\frac{1}{1}}+(c h)^{\frac{1}{4}}=0 ;
$$

or, what is the same thing,

$$
(a f+b g+c h)^{3}-27 a b c f g h=0 .
$$

c. x .

If for a moment we write $a f=a^{3}, b g=\beta^{3}, c h=\gamma^{3}$, and, therefore, $a+\beta+\gamma=0$; then for the twofold root, we have $\lambda: \mu: \nu=\alpha: \beta: \gamma$, and consequently
that is,

$$
\begin{aligned}
k & =\alpha^{2}(\gamma-\beta)+\beta^{2}(\alpha-\gamma)+\gamma^{2}(\beta-\alpha) \\
& =(\alpha-\beta)(\beta-\gamma)(\gamma-\alpha),
\end{aligned}
$$

$$
k=\left\{(a f)^{\frac{1}{3}}-(b g)^{\frac{1}{3}}\right\}\left\{(b g)^{\frac{1}{3}}-(c h)^{\frac{1}{3}}\right\}\left\{(c h)^{\frac{1}{3}}-(a f)^{\frac{1}{3}}\right\},
$$

which agrees with the result in regard to the octic torse.
If in the octic equation we write $(x, y, z, w)$ in place of $\left(x^{2}, y^{2}, z^{2}, w^{2}\right)$, then we have the quartic equation

$$
\begin{aligned}
& a^{2} y^{2} z^{2}+b^{2} z^{2} x^{2}+c^{2} x^{2} y^{2} \\
+ & f^{2} x^{2} w^{2}+g^{2} y^{2} w^{2}+h^{2} z^{2} w^{2} \\
+ & 2 b c x^{2} y z-2 c f x^{2} y w+2 b f x^{2} z w \\
+ & 2 c a y^{2} z x-2 a g y^{2} z w+2 c g y^{2} x w \\
+ & 2 a b z^{2} x y-2 b h z^{2} x w+2 a h z^{2} y w \\
- & 2 g h w^{2} y z-2 h f w^{2} z x-2 f g w^{2} x y \\
+ & 2 k x y z w=0,
\end{aligned}
$$

which is the equation of a quartic surface touched by the planes $x=0, y=0, z=0$, $w=0$, in the four conics

$$
\begin{aligned}
& x=0, \quad . \quad h z w-g w y+a y z=0, \\
& y=0 \text {, }-h z w \quad .+f w x+b z x=0 \text {, } \\
& z=0, \quad g y w-f w x \quad . \quad+c x y=0 \text {, } \\
& w=0,-a y z-b z x-a x y \quad . \quad=0,
\end{aligned}
$$

respectively.
II. The octic surface

$$
\begin{aligned}
& U=b^{2} c^{2} f^{2} x^{8}+c^{2} a^{2} g^{9} y^{3}+a^{2} b^{2} h^{2} z^{8}+f^{2} g^{2} h^{2} w^{8} \\
& -2 a^{2} c g(b g-c h) y^{6} z^{2}-2 b^{2} a h(c h-a f) z^{6} x^{2}-2 c^{2} b f(a f-b g) x^{6} y^{2} \\
& +2 a^{2} b h(, \quad) y^{2} z^{6}+2 b^{2} c f(\quad,) z^{2} x^{6}+2 c^{2} a g(, \quad,) x^{2} y^{6} \\
& -2 f^{2} b c(,) x^{6} w^{2}-2 g^{3} c a(, \quad) y^{a} w^{2}-2 h^{2} a b(, \quad) z^{6} w^{2} \\
& +2 f^{2} g h(\quad) \quad x^{2} w^{6}+2 g^{2} h f(\quad,) y^{2} w^{6}+2 h^{2} f g(\quad, \quad) z^{2} w^{6} \\
& +f^{2}\left(b^{2} g^{2}+c^{2} h^{2}-4 b g c h\right) w^{4} x^{4}+g^{2}\left(c^{2} h^{2}+a^{2} f^{2}-4 c h a f\right) w^{r} y^{\top}+h^{2}\left(a^{2} f^{2}+b^{2} g^{2}-4 a b f g\right) w^{\prime} z^{4} \\
& +a^{2}\left(\quad, \quad y^{4} z^{4}+b^{2}\left(\quad, \quad z^{4} x^{4}+c^{2}\left(\quad, \quad x^{4} y^{d}\right.\right.\right. \\
& -2 g h\left(b c g h-a^{2} f^{2}-2 a f b g-2 a f c h\right) w^{\mathrm{r}} y^{2} z^{2} \\
& -2 b h(\quad) \quad z^{4} x^{2} w^{2} \\
& +2 c g(\quad) y^{4} x^{2} w^{2} \\
& +2 b c\left(\quad, \quad x^{4} y^{2} z^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& -2 h f\left(c a h f-b^{2} g^{2}-2 b g a f-2 b g c h\right) w^{4} z^{2} x^{2} \\
& -2 c f(\quad) \quad x^{4} y^{2} w^{2} \\
& +2 a h(\quad) \quad z^{4} y^{2} w^{2} \\
& +2 c a(\quad) \quad y^{4} x^{2} z^{2} \\
& -2 f g\left(a b f g-c^{2} h^{2}-2 c h a f-2 c h b g\right) w^{4} x^{2} y^{2} \\
& -2 a g(\quad) y^{4} z^{2} w^{2} \\
& +2 b f(\quad) x^{4} z^{2} w^{2} \\
& +2 a b(\quad) z^{4} x^{2} y^{2} \\
& +2 \Omega x^{2} y^{2} z^{2} w^{2}=0,
\end{aligned}
$$

where the values of the coefficients indicated by ( ") are at once obtained by the proper intercbanges of the letters, and where $\Omega$ is an arbitrary coefficient, is a surface having the four nodal conics

$$
\begin{aligned}
& x=0, \quad . \quad c y^{2}-b z^{2}+f w^{2}=0, \\
& y=0,-c x^{2} \quad .+a z^{2}+g w^{2}=0 \text {, } \\
& z=0, \quad b x^{2}-a y^{2} \quad . \quad h w^{2}=0 \text {, } \\
& w=0,-f x^{3}-g y^{2}-h z^{2} \quad .=0 .
\end{aligned}
$$

In fact, writing the equation under the form

$$
w^{2} \Theta+\left(f x^{2}+g y^{2}+h z^{2}\right)^{2} \times\left(b^{2} c^{2} x^{4}+c^{2} a^{2} y^{4}+a^{2} b^{2} z^{4}-2 a^{2} b c y^{2} z^{2}-2 b^{2} c a z^{3} x^{2}-2 c^{2} a b x^{2} y^{2}\right)=0,
$$

we put in evidence the nodal conic $w=0, f x^{2}+g y^{2}+h z^{2}=0$ : and similarly for the other nodal conics.

It is to be observed, that the complete section by the plane $w=0$ is the conic $f x^{2}+g y^{2}+h z^{2}=0$, twice repeated, and the quartic

$$
b^{2} c^{2} x^{4}+c^{2} a^{2} y^{4}+a^{2} b^{2} z^{4}-2 a^{2} b c y^{2} z^{2}-2 a b^{2} c z^{2} x^{2}-2 a b c^{2} x^{2} y^{2}=0:
$$

the latter being the system of four lines

$$
\begin{aligned}
& \frac{x}{\sqrt{ }(a)}+\frac{y}{\sqrt{ }(b)}+\frac{z}{\sqrt{ }(c)}=0, \quad \frac{x}{\sqrt{ }(a)}+\frac{y}{\sqrt{ }(b)}-\frac{z}{\sqrt{ }(c)}=0 \\
& \frac{x}{\sqrt{ }(a)}-\frac{y}{\sqrt{ }(b)}+\frac{z}{\sqrt{ }(c)}=0, \\
& \frac{x}{\sqrt{ }(a)}-\frac{y}{\sqrt{ }(b)}-\frac{z}{\sqrt{ }(c)}=0
\end{aligned}
$$

The plane in question, $w=0$, meets the other nodal conics in the six points

$$
\left(x=0, \cdot b y^{2}-c z^{2}=0\right), \quad\left(y=0, c z^{2}-a x^{2}=0\right), \quad\left(z=0, a x^{2}-b y^{2}=0\right),
$$

which six points are the angles of the quadrilatcral formed by the above-mentioned four lines.

The four conics arc such, that every line meeting three of these conics meets also the fourth conic. The lines in question form a double system: each of these
systems has, in reference to any pair of nodal conics, a homographic property as follows; viz. considering for example the two conics in the planes $z=0$ and $w=0$ respectively, if a line meets these conics in the points $P$ and $Q$ respectively, and through thesc points respectively and the line $x=0, y=0$ we draw planes, then the system of the $P$ planes and the system of the $Q$ planes correspond homographically to each other, the coincident planes of the two systems being the planes $x=0$ and $y=0$ respectively.

Conversely, if through the line $(x=0, y=0)$ we draw the two homographically related planes meeting the two conics in the points $P$ and $Q$ respectively, then, for a proper value (determined by a quadratic equation) of the constant $k(=\Theta \div \theta)$ which determines the homographic relation, the line $P Q$ will be a line meeting each of the four conics, and will belong to one or other of the above-mentioned two systems, as $k$ is equal to one or the other of the two roots of the quadratic equation. The scroll generated by the lines meeting each of the four conics, or what is the same thing, any three of these conics, is prima facie a scroll of the order 16 ; but by what precedes, it appcars that this scroll breaks up into two scrolls, which will be each of the order 8. Moreover, each scroll has the four conics for nodal curves; and since the equation $U=0$ is the gencral equation of an octic surface having the four conics for nodal curves, it follows, that the equation of the scroll is derived from that of the octic surface $U=0$, by assigning a proper value to the indeterminate coefficient $\Omega$; so that there are in fact two values of $\Omega$, for each of which the surface $U=\mathbf{0}$ becomes a scroll.

To sustain the foregoing conclusions, take $x=\theta^{\prime} y, x=\theta y$ for the equations of the two planes through the line ( $x=0, y=0$ ), which meet the $z$-conic and $w$-conic in the points $P$ and $Q$ respectively; then the equations of the line $P Q$ are

$$
\begin{array}{r}
\sqrt{ }\left(f \theta^{2}+g\right)\left(x-\theta^{\prime} y\right)+\sqrt{ }(-h)\left(\theta^{\prime}-\theta\right) z=0 \\
-\sqrt{ }\left(b \theta^{\prime 2}-a\right)(x-\theta y)^{2}+\sqrt{ }(-h)\left(\theta^{\prime}-\theta\right) w=0
\end{array}
$$

or, writing therein $\theta^{\prime}=k \theta$, the equations are

$$
\begin{array}{r}
\sqrt{ }\left(f \theta^{2}+g\right)(x-k \theta y)+\sqrt{ }(-h)(k-1) \theta z=0, \\
-\sqrt{ }\left(b k^{2} \theta^{2}-a\right)(x-\theta y)+\sqrt{ }(-h)(k-1) \theta w
\end{array}
$$

To find where the line in question meets the plane $y=0$, we have

$$
\begin{aligned}
\sqrt{ }\left(f \theta^{2}+g\right) x+\sqrt{ }(-h)(k-1) \theta z & =0 \\
-\sqrt{ }\left(b k^{2} \theta^{2}-a\right) x+\sqrt{ }(-h)(k-1) \theta w & =0
\end{aligned}
$$

and thence

$$
\begin{aligned}
& \left(f \theta^{2}+g\right) x^{2}+h(k-1)^{2} \theta^{2} z^{2}=0 \\
& \left(b k^{2} \theta^{2}-a\right) x^{2}+h(k-1)^{2} \theta^{2} w^{2}=0,
\end{aligned}
$$

or multiplying $a, g$ and adding
or assuming

$$
\begin{gathered}
\left(a f+b g k^{2}\right) x^{2}+h(k-1)^{2}\left(a z^{2}+g w^{2}\right)=0, \\
a f+b g k^{a}+c h(k-1)^{2}=0,
\end{gathered}
$$

the equation is

$$
-c x^{2}+a z^{2}+g w^{2}=0
$$

That is, $k$ being determined by the quadric equation $a f+b g k^{2}+c h(k-1)^{2}=0$, the line $P Q$ meets the $y$-conie $y=0,-c x^{2}+a z^{2}+g w^{2}=0$; and, in a similar manner, it appears that the line $P Q$ also meets the $x$-conic $x=0, c y^{2}-b z^{2}+f w^{2}=0$.

Writing for greater symmetry $1:-k: k-1=\lambda: \mu: \nu$, we have

$$
\begin{aligned}
\lambda+\mu+\nu & =0 \\
a f \lambda^{2}+b g \mu^{2}+c h \nu^{2} & =0,
\end{aligned}
$$

so that there are two systems of values of $(\lambda, \mu, \nu)$ corresponding to, and which may be used in place of, the two values of $k$ respectively.

Starting now from the equations

$$
\begin{aligned}
& \left(f \theta^{2}+g\right)(k \theta y-x)^{2}+h(k-1)^{2} \theta^{2} z^{2}=0, \\
& \left(b k^{2} \theta^{2}-a\right)(\theta y-x)^{2}+h(k-1)^{2} \theta^{2} w^{2}=0,
\end{aligned}
$$

the elimination of $\theta$ from these equations leads to an equation $U=0$, of the above mentioned form but with a determinate value of the coefficient.

The process, although a long one, is interesting and I give it in some detail.
Elimination of $\theta$ from the foregoing equations.
We bave

$$
U=M \Pi\left[\left(f \theta^{2}+g\right)(k \theta y-x)^{2}+h(k-1)^{2} \theta^{2} z^{2}\right],
$$

where $\Pi$ denotes the product of the expressions corresponding to the four roots of the equation

$$
\left(b k^{2} \theta^{2}-a\right)(\theta y-x)^{2}+h(k-1)^{2} \theta^{2} w^{2}=0 .
$$

Observing that this equation does not contain $z$, and that the expression under the sign $\Pi$ does not contain $w$, it is at once seen that the product $\Pi$ is in regard to $(z, w)$ a rational and integral function of the form $\left(z^{2}, w^{2}\right)^{4}$; and since, in regard to $(z, w), U$ is also a rational and integral function of the same form $\left(z^{2}, w^{2}\right)^{4}$, it is clear that the factor $M$ does not contain $z$ or $w$, but is a function of only $(x, y)$. To determine it we may write $z=0, w=0$ : this gives

$$
c^{2}\left(b x^{2}-a y^{2}\right)^{2}\left(f x^{2}+g y^{2}\right)^{2}=M \Pi\left(f \theta^{2}+g\right)(k \theta y-x)^{2}
$$

where

$$
\left(b k^{2} \theta^{2}-a\right)(\theta y-x)^{2}=0
$$

and the values of $\theta$ are therefore $+\frac{\sqrt{ }(a)}{k \sqrt{ }(b)},-\frac{\sqrt{ }(a)}{k \sqrt{ }(b)}, \frac{x}{y}, \frac{x}{y}$. Hence substituting and observing that

$$
c^{2} h^{2}(k-1)^{ \pm}=\left(a f+b g k^{2}\right)^{2}
$$

it is easy to find

$$
M=\frac{y^{4}}{x^{4}} \frac{b^{4} k^{4}}{h^{2}(k-1)^{8}},
$$

that is, we have

$$
\frac{x^{4}}{y^{4}} \frac{h^{2}(k-1)^{8}}{b^{4} k^{4}} U=\Pi\left[\left(f \theta^{2}+g\right)(k \theta y-x)^{2}+h(k-1)^{2} \theta^{2} z^{2}\right],
$$

where

$$
\left(b k^{2} \theta^{2}-a\right)(\theta y-x)^{2}+h(k-1)^{2} \theta^{2} w^{2}=0 .
$$

If for greater convenience we write $\theta=\frac{a}{y} \phi$, then this formula becomes

$$
\frac{y^{4}}{x^{4}} \frac{h^{2}(k-1)^{8}}{b^{4} k^{4}} U=\Pi\left[\left(f x^{2} \phi^{2}+g y^{2}\right)(k \phi-1)^{2}+h(k-1)^{2} z^{2} \phi^{2}\right],
$$

where

$$
\left(b k^{2} x^{2} \phi^{2}-a y^{2}\right)(\phi-1)^{2}+h(k-1)^{2} w^{2} \phi^{2}=0
$$

or, what is the same thing,

$$
\left(\phi^{2}-\frac{a y^{2}}{b k^{2} x^{2}}\right)(\phi-1)^{2}+\frac{h(k-1)^{2} w^{2}}{b k^{2} x^{2}} \phi^{2}=0
$$

Suppose that the terms in $U$ which contain $z^{2}$ are $=\Theta z^{2}$; then we have

$$
\frac{y^{4}}{x^{4}} \frac{h(k-1)^{6}}{b^{4} k^{4}} \Theta=\Sigma \phi_{1}^{2} \Pi^{\prime}\left(f x^{2} \phi^{2}+g y^{9}\right)(k \phi-1)^{2}
$$

or, what is the same thing,

$$
\Theta=\frac{b^{4} h^{4}}{h(k-1)^{6}} \frac{x^{4}}{y^{4}} \Sigma \phi_{1}^{2} \Pi^{\prime}\left(f x^{2} \phi^{2}+g y^{3}\right)(k \phi-1)^{2},
$$

where $I^{\prime}$ refers to the remaining three roots $\phi_{2}, \phi_{3}, \phi_{4}$; this may also be written

$$
\Theta=\frac{b^{4} k^{*}}{h(k-1)^{6}} \frac{x^{4}}{y^{4}} \Pi\left(f x^{2} \phi^{2}+g y^{2}\right)(k \phi-1)^{2} \cdot \Sigma \frac{\phi^{2}}{\left(f x^{2} \phi^{2}+g y^{2}\right)(k \phi-1)^{2}} .
$$

Hence, observing that we have identically

$$
\left(\phi^{2}-\frac{a y^{2}}{b k^{2} x^{2}}\right)(\phi-1)^{2}+\frac{h(k-1)^{2} w^{2}}{b k^{3} x^{2}} \phi^{2}=\left(\phi-\phi_{1}\right)\left(\phi-\phi_{2}\right)\left(\phi-\phi_{3}\right)\left(\phi-\phi_{4}\right),
$$

and writing $\phi= \pm \frac{i y \sqrt{ }(g)}{x \sqrt{ }(f)}, \phi=\frac{1}{k},\{i=\sqrt{ }(-1)$ as usual $\}$, we find

$$
\begin{aligned}
& \Pi\{\phi x \sqrt{ }(f) \pm i y \sqrt{ }(g)\}=\frac{h(k-1)^{2}}{b k^{2}}\left[c\{x \sqrt{ }(f) \pm i y \sqrt{ }(g)\}^{2} f g w^{2}\right] y^{2}, \\
& \Pi(h \phi-1) \quad=\frac{(k-1)^{2}}{b x^{2}}\left(b x^{2}-a y^{2}+h w^{2}\right) ;
\end{aligned}
$$

whence, writing for shortness

$$
\begin{aligned}
\Delta & =\left[c\left\{x \sqrt{ }(f)+i y \sqrt{ }(g)^{2}\right\}-f g w^{2}\right]\left[c\left\{x \sqrt{ }(f)-i y \sqrt{ }(g)^{2}\right\}-f g w^{2}\right], \\
& =c^{2} f^{2} x^{2} x^{4}+c^{2} g^{2} y^{4}+f^{2} g^{2} w^{4}+2 c f g^{2} y^{2} 2 w^{2}-2 c f^{2} g x^{2} w^{2}+2 c^{2} f g x^{2} y^{2},
\end{aligned}
$$

we find

$$
\begin{aligned}
\Pi\left(f x^{2} \phi^{2}+g y^{2}\right) & =\frac{h^{2}(k-1)^{4}}{b^{2} k^{4}} \Delta y^{4}, \\
\Pi(k \phi-1)^{2} & =\frac{(k-1)^{4}}{b^{2}}\left(b x^{2}-a y^{2}+h w^{2}\right) \frac{1}{x^{4}},
\end{aligned}
$$

and thence

$$
\Pi\left(f x^{2} \phi^{2}+g y^{2}\right)(k \phi-1)^{2}=\frac{h^{2}(k-1)^{8}}{b^{4} k^{4}} \Delta\left(b x^{2}-a y^{2}+h w^{2}\right)^{2} \frac{y^{4}}{x^{4}},
$$

and consequently

$$
\Theta=h(k-1)^{2} \Delta\left(b x^{2}-a y^{2}+h w^{2}\right)^{2} \cdot \Sigma \frac{\phi^{2}}{\left(f x^{2} \phi^{2}+g y^{2}\right)(k \phi-1)^{2}} .
$$

Hence, writing

$$
\frac{\phi^{2}}{\left(f x^{3} \phi^{2}+g y^{2}\right)(k \phi-1)^{2}}=\frac{A}{(k \phi-1)^{2}}+\frac{B}{k \phi-1}+\frac{C}{x \phi \sqrt{ }(f)+i y \sqrt{ }(g)}+\frac{D}{x \phi \sqrt{ }(f)-i y \sqrt{ }(g)},
$$

we may calculate separately the terms

$$
\Sigma\left\{\frac{A}{(k \phi-1)^{2}}+\frac{B}{k \phi-1}\right\},
$$

and

$$
\Sigma\left\{\frac{C}{\{x \phi \sqrt{ }(f)+i y \sqrt{ }(g)}+\frac{D}{x \phi \sqrt{ }(f)-i y \sqrt{ }(g)}\right\} .
$$

The first of these is

$$
=\frac{1}{(k-1)^{2}\left(f x^{2}+k^{2} g y\right)^{2}\left(b x^{2}-a y^{2}+h w^{2}\right)^{2}}\{x, y, w\}^{\}^{6}},
$$

if for shortness

$$
\begin{aligned}
\{x, y, w\}^{6}= & \left(f x^{2}+k^{2} g y^{2}\right)\left[4\left\{(2-k) b x^{2}-a y^{2}+h(1-k) w^{2}\right\}^{2}\right. \\
& \left.-2\left(b x^{2}-a y^{2}+h w^{2}\right)\left\{\left(6-6 k+k^{2}\right) b x^{2}-a y^{2}+h(1-k)^{2} w^{2}\right\}\right] \\
& +4 k^{2}(k-1) g y^{2}\left(b x^{2}-a y^{2}+h w^{2}\right)\left\{(2-k) b x^{2}-a y^{2}+h(1-k) w^{2}\right\}:
\end{aligned}
$$

the second is

$$
=\frac{2}{(k-1)^{2}\left(f x^{2}+k^{2} g y^{2}\right)^{2} \Delta}(x, y, w)^{6},
$$

if for shortness
and hence

$$
\begin{aligned}
(x, y, w)^{8}= & \left\{\left(f x^{2}-k^{2} g y^{2}\right)\left(c f x^{2}-c g y^{2}-f g w^{2}\right)-4 c k f g x^{2} y^{2}\right\} \\
& \times\left\{f g b k^{2} x^{2}+\left[2 c h(k-1)^{2}+a f\right] g y^{2}+f g h(k-1)^{2} w^{2}\right\} \\
& +2\left\{k^{2} b g-c h(k-1)^{2}\right\} f g x^{2} y^{2}\left\{c(k+1)\left(f x^{2}-k g y^{2}\right)-k f g w^{2}\right\} ;
\end{aligned}
$$

$$
\Theta=\frac{1}{\left(f x^{2}+k^{2} g y^{2}\right)^{2}}\left[h \Delta\{x, y, w\}^{6}+2\left(b x^{2}-a y^{2}+h w^{2}\right)^{2}(x, y, w)^{6}\right],
$$

which must be a rational and integral function of ( $x, y, w$ ).
In partial verification of this, observe that, because $U$ contains the terms

$$
2 b^{2} c f(c h-a f) x^{6} z^{2}+2 \Omega x^{2} y^{2} z^{2} w^{2},
$$

$\Theta$ should contain the terms

$$
2 b^{\circ} c f(c h-a f) x^{6}+2 \Omega x^{2} y^{2} w^{2},
$$

viz. in $\Theta$ the term in $x^{6}$ should be $=2 b^{2} c f(c h-a f) x^{6}$.
Now writing $y=0, w=0$, we have

$$
\begin{aligned}
\Delta & =c^{2} f^{2} x^{b}, \\
\{x, y, w\}^{6} & =b^{2} f\left\{4(2-k)^{2}-2\left(6-6 k+k^{2}\right)\right\} x^{b}, \\
& =b^{2} f\left(4-4 k+2 k^{2}\right) x^{6}, \\
(x, y, w)^{6} & =b c f^{3} g l^{2} x^{6} ;
\end{aligned}
$$

and hence the required term of $\Theta$ is $x^{6}$ multiplied by

$$
\begin{aligned}
& b^{2} c^{2} f h\left(4-4 k+2 k^{2}\right)+2 b^{3} c f g k^{2}: \\
& =2 b^{2} c f\left[c h\left(2-2 k+k^{2}\right)+b g k^{2}\right], \\
& =2 b^{2} c f\left[c h+c h(1-1 k)^{2}+b g k^{2}\right],
\end{aligned}
$$

which in virtue of the relation $a f+b g k^{2}+c h(1-k)^{2}$ becomes, as it should do,

$$
=2 b^{2} c f(c h-a f) .
$$

The actual division by $\left(f x^{2}+k^{2} g y^{2}\right)^{2}$ would, however, be a very tedious process, and it is to be observed, that we only require to know the term $2 \Omega x^{2} y^{2} w^{2}$ of $\Theta$. We may therefore adopt a more simple course as follows: the terms of $\Theta$ which contain $w^{2}$ are $=\left(A x^{4}+2 \Omega x^{2} y^{2}+B y^{4}\right) w^{2}$, hence writing for a moment

$$
\{x, y, w\}^{6}=P+Q w^{2}, \quad(x, y, w)^{6}=R+S w^{2},
$$

and observing that we have

$$
\begin{aligned}
\Delta & =c^{2}\left(f x^{2}+g y^{2}\right)^{2}-2 c^{2} f g\left(f x^{2}-g y^{2}\right) w^{2}+\& c . \\
\left(b x^{2}-a y^{2}+h w^{2}\right)^{2} & =\left(b x^{2}-a y^{2}\right)^{2}+\quad 2 h\left(b x^{2}-a y^{2}\right) w^{2}+\& c .
\end{aligned}
$$

we have

$$
\begin{aligned}
\left(f x^{2}+k^{2} g y^{2}\right)^{2}\left(A x^{4}+2 \Omega x^{2} y^{2}+B y^{4}\right)= & c^{2} h\left(f x^{2}+g y^{2}\right)^{2} Q-2 c^{2} f g h\left(f x^{2}-g y^{2}\right) P \\
& +\left(b x^{2}-a y^{2}\right)^{2} S+2 h\left(b x^{2}-a y^{2}\right) R .
\end{aligned}
$$

But in this identical equation we may write $x^{2}=a, y^{2}=b$, which gives

$$
\left(a f+k^{2} b g\right)^{2}\left(A a^{2}+2 \Omega a b+B b^{2}\right)=c^{2} h(a f+b g)^{2} Q-2 c^{2} f g h(a f-b g) P
$$

and from the equation we have

$$
\{x, y, w\}^{6}=P+Q w^{2}
$$

$$
\begin{aligned}
P+Q w^{2}= & \left(a f+b g h^{2}\right)\left[\begin{array}{c}
4\left\{(1-k) a b+(1-k) h w^{2}\right\}^{2} \\
-2 h w^{2}\left(5-6 \hat{k}+k^{2}\right) a b
\end{array}\right] \\
& +4 k^{2}(k-1) b g h w^{2}(1-k) a b, \\
= & -c h(k-1)^{2}\left\{4(k-1)^{2}\left(a^{2} b^{2}+2 w^{2} a b h\right)-2\left(5-6 k+k^{2}\right) h w^{2}\right\} \\
& -4 k^{2}(k-1)^{2} a b^{2} g h w w^{2},
\end{aligned}
$$

that is,

$$
\begin{aligned}
& P=-4 c h(k-1)^{4} a^{2} b^{2}, \\
& Q=\quad(k-1)^{2} a b h\left\{c h\left(-6 k^{2}+4 k+2\right)-4 k^{2} b\right\},
\end{aligned}
$$

whence

$$
(k-1)^{2}\left(A a^{2}+2 \Omega a b+B b^{2}\right)=a b(a f+b g)^{2}\left[c h\left(-6 k^{2}+4 k+2\right)-4 k^{2} b g\right]
$$

But we have

$$
+8 f g(a f-b g)(k-1)^{2}(a b)^{2}
$$

$$
A a^{2}+B b^{2}=-2 a b(a f-b g)\left(-a f b g+c^{2} h^{2}+2 c h a f+2 c h b g\right),
$$

and thence

$$
\begin{aligned}
2(k-1)^{2} \Omega= & (a f+b g)^{2}\left[c h\left(-6 k^{2}+4 k+2\right)-4 k^{2} b g\right] \\
& +(k-1)^{2}(a f-b g)\binom{-2 a f b g+2 c^{2} h^{2}+4 c h a f+4 c h b g}{+8 a f b g},
\end{aligned}
$$

or

$$
\begin{aligned}
(k-1)^{2} \Omega=(a f+b g)^{2}[c h(- & \left.\left.3 k^{2}+2 k+1\right)-2 k^{2} b g\right] \\
& +(k-1)^{2}(a f-b g)\left[3 a f b g+c^{2} h^{2}+2 c h a f+2 c h b g\right] .
\end{aligned}
$$

Writing $-3 k^{2}+2 k+1=-3(k-1)^{2}-4(k-1)$, this is

$$
\Omega=(a f+b g)^{2}\left[c h\left(-3-\frac{4}{k-1}\right)-\frac{2 k^{2}}{(k-1)^{2}} b g\right]+(a f-b g)\left[3 a f b g+c^{2} h^{2}+2 c h a f+2 c h b g\right]
$$

or since $1:-k: k-1=\lambda: \mu: \nu$; and writing for shortness $(a f, b g, c h)=(\alpha, \beta, \gamma)$, this is

$$
\Omega=(\alpha+\beta)^{2}\left\{\gamma\left(-3-\frac{4 \lambda}{\nu}\right)-\frac{2 \mu^{2}}{\nu^{2}} \beta\right\}+(\alpha-\beta)\left\{3 \alpha \beta+\gamma^{2}+2 \gamma \alpha+2 \gamma \beta\right\},
$$

which is the value of $\Omega$ : viz. the conclusion arrived at is that, eliminating $\theta$ from the equations

$$
\begin{aligned}
& \left(f \theta^{2}+g\right)(k \cdot \theta y-x)^{2}+h(k-1)^{2} \theta^{2} z^{2}=0, \\
& \left(b k^{2} \theta^{2}-a\right)(\theta y-x)^{2}+h(k-1)^{2} \theta^{2} w^{2}=0:
\end{aligned}
$$

where $k$ denotes a determinate function of $a f, b g, c h$, viz. writing $a f, b g, c h=\alpha, \beta, \gamma$ and $1:-k: k-1=\lambda: \mu: \nu$, we have

$$
\begin{array}{r}
\lambda+\mu+\nu=0, \\
\alpha \lambda^{2}+\beta \mu^{2}+\gamma \nu^{2}=0,
\end{array}
$$

equations which serve to determine $k$ : the result of the elimination is the octic equation

$$
b^{2} c^{2} f^{2} x^{8}+\ldots+2 \Omega x^{2} y^{2} z^{2} w^{2}=0
$$

where $\Omega$ has the last-mentioned value.
c. x .

The value of $\Omega$ is unsymmetrical in its form, and there are apparently six values; viz. writing

$$
\begin{aligned}
& A=(\beta+\gamma)^{2}\left\{\alpha\left(-3-\frac{4 \mu}{\lambda}\right)-\frac{2 \nu^{2}}{\lambda^{2}} \gamma\right\}+(\beta-\gamma)\left(S+\beta \gamma+\alpha^{2}\right), \\
& B=(\gamma+\alpha)^{2}\left\{\beta\left(-3-\frac{4 \nu}{\mu}\right)-\frac{2 \lambda^{2}}{\mu^{2}} \alpha\right\}+(\gamma-\alpha)\left(S+\gamma \alpha+\beta^{2}\right), \\
& C=(\alpha+\beta)^{2}\left\{\gamma\left(-3-\frac{4 \lambda}{\nu}\right)-\frac{2 \mu^{2}}{\nu^{2}} \beta\right\}+(\alpha-\beta)\left(S+\alpha \beta+\gamma^{2}\right), \\
& A_{1}=(\beta+\gamma)^{2}\left\{\alpha\left(-3-\frac{4 \nu}{\lambda}\right)-\frac{2 \mu^{2}}{\lambda^{2}} \beta\right\}-(\beta-\gamma)\left(S+\beta \gamma+\alpha^{2}\right), \\
& B_{1}=(\gamma+\alpha)^{2}\left\{\beta\left(-3-\frac{4 \lambda}{\mu}\right)-\frac{2 \nu^{2}}{\mu^{2}} \gamma\right\}-(\gamma-\alpha)\left(S+\gamma \alpha+\beta^{2}\right), \\
& C_{1}=(\alpha+\beta)^{2}\left\{\gamma\left(-3-\frac{4 \mu}{\nu}\right)-\frac{2 \lambda^{2}}{\nu^{2}} \alpha\right\}-(\alpha-\beta)\left(S+\alpha \beta+\gamma^{2}\right),
\end{aligned}
$$

where for shortness $S=2(\beta \gamma+\gamma \alpha+\alpha \beta)$, the six values would be $A, B, C, A_{1}, B_{1}, C_{1}$. But we have really

$$
A=B=C=-A_{1}=-B_{1}=-C_{1} ;
$$

so that $\Omega$ has really only two values, equal and of opposite signs, or, what is the same thing, $\Omega^{2}$ has a unique value. In fact, writing for shortness

$$
\lambda+\mu+\nu=P, \quad \alpha \lambda^{2}+\beta \mu^{2}+\gamma \nu^{2}=X,
$$

we find at once the identity

$$
\lambda^{2}\left(A+A_{1}\right)=(\beta+\gamma)^{\overline{2}}(-2 X-4 \lambda \alpha P)
$$

so that $A=-A_{1}$, in value of $P=0, X=0$. And similarly $B=-B_{1}, C=-C_{1}$.
But the demonstration of the equation $A=B$ is more complicated. We have

$$
\begin{aligned}
A-B= & -3 \alpha(\beta+\gamma)^{3}-4 \alpha(\beta+\gamma)^{2} \frac{\mu}{\lambda}-2 \gamma(\beta+\gamma)^{2} \frac{\nu^{2}}{\lambda^{2}}+(\beta-\gamma)\left(S+\beta \gamma+\alpha^{2}\right) \\
& +3 \beta(\gamma+\alpha)^{2}+4 \beta(\gamma+\alpha)^{2} \frac{\nu}{\mu}+2 \alpha(\gamma+\alpha)^{2} \frac{\lambda^{2}}{\mu^{2}}-(\gamma-\alpha)\left(S+\gamma \alpha+\beta^{2}\right),
\end{aligned}
$$

that is,

$$
\begin{aligned}
\lambda^{3} \mu^{2}(A-B)= & \left\{-3 \alpha(\beta+\gamma)^{2}+3 \beta(\gamma+\alpha)^{2}+(\beta-\gamma)\left(S+\beta \gamma+\alpha^{2}\right)-(\gamma-\alpha)\left(S+\gamma \alpha+\beta^{2}\right)\right\} \lambda^{2} \mu^{2} \\
& -4 \alpha(\beta+\gamma)^{2} \lambda \mu^{3} \\
& -2 \gamma(\beta+\gamma)^{2} \nu^{2} \mu^{2} \\
& +4 \beta(\gamma+\alpha)^{2} \nu \lambda^{2} \mu \\
& +2 \alpha(\gamma+\alpha)^{2} \lambda^{4},
\end{aligned}
$$

or, denoting for a moment the coefficient of $\lambda^{2} \mu^{2}$ by $K$, and writing also $\gamma \nu^{2}=X-\alpha \lambda^{2}-\beta \mu^{2}$, $\nu=P-\lambda-\mu$, this is

$$
\begin{aligned}
= & h^{2} \lambda^{2} \mu^{2} \\
& -4 \alpha(\beta+\gamma)^{2} \lambda \mu^{2} \\
& -2(\beta+\gamma)^{2} \mu^{2}\left(X-\alpha \lambda^{2}-\beta \mu^{2}\right) \\
& +4 \beta(\gamma+\alpha)^{2} \lambda^{2} \mu(P-\lambda-\mu) \\
& +2 x(\gamma+\alpha)^{2} \lambda^{4}, \\
= & -2(\beta+\gamma)^{2} \mu^{2} X+4 \beta(\gamma+\alpha)^{2} \lambda^{2} \mu P \\
& +2 x(\gamma+\alpha)^{2} \lambda^{4} \\
& -4 \beta(\gamma+a)^{2} \lambda^{3} \mu \\
+ & \left\{-4 \beta(\gamma+\alpha)^{2}+K+2 \alpha(\beta+\gamma)^{2}\right\} \lambda^{3} \mu^{2} \\
& -4 \alpha(\beta+\gamma)^{2} \lambda \mu^{3} \\
& +2 \beta(\beta+\gamma)^{2} \mu^{4},
\end{aligned}
$$

and here the coefficient of $\lambda^{2} \mu^{2}$ is found to be

$$
=2\left\{\alpha \beta(\alpha+\beta)+\gamma(\alpha-\beta)^{2}-3 \gamma^{2}(\alpha+\beta)\right\} .
$$

Hence, the terms withont $X$ of $P$ are $=2 \nabla$, where

$$
\begin{aligned}
\nabla= & \alpha(\gamma+\alpha)^{2} \lambda^{4} \\
& -2 \beta(\gamma+\alpha)^{2} \lambda^{3} \mu \\
& +\left\{\alpha \beta(\alpha+\beta)+\gamma(\alpha-\beta)^{2}-3 \gamma^{2}(\alpha+\beta)\right\} \lambda^{2} \mu^{2} \\
& -2 x(\beta+\gamma)^{2} \lambda \mu^{3} \\
& +\beta(\beta+\gamma)^{2} \mu^{3},
\end{aligned}
$$

and this is identically

$$
\left.\begin{array}{r}
\quad(\alpha+\gamma) \lambda^{2} \\
=+\quad 2 \gamma \lambda \mu \\
+(\beta+\gamma) \mu^{2}
\end{array}\right\} \times\left\{\begin{array}{l}
\alpha(\gamma+\alpha) \lambda^{2} \\
-2\left(\beta \gamma+\gamma^{\alpha}+\alpha \beta\right) \lambda \mu \\
+\beta(\beta+\gamma) \mu^{2}
\end{array}\right.
$$

where observing that

$$
a \lambda^{2}+\beta \mu^{2}+\gamma(P-\lambda-\mu)^{n}=X,
$$

we have the first factor

$$
(\alpha+\gamma) \lambda^{2}+(\beta+\gamma) \mu^{2}+2 \gamma \lambda \mu=X-\gamma P^{2}+2 \gamma P(\lambda+\mu)
$$

and consequently

$$
\begin{aligned}
& \lambda^{2} \mu^{2}(A-B)=-2(\beta+\gamma)^{2} \mu^{2} X+4 \beta(\gamma+\alpha)^{2} \lambda^{2} \mu P \\
& \quad+2\left\{X-\gamma P^{2}+2 \gamma P(\lambda+\mu)\right\}\left\{\alpha(\gamma+\alpha) \lambda^{2}-2(\beta \gamma+\gamma \alpha+\alpha \beta) \lambda \mu+\beta(\beta+\gamma) \mu^{2}\right\} ;
\end{aligned}
$$

viz. in virtue of $P=0, X=0$, we have $A=B$. And thus

$$
A=B=C=-A_{1}=-B_{1}=-C_{1}:
$$

so that the only values of $\Omega$ are, say, $A$ and $-A$.

Reverting to the original equations

$$
\begin{aligned}
& \left(f \theta^{2}+g\right)(k \theta y-x)^{2}+h(k-1)^{2} \theta^{2} z^{2}=0, \\
& \left(b k^{2} \theta^{2}-a\right)(\theta y-x)^{2}+h(k-1)^{2} \theta^{2} w^{2}=0,
\end{aligned}
$$

say these are

$$
\begin{aligned}
& (a, b, c, d, \text { e } \gamma \theta, 1)^{4}=0, \\
& \left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime} \gamma \theta, 1\right)^{4}=0,
\end{aligned}
$$

then the coefficients in the two equations have the values

$$
\begin{array}{ll}
f k^{2} y^{2}, & b k^{2} y^{2}, \\
-2 k f x y, & -2 b k^{2} x y, \\
f x^{2}+g k y^{2}+h(k-1)^{2} z^{2}, & b k^{2} x^{2}-a y^{2}+h(k-1)^{2} w^{2}, \\
-2 g k x y, & 2 a x y, \\
g x^{2}, & -a x^{2},
\end{array}
$$

where observe that only $c$ contains $z^{2}$, and only $c^{\prime}$ contains $w^{2}$. The result of the elimination is
viz. here the only terms which contain $z^{8}$ and $w^{8}$ are

$$
c^{2} a^{\prime 2} e^{\prime 2}+c^{\prime 2} a^{2} e^{2}
$$

and hence the terms in $z^{8}$ and $w^{8}$ are

$$
h^{4}(k-1)^{8} z^{8} \cdot a^{2} b^{2} k^{4} x^{4} y^{4}+h^{4}(k-1)^{8} w^{8} \cdot f^{2} y^{2} k^{4} x^{4} y^{4}
$$

viz. these are

$$
=h^{2} k^{4}(k-1)^{8} x^{4} y^{4}\left(a^{2} b^{2} h^{2} z^{8}+f^{2} g^{2} h^{4} w^{8}\right),
$$

or assuming that the determinant contains as a factor the function $b^{2} c^{2} f^{2} x^{8}+\ldots+2 \Omega x^{2} y^{2} z^{2} \psi^{2}$, with a properly determined value of $\Omega$, we sce that the other factor is $=h^{2} k^{4}(k-1)^{8} x^{4} y^{4}$, which agrces with a preceding result.

## 655.

## A MEMOIR ON DIFFERENTIAL EQUATIONS.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xiv. (1877), pp. 292-339.]

We have to do with a set of variables, which is either nnipartite ( $x, y, z, \ldots$ ), or else bipartite ( $x, y, z, \ldots ; p, q, r, \ldots$ ), the variables in the latter case corresponding in pairs $x$ and $p, y$ and $q$, \&c.

A letter not otherwise explained denotes a function of the variables. Any such letter may be put $=$ const., viz. we thereby establish a relation between the variables; and when this is so, we use the same letter to denote the constant value of the function. Thus the set being ( $x, y, z ; p, q, r$ ), $H$ may denote a given function $p q r-x y z ;$ and then, if $H=$ const., we have $p q r-x y z=H$ (a constant). This notation, when once clearly understood, is I think a very convenient one.

The present memoir relates chiefly to the following subjects:
A. Unipartite set $(x, y, z, \ldots)$. The differential system

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}=\frac{d z}{Z}=\ldots
$$

and connected therewith the linear partial differential equation

$$
X \frac{d \theta}{d x}+Y \frac{d \theta}{d y}+Z \frac{d \theta}{d z}+\ldots=0:
$$

$$
X d x+Y d y+Z d z+\ldots .
$$

B. Bipartite set $(x, y, z, \ldots ; p, q, r, \ldots)$. The Haıniltonian system

$$
\frac{d x}{\frac{d H}{d p}}=\frac{d y}{\frac{d H}{d q}}=\frac{d z}{\frac{d H}{d r}}=\ldots=\frac{d p}{-\frac{d H}{d x}}=\frac{d q}{-\frac{d \bar{H}}{d y}}=\frac{d r}{-\frac{d H}{d z}}=\ldots
$$

and conneeted therewith the linear partial differential equation

$$
\frac{d H}{d p} \frac{d \theta}{d x}-\frac{d H}{d x} \frac{d \theta}{d p}+\frac{d H}{d q} \frac{d \theta}{d y}-\frac{d H}{d y} \frac{d \theta}{d q}+\ldots=0
$$

otherwise written

$$
(I, \theta),=\frac{d(H, \theta)}{d(p, x)}+\frac{d(I I, \theta)}{d(q, y)}+\ldots,=0
$$

where $H$ denotes a given function of the variables: also the Hamiltonian system as augmented by an equality $=d t$, and as augmented by this and another equality

$$
=d V \div\left(p \frac{d I}{d p}+q \frac{d H}{d q}+r \frac{d H}{d r} \cdots\right)
$$

C. Bipartite set $(x, y, z, \ldots ; p, q, r, \ldots)$. The partial differential equation $H=$ const., where, as before, $H$ is a given function of the variables, but $p, q, r, \ldots$ are now the differential coefficients in regard to $x, y, z, \ldots$ respectively of a function $V$ of these variables, or, what is the same thing, there exists a function

$$
V=\int(p d x+q d y+r d z+\ldots)
$$

of the variables $x, y, z, \ldots$.
In what precedes, I have written $(x, y, z, \ldots)$ to denote a set of any number $u$ of variables, and $(x, y, z, \ldots ; p, q, r, \ldots)$ to denote a set of any even number $2 n$ of variables, and the investigations are for the most part applicable to these general cases. But for greater clearness and facility of expression, I usually consider the case of a set $(x, y, z, w)$, or ( $x, y, z ; p, q, r$ ), \&c., as the case may be, consisting of a definite number of variables.

The greater part of the theory is not new, but I think that I have presented it in a more eompact and intelligible form than has hitherto been done, and I have added some new results.

Introductory Remarks. Art. Nos. 1 to 3.

1. As already noticed, a letter not otherwise explained is considered as denoting a function of the variables of the set; but when necessary we indicate the variables by a notation such as $z=z(x, y) ; z$ is here a function (known or unknown as the case may be) of the variables $x, y$, the $z$ on the right-hand side being in fact a functional symbol. And thus also $z=z(x, y)$, const. denotes that the function $z(x, y)$ of the variables $x, y$ has a constant value, which constant value is $=z$, viz. we thus indicate a relation between the variables $x, y$.
2. The variables $x, y, \& c$., may have infinitesimal increments $d x, d y, \& c$. ; and the equations of connexion between the variables then give rise to linear relations between these increments, the coefficients therein being differential eoefficients and,
as such, represented in the usual notation; thus if $z=z(x, y)$, we have $d z=\frac{d z}{d x} d x+\frac{d z}{d y} d y$, where $\frac{d z}{d x}, \frac{d z}{d y}$ are the so-called partial differential coefficients of $z$ in regard to $x, y$ respectively. If we have $y=y(x)$, then also $d y=\frac{d y}{d x} d x$, and the foregoing equation becomes

$$
d z=\left(\frac{d z}{d x}+\frac{d z}{d y} \frac{d y}{d x}\right) d x
$$

but considering the two equations $z=z(x, y)$ and $y=y(x)$ as determining $z$ as a function of $x$, say $z=z(x)$, we have $d z=\frac{d(z)}{d x} d x$; whence comparing the two formulæ

$$
\frac{d(z)}{d x}=\frac{d z}{d x}+\frac{d z}{d y} \frac{d y}{d x},
$$

where $\frac{d(z)}{d x}$ is the so-called total differential coefficient of $z$ in regard to $x$. The distinction is best made, not by any difference of notation $\frac{d(z)}{d x}, \frac{d z}{d x}$, but by appending in any case of doubt the equations or equation used in the differentiation. Thus we have $\frac{d z}{d x}$ where $z=z(x, y)$; or, as the case may be, $\frac{d z}{d x}$ where $z=z(x, y)$ and $y=y(x)$.
3. A relation between increments is always really a relation between differential coefficients: but we use the increments for symmetry and conciseness, as in the case of a differential system $\frac{d x}{X}=\frac{d y}{Y}=\frac{d z}{Z}$, or in a question relating to the lineo-differential $X d \dot{x}+Y d y+Z d z$, for instance in the question whether this can be put $=d u$.

## Notations. Art. Nos. 4 to 6.

4. Functional determinants. If $a, b, c, \ldots$ are functions of the variables $x, y, z, w, \ldots$, then the determinants

$$
\left|\begin{array}{ll}
\frac{d a}{d x}, & \frac{d a}{d y} \\
\frac{d b}{d x}, & \frac{d b}{d y}
\end{array}\right|, \quad\left|\begin{array}{lll}
\frac{d a}{d x}, & \frac{d a}{d y}, & \frac{d a}{d z} \\
\frac{d b}{d x}, & \frac{d b}{d y}, & \frac{d b}{d z} \\
\frac{d c}{d x}, & \frac{d c}{d y}, & \frac{d c}{d z}
\end{array}\right|, \& c .
$$

are for shortness represented by

$$
\frac{d(a, b)}{d(x, y)}, \frac{d(a, b, c)}{d(x, y, z)}, \& \mathrm{c}
$$

the notation being especially used in the first-mentioned case where the symbol is $\frac{d(a, b)}{d(x, y)}$. It is sometimes convenient to extend this notation, and for instance use $\frac{d(a, b)}{d(x, y, z)}$ to denote the serics of determinants

$$
\left|\begin{array}{lll}
\frac{d a}{d x}, & \frac{d a}{d y}, & \frac{d a}{d z} \\
\frac{d b}{d x}, & \frac{d b}{d y}, & \frac{d b}{d z}
\end{array}\right|
$$

which can be formed by selecting in every way two columns to form thereout a determinant; the equation

$$
\frac{d(a, b)}{d(x, y, z)}=0
$$

will then denote that each of these determinants is $=0$.
The analogous notation

$$
\frac{d(a, b, c)}{d(x, y)}
$$

would denote non-existent determinants, viz. there are here not columns enough to form with them a determinant: and the notation is not required.
5. In the case of a bipartite set $(x, y, z, \ldots ; p, q, r, \ldots)$, if $a, b$ are any functions of these variables, we consider the derivative

$$
(a, b)=\frac{d(a, b)}{d(p, x)}+\frac{d(a, b)}{d(q, y)}+\frac{d(a, b)}{d(r, z)}+\ldots
$$

viz. ( $a, b$ ) is used to denote the sum of the functional determinants on the right hand.
6. Taking again $(x, y, z, w, \ldots)$ as the variables, then in the theory of the lineo-differential $X d x+Y d y+Z d z+W d w+\ldots$, we use certain derivative functions analogous to Pfaffians. They may be thus defined; viz. considering the numbers $1,2,3,4, \ldots$ as corresponding to the variables $x, y, z, w, \ldots$ respectively, we have

$$
\begin{aligned}
1 & =X, 2=I, 3=Z, 4=W, \& c_{.}, \\
12 & =\frac{d X}{d y}-\frac{d Y}{d x}, 13=\frac{d X}{d z}-\frac{d Z}{d x}, \& c_{.}, \\
123 & =1.23+2.31+3.12 \\
& =X\left(\frac{d Y}{d z}-\frac{d Z}{d y}\right)+Y\left(\frac{d Z}{d x}-\frac{d X}{d z}\right)+Z\left(\frac{d X}{d y}-\frac{d Y}{d x}\right), \\
1234 & =12.34+13.42+14.23 \\
& =\left(\frac{d X}{d y}-\frac{d Y}{d x}\right)\left(\frac{d Z}{d w}-\frac{d W}{d z}\right)+\left(\frac{d X}{d z}-\frac{d Z}{d x}\right)\left(\frac{d W}{d y}-\frac{d Y}{d w}\right)+\left(\frac{d X}{d w}-\frac{d W}{d x}\right)\left(\frac{d Y}{d z}-\frac{d Z}{d y}\right),
\end{aligned}
$$

and, adding for greater distinctness the next following cases,

$$
\begin{aligned}
12345 & =1.2345+2.3451+3.4512+4.5123+5.1234 \\
123456 & =12.3456+13.4561+14.5612+15.6123+16.2345,
\end{aligned}
$$

where of course $2345, \& c$., have the significations mentioned above.

## Dependency of Functions. Art. Nos. 7 and 8.

7. Two or more functions of the same variables may be independent, or else dependent or connected; viz in the latter case any one of the functions is a function of the others $a=a(x), b=b(x)$, the functions $a, b$ are dependent, but if

$$
a=a(x, y), \quad b=b(x, y),
$$

then the condition of dependency is

$$
\frac{d(a, b)}{d(x, y)}=0
$$

and, similarly, if $a=a(x, y, z), b=b(x, y, z)$, then the conditions of dependency are

$$
\frac{d(a, b)}{d(x, y, z)}=0
$$

viz. if the equations thus represented are all of them satisfied, the funetions are dependent, but if not, then they are independent.

Observe that, when $a=a(x, y, z), b=b(x, y, z)$ as above, if we choose to attend only to the variables $x, y$, treating $z$ as a mere constant, there is then a single condition of dependency $\frac{d(a, b)}{d(x, y)}=0$, and so if we attend only to the variable $x$, treating $y, z$ as mere constants, then $a$ and $b$ are dependent. Thus when $a=x, b=x^{2}+y$, the functions $a, b$ are independent if we attend to both the variables $x, y$; dependent if $y$ be regarded as a constant.
8. Further when $a=a(x, y), b=b(x, y), c=c(x, y)$, the functions $a, b, c$ are dependent; but when $a=a(x, y, z), b=b(x, y, z), c=c(x, y, z)$, the condition of dependency is

$$
\frac{d(a, b, c)}{d(x, y, z)}=0
$$

and so when $a=a(x, y, z, w), b=b(x, y, z, w), c=c(x, y, z, w)$, the conditions of dependency are

$$
\frac{d(u, b, c)}{d(x, y, z, w)}=0
$$

viz. if all the equations thus represented are satisfied, the functions are dependent; but if not, then they are independent. And so in other cases.
c. x.

The General Differential System. Art. Nos. 9 to 22.
9. Taking the set of variables to be ( $x, y, z, w$ ), the system is

$$
\frac{d x}{\bar{X}}=\frac{d y}{\bar{Y}}=\frac{d z}{Z}=\frac{d w}{W},
$$

and we associate with this the linear partial differential equation

$$
X \frac{d \theta}{d x}+Y \frac{d \theta}{d y}+Z \frac{d \theta}{d z}+W \frac{d \theta}{d \bar{w}}=0
$$

10. It is tolerably evident that the differential equations establish between $x, y, z, w$ a threefold relation depending upon three arbitrary constants; in fact, regarding ( $x, y, z, w$ ) as the coordinates of a point in four-dimensional space, and starting from any given point, the differential equations determine the ratios of the increments $d x, d y, d z, d w$, that is, the direction of passage to a consecutive point; and then again taking for $x, y, z, w$ the coordinates of this point, the same equations give the direction of passage to the next consecutive point, and so on. The locus of the point is therefore a curve, or we have between the coordinates a threefold relation, and (the initial point being arbitrary) we have a curve of the system through each point of the four-dimensional space, viz. the relation must involve three arbitrary constants. But this being so, the constants will be expressible as functions of the coordinates, viz. the threefold relation involving the three constants will be expressible in the form $a=$ const., $b=$ const., $c=$ const., where $a, b, c$ denote respectively functions of the coordinates ( $x, y, z, w$ ).
11. Supposing that one of the relations is $a=$ const., it is clear that the increment

$$
d a,=\frac{d a}{d x} d x+\frac{d a}{d y} d y+\frac{d a}{d z} d z+\frac{d a}{d w} d w,
$$

must become $=0$, on substituting therein for $d x, d y, d z, d w$, the values $X, Y, Z, W$ to which by virtue of the differential equations they are proportional, viz. that we must have identically

$$
X \frac{d a}{d x}+Y \frac{d a}{d y}+Z \frac{d a}{d z}+W \frac{d a}{d w}=0 .
$$

Conversely, when this is so, we have $d a=0$, by virtue of the differential equation.
We say that $a$ is a solution of the partial differential equation, and an integral of the differential equations, viz. any solution of the partial differential equation is an integral of the differential equations, and any integral of the differential equations is a solution of the partial differential equation, or, this being so, we may in general without risk of ambiguity, say simply $a$ is an integral*; similarly $b$ and $c$ are integrals, and, by what precedes, there are three integrals $a, b, c$.

[^2]Observe that, in speaking of an integral $a$, we mean a function of the variables; the differential equations give between the variables the relation $a=$ eonst., and when this is so, we use the same letter $a$ to denote the constant value of this function.
12. In speaking of the three integrals $a, b, c$ we mean independent integrals; any function whatever $\phi a$ of an integral $a$, or any funetion whatever $\phi(a, b)$ of two integrals $a, b$, is an integral (viz. it is an integral of the differential equations, and also a solution of the partial differential equation), but sueh dependent integrals give nothing new, and we require a third independent integral $c$, viz. we need this to express the threefold relation between the variables, given by the differential equations, and also to express the general solution $\phi(a, b, c)$ of the partial differential equation.
13. By what preeedes the analytical condition, in order that the integrals $a, b, c$ may be independent, is that they are such as not to satisfy the relations

$$
\frac{d(a, b, c)}{d(x, y, z, w)}=0
$$

14. We moreover see $\grave{d}$ posteriori, that there cannot be more than three independent integrals; in faet, if $a, b, c, d$ are integrals, then, considering them as solutions of the partial differential equation, we have four equations which by the elimination therefrom of $X, Y, Z, W$, give

$$
\frac{d(a, b, c, d)}{d(x, y, z, w)}=0
$$

and this is the very equation which expresses that $a, b, c, d$ are not independent.
15. The notion of the integrals may be arrived at somewhat differently thus: take $a, b, c, d$ any functions of the variables, and write

$$
A=X \frac{d a}{d x}+Y \frac{d a}{d y}+Z \frac{d a}{d z}+W \frac{d a}{d w}
$$

and the like for $B, C, D$; then replacing the original variables $x, y, z, w$ by the new variables $a, b, c, d$, the differential equations beeome

$$
\frac{d a}{A}=\frac{d b}{B}=\frac{d c}{C}=\frac{d d}{D}
$$

where $A, B, C, D$ are to be (by means of the given values of $a, b, c, d$ as funetions of $x, y, z, w$ ) expressed as functions of $a, b, c, d$. If then $A=0, B=0, C=0$, the differential equations beeome

$$
\frac{d a}{0}=\frac{d b}{0}=\frac{d c}{0}=\frac{d d}{D}
$$

viz. We have $d a=0, d b=0, d c=0$, and therefore $a=$ eonst., $b=$ const., $c=$ eonst., that is, we have the integrals $a, b, c$ as before.
16. There is no general process for obtaining an integral $a$ of the differential equations. Supposing such integral known, we can introduce it as a variable, in place of one of the original variables, say $w$, viz. we thus reduce the system to

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}=\frac{d z}{Z}=\frac{d a}{0}
$$

where $X, Y, Z$ now denote the values assumed by these functions upon expressing therein $w$ as a function of $x, y, z, a$, viz. they are now functions of $x, y, z, a$. The system thus breaks up into $d a=0$ and the system

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}=\frac{d z}{Z},
$$

in which last (by virtue of the first equation, or $a=$ const.) $a$ is to be regarded as a constant; the original system of three equations between four variables is thus reduced to a system of two equations between three variables. Supposing $b$ to be an integral of this reduced system, $b$ is given as a function of $x, y, z, a$, but upon substituting herein for $a$ its value as a function of $x, y, z, w$, we have $b$ a function of the original variables $x, y, z, w$, and $b$ is then a second integral of the original system.
17. In like manner supposing $a$ and $b$ to be known, we reduce the system to the single equation

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y},
$$

where $X, Y$ are now functions of $x, y, a, b$; supposing an integral hereof to be $c$, we have $c$ a function of $x, y, a, b$; but upon substituting herein for $a, b$ their values as functions of $x, y, z, w$, we have $c$ a function of $x, y, z, w$, and as such it is the third integral of the original system.
18. It may be remarked that if, to the original system, we join on an equality $=d t$, viz. if we consider the system

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}=\frac{d z}{Z}=\frac{d w}{W}(=d t),
$$

where $X, Y, Z, W$ are as before functions of the variables $(x, y, z, w)$, then the integrals $a, b, c$ of the original system being known, we can by means of them express for instance $X$ as a function of $x, a, b, c$, and we have then, const. $=t-\int \frac{d x}{X}$, where the integration is to be performed regarding $a, b, c$ as constants; writing $\int \frac{d x}{X}=\tau$, but after the integration replacing $a, b, c$ by their values as functions of $x, y, z, w$, we have $\tau$ a function of $x, y, z, w$; and we say that $t-\tau$ is an integral; putting it = const. we use also $\tau$ to denote the constant value of the integral $t-\int \frac{d x}{X}$ in question. Observe that here, the integrals $a, b, c$ being known, the last integral $t-\tau$ is obtained by a quadrature.
19. The result would have been similar, if the adjoined equality had been $=\frac{d t}{T}$ ( $T$ a function of $x, y, z, w$ ), but in reference to subsequent matter, I retain the equality $=d t$, and adjoin a second equality $=\frac{d V}{\Omega}$ ( $\Omega$ a function of $x, y, z, w$ ); we have then the integral $t-\tau$ as before, and another integral $V-\int \frac{\Omega d x}{\bar{X}}$, where $\Omega, X$ are first expressed as functions of $x, a, b, c$, but after the integration $a, b, c$ are replaced by their values as functions of ( $x, y, z, w$ ), say this is the integral $V-\lambda$; this, when the integrals $a, b, c$ are known, is (like $t-\tau$ ) obtained by a quadrature.
20. Attending only to the adjoined equality $=d t$, we can by means of the four integrals express each of the variables $x, y, 2, w$ as a function of $a, b, c, t-\tau$; viz. these four equations, regarding therein $t-\tau$ as a variable parameter, are in fact equivalent to the equations $a=$ const., $b=$ const., $c=$ const., which connect the variables $x, y, z, w$ with the integrals $\dot{a}, b, c$ regarded as constants.
21. All that precedes is of course applicable to a system of $n-1$ equations between $n$ variables, the number of independent integrals being $=n-1$.
22. I take an example with the three variables $x, y, z$; the differential equations being

$$
\frac{d x}{x(y-z)}=\frac{d y}{y(z-x)}=\frac{d z}{z(x-y)},
$$

and therefore the partial differential equation

$$
x(y-z) \frac{d \theta}{d x}+y(z-x) \frac{d \theta}{d y}+z(x-y) \frac{d \theta}{d z}=0 .
$$

The integrals are $a=x+y+z, b=x y z$; and it will be shown how either of these integrals being known, the system is reduced to a single equation between two variables, say $x, y$.

First, $a$ being known, $=x+y+z$ as before, we have

$$
x(y-z)=x(x+2 y-a), \quad y(z-x)=y(a-2 x-y),
$$

and the system is

$$
\frac{d x}{x(x+2 y-a)}=\frac{d y}{y(a-2 x-y)}
$$

which has the integral $b=x y(a-x-y)$; observe that this is a solution of the partial differential equation

$$
x(x+2 y-a) \frac{d \theta}{d x}+y(a-2 x-y) \frac{d \theta}{d y}=0 .
$$

For $a$ putting its value we find $b=x y z$.

Secondly, $b$ being known, $=x y z$ as before, we have

$$
x(y-z)=x y-\frac{y}{b}, y(z-x)=\frac{b}{x}-x y
$$

and the system is

$$
\frac{d x}{x y-\frac{b}{y}}=\frac{d y}{\frac{b}{x}-x y}
$$

which has the integral $a=x+y+\frac{b}{x y}$; observe that this is a solution of the partial differential equation

$$
\left(x y-\frac{b}{y}\right) \frac{d \theta}{d x}+\left(\frac{b}{x}-x y\right) \frac{d \theta}{d y}=0 .
$$

For $b$ putting its value, we find $a=x+y+z$.

The Multiplier. Art. Nos. 23 to 29.
23. First, if there are only two variables ( $x, y$ ), the system consists of the single equation
which may be written

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}
$$

$$
Y d x-X d y=0
$$

Hence, if $a$ be an integral, we have

$$
\frac{d a}{d x} d x+\frac{d a}{d y} d y=0
$$

the two will agree if there exists a function $M$ sueh that

$$
\frac{d a}{d x}=M Y, \quad \frac{d a}{d y}=-M X
$$

and thence, in virtue of the identity

$$
\frac{d}{d y} \frac{d a}{d x}=\frac{d}{d x} \frac{d a}{d y}
$$

we find

$$
\frac{d M X}{d x}+\frac{d M Y}{d y}=0 ;
$$

or, as this may also be written,

$$
X \frac{d M}{d x}+Y \frac{d M}{d y}+M\left(\begin{array}{l}
d X \\
d x
\end{array}+\frac{d Y}{d y}\right)=0
$$

as the condition to determine the multiplier $M$. Supposing $M$ known, we have $M(Y d x-X d y)=d a$, or say $a=\int M(Y d x-X d y)$, viz. the integral $a$ is determined by a quadrature.
24. In the case of three variables ( $x, y, z$ ), the system is

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}=\frac{d z}{Z}
$$

or, writing these in the form

$$
Y d z-Z d y=0, \quad Z d x-X d z=0, \quad X d y-Y d x=0,
$$

the course which immediately suggests itself is to seek for factors $L, M, N$, such that, $a$ being an integral, we may have

$$
L(Y d z-Z d y)+M(Z d x-X d z)+N(X d y-Y d x)=d a
$$

but this does not lead to any result. The course taken by Jacobi is quite a different one: he, in fact, determines a multiplier $M$ connected with two integrals $a, b$.
25. Supposing that $a, b$ are independent integrals, we have

$$
\begin{aligned}
& X \frac{d a}{d x}+Y \frac{d a}{d y}+Z \frac{d a}{d z}=0 \\
& X \frac{d b}{d x}+Y \frac{d b}{d y}+Z \frac{d b}{d z}=0
\end{aligned}
$$

and determining from these equations the ratio of the quantities $X, Y, Z$, we may, it is clear, write

$$
M X, M Y, M Z=\frac{d(a, b)}{d(y, z)}, \quad \begin{array}{ll}
d(a, b) & \frac{d(a, b)}{d(z, x)}, \\
d(x, y)
\end{array}
$$

It may be shown that we have identically
and we thence deduce

$$
\frac{d}{d x} \frac{d(a, b)}{d(y, z)}+\frac{d}{d y} \frac{d(a, b)}{d(z, x)}+\frac{d}{d z} \frac{d(a, b)}{d(x, y)}=0,
$$

$$
\frac{d(M X)}{d x}+\frac{d(M Y)}{d y}+\frac{d(M Z)}{d z}=0
$$

or, what is the same thing,

$$
X \frac{d M}{d x}+Y \frac{d M}{d y}+Z \frac{d M}{d z}+M\left(\frac{d X}{d x}+\frac{d Y}{d y}+\frac{d Z}{d z}\right)=0
$$

as the condition for determining the multiplier $M$.
26. The use is as follows: supposing that $M$ is known, and supposing also that one integral $a$ of the system is known, we can then by a quadrature determine the other integral $b$. Thus, supposing that we know the integral $a,=a(x, y, z)$, we can by means of this integral express $z$ in terms of $x, y, a$; and hence we may regard the unknown integral $b$ as expressed in the like form, $b=b(x, y, a)$. The original values of $\frac{d b}{d x}, \frac{d b}{d y}, \frac{d b}{d z}$ become on this supposition

$$
\frac{d b}{d x}+\frac{d b}{d a} \frac{d a}{d x}, \quad \frac{d b}{d y}+\frac{d b}{d a} \frac{d a}{d y}, \quad \frac{d b}{d a} \frac{d a}{d z}
$$

and we thence find

$$
\frac{d(a, b)}{d(y, z)}, \frac{d(a, b)}{d(z, x)}, \quad \frac{d(a, b)}{d(x, y)}=-\frac{d a}{d z} \frac{d b}{d y}, \quad \frac{d a}{d z} \frac{d b}{d x}, \frac{d(a, b)}{d(x, y)}
$$

We have therefore

$$
M X, M Y=-\frac{d a}{d z} \frac{d b}{d y}, \quad \frac{d a}{d z} \frac{d b}{d x},
$$

and, consequently,

$$
d b=\frac{d b}{d x} d x+\frac{d b}{d y} d y, \quad=\frac{M}{\frac{d a}{d z}}(Y d x-X d y) ;
$$

viz. $M, \frac{d a}{d z}, Y, X$ being all of them expressed as functions of $x, y, a$, the expression on the right-hand is a complete differential, and we have

$$
b=\int \frac{M}{\frac{d a}{d z}}(Y d x-X d y)
$$

that is, the integral $b$ is determined by a quadrature.
27. Thus, in the example No. 22,

$$
\frac{d X}{d x}+\frac{d Y}{d y}+\frac{d Z}{d z}=0
$$

and a value of the multiplier is $=1$. Supposing that the given integral is $\alpha=x+y+z$, then $\frac{d a}{d z}=1$, and we have accordingly 1 as the multiplier of the equation

$$
y(a-2 x-y) d x+x(a-x-2 y) d y=0,
$$

viz. this equation is integrable per se. Supposing the given integral to be $b=x y z$, then $\frac{d b}{d z}=x y$, viz. we have $\frac{1}{x y}$ as the multiplier of the equation

$$
\left(\frac{b}{x}-x y\right) d x+\left(\frac{b}{y}-x y\right) d y=0,
$$

and we thus in each case obtain the other integral as before.
28. The foregoing result may be presented in a more symmetrical form by taking in place of $x, y$ any two variables $u=u(x, y, z), v=v(x, y, z)$.

Supposing the integral $a$ known as before, the system then is

$$
\frac{d u}{U}=\frac{d v}{V}=\frac{d a}{0},
$$

where $U, V=X \frac{d u}{d x}+Y_{d y}^{d u}+Z \frac{d u}{d z}, X \frac{d v}{d x}+Y \frac{d v}{d y}+Z \frac{d v}{d z}$, these being expressed as functions of $u, v, a$; or, what is the same thing, we have $V d u-U d v=0, a$ being in this equation regarded as a constant.

From the foregoing values of $M X, M Y, M Z$, we deduce

$$
M U, M V=\frac{d(u, a, b)}{d(x, y, z)}, \quad \frac{d(v, a, b)}{d(x, y, z)}
$$

But forming the values of $d u, d v, d a, d b$, we have an equation, determinant $=0$, whieh equation may be written

$$
d u \frac{d(v, a, b)}{d(x, y, z)}-d v \frac{d(a, b, u)}{d(x, y, z)}+d a \frac{d(b, u, v)}{d(x, y, z)}-d b \frac{d(u, v, a)}{d(x, y, z)}=0
$$

or, writing herein $d a=0$, this is

$$
d u \frac{d(v, a, b)}{d(x, y, z)}-d v \frac{d(u, a, b)}{d(x, y, z)}-d b \frac{d(u, v, a)}{d(x, y, z)}=0
$$

viz. this is

$$
M(V d u-U d v)=d b \frac{d(u, v, a)}{d(x, y, z)}
$$

or say

$$
b=\int\left\{M \div \frac{d(u, v, a)}{d(x, y, z)}\right\}(V d u-U d v)
$$

where, on the right-hand side, everything must be expressed in terms of $u, v, a$. It this appears that on expressing the final equation as a relation $V d u-U d v=0$ between the variables $u$ and $v$, the multiplier hereof is $M \div \frac{d(u, v, a)}{d(x, y, z)}$. If $u, v=x, y$, this agrees with a foregoing result.
29. The theory is preeisely the same for any number of variables. Thus, if there are four variables $x, y, z, w$, we have

$$
M \dot{X}, M Y, M Z, M W=\frac{d(a, b, c)}{d(y, z, w)},-\frac{d(a, b, c)}{d(z, w, x)}, \frac{d(a, b, c)}{d(w, x, y)},-\frac{d(a, b, c)}{d(x, y, z)}
$$

and, we have between the funetions on the right-hand an identical relation, in virtue of which

$$
\frac{d(M X)}{d x}+\frac{d(M Y)}{d y}+\frac{d(M Z)}{d z}+\frac{d(M W)}{d w}=0
$$

then, supposing that a value of $M$ is known, and also any two integrals $a, b$, and that by means of these the equation to be finally integrated is expressed as a relation $V d u-U d v=0$ between any two variables $u$ and $v$, the multiplier of this is

$$
=M \div \frac{d(u, v, a, b)}{d(x, y, z, w)}
$$

where $U, V$ and this multiplier are to be expressed in terms of $u, v, a, b$.
The general result is that, given a value of the multiplier, and also all but one of the integrals, the final integral is expressible by a quadrature.

$$
\text { c. } x \text {. }
$$

Pfaffian Theorem. Art. No. 30.
30. According as

| the variables are | we have |  |
| :--- | :--- | :--- |
| $x$, | $X d x$ | $=d u$, |
| $x, y$, | $X d x+Y d y$ | $=\lambda d u$, |
| $x, y, z$, | $X d x+Y d y+Z d z$ | $=\lambda d u+d v$, |
| $x, y, z, w$, | $X d x+Y d y+Z d z+W d w=\lambda d u+\mu d v$, |  |

and so on; viz. the theorem is that, taking for instance two variables, a given lineodifferential $X d x+Y d y$ is $=\lambda d u$, that is, there exist $\lambda, u$ functions of $x, y$, which verify this identity, or, what is the same thing, such that we have

$$
X, Y=\lambda \frac{d u}{d x}, \quad \lambda \frac{d u}{d y} ;
$$

and so, in the case of three variables, there exist $\lambda, u, v$ functions of $x, y, z$, sucb that

$$
X, Y, Z=\lambda \frac{d u}{d x}+\frac{d v}{d x}, \quad \lambda \frac{d u}{d y}+\frac{d v}{d y}, \quad \lambda \frac{d u}{d z}+\frac{d v}{d z} .
$$

The problem of determining the functions on the right-band side is known as the Pfaffian Problem; this I do not at present consider, but only assume that there exist such functions.

The Hamiltonian System, its derivation from the general System. Art. Nos. 31 to 34.
31. Considering a bipartite set ( $x, y, z: p, q, r$ ), the general system of differential equations may be written

$$
\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}=\frac{d p}{-X}=\frac{d q}{-Y}=\frac{d r}{-Z}
$$

But by the Pfaffian theorem we may write

$$
X d x+Y d y+Z d z+P d p+Q d q+R d r=\xi d \rho+\eta d \sigma+\zeta d \tau
$$

viz. there exist $\xi, \eta, \zeta, \rho, \sigma, \tau$ functions of the variables $x, y, z, p, q, r$, such that we have

$$
X=\xi \frac{d \rho}{d x}+\eta \frac{d \sigma}{d x}+\zeta \frac{d \tau}{d x}, \ldots, \quad P=\xi \frac{d \rho}{d p}+\eta \frac{d \sigma}{d p}+\zeta \frac{d \tau}{d p}, \ldots
$$

and we have the foregoing gencral system expressed by means of these given functions $\xi, \eta, \zeta, \rho, \sigma, \tau$ of the variables.
32. But the lineo-differential

$$
X d x+Y d y+Z d z+P d p+Q d q+R d r
$$

may be of a more special form; for instance, it may be a sum of two terms $=\xi d \rho+\eta d \sigma$ : or, finally, it may be a single term $=\boldsymbol{\xi} d \rho$, and in this case we have the Hamiltonian system, viz. writing $H$ in place of $\rho$, if we have

$$
X d x+Y d y+Z d z+P d p+Q d q+R d r=\xi d H
$$

where $H$ is a given function of the variables, then the system is

$$
\frac{d x}{d H}=\frac{d y}{d p}=\frac{d z}{\frac{d H}{d q}}=\frac{d p}{\frac{d H}{d r}}=\frac{d q}{-\frac{d H}{d x}}=\frac{d r}{-\frac{d H}{d y}}=\frac{d r}{-\frac{d H}{d z}},
$$

which is the system in question.
33. Any integral $a$ of the system is a solution of

$$
\frac{d H}{d p} \frac{d \theta}{d x}+\frac{d H}{d q} \frac{d \theta}{d y}+\frac{d H}{d r} \frac{d \theta}{d z}-\frac{d H}{d x} \frac{d \theta}{d p}-\frac{d H}{d y} \frac{d \theta}{d q}-\frac{d H}{d z} \frac{d \theta}{d r}=0 ;
$$

viz. writing, as above,

$$
\begin{aligned}
(H, \theta) & =\frac{d(H, \theta)}{d(p, x)}+\frac{d(H, \theta)}{d(q, y)}+\frac{d(H, \theta)}{d(r, z)} \\
& =\text { last-mentioned expression, }
\end{aligned}
$$

the partial differential equation is $(H, \theta)=0$; and, conversely, any solution of this equation is an integral of the differential equations.
34. It is obvious that a solution of $(H, \theta)=0$ is $H$; hence the entire system of independent solutions may be taken to be $H, a, b, c, d$; or, if we choose to consider a set of five independent solutions $a, b, c, d, e$, then we have $H=H(a, b, c, d, e)$ a function of these solutions.

An Identity in regard to the Functions $(H, \theta)$. Art. Nos. 35 and 36.
35. Taking the variables to be ( $x, y, z, p, q, r$ ), and $H, a, b$ to be any functions of these variables, we have the identity

$$
(H,(a, b))+(a,(b, H))+(b,(H, a))=0,
$$

which is now to be proved. For this purpose we write it in the slightly different form

$$
((a, b), H)=(a,(b, H))-(b,(a, H)) .
$$

The first term on the right-hand side is

$$
\left(\frac{d a}{d p} \frac{d}{d x}+\frac{d a}{d q} \frac{d}{d y}+\frac{d a}{d r} \frac{d}{d z}-\frac{d a}{d x} \frac{d}{d p}-\frac{d a}{d y} \frac{d}{d q}-\frac{d a}{d z} \frac{d}{d r}\right)
$$

operating upon

$$
\left(\frac{d b}{d p} \frac{d H}{d x}+\frac{d b}{d q} \frac{d H}{d y}+\frac{d b}{d r} \frac{d H}{d z}-\frac{d b}{d x} \frac{d H}{d p}-\frac{d b}{d y} \frac{d H}{d q}-\frac{d b}{d z} \frac{d H}{d r}\right) ;
$$

and if we herein attend to the terms which contain the second differential coefficients of $H$, these are symmetrical functions of $a, b$. For instance,

$$
\begin{array}{lll}
\frac{d^{2} H}{d x^{2}}, & \text { coefficient is } & \frac{d a}{d p} \frac{d b}{d p} \\
\frac{d^{2} H}{d x d y} & " & " \\
\frac{d a}{d p} \frac{d b}{d q}+\frac{d a}{d q} \frac{d b}{d p} \\
\frac{d^{2} H}{d x d p} & " & " \\
\frac{d^{2} H}{d x d q} & " & , \\
\hline \frac{d a}{d p} \frac{d b}{d x}-\frac{d a}{d x} \frac{d b}{d p} \\
\hline d p & \frac{d b}{d y}-\frac{d a}{d y} \frac{d b}{d p}
\end{array}
$$

Hence, forming the like terms of the second terms $(b,(a, H)$ ) and subtracting, the terms in question all vanish: and we thus see that $(a,(b, H))-(b,(a, H))$ is a linear function of the differential coefficients

$$
\frac{d H}{d x}, \frac{d H}{d y}, \frac{d H}{d z}, \frac{d H}{d p}, \frac{d H}{d q}, \frac{d H}{d r}
$$

36. Attending to any one of these, suppose $\frac{d H}{d x}$, the coefficient of this

$$
\begin{aligned}
& \text { in }(a,(b, H)) \text { is }=\left(a, \frac{d b}{d p}\right) \\
& \text { in }(b,(a, H)), \quad\left(b, \frac{d a}{d p}\right),=-\left(\frac{d a}{d p}, b\right)
\end{aligned}
$$

wherefore, in the difference of these, it is

$$
\left(a, \frac{d b}{d p}\right)+\left(\frac{d a}{d p}, b\right),=\frac{d}{d p}(a, b)
$$

Hence, for the several terms
the coefficients are

$$
\frac{d H}{d x}, \frac{d H}{d y}, \frac{d H}{d z}, \frac{d H}{d p}, \frac{d H}{d q}, \frac{d H}{d r}
$$

$$
\left(\frac{d}{d p}, \frac{d}{d q}, \frac{d}{d r},-\frac{d}{d x},-\frac{d}{d y},-\frac{d}{d z}\right)(a, b)
$$

or, what is the same thing, we have

$$
(a,(b, H))-(b,(a, H))=((a, b), H)
$$

the identity in question.

The Poisson-Jacobi Theorem. Art. Nos. 37 to 39.
37. The foregoing identity shows that if $(H, a)=0$, and $(H, b)=0$, then also $(I I,(a, b))=0$; or, what is the same thing, if $a$ and $b$ are solutions of the partial differential equation $(H, \theta)=0$, then also $(a, b)$ is a solution; or, say, if $a, b$ are integrals, then also ( $a, b$ ) is an integral.

Supposing that the set is ( $x, y, z, p, q, r$ ), so that there are in all five integrals $d, b, c, d, e$, then the theorem may be otherwise stated, we have $(a, b)$ a function of the integrals $a, b, c, d, e$.

Observe that, knowing only the integrals $a$ and $b$, we find $(a, b)$ as a function of $x, y, z, p, q, r$, this may be $=0$, or a determinate constant, or it may be such a function that by virtue of the given values of $a$ and $b$ it reduces itself to a function of $a$ and $b$; in any of these cases the theorem does not determine a new integral. But if contrariwise the value of ( $a, b$ ), obtained as above as a function of the variables, is not a function of $a, b$, then it is a new integral which may be called $c$.
38. To obtain in this way a new integral, we require two integrals $a, b$ other than $H$; for knowing only the integrals $a, H$, the theorem gives only ( $a, H$ ) an integral, and we have of course ( $a, H$ ) $=0$, viz. we do not obtain a new integral.

But starting from two integrals $a, b$ other than $H$, we may obtain as above a new integral $c$; and then again $(a, c)$ and $(b, c)$ will be integrals, one or both of which may be new. And it may therefore happen that in this way we obtain all the independent integrals $a, b, c, d, e$; or the process may on the other hand terminate, without giving all the independent integrals.

The theory is obviously applicable throughout to the case of a bipartite set ( $x, y, z, \ldots, p, q, r, \ldots$ ) of $2 n$ variables.
39. It may be remarked here that, in the Hamiltonian system, a value of the multiplicr is $M=1$; and consequently, if in any way all but one of the integrals, that is, $2 n-2$ integrals, be known, the remaining integral can be found by a quadrature.

It is further to be noticed that, if we adjoin a new variable $t$ and a term $=d t$ to the system of equations; then the $2 n-1$ integrals of the original system being known, all the original variables can be expressed in terms of the $2 n-1$ integrals regarded as constants and of one of the variables say $x$ : we then have

$$
d t=d x \div \frac{d H}{d p}
$$

or

$$
t-\epsilon=\int d x \div \frac{d H}{d p}
$$

or say

$$
\epsilon=t-\int d x \div \frac{d H}{d p}
$$

viz. if after the integration we suppose the $2 n-1$ integrals replaced each of them by its value, we have

$$
\epsilon=t-\phi(x, y, z, \ldots, p, q, r, \ldots),
$$

which is the remaining or $2 n$th integral of the original system as augmented by the term $=d t$.

The Poisson-Sacobi theorem peculiar to the Hamiltonian Form. Art. Nos. 40 to 45.
40. Taking for greater simplicity the set ( $x, y, p, q$ ), and writing

$$
X d x+Y d y+P d p+Q d q=\xi d \rho+\eta d \sigma
$$

then the general system

$$
\frac{d x}{P}=\frac{d y}{Q}=\stackrel{d p}{-X}=\frac{d q}{-Y}
$$

becomes

$$
\frac{d x}{\xi \frac{d \rho}{d p}+\eta \frac{d \sigma}{d p}}=\frac{d y}{\xi \frac{d \rho}{d q}+\eta \frac{d \sigma}{d q}}=\frac{d p}{-\left(\xi \frac{d \rho}{d x}+\eta \frac{d \sigma}{d x}\right)}=\frac{d q}{-\left(\xi \frac{d \rho}{d y}+\eta \frac{d \sigma}{d y}\right)}
$$

and the corresponding partial differential equation ( $\theta$ the independent variable) is
where

$$
\xi(\rho, \theta)+\eta(\sigma, \theta)=0,
$$

$$
(\rho, \theta)=\frac{d(\rho, \theta)}{d(p, x)}+\frac{d(\rho, \theta)}{d(q, y)},(\sigma, \theta)=\frac{d(\sigma, \theta)}{d(p, x)}+\frac{d(\sigma, \theta)}{d(q, y)}
$$

It is to be shown that if $a, b$ are solutions, viz. if we have
implying of course

$$
\begin{aligned}
& \xi(\rho, a)+\eta(\sigma, a)=0, \\
& \xi(\rho, b)+\eta(\sigma, b)=0,
\end{aligned}
$$

$$
(\rho, a)(\sigma, b)-(\rho, b)(\sigma, a)=0
$$

then it is not in general true that we have $(a, b)$ a solution; that is, not in general true that

$$
\xi(\rho,(a, b))+\eta(\sigma,(a, b))=0
$$

the condition for the truth of this equation is in fact $\frac{\eta}{\xi}=$ a function of $\rho, \sigma$, but when this is so, $\xi d \rho+\eta d \sigma$ is $\lambda d H$, viz. there exist $\lambda, H$ functions of $\rho, \sigma$ (and therefore ultimately of $x, y, p, q$ ) satisfying this equation, and the system is really Hamiltonian.
41. We consider whether it is true that

We have identically

$$
\xi(\rho,(a, b))+\eta(\sigma,(a, b))=0 .
$$

$$
\begin{aligned}
& ((a, b), \rho)+((b, \rho), a)+((\rho, a), b)=0 \\
& ((a, b), \sigma)+((b, \sigma), a)+((\sigma, a), b)=0
\end{aligned}
$$

so that multiplying by $\xi, \eta$, and adding, the equation in question is

$$
\xi[((b, \rho), a)+((\rho, a), b)]+[((b, \sigma), a)+((\sigma, a), b)]=0 .
$$

But in virtue of the equations satisfied by $a, b$, we may write

$$
\begin{aligned}
& (\rho, a)=l \eta,(b, \rho)=-(\rho, b)=-m \eta \\
& (\sigma, a)=-l \xi,(b, \sigma)=-(\sigma, b)=m \xi
\end{aligned}
$$

where $l, m$ are indeterminate functions of $x, y, p, q$; and the equation in question now becomes
that is,

$$
\begin{gathered}
\xi[-(m \eta, a)+(l \eta, b)]+\eta[(m \xi, a)-(l \xi, b)]=0 \\
\xi[-m(\eta, a)-\eta(m, a)+l(\eta, b)+\eta(l, b)] \\
+\eta[m(\xi, a)+\xi(m, a)-l(\xi, b)-\xi(l, b)]=0
\end{gathered}
$$

viz. omitting the terms which destroy each other, this is

$$
-m \xi(\eta, a)+l \xi(\eta, b)+m \eta(\xi, a)-\operatorname{l\eta }(\xi, b)=0 .
$$

Substituting for $m \boldsymbol{\xi}$, \&c., their values, we have

$$
(\sigma, b)(\eta, a)-(\sigma, a)(\eta, b)+(\rho, b)(\xi, a)-(\rho, a)(\xi, b)=0 ;
$$

and the question is whether this is implied in the equations

$$
\begin{aligned}
& \xi(\rho, a)+\eta(\sigma, a)=0 \\
& \xi(\rho, b)+\eta(\sigma, b)=0 .
\end{aligned}
$$

42. Write $\eta=\kappa \xi$, the equation in question is
that is,

$$
\begin{gathered}
(\sigma, b)(\kappa \xi, a)-(\sigma, a)(\kappa \xi, b)+(\rho, b)(\xi, a)-(\rho, a)(\xi, b)=0 ; \\
\left\{\begin{array}{c}
(\sigma, b) \kappa(\xi, a)+\xi(\sigma, b)(\kappa, a) \\
-(\sigma, a) \kappa(\xi, b)-\xi(\sigma, a)(\kappa, b)
\end{array}\right\}+\{(\rho, b)(\xi, a)-(\rho, a)(\xi, b)\}=0 ;
\end{gathered}
$$

viz.

$$
(\xi, a)[(\rho, b)+\kappa(\sigma, b)]-(\xi, b)[(\rho, a)+\kappa(\sigma, a)]+\xi[(\sigma, b)(\kappa, a)-(\sigma, a)(\kappa, b)]=0 ;
$$

and we wish to see whether this is implied in

$$
\begin{aligned}
& (\rho, a)+\kappa(\sigma, a)=0 \\
& (\rho, b)+\kappa(\sigma, b)=0
\end{aligned}
$$

which give

$$
(\sigma, b)(\rho, a)-(\sigma, a)(\rho, b)=0
$$

or, what is the same thing, whether these last equations imply

$$
(\sigma, b)(\kappa, a)-(\sigma, a)(\kappa, b)=0
$$

Suppose $\kappa$ is a function of $\rho, \sigma$, then, as is at once seen,

$$
\begin{aligned}
& (\kappa, a)=\frac{d \kappa}{d \rho}(\rho, a)+\frac{d \kappa}{d \sigma}(\sigma, a) \\
& (\kappa, b)=\frac{d \kappa}{d \rho}(\rho, b)+\frac{d \kappa}{d \sigma}(\sigma, b)
\end{aligned}
$$

and thence

$$
(\sigma, b)(\kappa, a)-(\sigma, a)(\kappa, b)=\frac{d \kappa}{d \rho}[(\sigma, b)(\rho, a)-(\sigma, a)(\rho, b)] ;
$$

viz. $\kappa$ being a function of $\rho$ and $\sigma$, the two equations imply the third.
43. But we wish to prove the converse, viz. that, if the two equations imply the third, then $\kappa$ is a function of $\rho, \sigma$.

Now the equations

$$
(\sigma, b)(\kappa, a)-(\sigma, a)(\kappa, b)=0, \quad(\sigma, b)(\rho, a)-(\sigma, a)(\rho, b)=0,
$$

are transformable into

$$
\begin{array}{ll}
\frac{d(\sigma, \kappa)}{d(p, x)} \frac{d(b, a)}{d(p, x)}=0, & \frac{d(\sigma, \rho)}{d(p, x)} \frac{d(b, a)}{d(p, x)}=0 \\
+q, y, & +q, y \\
+p, q, & +p, q \\
+p, y, & +p, y \\
+x, q, & +x, q \\
+x, y, & +x, y
\end{array}
$$

the lines after the first being the corresponding terms with $q, y$, \&e. instead of $p, x$. And if independently of the values of $a, b$, one of these equations implies the other, we must have

$$
\frac{d(\sigma, \kappa)}{d(p, x)}, \frac{d(\sigma, \kappa)}{d(q, y)}, \frac{d(\sigma, \kappa)}{d(p, q)}, \frac{d(\sigma, \kappa)}{d(p, y)}, \frac{d(\sigma, \kappa)}{d(x, q)}, \frac{d(\sigma, \kappa)}{d(x, y)},
$$

proportional to the like expressions with $\sigma, \rho$ instead of $\sigma, \kappa$; say these are

$$
\frac{d(\sigma, \kappa)}{d(p, x)}=\Lambda \frac{d(\sigma, \rho)}{d(p, x)}, \& c .
$$

44. Assume $\kappa$ a function of $\rho, \sigma, x, y$ : we have
the cond $\left.q \imath_{x} \kappa\right)=\frac{d \sigma}{d p}\left(\frac{d \kappa}{d \rho} \frac{d \rho}{d x}+\frac{d \kappa}{d \sigma} \frac{d \sigma}{d x}+\frac{d \kappa}{d x}\right)-\frac{d \sigma}{d x}\left(\frac{d \kappa}{d \rho} \frac{d \rho}{d p}+\frac{d \kappa}{d \sigma} \frac{d \sigma}{d p}\right)=\frac{d \kappa}{d \rho} \frac{d(\sigma, \rho)}{d(p, x)}+\frac{d \kappa}{d x} \frac{d \sigma}{d p}$, \&ce.;
when this is su, ws become
therefore ultimately
Hamiltonian.
45. We consider wh.

We have identically

$$
\frac{d \kappa}{\overline{d \rho}} \frac{d(\sigma, \rho)}{d(p, x)}+\frac{d \kappa}{d x} \frac{d \sigma}{d p}=\Lambda \frac{d(\sigma, \rho)}{d(p, x)}
$$

$$
\frac{d \kappa}{d \rho} \frac{d(\sigma, \rho)}{d(q, y)}+\frac{d \kappa}{d y} \frac{d \sigma}{d q}=\Lambda \frac{d(\sigma, \rho)}{d(q, y)}
$$

$$
\frac{((a, l \ldots \kappa}{((a, b),} \frac{d(\sigma, \rho)}{d(p, q)}+\quad 0=\Lambda \frac{d(\sigma, \rho)}{d(p, q)}
$$

so that multiplying by $\xi, \eta$, and $a^{( } \frac{\sigma, \rho)}{, y)}+\frac{d \kappa}{d y} \frac{d \sigma}{d p}=\Lambda \frac{d(\sigma, \rho)}{d(p, y)}$,

$$
\begin{aligned}
& \xi\left[((b, \rho), a)+\left(\left(\rho, a, \frac{\rho)}{} \text { But in virtue of the equations satisfie(r) }+\frac{d \kappa}{d x} \frac{d \sigma}{d q}=\Lambda \frac{d(\sigma, \rho)}{d(q, x)},\right.\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& (\rho, a)=l \eta, \quad-\frac{d(\sigma, \kappa)}{d(x, y)}=\Lambda \frac{d(\sigma, \rho)}{d(x, y)} . \\
& (\sigma, a)=-l \xi,(l)
\end{aligned}
$$

Hence, unless $\frac{d(\sigma, \rho)}{d(p, q)}=0$, we have $\Lambda=\frac{d \kappa}{d \rho}$. The remaining five equations then are

$$
\frac{d \kappa}{d x} \frac{d \sigma}{d p}=0, \quad \frac{d \kappa}{d y} \frac{d \sigma}{d q}=0
$$

$$
\frac{d \kappa}{d y} \frac{d \sigma}{d p}=0, \quad \frac{d \kappa}{d x} \frac{d \sigma}{d q}=0, \quad \frac{d \sigma}{d x} \frac{d \kappa}{d y}-\frac{d \sigma}{d y} \frac{d \kappa}{d x}=0
$$

which give, and are satisfied by $\frac{d \kappa}{d x}=0, \frac{d \kappa}{d y}=0$, viz. we then have $\kappa$ a function of $\rho, \sigma$ without $x, y$ which is the theorem in question.
45. The proof fails if $\frac{d(\sigma, \rho)}{d(p, q)}=0$. But herc, unless also $\frac{d(\sigma, \rho)}{d(x, y)}=0$, we can, by assuming in the first instance $\kappa$ a function of $\rho, \sigma, p, q$, prove in like manner that $\kappa$ is a function of only $\rho$ and $\sigma$; if however we have as well $\frac{d(\sigma, \rho)}{d(p, q)}=0$ and $\frac{d(\sigma, \rho)}{d(x, y)}=0$, the last-mentioned process would also fail, but it can be shown the conclusion holds good in this case also; hence the conclusion that the PoissonJacobi theorem holds good only for a Hamiltonian system.

## Conjugate Integrals of the Hamiltonian System. Art. Nos. 46 to 51.

46. For greater clearness, let $n=4$, or let the variables be $x, y, z, w, p, q, r, s$; the system of differential equations therefore is

$$
\frac{d x}{\frac{d H}{d p}}=\frac{d y}{\frac{d H}{d q}}=\frac{d z}{\frac{d H}{d r}}=\frac{d w}{\frac{d H}{d s}}=\frac{d p}{-\frac{d H}{d x}}=\frac{d q}{-\frac{d H}{d y}}=\frac{d r}{-\frac{d H}{d z}}=\frac{d s}{-\frac{d H}{d w}}
$$

and any integral hereof is as before a solution of $(H, \theta)=0$. Assume that the integrals are $H, a, b, c, d, e, f$, so that

$$
(H, a)=0, \quad(H, b)=0, \quad(H, c)=0, \quad(H, d)=0, \quad(H, e)=0, \quad(H, f)=0
$$

Considering here $a$ as denoting any integral whatever, that is, any solution whatever of the partial differential equation $(H, \theta)=0$, it is to be shown that it is possible to determine $\theta$ so as to satisfy as well this equation $(H, \theta)=0$, as also the new equation $(a, \theta)=0$.
47. We, in fact, satisfy the first equation by taking

$$
\theta,=\theta(H, a, b, c, d, e, f)
$$

any function whatever of the seven integrals. But, $\theta$ having this value, we find

$$
(a, \theta)=(a, H) \frac{d \theta}{d H}+(a, a) \frac{d \theta}{d a}+(a, b) \frac{d \theta}{d b}+(a, c) \frac{d \theta}{d c}+(a, d) \frac{d \theta}{d d}+(a, e) \frac{d \theta}{d e}+(a, f) \frac{d \theta}{d f} ;
$$

c. x .
or, since the first two terms on the right-hand vanish, the equation $(a, \theta)=0$ thus becomes

$$
(a, b) \frac{d \theta}{d b}+(a, c) \frac{d \theta}{d c}+(a, d) \frac{d \theta}{d d}+(a, e) \frac{d \theta}{d e}+(a, f) \frac{d \theta}{d f}=0 .
$$

But by the Poisson-Jacobi theorem ( $a, b$ ), \&c., are each of them a solution of $(H, \theta)=0$, viz. they are each of them a function of $H, a, b, c, d, e, f$. This is then a linear partial differential equation wherein the variables are $H, a, b, c, d, e, f$; or, since there are no terms in $\frac{d \theta}{d H}, \frac{d \theta}{d a}$, we may regard $a, H$ as constants, and treat it as a linear partial differential equation in $b, c, d, e, f$, the solutions of the equation being in fact the integrals, or any functions of the integrals; of

$$
\frac{d b}{(a, b)}=\frac{d c}{(a, c)}=\frac{d d}{(a, d)}=\frac{d e}{(a, e)}=\frac{d f}{(a, f)} .
$$

48. Suppose any four integrals are $b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}$, so that a general integral is $\phi\left(H, a, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}\right)$, then $b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}$ quà functions of $H, a, b, c, d, e, f$ are integrals of the original equation $(H, \theta)=0$; hence changing the notation and writing $b, c, d, e$ in place of these accented letters we have ( $H, a, b, c, d, e$ ) as solutions of the two equations $(H, \theta)=0,(a, \theta)=0$; viz. a being any integral of the first of these equations, we see how to find four other integrals ( $b, c, d, e$ ) which are such that

$$
\begin{array}{rlll}
(H, a)=0, & (H, b)=0, & (H, c)=0, & (H, d)=0, \\
(a, b)=0, & (a, c)=0, & (a, d)=0, & (a, e)=0
\end{array}
$$

49. We proceed in the same course and cndeavour to find $\theta$, so that not only $(H, \theta)=0,(a, \theta)=0$, but also $(b, \theta)=0$. Assuming here $\theta=\theta(H, a, b, c, d, e)$ an arbitrary function of the integrals, the first and second equations are satisfied; for the third equation, we have

$$
(b, \theta)=(b, H) \frac{d \theta}{d H}+(b, a) \frac{d \theta}{d a}+(b, b) \frac{d \theta}{d b}+(b, c) \frac{d \theta}{d c}+(b, d) \frac{d \theta}{d d}+(b, e) \frac{d \theta}{d e}
$$

viz. the first three terms here vanish, and the equation $(b, \theta)=0$ becomes

$$
(b, c) \frac{d \theta}{d c}+(b, d) \frac{d \theta}{d d}+(b, e) \frac{d \theta}{d e}=0
$$

where, $b, c, d, e$ being solutions as well of $(H, \theta)=0$ as of $(a, \theta)=0$, we have $(b, c)$ a solution of these two equations, and as such a function of $H, a, b, c, d, e$; and so $(b, d)$ and $(b, e)$ are each of them a function of the same variables. The above is therefore a linear partial differential equation wherein the variables are $H, a, b, c, d, e$, but as the equation does not contain $\frac{d \theta}{d H}, \frac{d \theta}{d a}$, or $\frac{d \theta}{d b}$, we may regard $H, a, b$ as constants; and the solutions of the equation are, in fact, the integrals of

$$
\frac{d c}{(b, c)}=\frac{d d}{(b, d)}=\frac{d e}{(b, e)}
$$

50. Supposing that any two integrals are $c^{\prime}, d^{\prime}$, so that a general integral is $\phi\left(H, a, b, c^{\prime}, d^{\prime}\right)$, then $c^{\prime}, d^{\prime}$ quà functions of $H, a, b, c, d, e$ are integrals of the former equations $(H, \theta)=0,(a, \theta)=0$, so that again changing the notation, and writing $c, d$ instead of the accented letters, we have ( $H, a, b, c, d$ ) as solutions of the three equations $(H, \theta)=0,(a, \theta)=0,(b, \theta)=0$, viz. a being any solution of the first equation, and $b$ any solution of the first and second equations, we see how to find two others $c, d$, of the same two equations, which are such that

$$
\begin{array}{rll}
(H, a)=0, & (H, b)=0, & (H, c)=0, \\
(a, b)=0, & (a, d)=0, & (a, d)=0 \\
& (b, c)=0, & (b, d)=0
\end{array}
$$

or, attending only to the integrals $H, a, b, c$, these are integrals of the equations $(H, \theta)=0,(a, \theta)=0,(b, \theta)=0$, such that

$$
(H, a)=0, \quad(H, b)=0, \quad(H, c)=0, \quad(a, b)=0, \quad(a, c)=0, \quad(b, c)=0
$$

We here say that $H, a, b, c$ are a system of conjugate solutions. Attempting to continue the process, it would appear that there is not any new independent integral $d$, such that $(H, d)=0,(a, d)=0,(b, d)=0,(c, d)=0$ (the first three of these are satisfied by the integral $d$ found above, but the last of them is not); we may, however, taking $d$ an arbitrary function of $H, a, b, c$, replace $H$ by $d$; viz. we thus have the four integrals $a, b, c, d$, such that

$$
(a, b)=0, \quad(a, c)=0, \quad(a, d)=0, \quad(b, c)=0, \quad(b, d)=0, \quad(c, d)=0
$$

and which are consequently said to form a conjugate system.
51. The process is of course general, and it shows how, in the case of a Hamiltonian system of $2 n$ variables, it is possible to find a system $H, a, b, \ldots, f$ consisting of $H$ and $n-1$ other integrals, or, if we please, a system of $n$ integrals $a, b, \ldots, f, g$, such that the derivative of any two integrals whatever of the system is $=0$; any such system is termed a conjugate system.

## Hamiltonian System—the function V. Art. Nos. 52 to 58.

52. Taking a Hamiltonian system with the original variables $x, y, z, p, q, r$, we adjoin the two new variables $t, V$, forming the extended system

$$
\frac{d x}{\frac{d \bar{H}}{d p}}=\frac{d y}{d \underline{H}}=\frac{d z}{d \underline{H}}=\frac{d p}{-\frac{d H}{d r}}=\frac{d q}{-\frac{d H}{d y}}=\frac{d r}{-\frac{d H}{d z}}=d t=-\frac{d V}{p \frac{d H}{d p}+q \frac{d H}{d q}+r \frac{d H}{d r} r} .
$$

Supposing the integrals of the original system to be $a, b, c, d, e$, we have $H=H(a, b, c, d, e)$ a determinate function of these integrals; also an integral $\tau=t-\phi(x, y, z, p, q, r)$ and an integral $\lambda=V-\psi(x, y, z, p, q, r)$; these integrals, exclusive of the last of them, serve to express $x, y, z, p, q, r$ as functions of $a, b, c, d, e, t-\tau$; and the last integral then gives $V=\lambda+a$ function of the lastmentioned quantities.
53. We consider the differential expression

$$
d V-p d x-q d y-r d z
$$

which, treating the integrals as constants, that is, in the expressions of $V, x, y, z$, regarding $t$ as the only variable, is at once seen to be $=0$; hence, if we regard all the integrals as variables, the value is

$$
=d \lambda+A d a+B d b+C d c+D d d+E d e
$$

without any term in $d \tau$, since this enters originally in the form $d t-d \tau$, and therefore disappears with $d t$.

The coefficients $A, B, C, D, E$ are of course functions of $a, b, c, d, e, t-\tau$; it is to be shown that they contain $t-\tau$ linearly, viz. that in these coefficients respectively the coefficients of $t-\tau$ are

$$
\frac{d H}{d a}, \frac{d H}{d b}, \frac{d H}{d c}, \frac{d H}{d d}, \frac{d H}{d e},
$$

where $H$ is expressed as above in the form $H(a, b, c, d, e)$; this being so, the entire term in $t-\tau$ will be $(t-\tau) d H$; each coefficient, for instance $A$, has besides a part $A^{\prime}$, which is a function of $a, b, c, d, e$ without $t-\tau$, or changing the notation and writing the unaccented letters to denote these parts of the original coefficients, the final result is

$$
d V-p d x-q d y-r d z=(t-\tau) d H+d \lambda+A d a+B d b+C d c+D d d+E d e
$$

where $H$ stands for its value $H(a, b, c, d, e)$, and $A, B, C, D, E$ are functions of $a, b, c, d, e$ without $t-\tau$.
54. To prove the theorem, we have

$$
A=\frac{d V}{d a}-p \frac{d x}{d a}-q \frac{d y}{d a}-r \frac{d z}{d a},
$$

and thence

$$
\begin{aligned}
\frac{d A}{d t}= & \frac{d^{2} V}{d a} t t-\frac{d p}{d t} \frac{d x}{d a}-\frac{d q}{d t} \frac{d y}{d a}-\frac{d r}{d t} \frac{d z}{d a}-p \frac{d^{2} x}{d a d t}-q \frac{d^{2} y}{d a d t}-r \frac{d^{2} z}{d a d t} \\
= & \frac{d}{d a}\left\{\frac{d V}{d t}-p \frac{d x}{d t}-q \frac{d y}{d t}-r \cdot \frac{d z}{d t}\right\} \\
& +\frac{d p}{d a} \frac{d x}{d t}+\frac{d q}{d a} \frac{d y}{d t}+\frac{d r}{d a} \frac{d z}{d t}-\frac{d p}{d t} \frac{d x}{d a}-\frac{d q}{d t} \frac{d y}{d a}-\frac{d r}{d t} \frac{d z}{d a}
\end{aligned}
$$

and then substituting for $\frac{d V}{d t}, \& c$., their values from the system of differential equations, the first line vanishes, and the second line becomes

$$
\begin{aligned}
& =\frac{d H}{d p} \frac{d p}{d a}+\frac{d H}{d q} \frac{d q}{d a}+\frac{d H}{d r} \frac{d r}{d a}+\frac{d H}{d x} \frac{d x}{d a}+\frac{d H}{d y} \frac{d y}{d a}+\frac{d H}{d z} \frac{d z}{d a}, \\
& =\frac{d H}{d a}
\end{aligned}
$$

and hence $A=(t-\tau) \frac{d H}{d a}+A^{\prime}$, and the like for the other coefficients $B, C, D, E$, which is the theorem in question.
55. We may have between two coefficients of the formula, for instance, $D$ and $E$, a relation $\frac{d D}{d e}=\frac{d E}{d d}$, and I will for the present assume, without proving it, the theorem that if $a, b, c$ are conjugate integrals, then this relation $\frac{d D}{d e}-\frac{d E}{d d}=0$, holds good, merely mentioning that the proof depends on the consideration of certain symbols $[a, b]$, which are the converses, so to speak, of the symbols ( $a, b$ ), viz. considering the variables $x, y, z, p, q, r$ as given functions of $a, b, c, d, e, t-\tau$, then we have

$$
[a, b]=\frac{d(p, x)}{d(a, b)}+\frac{d(q, y)}{d(a, b)}+\frac{d(r, z)}{d(a, b)}
$$

The assumption is used only in the two following Nos. 56 and 57.
56. Supposing then that $a, b, c$ are conjugate integrals, we have $\frac{d D}{d e}-\frac{d E}{d d}=0$, and there exists therefore $\phi$, a function of $a, b, c, d, e$, such that

$$
d \phi=A^{\prime} d a+B^{\prime} d b+C^{\prime} d c+D d d+E d e
$$

( $A^{\prime}, B^{\prime}, C^{\prime \prime}$ functions of the same quantities $a, b, c, d, e$ ), we have therefore

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H+d \phi+\left(A-A^{\prime}\right) d a+\left(B-B^{\prime}\right) d b+\left(C-C^{\prime}\right) d c .
$$

Taking as above $a, b$ conjugate integrals $(a, b)=0$, and $c$ any function whatever of $a, b, H$, then $a, b, c$ are conjugate integrals, and the formula holds good. Suppose further that $a, b, H$ are absolute constants, then $d H=0, d a=0, d b=0, d c=0$, and the formula becomes

$$
d V-p d x-q d y-r d z=d \lambda+d \phi
$$

or, writing this under the form,

$$
p d x+q d y+r d z=d V-d \lambda-d \phi
$$

it follows that $p d x+q d y+r d z$ is an exact differential, a theorem which may be stated as follows: viz. if $a, b$ are conjugate integrals of the Hamiltonian system, and if from the equations $H=$ const., $a=$ const., $b=$ const., we express $p, q, r$ as functions of $x, y, z$, then $p d x+q d y+r d z$ is an exact differential ; or, what is the same thing, $p, q, r$ arc the differential coefficients $\frac{d U}{d x}, d U, d y, d \bar{z}$ of $U$ a function of $x, y, z$. This is, in fact, a fundamental theorem in regard to the partial differential equation $H=$ const., and it will presently be proved in a different manner.
57. If, as before, $a$ and $b$ are conjugate integrals, then, writing as we may do $\lambda$ in place of $\lambda+\phi$, and finding $V$ as a function of $x, y, z, a, b, H$ from the equation

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

and again treating $a, b, H$ as variable, we have

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H+A d a+B d b,
$$

where $A, B$ are functions of the integrals $a, b, c, d, e$, that is, they are themselves integrals, which may be taken for the integrals $d, e$, or we have

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H+d d a+e d b ;
$$

we have therefore

$$
\frac{d V}{d a}=d, \quad \frac{d V}{d b}=e,
$$

equations which, on substituting therein for $a, b, H$ their values as functions of $x, y, z, p, q, r$, determine the integrals $d, e$, which with $a, b, H$ or $a, b, c$, are the remaining integrals of the Hamiltonian system; and further

$$
\frac{d V}{d H}=t-\tau,
$$

which, when in like manner, we substitute therein for $a, b, H$, their values as functions of $x, y, z, p, q, r$, determines $\tau$, the remaining integral of the system as inereased by the equality $=d t$.
58. Reverting to the general theorem No. 52, let $x_{0}, y_{0}, z_{0}, p_{0}, q_{0}, r_{0}, t_{0}$ be corresponding values of the variables $x, y, z, p, q, r, t$; and let $a_{0}, \& c ., \ldots, V_{0}$ be the same functions of $x_{0}, y_{0}, z_{0}, p_{0}, q_{0}, r_{0}, t_{0}$ that $a, \& c ., \ldots, V$ are of the variables; we have $a=a_{0}, \ldots, e=e_{0}$, and corresponding to the equation

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H+A d a+\ldots+E d e,
$$

the like equation

$$
d V_{0}-p_{0} d x_{0}-q_{0} d y_{0}-r_{0} d z_{0}=d \lambda+\left(t_{0}-\tau\right) d H+A d a+\ldots+E d e .
$$

Hence, subtracting

$$
d V-d V_{0}=\left(t-t_{0}\right) d H+p d x+q d y+r d z-p_{0} d x_{0}-q_{0} d y_{0}-r_{0} d z_{0}
$$

or, considering only $H$ as an absolute constant,

$$
d V-d V_{0}=\quad p d x+q d y+r d z-p_{0} d x_{0}-q_{0} d y_{0}-r_{0} d z_{0}
$$

viz. if from the equations $H=$ const., $a=a_{0}, b=b_{0}, c=c_{0}, d=d_{0}, e=e_{0}$, we express $p, q, r, p_{0}, q_{0}, r_{0}$ as functions of $x, y, z, x_{0}, y_{0}, z_{0}, H$, then

$$
p d x+q d y+r d z-p_{0} d x_{0}-q_{0} d y_{0}-r_{0} d z_{0}
$$

will be an exact differential. And in particular regarding $x_{0}, y_{0}, z_{0}$ as constants, then $p d x+q d y+r d z$ is an exact differential, viz. there exists a function

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

We have thus again arrived at a solution of the partial differential equation $H=$ const.

The Partial Differential Equation $H=$ const. Art. Nos. 59 to 70.
59. In what just precedes we have, in fact, brought the theory of the Hamiltonian system into connexion with a partial differential equation, viz. we have determincd the variables $p, q, r$ as functions of $x, y, z$ such that $p d x+q d y+r d z$ is an exact differential $=d V$; but we now consider the subject in a more regular manner.

The partial differential equation is $H=$ const. viz. here $H$ denotes, in the first instance, a given function of $p, q, r, x, y, z$, where $p, q, r$ are the differential coefficients of a function $V$ of $x, y, z$, or, what is the same thing, there exists a function $V$ of $x, y, z$ such that $p d x+q d y+r d z=d V$; and then, this function $H$ being constant, we use the same letter $H$ to denote the constant value of the function. The equation $H=$ const. is the most general form of a partial differential equation of the first order which contains the independent variable only through its differential coefficients $p, q, r$, and it is for convenience put in a form containing the arbitrary constant $H$, which constant might without loss of generality be put $=0$ or = any other determinate value.
60. We seek to determine $p, q, r$ as functions of $x, y, z$, satisfying the given equation $H=$ const., and such that we have $p d x+q d y+r d z$ an exact differential $=d V$; this would be done if we can find two other equations $K=$ const. and $L=$ const., such that the values of $p, q, r$ obtained from the three equations give $p, q, r$ functions having the property in question. Attending to only two of the equations, say $H=$ const. and $K=$ const., we have here $p, q, r$ functions of $x, y, z$, such that $p d x+q d y+r d z$ is an exact differential, and two of the equations which serve to determine $p, q, r$ as functions of $x, y, z$ are $H=$ const., $K=$ const. We have to prove the following fundamental theorem, viz. that $(H, K)=0$.
61. In fact, from the equations $H=$ const., $K=$ const., treating $x, y, z$ as independent variables, we have

$$
\begin{aligned}
& \frac{d H}{d x}+\frac{d H}{d p} \frac{d p}{d x}+\frac{d H}{d q} \frac{d q}{d x}+\frac{d H}{d r} \frac{d r}{d x}=0 \\
& \frac{d K}{d x}+\frac{d K}{d p} \frac{d p}{d x}+\frac{d K}{d q} \frac{d q}{d x}+\frac{d K}{d r} \frac{d r}{d x}=0
\end{aligned}
$$

and if from these equations in order to eliminate $\frac{d p}{d x}$ we multiply by $\frac{d K}{d p},-\frac{d H}{d p}$, and add, we find

$$
\frac{d(K, H)}{d(p, x)}+\quad . \quad+\frac{d(K, H)}{d(p, q)} \frac{d q}{d x}+\frac{d(K, H)}{d(p, r)} \frac{d r}{d x}=0
$$

and, in precisely the same way,

$$
\begin{array}{ll}
\frac{d(K, H)}{d(q, y)}+\frac{d(K, H)}{d(q, p)} \frac{d p}{d y}+ & +\frac{d(K, H)}{d(q, r)} \frac{d r}{d y}
\end{array}=0,
$$

Adding these together, we have

$$
(K, H)+\frac{d(K, H)}{d(q, r)}\left(\frac{d r}{d y}-\frac{d q}{d z}\right)+\frac{d(K, H)}{d(r, p)}\left(\frac{d p}{d z}-\frac{d r}{d x}\right)+\frac{d(K, H)}{d(p, q)}\left(\frac{d q}{d x}-\frac{d p}{d y}\right)=0 ;
$$

viz. if $p d x+q d y+r d z$ be an exact differential, then $(I I, K)=0$, which is the theorem in question.
62. In the case where the variables are $(x, y, p, q)$, we have simply

$$
(K, H)+\frac{d(K, H)}{d(p, q)}\left(\frac{d q}{d x}-\frac{d p}{d y}\right)=0
$$

viz. $p d x+q d y$ being a complete differential, $(K, H)=0$. Conversely, if $(K, H)=0$, then $\frac{d q}{d x}-\frac{d p}{d y}=0$, and $p d x+q d y$ is an exact differential; viz. this is so unless $\frac{d(K, H)}{d(p, q)}=0$; this equation would imply that $K, H$ considered as functions of $p, q$, are functions one of the other: and, supposing it to hold good, we could not from the equations $H=0, K=0$ determine $p, q$ as functions of $x, y$, for, eliminating one of the variables $p, q$, the other would disappear of itself. We hence obtain the complete statement of the converse theorem, viz. the functions $H, K$ being such that it is possible from the equations $H=0, K=0$ to express $p, q$ as functions of $x, y$, then, if $(H, K)=0$, we have $p d x+q d y$ an exact differential.
63. Returning to the case of the variables ( $x, y, z, p, q, r$ ), if $p, q, r$ are determined as functions of $x, y, z$ by the three equations $H=0, K=0, L=0$, then, by what precedes, in order that $p d x+q d y+r d z$ may be a complete differential, we must have $(H, K)=0,(H, L)=0,(K, L)=0$; and it further appears that if these equations are satisfied, then we have, conversely,

$$
\frac{d r}{d y}-\frac{d q}{d z}=0, \quad \frac{d p}{d z}-\frac{d r}{d x}=0, \quad \frac{d q}{d x}-\frac{d p}{d y}=0
$$

that is, $p d x+q d y+r d z$ is an exact differential; viz. this is the case unless we have between $H, K, L$ the relation

$$
\left|\begin{array}{ccc}
\frac{d(H, K)}{d(q, r)}, & \frac{d(H, K)}{d(r, p)}, & \frac{d(H, K)}{d(p, q)} \\
H, L, & H, L, & H, L \\
K, L, & K, L, & K, L
\end{array}\right|=0
$$

where in the determinant the second and third lines are the same functions of $H, L$ and $K, L$ respectively that the first line is of $H, L$.

The determinant is, in fact, equal to the square of

$$
\frac{d(H, K, L)}{d(p, q, r)}
$$

and, if it vanish, it is impossible, by means of the equations $H=0, K=0, L=0$, to determine $p, q, r$ as functions of $x, y, z$. Hence, if the last-mentioned equations are such that by means of them it is possible to effect the determination, and if, moreover, $(H, K)=0,(H, L)=0,(K, L)=0$, then $p d x+q d y+r d z$ will be an exact differential.
64. Considering $H$ as given, we have, by what precedes, $K, L$ solutions of the linear partial differential equation $(H, \theta)=0$; and since also $K, L$ must be such that $(K, L)=0$, they are conjugate solutions; or in conformity with what precedes, using the sinall letters $a, b$ instead of $K, L$, we have the following theorem for the integration of the partial differential equation $H=$ const., where as before $H$ is a given function of $x, y, z, p, q, r$.

Find $a$ and $b$, such that $H, a, b$ are a system of conjugate solutions of the linear partial differential equation $(H, \theta)=0$ : then from the equations $H=$ const., $a=$ const., $b=$ const., determining $p, q, r$ as functions of $a, b, H$, and in the result treating these quantities as constants, we have $p d x+q d y+r d z$ an exact differential $=d V$, and thence

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

an expression for $V$ containing the three arbitrary constants $\lambda, a, b$, and therefore a complete solution of the given partial differential equation $H=$ const.

The theorem applies to the case where $n$ has any value whatever, viz. if there are $n$ variables $x, y, z, \ldots$, then we have to find the $n-1$ integrals $a, b, c, \ldots$, constituting with $H$ a system of conjugate integrals; and the theorem holds good.

In particular, if $n=2$, or the independent variables are $x$ and $y$, then we find any solution $a$ of the partial differential equation $(H, \theta)=0$; the values $p, q$ derived from the equations $H=$ const., $a=$ const., give $V=\lambda+\int(p d x+q d y)$, a complete solution.
65. But there is a different solution depending on the consideration of corresponding values; viz. if the independent variables be as before $x, y, z, p, q, r$, and if $x_{0}, y_{0}, z_{0}, p_{0}, q_{0}, r_{0}$ are corresponding values of $x, y, z, p, q, r$, then, taking $a, b, c, d, e$ to be integrals of $(H, \theta)=0$ : so that $H$ is here a given function of $a, b, c, d, e$, since the number of independent variables is $=5$ : and representing by $a_{0}, b_{0}, c_{0}, d_{0}, e_{n}$ the like functions of $x_{0}, y_{0}, z_{0}, p_{0}, q_{0}, r_{0}$, we form the equations

$$
H=\text { const., } a=a_{0}, b=b_{0}, c=c_{0}, d=d_{0}, e=e_{0} .
$$

We have the theorem that, expressing by means of these equations $p, q, r$, as functions of $x, y, z, x_{0}, y_{0}, z_{0}, H$, and regarding therein $x_{0}, y_{0}, z_{0}, H$ as constants, we have $p d x+q d y+r d z$ an exact differential, and therefore

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

c. x .
a solution of the equation $H=$ const. involving the arbitrary constants $\lambda, x_{0}, y_{0}, z_{0}$ (one more than required for a complete solution).

The theorem is here stated in the form proper for the solution of the partial differential equation $H=$ const.; a more general statement will be given further on.
66. I take first $n=2$, or the independent variables to be $x, y$; here $p, q$ are determined by the equations $a=a_{0}, b=b_{0}, c=c_{0}, H=c o n s t$., and it is to be shown that $p d x+q d y=d V$.

Considering $p, q, p_{0}, q_{0}$ as functions of the independent variables $x, y$, then differentiating in regard to $x$, and eliminating $\frac{d p}{d x}, \frac{d p_{0}}{d x}, \frac{d q_{0}}{d x}$, we find

$$
\left|\begin{array}{lll}
\frac{d a}{d x}+\frac{d a}{d q} \frac{d q}{d x}, & \frac{d a}{d p}, & \frac{d a_{0}}{d p_{0}}, \\
\frac{d a_{0}}{d q_{0}} \\
\frac{d b}{d x}+\frac{d b}{d q} \frac{d q}{d x}, & \frac{d b}{d p}, & \frac{d b_{0}}{d p_{0}}, \\
, \frac{d b_{0}}{d q_{0}} \\
\frac{d c}{d x}+\frac{d c}{d q} \frac{d q}{d x}, & \frac{d c}{d p}, & \frac{d c_{0}}{d p_{0}}, \\
\frac{d c_{0}}{d q_{0}} \\
\frac{d H}{d x}+\frac{d H}{d q} \frac{d q}{d x}, & \frac{d H}{d p}, & 0,
\end{array}\right|=0
$$

viz. this is

$$
\frac{d\left(a_{0}, b_{0}\right)}{d\left(p_{0}, q_{0}\right)}\left\{\begin{array}{l}
d(H, c) \\
d(p, x)
\end{array}+\frac{d(H, c)}{d(p, q)} \frac{d q}{d x}\right\}+\& c .=0 .
$$

But in the same way

$$
\frac{d\left(a_{0}, b_{0}\right)}{d\left(p_{0}, q_{0}\right)}\left\{\frac{d(H, c)}{d(q, y)}+\frac{d(H, c)}{d(q, p)} \frac{d p}{d y}\right\}+\& c .=0 ;
$$

adding these two equations we have

$$
\frac{d\left(a_{0}, b_{0}\right)}{d\left(p_{0}, q_{0}\right)}\left\{(H, c)+\frac{d(H, c)}{d(p, q)}\left(\frac{d q}{d x}-\frac{d p}{d y}\right)\right\}+\& c .=0
$$

the terms denoted by the \&c. being the like terms with $b, c, a$ and $c, a, b$ in place of $a, b, c$. We have $(H, a)=0,(H, b)=0,(H, c)=0$, and the equation, in fact, is

$$
\left\{\Sigma \frac{d\left(a_{0}, b_{0}\right)}{d\left(p_{0}, q_{0}\right)} \frac{d(H, c)}{d(p, q)}\right\}\left(\frac{d q}{d x}-\frac{d p}{d y}\right)=0
$$

viz. we have $\frac{d q}{d x}-\frac{d p}{d y}=0$, the condition for an exact differential.
67. Coming now to the case where the independent variables are $x, y, z$, we proceed in the same way with the equations $H=$ const., $a=a_{0}, b=b_{0}, c=c_{0}, d=d_{0}$, $e=e_{0}$. Differentiating in regard to $x$, and eliminating

$$
\frac{d p}{d x}, \frac{d q}{d x}, \frac{d p_{0}}{d x}, \frac{d q_{0}}{d x}, \frac{d r_{0}}{d x}
$$

we find for $\frac{d r}{d x}$ the equation

$$
\frac{d\left(c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}\right)}\left\{\frac{d r}{d x} \frac{d(a, b, H)}{d(r, p, q)}+\frac{d(a, b, H)}{d(x, p, q)}\right\}+\& c .=0
$$

We have in the same way for $\frac{d p}{d z}$ the equation

$$
\frac{d\left(c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}\right)}\left\{\frac{d p}{d z} \frac{d(a, b, H)}{d(p, r, q)}+\frac{d(a, b, H)}{d(z, r, q)}\right\}+\& \mathrm{c} .=0
$$

whence, adding, we obtain

$$
\frac{d\left(c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}\right)}\left\{\left(\frac{d r}{d x}-\frac{d p}{d z}\right) \frac{d(a, b, H)}{d(r, p, q)}+\frac{d(a, b, H)}{d(x, p, q)}+\frac{d(a, b, H)}{d(r, z, q)}\right\}+\& c .=0
$$

where the terms denoted by the \&c. are the like terms corresponding to the different permutations of the letters $a, b, c, d, e$.

The equation may be simplified; we have identically

$$
-\frac{d a}{d q}(b, H)-\frac{d b}{d q}(H, a)-\frac{d H}{d q}(a, b)=\frac{d(a, b, H)}{d(x, p, q)}+\frac{d(a, b, H)}{d(z, r, q)} ;
$$

or, since $(H, a)=0,(H, b)=0$, the left-hand side is simply $-\frac{d H}{d q}(a, b)$, and the equation becomes

$$
\frac{d\left(c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}\right)}\left\{\left(\frac{d r}{d x}-\frac{d p}{d z}\right) \frac{d(a, b, H)}{d(r, p, q)}-\frac{d H}{d q}(a, b)\right\}+\& \mathrm{e} .=0
$$

68. This ought to give $\frac{d r}{d x}-\frac{d p}{d z}=0$; it will, if only

$$
\Sigma\left\{\frac{d\left(c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}\right)}(a, b)\right\}=0
$$

which is thus the condition whieh has to be proved. By the Poisson-Jacobi theorem, $(a, b)$ is a function of $a, b, c, d, e$ : if we write

$$
\left(a_{0}, b_{0}\right)=\frac{d\left(a_{0}, b_{0}\right)}{d\left(p_{0}, x_{0}\right)}+\frac{d\left(a_{0}, b_{0}\right)}{d\left(q_{0}, y_{0}\right)}+\frac{d\left(a_{0}, b_{0}\right)}{d\left(r_{0}, z_{0}\right)},
$$

then $\left(a_{0}, b_{0}\right)$ is the same function of $a_{0}, b_{0}, c_{0}, d_{0}, e_{0}$; but these are equal to $a, b, c, d, e$ respectively, and we then have $(a, b)=\left(a_{0}, b_{0}\right)$, and the theorem to be proved is

$$
\Sigma\left\{\begin{array}{l}
d\left(c_{0}, d_{0}, e_{0}\right) \\
d\left(p_{0}, q_{0}, r_{0}\right)
\end{array}\left(a_{0}, b_{0}\right)\right\}=0
$$

But, substituting for $\left(a_{0}, b_{0}\right)$ its value, the function on the left-hand side is, it is easy to see, the sum of the three functional determinants

$$
\frac{d\left(a_{0}, b_{0}, c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}, p_{0}, x_{0}\right)}, \frac{d\left(a_{0}, b_{0}, c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}, q_{0}, y_{0}\right)}, \frac{d\left(a_{0}, b_{0}, c_{0}, d_{0}, e_{0}\right)}{d\left(p_{0}, q_{0}, r_{0}, r_{0}, z_{0}\right)}
$$

and each of these, as containing the same letter twice in the denominator, that is, as having two identical columns, is $=0$; the theorem is thus proved. And in the same way $\frac{d p}{d y}-\frac{d q}{d x}, \frac{d q}{d z}-\frac{d r}{d y}$ are each $=0$; that is, $p d x+q d y+r d z=d V$.
69. The proof would fail if the factors multiplying $\frac{d r}{d x}-\frac{d p}{d y}$, \&c., or any one of these factors, were $=0$. I have not particularly examined this, but the meaning must be that here the equations $a=a_{0}, \& c ., H=$ const., fail to give for $p, q, r$ expressions as functions of $x, y, z, x_{0}, y_{0}, z_{0}, H$; whenever such expressions are obtainable, we have

$$
p d x+q d y+r d z=d V
$$

The proof in the case of a greater number of variables, say in the next case where the independent variables are $x, y, z, w$, would probably present greater difficulty, but I have not examined this.
70. Taking the independent variables to be $x$ and $y$, we may from the equations $a=a_{0}, b=b_{0}, c=c_{0}, H=$ const. (which last equation may also be written $H=H_{0}=$ const.) find $p, q, p_{0}, q_{0}$ as functions of $x, y, x_{0}, y_{0}, H$; and we have then the theorem that, considering only $H$ as a constant,

$$
p d x+q d y-p_{0} d x_{0}-q_{0} d y_{0}=d V
$$

To show this, we have to prove the further equations $\frac{d p}{d x_{0}}+\frac{d p_{0}}{d x}=0$, \&c.; we find

$$
\begin{aligned}
& \frac{d p}{d x_{0}} \sum\left\{\frac{d\left(b_{0}, c_{0}\right)}{d\left(p_{0}, q_{0}\right)} \frac{d(a, H)}{d(p, q)}\right\}-\begin{array}{c}
d H \\
d q \\
d\left(a_{0}, b_{0}, c_{0}\right) \\
d\left(x_{0}, p_{0}, q_{0}\right)
\end{array}=0, \\
& \frac{d p_{0}}{d x} \sum\left\{\frac{d(b, c)}{d(p, q)} \frac{d\left(a_{0}, H_{0}\right)}{d\left(p_{0}, q_{0}\right)}\right\}-\frac{d H_{0}}{d q_{0}} \frac{d(a, b, c)}{d(x, p, q)}=0,
\end{aligned}
$$

and it is to be shown that the coefficients of $\frac{d p}{d x_{0}}, \frac{d p_{0}}{d x}$ are equal and of opposite signs, and that the other two terms are equal; viz. this being so, subtracting the two equations, we have the required relation $\frac{d p}{d x_{0}}+\frac{d p_{0}}{d x}=0$. Now $H, H_{0}$ are the same functions of $a, b, c$ and of $a_{0}, b_{0}, c_{0}$; and there is no real loss of generality in assuming $c=H, c_{0}=H_{0}$; but this being so, the first coefficient is
and the second is

$$
\frac{d\left(b_{0}, H_{0}\right)}{d\left(p_{0}, q_{0}\right)} \frac{d(a, H)}{d(p, q)}+\frac{d\left(H_{0}, a_{0}\right)}{d\left(p_{0}, q_{0}\right)} \frac{d(b, H)}{d(p, q)}
$$

$$
\frac{d(b, H)}{d(p, q)} \frac{d\left(a_{0}, H_{0}\right)}{d\left(p_{0}, q_{0}\right)}+\frac{d(H, a)}{d(p, q)} \frac{d\left(b_{0}, H_{0}\right)}{d\left(p_{0}, q_{0}\right)},
$$

which only differ by their signs. As regards the other two terms, we have identically

$$
\frac{d a}{d q}(b, H)+\frac{d b}{d q}(H, a)+\frac{d H}{d q}(a, b)=\frac{d(a, b, H)}{d(x, p, q)}
$$

which, in virtue of $(a, H)=0,(b, H)=0$, becomes

$$
\frac{d H}{d \bar{q}}(a, b)=\frac{d(a, b, H)}{d(x, p, q)}
$$

similarly,

$$
\frac{d H_{0}}{d q_{0}}\left(a_{0}, b_{0}\right)=\frac{d\left(u_{0}, b_{0}, H_{0}\right)}{d\left(x_{0}, p_{0}, q_{0}\right)}
$$

Hence the terms in question are

$$
-\frac{d H}{d q} \frac{d H_{0}}{d q_{0}}\left(a_{0}, b_{0}\right), \quad-\frac{d H}{d q} \frac{d H_{0}}{d q_{0}}(a, b),
$$

which are equal in virtue of $(a, b)=\left(a_{0}, b_{0}\right)$; and, similarly, the other conditions might be proved. But the proof would be more difficult in the case of a greater number of variables.

## Examples. Art. Nos. 71 to 79.

71. The variables are taken to be $x, y, z, p, q, r$. As a first example, which will serve as an illustration of most of the preceding theorems, suppose $p q r-\mathbf{1}=H$; the Hamiltonian system, with the adjoined equalities, is here

$$
\frac{d x}{q r}=\frac{d y}{r q}=\frac{d z}{p q}=\frac{d p}{0}=\frac{d q}{0}=\frac{d r}{0}=d t=\frac{d V}{3 p q r} .
$$

The integrals of the original system may be taken to be

$$
\begin{aligned}
& u=p, \\
& b=q, \\
& c=r, \\
& d=q y-p x, \\
& e=r z-p x,
\end{aligned}
$$

and there is of course the integral $H=p q r-1$, which is connected with the foregoing five integrals by the relation $H=a b c-1$.

We form at onee the equations

$$
\begin{array}{rll}
(a, b)=0, & (a, c)=0, & (a, d)=-a, \\
(b, c)=0, & (b, d)=b, & (b, e)=0 \\
& (c, d)=0, & (c, e)=c \\
& (d, e)=0
\end{array}
$$

hence it happens that no two of these integrals $u, b, c, d, e$ give by the PoissonJacobi theorem a new integral. To show how the theorem might have given a new integral, suppose that the known integrals had been $\alpha=p+q$, and $e=r z-p x$, then $(\alpha, e)=-p:$ or the theorem gives the new integral $a=p$.

We have as a conjugate system $a, b, c$; also the conjugate systems $H, a, b$; $H, a, c ; H, b, c ; H, b, e ; H, c, d ; H, d, e ;$ but the first three of these, considering therein $H$ as standing for its value $a b c-1$, are substantially equivalent to the firstmentioned system ( $a, b, c$ ).
72. Postponing the consideration of the augmented system, we now consider the partial differential equation $p q r=1+H$, where $H$ is a given constant and $p, q, r$ denote the differential coefficients of a function $V$. The most simple solution is that given by the conjugate system $H, a, b$, viz. here $p, q, r$ are determined by the equations $p=a, q=b, p q r=1+H$, that is, $r=\frac{1+H}{a b}$; or, introducing for symmetry the coustant $c$, where $a b c=1+H$ as before, then $r=c$, and we have

$$
V=\lambda+\int(a d x+b d y+c d z), \quad=\lambda+a x+b y+c z,
$$

where $a, b, c$ are connected by the just-mentioned equation $a b c=1+H$. This is therefore a solution containing say the arbitrary constants $\lambda, a, b$, and, as such, is a complete solution.

But any other conjugate system gives a complete solution, and a very elegant one is obtained from the system $H, d$, e. Writing for symmetry $\beta-\alpha, \gamma-\alpha$ in place of $d, e$, we have here to find $p, q, r$ from the equations

$$
H=p q r-1, \quad q y-p x=\beta-\alpha, \quad r z-p x=\gamma-\alpha ;
$$

or, if we assume $\theta=p x-\alpha$, then

$$
H=p q r-1 ; p x, q y, r z=\theta+\alpha, \theta+\beta, \theta+\gamma
$$

respectively, whence

$$
(1+H) x y z=(\theta+\alpha)(\theta+\beta)(\theta+\gamma),
$$

which equation determines $\theta$ as a function of $x, y, z$ (in fact, it is a function of the product $x y z$ ), and then

$$
p, q, r=\frac{\theta+\alpha}{x}, \frac{\theta+\beta}{y}, \frac{\theta+\gamma}{z},
$$

and we have

$$
V=\lambda+\int\left(\frac{\theta+\alpha}{x} d x+\frac{\theta+\beta}{y} d y+\frac{\theta+\gamma}{z} d z\right) .
$$

There is no difficulty in effecting the integration directly by introducing $\theta$ as a new variable, and we find

$$
V=\lambda+3 \theta-\alpha \log \frac{\theta+\alpha}{x}-\beta \log \frac{\theta+\beta}{y}-\gamma \log \frac{\theta+\gamma}{z} .
$$

Or, starting from this form, we may verify it by differentiation; the value of $d V$ is

$$
d \theta\left(3-\frac{\alpha}{\theta+\alpha}-\frac{\beta}{\theta+\beta}-\frac{\gamma}{\theta+\gamma}\right)+\frac{\alpha d x}{x}+\frac{\beta d y}{y}+\frac{\gamma d z}{z},
$$

where the term in $d \theta$ is

$$
=\theta d \theta\left(\frac{1}{\theta+\alpha}+\frac{1}{\theta+\beta}+\frac{1}{\theta+\gamma}\right),
$$

which, from the equation which determines $\theta$, is

$$
=\theta\left(\frac{d x}{x}+\frac{d y}{y}+\frac{d z}{z}\right)
$$

and the value of $d V$ is thus

$$
=\frac{\theta+\alpha}{x} d x+\frac{\theta+\beta}{y} d y+\frac{\theta+\gamma}{z} d z .
$$

The solution contains apparently the four constants $\lambda, \alpha, \beta, \gamma$, but there is no loss of generality in writing, for instance, $\alpha=0$, and the number of constants really contained in the solution may be regarded as 3 .
73. To show how the equations $H=$ const., $a=u_{0}, b=b_{0}, c=c_{0}, d=d_{0}, e=e_{0}$ give a solution; remarking that these equations are $p q r-1=H, p=p_{0}, q=q_{0}, r=r_{0}$, $q y-p x=q_{0} y_{0}-p_{0} x_{0}, r z-p x=r_{0} z_{0}-p_{0} x_{0}$, we find

$$
p\left(x-x_{0}\right)=q\left(y-y_{0}\right)=r\left(z-z_{0}\right),
$$

and consequently $p, q, r=$

$$
\sqrt[3]{ }(1+H) \frac{\left(y-y_{0}\right)^{\frac{1}{3}}\left(z-z_{0}\right)^{\frac{1}{3}}}{\left(x-x_{0}\right)^{\frac{2}{3}}}, \quad \sqrt[3]{ }(1+H) \frac{\left(z-z_{0}\right)^{\frac{1}{3}}\left(x-x_{0}\right)^{\frac{1}{3}}}{\left(y-y_{0}\right)^{\frac{2}{3}}}, \quad \sqrt[3]{ }(1+H) \frac{\left(x-x_{0}\right)^{\frac{1}{3}}\left(y-y_{0}\right)^{\frac{1}{3}}}{\left(z-z_{0}\right)^{\frac{2}{3}}},
$$

respectively: whence

$$
\begin{aligned}
V & =\lambda+\int(p d x+q d y+r d z) \\
& =\lambda+3 \sqrt[3]{(1+H)\left(x-x_{0}\right)^{\frac{1}{2}}\left(y-y_{0}\right)^{\frac{1}{3}}\left(z-z_{0}\right)^{\frac{1}{3}}}
\end{aligned}
$$

whieh is the solution involving the four constants $\lambda, x_{0}, y_{0}, z_{0}$.
If in the foregoing value of $V$ we consider $x_{0}, y_{0}, z_{0}$ as variables, then $p, q, r$ having the values just mentioned, and $p_{0}, q_{0}, r_{0}$ being equal to these respectively, we obviously have

$$
d V=p d x+q d y+r d z-p_{0} d x_{0}-q_{0} d y_{0}-r_{0} d z_{0} .
$$

74. Considering now the augmented Hamiltonian system, we join to the foregoing integrals $a, b, c, d, e$, the new integrals $t-\tau={ }_{q}{ }_{q}^{x}$ and $V-\lambda=3 p x$. And then expressing all the quantities in terms of $t-\tau$,

$$
\begin{aligned}
x & =b c(t-\tau), \\
y & =c a(t-\tau)+\frac{d}{b}, \\
z & =a b(t-\tau)+\frac{e}{c} . \\
p & =a, q=b, r=c, H=a b c-1, \\
V & =\lambda+3 a b c(t-\tau) .
\end{aligned}
$$

Forming from these the expression for $d V-p d x-q d y-r d z$, the tern in $d t-d \tau$ disappears; there is a term in $t-\tau$, the coeffieient of which is

$$
3 d . a b c-a d . b c-b d . c a-c d . a b
$$

which is $=d . a b c$, or the term is $(t-\tau) d H$; and we have, finally,

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H-b d \frac{d}{b}-c d \frac{e}{c}
$$

viz. $t$ enters only in the combination $(t-\tau) d H$, which is the fundamental theorem. Considering $H$ as a determinate constant, this term disappears.

We may show how this formula leads to the solution of the partial differential equation $p q r=1+H$; treating $H$ as a definite constant, then in order that the formula may give $d V-p d x-q d y-r d z=d \lambda$, or $V=\lambda+\int(p d x+q d y+r d z)$, as before, the last two terms of the formula must disappear; this will be the case if $\frac{d}{b}$ and $\frac{e}{c}$ are constants, or, say, $d=b \beta, e=c \gamma, \beta$ and $\gamma$ being constants. But, this being so, we have $q \beta=q y-p x, r \gamma=r z-p x$, that is, $p x=q(y-\beta)=r(z-\gamma), p q r=1+H$, giving the values of $p, q, r$; and then

$$
V=\lambda+\int(p d x+q d y+r d z), \quad=\lambda+3 \sqrt[3]{(1+H) x^{\frac{1}{4}}(y-\beta)^{\frac{1}{3}}(z-\gamma)^{\frac{1}{3}}, ~ . ~}
$$

whieh is substantially the same solution as is obtained above by a different process. Or, again, observing that we have

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H-d d-d e-\frac{d}{b} d b-\frac{e}{c} d c,
$$

then, taking $H, b, c$ constants, we have

$$
d V-p d x-q d y-r d z=d \lambda-d d-d e,
$$

which, changing the value of $\lambda$, gives the before-mentioned solution

$$
V=\lambda+a x+b y+c z, \quad(a b c=1+H) .
$$

75. As a seeond example, suppose

$$
H=\frac{1}{2}\left(p^{2}+q^{2}+x^{2}-x^{2}-y^{2}-z^{2}\right) ;
$$

the augmented system is

$$
\frac{d x}{p}=\frac{d y}{q}=\frac{d z}{r}=\frac{d p}{x}=\frac{d q}{y}=\frac{d r}{z}=d t=\frac{d V}{p^{2}+q^{2}+r^{2}},
$$

corresponding to the dynamical problem of the motion of a particle acted upon by a repulsive central force equal to the distance.

The integrals of the original system may be expressed in various forms, viz. the quotient of any two of the expressions $x+p, y+q, z+r$, or of any two of the
expressions $x-p, y-q, z-r$ is an integral, or again the product of any expression of the first set into any expression of the second set is an integral: we may take as integrals

$$
\alpha=x^{2}-p^{2}, \quad \beta=y^{2}-q^{2}, \quad \gamma=z^{2}-r^{2}, \quad \delta=\frac{y+q}{x+p}, \quad \varepsilon=\frac{z+r}{x+p} .
$$

We have then

$$
d t=\frac{d x}{\sqrt{ }\left(x^{2}-\alpha\right)} \text {, that is, } t-\tau=\log \left\{x+\sqrt{ }\left(x^{2}-\alpha\right)\right\}=\log (x+p) \text {, }
$$

giving $x+p=e^{t \rightarrow \tau}$, and thence the other quantities $x-p, y+q$, \&c. For greater symmetry, I introduce a new set of constants $a, b, c, a^{\prime}, b^{\prime}, c^{\prime}$, and I write also $e^{t-\tau}=T$, $e^{-t+\tau}=T^{\prime \prime}$ (where $T T^{\prime}=1$ ). We then have

$$
\begin{array}{ll}
x=a T+a^{\prime} T^{\prime}, & p=a T-a^{\prime} T^{\prime} \\
y=b T+b^{\prime} T^{\prime}, & q=b T-b^{\prime} T^{\prime}, \\
z=c T+c^{\prime} T^{\prime}, & r=c T-c^{\prime} T^{\prime}
\end{array}
$$

also, comparing with the values obtained as above,

$$
\begin{array}{ll}
a=\frac{1}{2}, & b=\frac{1}{2} \delta, \\
a^{\prime}=\frac{1}{2} a, & b^{\prime}=\frac{1}{2} \frac{1}{2} \epsilon, \\
\frac{\beta}{\delta}=\frac{1}{2} \frac{\gamma}{\epsilon} .
\end{array}
$$

We have, moreover,

$$
H=-2\left(a a^{\prime}+b b^{\prime}+c c^{\prime}\right)=-\frac{1}{2}(\alpha+\beta+\gamma) .
$$

76. We find

$$
p^{2}+q^{2}+r^{2}=H+\left(a^{2}+b^{2}+c^{2}\right) T^{2}+\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right) T^{\prime 2}
$$

and thence

$$
\begin{aligned}
V & =\lambda+\int\left(p^{2}+q^{2}+r^{2}\right) d t \\
& =\lambda+H(t-\tau)+\frac{1}{2}\left(a^{2}+b^{2}+c^{2}\right) T^{2}-\frac{1}{2}\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right) T^{\prime 2}
\end{aligned}
$$

We may from this obtain the expression for

$$
d V-p d x-q d y-r d z
$$

when everything is variable. The terms in ( $d t-d \tau$ ), as is obvious, disappear; omitting these from the beginning, we have

$$
d V=d \lambda+(t-\tau) d H+(a d a+b d b+c d c) \eta^{\prime 2}-\left(a^{\prime} d a^{\prime}+b^{\prime} d b^{\prime}+c^{\prime} d c^{\prime}\right) T^{\prime 2}:
$$

also

$$
\begin{aligned}
p d x & =\left(a T-a^{\prime \prime} T^{\prime}\right)\left(T d a+T^{\prime} d a^{\prime}\right), \\
& =d a\left(a T^{2}-a^{\prime}\right)+d a^{\prime}\left(-a^{\prime} T^{\prime 2}+a\right):
\end{aligned}
$$

thence forming the analogous expressions for $q d y$ and $r d z$, we have

$$
\begin{aligned}
p d x+q d y+r d z & =(a d a+b d b+c d c) T^{2}-\left(a^{\prime} d a^{\prime}+b^{\prime} d b^{\prime}+c^{\prime} d c^{\prime}\right) T^{\prime 2} \\
& -\left(a^{\prime} d a+b^{\prime} d b+c^{\prime} d c\right) \quad+\left(a d a^{\prime}+b d b^{\prime}+c d c^{\prime}\right)
\end{aligned}
$$

c. x .
whence

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H+a^{\prime} d a+b^{\prime} d b+c^{\prime} d c-a d a^{\prime}-b d b^{\prime}-c d c^{\prime} ;
$$

or, in place of $a, b, c, a^{\prime}, b^{\prime}, c^{\prime}$, introducing $a, \beta, \gamma, \delta, \epsilon$, and attending to the value of $H$,

$$
d V-p d x-q d y-r d z=d \lambda+(t-\tau) d H+\frac{1}{2} d H+\frac{1}{2} \frac{\beta}{\delta} d \delta+\frac{1}{2} \frac{\gamma}{\epsilon} d \epsilon .
$$

77. Suppose $H, \delta, \epsilon$ absolute constants, this becomes

$$
d(V-\lambda)=p d x+q d y+r d z,
$$

or

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

and we have thus a solution of the partial differential equation

$$
p^{2}+q^{2}+r^{2}=x^{2}+y^{2}+z^{2}+2 H ;
$$

viz. $p, q, r$ are here to be determined as functions of $x, y, z$ by the equations

$$
\begin{aligned}
p^{2}+q^{2}+r^{2} & =x^{2}+y^{2}+z^{2}+2 H \\
y+q & =\delta(x+p) \\
z+r & =\epsilon(x+p)
\end{aligned}
$$

We have

$$
2 H+x^{2}+y^{2}+z^{2}=p^{2}+\{y-\delta(x+p)\}^{2}+\{z-\epsilon(x+p)\}^{2} ;
$$

or, on the right-hand side, writing $p^{2}=(x+p)^{2}-2 x(x+p)+x^{2}$,

$$
\text { left } \quad " \quad, \quad x^{2}=(x-p)^{2}-2 x(x+p)+p^{2}
$$

the equation is

$$
\left(1+\delta^{2}+\epsilon^{2}\right)(x+p)^{2}-2(x+\delta y+\epsilon z)(x+p)-2 H=0
$$

which gives $p$ as a function of $x, y, z$. But the result is a complicated one, cxcept in the case $H=0$; we then have

$$
\begin{aligned}
& x+p=\frac{2(x+\delta y+\epsilon z)}{1+\delta^{2}+\epsilon^{2}}, \\
& y+q=\frac{2 \delta(x+\delta y+\epsilon z)}{1+\delta^{2}+\epsilon^{2}}, \\
& z+r=\frac{2 \epsilon(x+\delta y+\epsilon z)}{1+\delta^{2}+\epsilon^{2}},
\end{aligned}
$$

and thence

$$
V=\lambda-\frac{1}{2}\left(x^{2}+y^{2}+z^{2}\right)+\frac{(x+\delta y+\epsilon z)^{2}}{1+\delta^{2}+\epsilon^{2}},
$$

a complete solution of the partial differential equation

$$
p^{2}+q^{2}+r^{2}=x^{2}+y^{2}+z^{2} .
$$

More symmetrically, we have the solution

$$
V=\lambda-\frac{1}{2}\left(x^{2}+y^{2}+z^{2}\right)+\frac{(a x+b y+c z)^{2}}{a^{2}+b^{2}+c^{2}}
$$

as can be at once verified.
78. In the same particular case $H=0$, introducing the corresponding values $p_{0}, q_{0}, r_{0}, x_{0}, y_{0}, z_{0}$, we find a very simple expression for $V-V_{0}$, as a function of $x, y, z, x_{0}, y_{0}, z_{0}$. We have, writing $T_{0}=e^{t_{0}-\tau}, T_{0}^{\prime}=e^{-t_{0}+\tau}$, and therefore $T_{0}^{\prime} T_{0}^{\prime}=1$,

$$
\begin{array}{ll}
x_{0}=a T_{0}+a^{\prime} T_{0}^{\prime} ; & p_{0}=a T_{0}-a^{\prime} T_{0}^{\prime}, \\
y_{0}=b T_{0}+b^{\prime} T_{0}^{\prime}, & q_{0}=b T_{0}-b^{\prime} T_{0}^{\prime}, \\
z_{0}=c T_{0}+c^{\prime} T_{0}^{\prime}, & r_{0}=c T_{0}-c^{\prime} T_{0}^{\prime},
\end{array}
$$

and thence

$$
\begin{aligned}
& x-x_{0}=a\left(T-T_{0}\right)+a^{\prime}\left(\frac{1}{T}-\frac{1}{T_{0}}\right),=\left(T-T_{0}\right)\left(a-\frac{a^{\prime}}{T \bar{T}_{0}}\right), \\
& x+x_{0}=a\left(T+T_{0}\right)+a^{\prime}\left(\frac{1}{T}+\frac{1}{T_{0}}\right),=\left(T-T_{0}\right)\left(a+\frac{a^{\prime}}{T T_{0}}\right) .
\end{aligned}
$$

Forming the analogous quantities $y-y_{0}$, \&e., we deduce

$$
\begin{aligned}
& \left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}+\left(z-z_{0}\right)^{2}=\left(T-T_{0}\right)^{2}\left\{a^{2}+b^{2}+c^{2}+\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right) \frac{1}{T^{2} T_{0}^{2}}\right\}, \\
& \left(x+x_{0}\right)^{2}+\left(y+y_{0}\right)^{2}+\left(z+z_{0}\right)^{2}=\left(T+T_{0}\right)^{2}\left\{a^{2}+b^{2}+c^{2}+\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right) \frac{1}{T^{\prime 2} T_{0}^{3}}\right\} .
\end{aligned}
$$

But we have

$$
\begin{aligned}
V-V_{0} & =\frac{1}{2}\left\{\left(a^{2}+b^{2}+c^{2}\right)\left(T^{2}-T_{0}^{2}\right)-\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right)\left(\frac{1}{T^{2}}-\frac{1}{T_{0}^{2}}\right)\right\} \\
& =\frac{1}{2}\left(T^{2_{2}}-T_{0}^{2}\right)\left\{a^{2}+b^{2}+c^{2}+\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right) \frac{1}{T^{2} T_{0}^{2}}\right\},
\end{aligned}
$$

and hence the required formula

$$
V-V_{0}=\frac{1}{2} \sqrt{ }\left\{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}+\left(z-z_{0}\right)^{2}\right\} \sqrt{ }\left\{\left(x+x_{0}\right)^{2}+\left(y+y_{0}\right)^{2}+\left(z+z_{0}\right)^{2}\right\},
$$

or, say, for shortness,

$$
=\frac{1}{2} \sqrt{ }(R) \sqrt{ }(S)
$$

79. We ought, therefore, to have

$$
\frac{1}{2} d \sqrt{ }(R) \sqrt{ }(S)=p d x+q d y+r d z-p_{0} d x_{0}-q_{0} d y_{0}-r_{0} d z_{0}
$$

where $p, q, r, p_{0}, q_{0}, r_{0}$ denote as above, and consequently

$$
p^{2}+q^{2}+r^{2}=x^{2}+y^{2}+z^{2}, \quad p_{0}{ }^{2}+q_{0}{ }^{2}+r_{0}^{2}=x_{0}{ }^{2}+y_{0}{ }^{2}+z_{0}^{2}
$$

We have in fact
and thence

$$
\begin{aligned}
& p=\frac{1}{2}\left\{\frac{\sqrt{ }(S)}{\sqrt{ }(R)}\left(x-x_{0}\right)+\frac{\sqrt{ }(R)}{\sqrt{(S)}}\left(x+x_{0}\right)\right\}, \& \mathrm{c} . \\
& p_{0}=\frac{1}{2}\left\{-\frac{\sqrt{ }(S)}{\sqrt{ }(R)}\left(x-x_{0}\right)+\frac{\sqrt{ }(R)}{\sqrt{ }(S)}\left(x+x_{0}\right)\right\}, \& \mathrm{c} .
\end{aligned}
$$

$$
\begin{aligned}
& p^{2}+q^{2}+r^{2}=\frac{1}{4}\left\{R+S+2\left(x^{2}+y^{2}+z^{2}-x_{0}^{2}-y_{0}^{2}-z_{0}{ }^{2}\right)\right\},=x^{2}+y^{2}-z^{2}, \\
& p_{0}{ }^{2}+q_{0}{ }^{2}+r_{0}{ }^{2}=\frac{4}{}\left\{R+S-2\left(x^{2}+y^{2}+z^{2}-x_{0}{ }^{2}-y_{0}{ }^{2}-z_{0}{ }^{2}\right)\right\},=x_{0}{ }^{2}+y_{0}{ }^{2}+z_{0}^{2}
\end{aligned}
$$

or the last-mentioned results are thus verified.

## Partial Differential Equation containing the Dependent Variable: Reduction to Standard

 Form. Art. Nos. 80, 81.80. The equation $H=$ const. is the most general form of a partial differential equation not containing the dependent variable $V$; but if a partial differential equation does contain the independent variable, we can, by regarding this as one of the dependent variables, and in place of it introducing a new independent variable, exhibit the equation in the standard form $H=$ const., $H$ being here a homogeneous function of the order zero in the differential coefficients. Thus, if the independent variables are $x, y$, the dependent variable $z$, and its differential coefficients $\mathrm{p}, \mathrm{q}$, then the given partial differential equation may be $H,=H(p, q, x, y, z),=$ const. But we may determine $z$ as a function of $x, y$ by an equation $V=$ const., $V$ being a desired function of $x, y, z$; and then writing $p, q, r$ for the differential coefficients $\frac{d V}{d x}, \frac{d V}{d y}$, $\frac{d V}{d z}$, we have $\mathrm{p}=-\frac{p}{r}, \mathrm{q}=-\frac{q}{r}$, and the proposed partial differential equation becomes

$$
H\left(-\frac{p}{r},-\frac{q}{r}, x, y, z\right)=\text { const. }
$$

viz. this is an equation containing only the differential coefficients $p, q, r$ of the dependent variable $V$, a function of $x, y, z$. And, moreover, $H$ is homogencous of the order zero in $p, q, r$; consequently

$$
p \frac{d H}{d p}+q \frac{d H}{d q}+r \frac{d H}{d r}=0
$$

or, in the augmented Hamiltonian system, the last equality is $=\frac{d V}{0}$, so that an integral is $V=$ const.; as already stated, this is the equation by which $z$ is determined as a function of $x, y$.
81. Thus, if the given partial differential equation be $\mathrm{pq}-z=H$, we here consider the equation $\frac{p q}{r^{2}}-z=H$. The Hamiltonian system is

$$
\frac{r^{2} d x}{q}=\frac{r^{2} d y}{p}=\frac{-r^{3} d z}{2 p q}=\frac{d p}{0}=\frac{d q}{0}=\frac{d r}{1}\left(=\frac{d V}{0}\right)
$$

having the integrals

$$
\begin{aligned}
& a=p, \\
& b=q, \\
& c=p x-q y, \\
& d=\frac{1}{r}+\frac{x}{q}, \\
& e=\frac{z}{p q}-\frac{1}{r^{2}},
\end{aligned}
$$

(whence $H=-a b e$ ). We have $H, a, b$, a system of conjugate integrals and, in terms of these,

$$
\left.p=a, q=b, r=\sqrt{( } \begin{array}{c}
a b \\
z+H
\end{array}\right) ;
$$

hence, writing $\lambda$ for the constant value of $V$, we have

$$
\lambda=\int\left\{a d x+b d y+\sqrt{ }\left(\frac{a b}{z+H}\right) d z\right\}
$$

that is,
or say,

$$
\lambda=a x+b y+2 \sqrt{ }\{a b(z+H)\}
$$

$$
4 a b(z+H)=(a x+b y-\lambda)^{2},
$$

a solution containing really the two constants $\lambda$ and $\frac{a}{b}$, and thus a complete solution of the given equation $\mathrm{pq}-z=H$. We have, in fact,

$$
\begin{aligned}
& 2 a b \mathrm{p}=a(a x+b y-\lambda) \\
& 2 a b \mathrm{q}=b(a x+b y-\lambda)
\end{aligned}
$$

that is,

$$
4 a^{2} b^{2} \mathrm{pq}=a b(a x+b y-\lambda)^{2},=4 a^{2} b^{3}(z+H),
$$

or

$$
\mathrm{pq}=z+H
$$

as it should be.

## 656.

## ON THE THEORY OF PARTIAL DIFFERENTIAL EQUATIONS.

[From the Mathematische Annalen, t. xi. (1877), pp. 194-198.]
In what follows, any letter not otherwise explained denotes a function of certain variables $(x, y, p, q)$, or $(x, y, z, p, q, r)$, \&c., as will be stated in each particular case.

An equation $a=$ const. denotes that the function $a$ of the variables is, in fact, a constant (viz. by such equation we establish a relation between the variables): and when this is so, we use the same letter $a$ to denote the constant value of the function in question; I find this a very convenient notation.

Thus if the variables are $x, y, z, p, q, r$ and if $p, q, r$ are the differential coefficients in regard to $x, y, z$ respectively of a function $V$ of $x, y, z$, then $H$ (as a letter not otherwise explained) denotes a function of $x, y, z, p, q, r$ and considering it as a given function,

$$
\mathrm{H}=\text { const. }
$$

will be a partial differential equation containing the constant H . For instance, if H denote the function $p q r-x y z, \mathrm{H}=$ const. is the partial differential equation, $p q r-x y z=\mathrm{H}$ (a given constant).

The integration of the partial differential equation, $\mathrm{H}=$ const., depends upon that of the linear partial differential equation

$$
(\mathrm{H}, \Theta)=0,
$$

where as usual $(\mathrm{H}, \Theta)$ signifies

$$
\frac{\partial(\mathrm{H}, \Theta)}{\partial(p, x)}+\frac{\partial(\mathrm{H}, \Theta)}{\partial(q, y)}+\frac{\partial(\mathrm{H}, \Theta)}{\partial(r, z)} .
$$

It cau be effected if we know two conjugate solutions $a, b$ of the equation $(\mathrm{H}, \Theta)=0$, viz. $a, b$ as solutions are such that $(\mathrm{H}, a)=0,(\mathrm{H}, b)=0$, and (as conjugate solutions) are also such that $(a, b)=0$; in this case if from the equations

$$
\mathrm{H}=\text { const. }, \quad a=\text { const. }, \quad b=\text { const. }
$$

we determine $p, q, r$ as functions of $x, y, z$, the resulting value of $p d x+q d y+r d z$ is an exact differential, and we have

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

a solution containing three arbitrary constants, $\lambda, a, b$, and therefore a complete solution of the proposed partial differential equation $\mathrm{H}=$ const.

But (as is known) there is a different process of integration, for which the conjugate solutions are not required, and which has reference to a system of initial values $x_{0}, y_{0}, z_{0}, p_{0}, q_{0}, r_{0}$ : viz. if the independent solutions of $(\mathrm{H}, \Theta)=0$, are $a, b, c, d, e$, and if $a_{0}, b_{0}, c_{0}, d_{0}, e_{0}$ denote respectively the same functions of the initial variables that $a, b, c, d, e$ are of $x, y, z, p, q, r$, then if from the equations

$$
a=a_{0}, \quad b=b_{0}, \quad c=c_{0}, \quad d=d_{0}, \quad e=e_{0}, \quad \mathrm{H}=\text { const. }
$$

we express $p, q, r$ as functions of $x, y, z$ and of $x_{0}, y_{0}, z_{0}, H$, these last being regarded as constants, we have $p d x+q d y+r d z$ an exact differential, and

$$
V=\lambda+\int(p d x+q d y+r d z)
$$

a solution containing the constants $\lambda, x_{0}, y_{0}, z_{0}$ (that is, one supernumerary constant), and as such a complete solution.

It is interesting to prove directly that $p d x+q d y+r d z$ is an exact differential.
I consider first the more simple case where the variables are $p, q, x, y$. Here $p, q$ are to be found from the equations

$$
a=a_{0}, \quad b=b_{0}, \quad c=c_{0}, \quad \mathrm{H}=\text { const. }
$$

and it is to be shown that $p d x+q d y$ is an exact differential.
Considering $p, q, p_{0}, q_{0}$ as functions of the independent variables $x, y$, then differentiating in regard to $x$, and eliminating $\frac{d p}{d x}, \frac{d p_{0}}{d x}, \frac{d q_{0}}{d x}$, we have

$$
\left|\begin{array}{llll}
\frac{d a}{d x}+\frac{d a}{d q} & \frac{d q}{d x}, & \frac{d a}{d p}, & \frac{d a_{0}}{d p_{0}}, \\
\frac{d a_{0}}{d q_{0}} \\
d b \\
d x \\
d b & \frac{d q}{d q} \frac{d q}{d x}, & \frac{d b}{d p}, & \frac{d b_{0}}{d p_{0}}, \\
\frac{d b_{0}}{d q_{0}} \\
\frac{d c}{d x}+\frac{d c}{d \bar{q}} \frac{d q}{d x}, & \frac{d c}{d p}, & \frac{d c_{0}}{d p_{0}}, & \frac{d c_{0}}{d q_{0}} \\
\frac{d \mathrm{H}}{d x}+\frac{d \mathrm{H}}{d q} \frac{d q}{d x}, & \frac{d \mathrm{H}}{d p}, & 0, & 0
\end{array}\right|=0
$$

or introducing a well-known notation for functional determinants, and expanding the determinant, this is

$$
\frac{\partial\left(a_{0}, b_{0}\right)}{\partial\left(p_{0}, q_{0}\right)}\left\{\frac{\partial(\mathrm{H}, c)}{\partial(p, x)}+\frac{\partial(\mathrm{H}, c)}{\partial(p, q)} \frac{d q}{d x}\right\}+\& \mathrm{c} .=0 .
$$

But in the same way

$$
\frac{\partial\left(a_{0}, b_{0}\right)}{\partial\left(p_{0}, q_{0}\right)}\left\{\frac{\partial(\mathrm{H}, c)}{\partial(q, y)}+\frac{\partial(\mathrm{H}, c)}{\partial(q, p)} \frac{d p}{d y}\right\}+\& \mathrm{e} .=0 ;
$$

or adding these, attending to the value of (H,c), and observing that $\frac{\partial(H, c)}{\partial(q, p)}=-\frac{\partial(H, c)}{\partial(p, q)}$ we have

$$
\frac{\partial\left(a_{0}, b_{0}\right)}{\partial\left(p_{0}, q_{0}\right)}\left\{(\mathrm{H}, c)+\frac{\partial(\mathrm{H}, c)}{\partial(p, q)}\left(\frac{d q}{d x}-\frac{d p}{d y}\right)\right\}+\& \mathrm{c} .=0
$$

the terms denoted by the \&c. being the like terms with $b, c, a$ and $c, a, b$ in place of $a, b, c$. We have $(H, a)=0,(H, b)=0,(H, c)=0$, and the equation in fact is

$$
\left\{\Sigma \frac{\partial\left(a_{0}, b_{0}\right)}{\partial(p, q)} \frac{\partial(\mathrm{H}, c)}{\partial(p, q)}\right\}\left(\frac{d q}{d x}-\frac{d p}{d y}\right)=0
$$

viz. we have $\frac{d q}{d x}-\frac{d p}{d y}=0$, the condition for the exact differential.
Coming now to the case where the variables are $x, y, z, p, q, r$, and in the six equations treating $p, q, r, p_{0}, q_{0}, r_{0}$ as functions of the independent variables $x, y, z$, 一 then differentiating with regard to $x$ and proceeding as before, we find for $\frac{d r}{d x}$ the equation

$$
\frac{\partial\left(c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}\right)}\left\{\frac{d r}{d x} \frac{\partial(a, b, \mathrm{H})}{\partial(r, p, q)}+\frac{\partial(a, b, \mathrm{H})}{\partial(x, p, q)}\right\}+\& \mathrm{c} .=0
$$

We have, in the same way, for $\frac{d p}{d z}$ the equation

$$
\frac{\partial\left(c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}\right)}\left\{\frac{d p}{d z} \frac{\partial(a, b, \mathrm{H})}{\partial(p, r, q)}+\frac{\partial(a, b, \mathrm{H})}{\partial(z, r, q)}\right\}+\& \mathrm{c} .=0
$$

or, adding the two equations,

$$
\frac{\partial\left(c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}\right)}\left\{\left(\frac{d r}{d x}-\frac{d p}{d z}\right) \frac{\partial(a, b, \mathrm{H})}{\partial(r, p, q)}+\frac{\partial(a, b, \mathrm{H})}{\partial(x, p, q)}+\frac{\partial(a, b, \mathrm{H})}{\partial(z, r, q)}\right\}+\& c_{c}=0
$$

where the terms denoted by the \&c. indicate the like terms corresponding to the different partitions of the letters $a, b, c, d, e$.

The equation may be simplified; we have identically

$$
-\frac{d a}{d q}(b, \mathrm{H})-\frac{d b}{d q}(\mathrm{H}, a)-\frac{d \mathrm{H}}{d q}(a, b)=\frac{\partial(a, b, \mathrm{H})}{\partial(x, p, q)}+\frac{\partial(a, b, \mathrm{H})}{\partial(z, r, q)},
$$

or since $(\mathrm{H}, a)=0,(b, \mathrm{H})=0$, the left-hand side is simply $-\frac{d \mathrm{H}}{d q}(a, b)$, and the equation becomes

$$
\frac{\partial\left(c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}\right)}\left\{\left(\frac{d r}{d x}-\frac{d p}{d z}\right) \frac{\partial(a, b, \mathrm{H})}{\partial(r, p, q)}-\frac{d \mathrm{H}}{d q}(a, b)\right\}+\& \mathrm{c} .=0 .
$$

This ought to give $\frac{d r}{d x}-\frac{d p}{d z}=0$, and it will do so if only

$$
\Sigma\left\{\frac{\partial\left(c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}\right)}(a, b)\right\}=0
$$

this is then the equation which has to be proved. By the Poisson-Jaeobi theorem, $(a, b)$ ) is a function of $a, b, c, d, e$ : if we write

$$
\left(a_{0}, b_{0}\right)=\frac{\partial\left(a_{0}, b_{0}\right)}{\partial\left(p_{0}, x_{0}\right)}+\frac{\partial\left(a_{0}, b_{0}\right)}{\partial\left(q_{0}, y_{0}\right)}+\frac{\partial\left(a_{0}, b_{0}\right)}{\partial\left(r_{0}, z_{0}\right)},
$$

then $\left(a_{0}, b_{0}\right)$ is the same function of $a_{0}, b_{0}, c_{0}, d_{0}, e_{0}$; but these are $=a, b, c, d, e$ respectively, and we thence have $(a, b)=\left(a_{0}, b_{0}\right)$, and the theorem to be proved is

$$
\Sigma\left\{\frac{\partial\left(c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}\right)}\left(a_{0}, b_{0}\right)\right\}=0
$$

But substituting for $\left(a_{0}, b_{0}\right)$ its value, the function on the left-hand is (it is easy to see) the sum of the three functional determinants

$$
\frac{\partial\left(a_{0}, b_{0}, c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}, p_{0}, x_{0}\right)}+\frac{\partial\left(a_{0}, b_{0}, c_{0}, d_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}, q_{0}, y_{0}\right)}+\frac{\partial\left(a_{0}, b_{0}, c_{0}, \dot{d}_{0}, e_{0}\right)}{\partial\left(p_{0}, q_{0}, r_{0}, r_{0}, z_{0}\right)},
$$

each of which vanishes as containing the same letter twice in the denominator, that is, as having two identical columns; and the theorem in question is thus proved. And in the same way $\frac{d p}{d y}-\frac{d q}{d x}, \frac{d q}{d z}-\frac{d r}{d y}$ are each $=0$ : or we have $p d x+q d y+r d z$ an exact differential.

The proof would fail if the factors multiplying $\frac{d q}{d x}-\frac{d p}{d y}$, \&e., or if any one of these factors, were $=0$; I have not particularly examined this, but the meaning would be, that here the equations in question $a=a_{0}$, \&e., $\mathrm{H}=$ const., are sueh as not to give rise to expressions for $p, q, r$ as functions of $x, y, z, x_{0}, y_{0}, z_{0}, \mathrm{H}$, as assumed in the theorem; whenever such expressions are obtainable, then we have $p d x+q d y+r d z$ an exact differential.

The proof in the case of a greater number of variables, say in the next case where the variables, are $x, y, z, w, p, q, r, s$, would present more difficulty-but I have not proceeded further in the question.

It is worth while to put the two processes into connexion with each other: taking in each case the variables to be $x, y, z, p, q, r$, and the partial differential equation to be $\mathrm{H}=$ const. ;

$$
\begin{equation*}
\text { c. } \mathrm{x} \text {. } \tag{18}
\end{equation*}
$$

In the one case, $a, b$ being conjugate solutions of $(H, \Theta)=0$,
from the equations $\mathrm{H}=$ const., $a=$ const., $b=$ const., we find $p, q, r$ functions of $x, y, z, \mathbf{H}, a, b$ :
and then $p d x+q d y+r d z$ is an exact differential.
In the other case, $a, b, c, d, e$ being the solutions of $(\mathrm{H}, \Theta)=0$, from the equations $\mathrm{H}=$ const., $a=a_{0}, b=b_{0}, c=c_{0}, d=d_{0}, e=e_{0}$, we find $p, q, r$ functions of $x_{0}, y_{0}, z_{0}, \mathrm{H}:$
and then $p d x+q d y+v d z$ is an exact differential.
It may be added that, if from the last mentioned equations we determine also $p_{0}, q_{0}, r_{0}$ as functions of $x, y, z, x_{0}, y_{0}, z_{0}$, then considering only $H$ as a constant, we ought to have $p d x+q d y+r d z-p_{0} d x_{0}-q_{0} d y_{n}-r_{0} d z_{0}$ an exact differential; I have not examined the direct proof.

Cambridge, 28 Nor., 1876.

## 657.

## NOTE ON THE THEORY OF ELLIPTIC INTEGRALS.

[From the Mathematische Annalen, t. XII. (1877), pp. 143-146.]

The equation

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-k^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}
$$

is integrable algebraically when $M$ is rational: and so long as the modulus is arbitrary, then conversely, in order that the equation may be integrable algebraically, $M$ must be rational. For particular values however of the modulus, the equation is integrable algebraically for values of the form $M$, or (what is the same thing) $\frac{1}{M}$, = a rational quantity $\pm$ square root of a negative rational quantity, say $=\frac{1}{p}(l \div m \sqrt{ }-\bar{n})$, where $l, m, n, p$ are integral and $n$ is positive; we may for shortness call this a halfrational numerical value. The theory is considered by Abel in two Memoirs in the Astr. Nach. Nos. $138 \& 147$ (1828), being the Memoirs* XIII \& XIV in the Euvres Complètes (Christiania 1839). I here reproduce the investigation in a somewhat altered (and, as it appears to me, improved) form.

Putting the two differentials each $=d u$, we have $x=\operatorname{sn}(u+\alpha), y=\operatorname{sn}\left(\frac{u}{M}+\beta\right)$; and the question is whether there exists an algebraical relation between these functions, or, what is the same thing, an algebraical relation between the functions $x=\operatorname{sn} u$ and $y=\operatorname{sn} \frac{u}{M}$.

Suppose that $A$ and $B$ are independent periods of $\operatorname{sn} u$; so that $\operatorname{sn}(u+A)=\operatorname{sn} u$, $\operatorname{sn}(u+B)=\operatorname{sn} u$, and that every other period is $=m A+n B$, where $m$ and $n$ are integers. Then if $u$ has successively the values $u, u+A, u+2 A$, etc., the value of $x$
remains always the same, and if $x$ and $y$ are algebraically connected, $y$ can have only a finite number of values: there are consequently integer values $p^{\prime}, p^{\prime \prime}$ for which sn $\frac{1}{M}\left(u+p^{\prime} A\right)=\operatorname{sn} \frac{1}{M}\left(u+p^{\prime \prime} A\right)$ : or writing $u-p^{\prime} A$ for $u$ and putting $p^{\prime \prime}-p^{\prime}=p$, there is an integer value $p$ for which sn $\frac{1}{M}(u+p A)=\operatorname{sn} \frac{1}{M} u$.

Similarly there is an integer value $q$ for which $\operatorname{sn} \frac{1}{M}(u+q B)=\operatorname{su} \frac{1}{M} u$; and we are at liberty to assume $q=p$; for if the original values are unequal, we have only in the place of each of them to substitute their least common multiple.

We have thus an integer $p$, for which

$$
\begin{aligned}
& \operatorname{sn} \frac{1}{M}(u+p A)=\operatorname{sn} \frac{1}{M} u, \\
& \operatorname{sn} \frac{1}{M}(u+p B)=\operatorname{sn} \frac{1}{M} u .
\end{aligned}
$$

There are consequently integers $m, n, r, s$ such that

$$
\begin{aligned}
& \frac{p A}{M}=m A+n B, \\
& p B \\
& \bar{M}
\end{aligned}=r \cdot A+s B, ~ \$
$$

equations which will constitute a single relation $\frac{p}{M}=m$, if $m=s, r=n=0$; but in every other case will be two independent relations. In the case first referred to, the modulus is arbitrary and $M$ is rational.

But excluding this case, the equations give

$$
B(m A+n B)=A(r A+s B),
$$

or, what is the same thing,

$$
r A^{2}-(m-s) A B-n B^{2}=0,
$$

an equation which implies that the modulus has some onc value out of a set of given values. The ratio $A: B$ of the two periods is of necessity imaginary, and hence the integers $m, n, r, s$ must be such that $(m-s)^{2}+n r$ is negative.

The foregoing equations may be written

$$
\begin{aligned}
\left(m-\frac{p}{M}\right) A+\quad n B & =0, \\
r A+\left(s-\frac{p}{M}\right) B & =0,
\end{aligned}
$$

whence eliminating $A$ and $B$ we have

$$
\left(m-\frac{p}{M}\right)\left(s-\frac{p}{M}\right)-n r=0,
$$

that is,

$$
\left(\frac{p}{M}\right)^{2}-(m+s) \frac{p}{M}+m s-n r=0,
$$

and consequently

$$
\frac{p}{M}=\frac{1}{2}(m+s) \pm \frac{1}{2} \sqrt{ }\left(\overline{m-s)^{2}+n r},\right.
$$

where, by what precedes, the integer under the radical sign is negative: and we have thus the above mentioned theorem.

As a very general example, consider the two rational transformations

$$
\begin{aligned}
& z=(x, u, v) \text {; mod. eq. } Q(u, v)=0 ; \frac{N d z}{\sqrt{1-z^{2} \cdot 1-v^{8} z^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{8} x^{2}}}, \\
& y=(z, v, w) ; \text { mod. eq. } P(v, w)=0 ; \frac{M d y}{\sqrt{1-y^{2} \cdot 1-w^{8} y^{2}}}=\frac{d z}{\sqrt{1-z^{2} \cdot 1-v^{8} z^{2}}}
\end{aligned}
$$

viz. $z$ is taken to be a rational function of $x$, and of the modular fourth roots $u, v$; and $y$ to be a rational function of $z$, and of the modular fourth roots $v, w$; the transformations being (to fix the ideas) of different orders. We have $y$ a rational function of $x$, corresponding to the differential relation

$$
\frac{M N d y}{\sqrt{1-y^{2} \cdot 1-w^{8} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{8} x^{2}}} .
$$

Suppose here $w^{8}=u^{8}$, or say $w=\theta u, \theta$ being an eighth root of unity: we then have $Q(u, v)=0, P(v, \theta u)=0$, equations which determine $u$. The differential equation is then

$$
\frac{M N d y}{\sqrt{1-y^{2} \cdot 1-u^{8} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{8} x^{2}}},
$$

an equation the algebraical integral of which is $y=\mathrm{a}$ rational function of $x$ as above: hence, by what precedes, we have

$$
\frac{1}{\bar{M} N}=\frac{1}{2 p}\left\{m+s \pm \sqrt{(m-s)^{2}+n r}\right\}
$$

a half-rational numerical value, as above.
To explain what the algebraical theorem implied herein is, observe that the equations $Q(u, v)=0, P(v, \theta u)=0$, give for $u$ an algebraical equation. Admitting $\theta$ as an adjoint radical, suppose that an irreducible factor is $\phi(u)$, and take $u$ to be determined by the equation $\phi u=0$; then $v$, and consequently also any rational function $\frac{1}{M N}$ of $u, v$, can be expressed as a rational integral function of $u$, of a degree which is at most equal to the degree of the function $\phi u$ less unity. The theorem is that, in virtue of the equation $\phi u=0$, this rational function of $u$ becomes equal to a halfrational numerical value as above. Thus in a simple case, which actually presented itself, the equation $\phi u=0$ was $u^{2}-4 u+1=0$; and $\frac{1}{M \bar{N}}$ had the value $u-2$, which in virtue of this equation becomes $= \pm \sqrt{-3}$.

Thus if the second transformation be the identity $z=y, w=v, M=1$ : we have $v=\theta u$; and the equations are

$$
y=(x, u, \theta u), \quad Q\left(u, \theta(u)=0, \quad \frac{N d y}{\sqrt{1-y^{2} \cdot 1-u^{8} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{8} x^{2}}} .\right.
$$

In particular, if the relation between $y, x$ be given by the eubic transformation

$$
y=\frac{\frac{v+2 u^{3}}{v} x+\frac{u^{6}}{v^{2}} x^{3}}{1+v u^{2}\left(v+2 u^{3}\right) x^{2}}
$$

so that the modular equation $Q(u, v)=0$ is $u^{4}-v^{4}+2 u v\left(1-u^{2} v^{2}\right)=0$; then, writing herein $v=\theta u$, and taking $\theta$ a prime eighth root of unity, that is, a root of $\theta^{4}+1=0$, we have

$$
Q(u, \theta u)=-2 \theta^{3} u^{2}\left(\theta u^{2}+\theta^{2}+u^{4}\right) ;
$$

viz. disregarding the factor $u^{2}$, the equation for $u$ is $u^{4}+\theta u^{2}+\theta^{2}=0$; or, if $\omega$ be an imaginary cube root of unity $\left(\omega^{2}+\omega+1=0\right)$, this is $\left(u^{2}-\omega \theta\right)\left(u^{2}-\omega^{2} \theta\right)=0$; so that a value of $u^{2}$ is $u^{2}=-\omega \theta$.

Assuming then $\theta^{4}+1=0, v=\theta u$ and $u^{2}=-\omega \theta$, we have $\left(v+2 u^{3}\right) v=\theta^{3} \omega(1+2 \omega)$, $=\theta^{\mathrm{j}} \omega\left(\omega-\omega^{2}\right) ; \frac{v+2 u^{3}}{v}=\omega-\omega^{2} ; \quad \frac{u^{6}}{v^{2}}=\omega^{2},\left(v+2 u^{3}\right) v u^{2}=-\omega^{2}\left(\omega-\omega^{2}\right), u^{8}=\omega^{4} \theta^{4}=-\omega$; and the formula becomes

$$
y=\frac{\left(\omega-\omega^{2}\right) x+\omega^{2} x^{3}}{1-\omega^{2}\left(\omega-\omega^{2}\right) x^{2}}
$$

giving

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1+\omega y^{2}}}=\frac{\left(\omega-\omega^{2}\right) d x}{\sqrt{1-x^{2} \cdot 1+\omega x^{2}}}
$$

where as before $\omega^{2}+\omega+1=0$, a result which can be at once verified. We have $\left(\omega-\omega^{2}\right)^{2}=-3$; or the coefficient $\omega-\omega^{2}$ in the differential equation is $=\sqrt{-3}$, which is of the form mentioned in the general theorem.

We might, instead of $z=y$, have assumed between $y$ and $z$ the relation corresponding to any other of the six linear transformations of an elliptic integral, and thus have obtained in each case, for a properly determined value of the modulus, a cubic transformation to the same modulus.

Cambridye, 10 April, 1877.

## 658.

## ON SOME FORMULE IN ELLIP'TIC INTEGRALS.

[From the Mathematische Annalen, t. xiI. (1877), pp. 369-374.]

I reproduce in a modified form an investigation contained in the memoir, Zolotareff, "Sur la méthode d'intégration de M. Tchébychef," Mathematische Annalen, t. v. (1872), pp. 560-580.

Starting from the quartic

$$
(a, b, c, d, e)(x, 1)^{4},=a . x-\alpha \cdot x-\beta . x-\gamma \cdot x-\delta,
$$

we derive from it the quartic

$$
\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right)\left(x_{1}, 1\right)^{4}=a_{1}, x_{1}-\alpha_{1} . x_{1}-\beta_{1} . x_{1}-\gamma_{1} . x_{1}-\delta_{1},
$$

where, writing for shortness

$$
\begin{aligned}
& \lambda=-\alpha+\beta+\gamma-\delta, \\
& \mu=\alpha-\beta+\gamma-\delta, \\
& \nu=\alpha+\beta-\gamma-\delta,
\end{aligned}
$$

the roots of the new quartic are

$$
\begin{aligned}
& \alpha_{1}=\theta+\frac{\mu \nu}{2 \lambda}, \\
& \beta_{1}=\theta+\frac{\nu \lambda}{2 \mu}, \\
& \gamma_{1}=\theta+\frac{\lambda \mu}{2 \nu}, \\
& \delta_{1}=\theta,
\end{aligned}
$$

$\theta$ being arbitrary: the differences of the roots $\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}$ are, it will be observed, functions of the differences of the roots $\alpha, \beta, \gamma, \delta$.

We assume $a_{1}=a=1$, nevertheless retaining in the formule $a_{1}$ or $a$ (each meaning 1), whenever, for the sake of homogeneity, it is convenient to do so. The relations between the remaining coefficients $b_{1}, c_{1}, d_{1}, e_{1}$, and $b, c, d, e$, are of course to be calculated from the formulæ $-4 b=\Sigma \alpha, 6 c=\Sigma \alpha \beta$, \&c., and the like formule $-4 b_{1}=\Sigma \alpha_{1}$, $6 c_{1}=\Sigma \alpha_{1} \beta_{1}, \& c$. We thus have

$$
\begin{aligned}
-4 b_{1} & =4 \theta+\frac{1}{2} \quad \Sigma \frac{\mu \nu}{\lambda}, \\
6 c_{1} & =6 \theta^{2}+\frac{3}{2} \theta \Sigma \frac{\mu \nu}{\lambda}+\frac{4}{4} \Sigma \lambda^{2}, \\
-4 d_{1} & =4 \theta^{3}+\frac{3}{2} \theta^{2} \Sigma \frac{\mu \nu}{\lambda}+\frac{1}{2} \theta \Sigma \lambda^{2}+\frac{1}{8} \lambda \mu \nu, \\
e_{1} & =\theta^{4}+\frac{1}{2} \theta^{3} \Sigma \frac{\mu \nu}{\lambda}+\frac{1}{4} \theta^{2} \Sigma \lambda^{2}+\frac{1}{8} \theta \lambda \mu \nu,
\end{aligned}
$$

where $\Sigma \frac{\mu \nu}{\lambda}=\frac{1}{\lambda \mu \nu} \Sigma \lambda^{2} \mu^{2}$.
Writing, for shortness,

$$
\begin{aligned}
& C=a c-b^{2}, \\
& D=a^{2} d-3 a b c+2 b^{3}, \\
& E=a^{3} e-4 a^{2} b d+6 a b^{2} c-3 b^{4}=a^{2} I-3 C^{2}, \\
& I=a e-4 b d+3 c^{2}, \\
& J=a c e-a d^{2}-b^{2} e+2 b c d-c^{3}, \\
& B=\frac{-a^{2} I+12 C^{2}}{4 D},
\end{aligned}
$$

we have

$$
\begin{aligned}
& \Sigma \lambda=-4(b+\delta) \\
& \Sigma \lambda^{2}=-48 C \\
& \Sigma \lambda \mu=24 C+8(b+\delta)^{2}, \\
& \lambda \mu \nu=32 D \\
& \Sigma \lambda^{2} \mu^{2}=64\left(-a^{2} I+12 C^{2}\right),
\end{aligned}
$$

where the last equation may be verified by means of the formula

$$
(\Sigma \lambda \mu)^{2}=\Sigma \lambda^{2} \mu^{2}+2 \lambda \mu \nu \Sigma \lambda .
$$

And we hence obtain

$$
\begin{aligned}
& a_{1}=1 \\
& b_{1}=-\theta-B \\
& c_{1}=\theta^{2}+2 B \theta-2 C, \\
& d_{1}=-\theta^{3}-3 B \theta^{2}+6 C \theta-D \\
& e_{1}=\theta^{4}+4 B \theta^{3}-12 C \theta^{2}+4 D \theta .
\end{aligned}
$$

And consequently

$$
\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right)\left(x_{1}, 1\right)^{4}=(1,-B,-2 C,-D, 0)\left(x_{1}-\theta, 1\right)^{4} .
$$

Hence also

$$
\begin{aligned}
I_{1}=a_{1} e_{1}-4 b_{1} d_{1}+3 c_{1}^{2}=-4 B D+12 C^{2} & =a^{2} I ; \\
J_{1}=a_{1} c_{1} e_{1}-a_{1} d_{1}^{2}-b_{1}^{2} e_{1}+2 b_{1} c_{1} d_{1}-c_{1}^{3} & =-D^{2}+8 C^{3}-4 B C D \\
& =-D^{2}+8 C^{3}+C .\left(a^{2} I-12 C^{2}\right) \\
& =a^{2} C I-4 C^{3}-D^{2} \\
& =a^{3} J ;
\end{aligned}
$$

where, as regards this last equation $a^{2} C I-4 C^{3}-D^{2}=a^{3} J$, observe that $C$ and $D$ are the leading coefficients of the Hessian $H$ and the cubicovariant $\Phi$ of the quartic function $U$, and hence that the identity $-\Phi^{2}=J U^{3}-I U^{2} \mathrm{H}+4 \mathrm{H}^{3}$, attending only to the term in $x^{6}$, becomes $-D^{2}=a^{3} J-a^{2} C I+4 C^{3}$, which is the equation in question.

We thus have $I_{1}=I, J_{1}=J$; viz. the functions $(a, b, c, d, e)(x, 1)^{4},\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right)\left(c_{1}, 1\right)^{4}$, are linearly transformable the one into the other, and that by a unimodular substitution $x_{1}=\rho x+\sigma, y_{1}=\rho^{\prime} x+\sigma^{\prime}$, where $\rho \sigma^{\prime}-\rho^{\prime} \sigma=1$. It may be remarked that we have $(a, b, c, d, e)(x, 1)^{4}=(1,0, C, D, E)(x+b, 1)^{4}$; and hence the theorem may be stated in the form : the quartic functions $(1,0, C, D, E)(x, 1)^{4}$, and $(1,-B,-2 C,-D, 0)\left(x_{1}, 1\right)^{4}$, are transformable the one into the other by a unimodular substitution: or again, substituting for $E$ its value $a^{2} I-3 C^{2},=-4 B D+9 C^{2}$, the quartic functions

$$
\left(1,0, C, D,-4 B D+9 C^{2}\right)(x, 1)^{4}, \text { and }(1,-B,-2 C,-D, 0)\left(x_{1}, 1\right)^{4}
$$

are linearly transformable the one into the other by a unimodular substitution. In this last form $B, C, D$ are arbitrary quantities; it is at once verified that the invariants $I, J$ have the same values for the two functions respectively; and the theorem is thus self-evident.

Reverting to the expressions for $\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}$ we obtain

Hence also

$$
\begin{array}{ll}
\alpha_{1}-\delta_{1}=\frac{\mu \nu}{2 \lambda} ; \quad \beta_{1}-\gamma_{1}=\frac{\lambda}{2 \mu \nu}\left(\nu^{2}-\mu^{2}\right), \quad=\frac{\alpha-\delta \cdot \beta-\gamma}{\alpha_{1}-\delta_{1}}, \\
\beta_{1}-\delta_{1}=\frac{\nu \lambda}{2 \mu} ; \quad \gamma_{1}-a_{1}=\frac{\mu}{2 \nu \lambda}\left(\lambda^{2}-\nu^{2}\right),=\frac{\beta-\delta \cdot \gamma-\alpha}{\beta_{1}-\delta_{1}}, \\
\gamma_{1}-\delta_{1}=\frac{\lambda \mu}{2 \nu} ; \quad \alpha_{1}-\beta_{1}=\frac{\nu}{2 \lambda \mu}\left(\mu^{2}-\lambda^{2}\right),=\frac{\gamma-\delta \cdot \alpha-\beta}{\gamma_{1}-\delta_{1}} .
\end{array}
$$

$$
\begin{array}{rll}
\alpha-\delta \cdot \beta-\gamma, & \beta-\delta \cdot \gamma-\alpha, & \gamma-\delta \cdot \alpha-\beta \\
= & \alpha_{1}-\delta_{1} \cdot \beta_{1}-\gamma_{1}, & \beta_{1}-\delta_{1} \cdot \gamma_{1}-\alpha_{1}, \\
\gamma_{1}-\delta_{1} \cdot \alpha_{1}-\beta_{1},
\end{array}
$$

which agrees with the foregoing equations $I_{1}=I$ and $J_{1}=J$, since $I, J$ are functions of the first set of quantities and $I_{1}, J_{1}$ the like functions of the second set; in fact, $I=\frac{1}{24}\left(P^{2}+Q^{2}+R^{2}\right)$, and $J=\frac{1}{432}(Q-R)(R-P)(P-Q)$, if for a moment the quantities are called $P, Q, R$.
c. x .

We consider now the differential expression $\frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}}$; to transform this into the elliptic form, assume

$$
k^{2}=-\frac{\alpha-\beta \cdot \gamma-\delta}{\gamma-\alpha \cdot \beta-\delta}, \quad \operatorname{sn}^{2} a=\frac{\gamma-\alpha}{\gamma-\delta} ;
$$

(where $a$ is of course not the coefficient, $=1$, heretofore represented by that letter: as $a$ will only occur under the functional signs $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$, there is no risk of ambiguity). And then further

$$
x=\frac{\alpha \operatorname{sn}^{2} u-\delta \operatorname{sn}^{2} a}{\operatorname{sn}^{2} u-\operatorname{sn}^{2} a} .
$$

Forming the equations

$$
k^{2} \mathrm{sn}^{2} a=-\frac{\alpha-\beta}{\beta-\delta}, \quad k^{2} \mathrm{sn}^{4} a=-\frac{\gamma-\alpha \cdot \alpha-\beta}{\gamma-\delta \cdot \beta-\delta},
$$

we deduce without difficulty

$$
\begin{aligned}
\mathrm{sn}^{2} a & =\frac{\gamma-\alpha}{\gamma-\delta}, \quad \frac{\mathrm{sn}^{2} u}{\mathrm{su}^{2} a}=\frac{x-\delta}{x-\alpha}, \\
\mathrm{cn}^{2} a & =\frac{\alpha-\delta}{\gamma-\delta}, \quad \frac{\mathrm{cn}^{2} u}{\mathrm{cn}^{2} a}=\frac{x-\gamma}{x-\alpha}, \\
\mathrm{dn}^{2} a & =\frac{\alpha-\delta}{\beta-\delta}, \quad \frac{\mathrm{dn}^{2} u}{\mathrm{dn}^{2} a}=\frac{x-\beta}{x-\alpha}, \\
1-k^{2} \mathrm{sn}^{4} a & =\frac{(\alpha-\delta)(-\alpha+\beta+\gamma-\delta)}{\beta-\delta \cdot \gamma-\delta}=\frac{\lambda(\alpha-\delta)}{\beta-\delta \cdot \gamma-\delta},
\end{aligned}
$$

the use of which last equation will presently appear.
We hence obtain

$$
\begin{aligned}
2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u d u & =-(\alpha-\delta) \operatorname{sn}^{2} a \frac{d x}{(x-\alpha)^{2}}, \\
\operatorname{sn} u \operatorname{cn} u \operatorname{dn} u & =\operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \frac{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}}{(x-\alpha)^{2}}
\end{aligned}
$$

and consequently

$$
2 d u=-\frac{(\alpha-\delta) \operatorname{sn} a}{\operatorname{cn} a \operatorname{dn} a} \frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}},
$$

or, reducing the coefficient,

$$
\frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}}=\frac{-2}{\sqrt{\gamma-\alpha \cdot \beta-\delta}} d u
$$

which is the required formula.
We next have

$$
\operatorname{sn}^{2} 2 a=\frac{4 \mathrm{sn}^{2} a \mathrm{cn}^{2} a \mathrm{dn}^{2} a}{\left(1-k^{2} \mathrm{sn}^{4} a\right)^{2}}=\frac{4 \beta-\delta \cdot \gamma-\alpha}{\lambda^{2}}=\frac{\gamma_{1}-\alpha_{1}}{\gamma_{2}-\delta_{1}},
$$

in virtue of the foregoing values

$$
\gamma_{1}-\alpha_{1}=\frac{2 \mu}{\nu \lambda}(\beta-\delta)(\gamma-a) \text { and } \gamma_{1}-\delta_{1}=\frac{\lambda \mu}{2 \nu} .
$$

Moreover

$$
k^{s}=-\frac{\alpha-\beta \cdot \gamma-\delta}{\gamma-\alpha \cdot \beta-\delta}=-\frac{\alpha_{1}-\beta_{1} \cdot \gamma_{1}-\delta_{1}}{\gamma_{1}-\alpha_{1} \cdot \beta_{1}-\delta_{1}} .
$$

Hence the like formulæ with the same value of $k^{2}$, and with $2 a$ in place of $a$, will be applicable to the like differential expression in $x_{1}$ : viz. assuming

$$
x_{1}=\frac{\alpha_{1} \operatorname{sn}^{2} u_{1}-\delta_{1} \operatorname{sn}^{2} 2 a}{\operatorname{sn}^{2} u_{1}-\operatorname{sn}^{2} 2 a}
$$

we have

$$
\frac{d x_{1}}{\sqrt{x_{1}-\alpha_{1} \cdot x_{1}-\beta_{1} \cdot x_{1}-\gamma_{1} \cdot x_{1}-\delta_{1}}}=\frac{-2}{\sqrt{\gamma_{1}-a_{1} \cdot \beta_{1}-\delta_{1}}} d u_{1} .
$$

We have thus the integral of the differential equation

$$
\frac{d x_{1}}{\sqrt{x_{1}-\alpha_{1} \cdot x_{1}-\beta_{1} \cdot x_{1}-\gamma_{1} \cdot x_{1}-\delta_{1}}}=\frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}}
$$

(the two quartic functions being of course connected as before); viz. assuming $x, x_{1}$ functions of $u, u_{1}$ respectively as above and recollecting that $\gamma_{1}-a_{1} . \beta_{1}-\delta_{1}=\gamma-\alpha \cdot \beta-\delta$, we have $d u_{1}=d u$; and therefore $u_{1}=u+f$ ( $f$ an arbitrary constant); the required integral is thus given by the equations

$$
\frac{\mathrm{sn}^{2} u}{\mathrm{sn}^{2} a}=\frac{x-\delta}{x-\alpha} ; \quad \frac{\mathrm{sn}^{2}(u+f)}{\operatorname{sn}^{2} 2 a}=\frac{x_{2}-\delta_{1}}{x_{1}-a_{1}} ; \quad(f \text { the constant of integration). }
$$

Using the formula

$$
\operatorname{sn}(u+f)=\frac{\operatorname{sn}^{2} u-\operatorname{sn}^{2} f}{\operatorname{sn} u \operatorname{cn} f \operatorname{dn} f-\operatorname{sn} f \operatorname{cn} u \operatorname{dn} u},
$$

we obtain

$$
\frac{x_{1}-\delta_{1}}{x_{1}-\alpha_{1}} \mathrm{sn}^{2} 2 a=\frac{\left\{(x-\delta) \mathrm{sn}^{2} a-(x-\alpha) \mathrm{sn}^{2} f\right\}^{2}}{\left\{\sqrt{x-\alpha \cdot x-\delta \operatorname{sn} a \operatorname{cn} f \operatorname{dn} f-\sqrt{x-\beta \cdot x-\gamma} \operatorname{sn} f \operatorname{cn} a \mathrm{dn} a\}^{2}},\right.}
$$

which is the general integral.
We obtain a particular integral of a very simple form by assuming $f=a$, viz. this is

$$
\frac{x_{1}-\delta_{1}}{x_{1}-\alpha_{1}} \operatorname{sn}^{2} 2 a=\frac{\operatorname{sn}^{2} a}{\operatorname{cn}^{2} a \mathrm{dn}^{2} a} \frac{(\alpha-\delta)^{2}}{\left\{\sqrt{x-\alpha \cdot x-\delta-\sqrt{x-\beta \cdot x-\gamma}\}^{9}}\right.} ;
$$

this is

$$
\frac{x_{1}-\delta_{1}}{x_{1}-\alpha_{1}} \frac{\gamma_{1}-\alpha_{1}}{\gamma_{1}-\delta_{1}}=\frac{\gamma-\alpha \cdot \beta-\delta}{\sqrt{x-\alpha \cdot x-\delta-\sqrt{x-\beta \cdot x-\gamma}]^{2}}},
$$

or writing $\gamma-\alpha \cdot \beta-\delta=\gamma_{1}-\alpha_{1} . \beta_{1}-\delta_{1}$, redncing and inverting, we have

$$
\frac{x_{1}-\alpha_{1}}{x_{1}-\delta_{1}}=\frac{1}{\beta_{1}-\delta_{1} \cdot \gamma_{1}-\delta_{1}}\left\{\sqrt{x-\alpha \cdot x-\delta}-\sqrt{x-\beta \cdot x-\gamma^{\prime 2}},\right.
$$

which may also be written in the equivalent forms

$$
\begin{aligned}
& \frac{x_{1}-\beta_{1}}{x_{1}-\delta_{1}}=\frac{1}{\gamma_{1}-\delta_{1} \cdot \alpha_{1}-\delta_{1}}\{\sqrt{x-\beta \cdot x-\delta}-\sqrt{x-\gamma \cdot x-\alpha}\}^{2} \\
& \frac{x_{1}-\gamma_{1}}{x_{1}-\delta_{1}}=\frac{1}{\alpha_{1}-\delta_{1} \cdot \beta_{1}-\delta_{1}}\{\sqrt{x-\gamma \cdot x-\delta}-\sqrt{x-\alpha \cdot x-\beta}\}^{2}
\end{aligned}
$$

In fact, from the first equation we have

$$
\frac{a_{1}-\delta_{1} \cdot \beta_{1}-\delta_{1} \cdot \gamma_{1}-\delta_{1}}{x_{1}-\delta_{1}}=\left(\beta_{1}-\delta_{1}\right)\left(\gamma_{1}-\delta_{1}\right)-\{\sqrt{x-\alpha \cdot x-\delta}-\sqrt{x-\beta \cdot x-\gamma}\}^{2},
$$

where the expression on the right-hand side is

$$
\delta_{1}^{2}-\delta_{1}\left(\alpha_{1}+\beta_{1}+\gamma_{1}\right)+\alpha_{1} \delta_{1}+\beta_{1} \gamma_{1}-2 x^{2}+x(\alpha+\beta+\gamma+\delta)-\alpha \delta-\beta \gamma+2 \sqrt{X},
$$

$X$ having here the value

$$
X=x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta .
$$

Writing for a moment

$$
\begin{array}{ll}
P=\alpha \delta+\beta \gamma, & P_{1}=\alpha_{1} \delta_{1}+\beta_{1} \gamma_{1}, \\
Q=\beta \delta+\gamma \alpha, & Q_{1}=\beta_{1} \delta_{1}+\gamma_{1} \alpha_{1}, \\
R=\gamma \delta+\alpha \beta, & R_{1}=\gamma_{1} \delta_{1}+\alpha_{1} \beta_{1},
\end{array}
$$

then, by what precedes, $Q_{1}-R_{1}, R_{1}-P_{1}, P_{1}-Q_{1}$ are equal to $Q-R, R-P, P-Q$ respectively; that is, $P_{1}-P=Q_{1}-Q=R_{1}-R$, $=$ (suppose) $\Omega$, a function symmetrical in regard to $\alpha_{1}, \beta_{1}, \gamma_{1} ; \alpha, \beta, \gamma$ : the equation therefore is

$$
\frac{\alpha_{1}-\delta_{1} \cdot \beta_{1}-\delta_{1} \cdot \gamma_{1}-\delta_{1}}{x_{1}-\delta_{1}}=\delta_{1}\left(\delta_{1}-\alpha_{1}-\beta_{1}-\gamma_{1}\right)-2 x^{2}+x(\alpha+\beta+\gamma+\delta)+2 \sqrt{X}+\Omega
$$

or the relation is symmetrical in regard to $\alpha_{1}, \beta_{1}, \gamma_{1} ; \alpha, \beta, \gamma$ : and the first form implies therefore each of the other two forms.

Cambridge, 8 May, 1877.
659.

## A THEOREM ON GROUPS.

[From the Mathematische Annalen, t. xill. (1878), pp. 561-565.]
The following theorem is very simple; but it seems to belong to a class of theorems, the investigation of which is desirable.

I eonsider a substitution-group of a given order upon a given number of letters; and I seek to double the group, that is to derive from it a group of twice the order upon twice the number of letters. This can be effected for any group, in a manner which is self-evident and in nowise interesting: but in a different manner for a commutative group (or group such that any two of its substitutions satisfy the condition $A B=B A$ ): it is to be observed that the double group is not in general commutative.

Let, the letters of the original group be abcde..., we may for shortness write $U=a b c d e \ldots$; and take $U$ as the primitive arrangement: and let the group then be $1, A, B, \ldots$ where $A, B, \ldots$ represent substitutions: the corresponding arrangements are $U, A U, B U, \ldots$ and these may for shortness be represented by $1, A, B, \ldots ;$ viz. $1, A, B, \ldots$ represent, properly and in the first instance, substitutions; but when it is explained that they represent arrangements, then they represent the arrangements $U, A U, B U, \ldots$.

For the double group the letters are taken to be $a_{1} b_{1} c_{1} d_{1} e_{1} \ldots$ and $a_{2} b_{3} c_{2} d_{2} e_{3} \ldots$, $=U_{1}$ and $U_{3}$ suppose, and $U_{1} U_{2}$ is regarded as the primitive arrangement; $A_{1}$ and $A_{2}$ denote the same substitutions in regard to $U_{1}$ and $U_{2}$ respectively, that $A$ denotes in regard to $U$ : and so for $B_{1}, B_{2}$, etc.; moreover 12 denotes the substitution ( $a_{1} a_{2}$ ) $\left(b_{1} b_{2}\right)\left(c_{1} c_{2}\right)\left(d_{1} d_{2}\right)\left(e_{1} e_{2}\right) \ldots$ or interchange of the suffixes 1 and 2. The substitutions $A_{1}, A_{2}$, or any powers of these $A_{1}{ }^{a}, A_{2}{ }^{\beta}$, are obviously commutative; applying them to the primitive arrangement $U_{1} U_{2}$, we have $A_{1}{ }^{a} A_{2}{ }^{\beta} U_{1} U_{2}$ and $A_{3}{ }^{\beta} A_{1}{ }^{a} U_{1} U_{2}$ each $=A_{1}{ }^{a} U_{1} A_{2}{ }^{\beta} U_{2}$. But $A_{1}{ }^{\alpha}, A_{2}{ }^{\beta}$ are not commutative with 12 : we have for instance $12 A_{1}{ }^{\alpha} . U_{1} U_{2}$ $=12 A_{1}{ }^{a} U_{1} \cdot U_{2}=A_{1}{ }^{a} U_{2} \cdot U_{1}$, but $A_{1}{ }^{a} 12 U_{1} U_{2}=A_{1}{ }^{a} \cdot U_{2} U_{1}=U_{2} \cdot A_{1}{ }^{a} U_{1}$. If instead of the substitutions we consider the arrangements obtained by operating upon $U_{1} U_{2}$, then we
may for shortness consider for instance $A_{1} A_{2}$ as denoting the arrangement $A_{1} U_{1}, A_{2} U_{2}$. But observe that in this use of the symbols the $A_{1}, A_{2}$ are not commutative, $A_{2} A_{1}$ would denote the different arrangement $A_{2} U_{2}, A_{1} U_{1}$ : in this use of the symbols, 1 would denote $U_{1} U_{2}$, and 12 would denote $U_{2} U_{1}$, but it would be clearer to use 12, 21 as denoting $U_{1} U_{2}$ and $U_{2} U_{1}$ respectively.

These explanations having been given, I remark that in every case the substitutiongroup $1, A, B, \ldots$ gives the double group

$$
\begin{array}{rrr}
1, & A_{1} A_{2}, & B_{1} B_{2}, \ldots \\
12, & 12 A_{1} A_{2}, & 12 B_{1} B_{2}, \ldots
\end{array}
$$

as is at once seen to be true: but further when the original group $1, A, B, \ldots$ is commutative, then if $m$ be any integer number, such that $m^{2} \equiv 1$ (mod. the order of the original group), we have also the double group

$$
\begin{array}{rrr}
1, & A_{1} A_{2}^{m}, & B_{1} B_{2}^{m}, \ldots \\
12, & 12 A_{1} A_{2}^{m}, & 12 B_{1} B_{2}^{m}, \ldots
\end{array}
$$

where of course if the order of the original group ( $=\mu$ suppose) be prime, we have $m \equiv 1$ or else $m \equiv-1(\bmod . \mu)$, say $m=1$ or $\mu-1$; but if the order $\mu$ be composite, then the number of solutions may be greater.

The condition in order to the existence of the double group of course is that, in the system of substitutions just written down, the combination of any two substitutions may give a substitution of the system. And this is in fact the case in virtue of the formule

$$
\begin{aligned}
& 1^{\circ} . \quad A_{1} A_{2}^{m} \cdot \quad B_{1} B_{2}^{m}=A_{1} B_{1}\left(A_{2} B_{2}\right)^{m,}, \\
& 2^{o} . \\
& A_{1} A_{2}^{m} \cdot 12 B_{1} B_{2}^{m}=12 A_{1}^{m} B_{1}\left(A_{2}^{m} B_{2}\right)^{m}, \\
& 3^{\circ} . \\
& 4^{\circ} . \\
& 4^{\circ} A_{1} A_{2}^{m} \cdot \quad B_{1} B_{2}^{m}=12\left(A_{1} A_{1} A_{2}{ }^{m} \cdot\left(A_{2} B_{2}\right)^{m},\right. \\
& , 12 B_{1} B_{2}^{m}=A_{1}^{m} B_{1}\left(A_{2}{ }^{m} B_{2}\right)^{m},
\end{aligned}
$$

inasmuch as $1, A, B, \ldots$ being a group, $A B$ and $A^{m} B$ are each of them a substitution of the group, $=C$ suppose; we have of course in like manner $A_{1} B_{1}=C_{1}, A_{2} B_{2}=C_{3}$, etc., and the right-hand sides of the four formulæ are thus of the forms $C_{1} C_{2}{ }^{n}$, $12 C_{1} C_{2}^{m}, 12 C_{1} C_{2}^{m}, C_{1} C_{2}{ }^{m}$ respectively, viz. these are substitutions of the system.

To prove for instance the formula $2^{\text {a }}$, considering the arrangements obtained by operating upon $U_{1} U_{2}$, we have

$$
B_{1} B_{2}^{m} U_{1} U_{2}=B_{1} B_{2}^{m,}, 12 B_{1} B_{2}^{m} U_{1} U_{2}=B_{2} B_{1}^{m}, \quad A_{1} A_{2}^{m} 12 B_{1} B_{2}^{m} U_{1} U_{2}=A_{2}^{m n} B_{2} A_{1} B_{1}^{m},
$$

where of course the expressions on the right-hand side denote arrangenents. By reason that the original group is commutative $\left(A^{m} B\right)^{m}$ is $=A^{m^{2}} B^{m}$ or since $m^{2} \equiv 1(\bmod . \mu)$ this is $=A B^{m}$; hence also $\left(A_{2}{ }^{m} B_{2}\right)^{m}=A_{2} B_{2}{ }^{m}$ : hence, considering as before the arrangements obtained by operating on $U_{1} U_{2}$, we have

$$
\left(A_{2}^{m} B_{2}\right)^{m} U_{1} U_{2}=1 . A_{2} B_{2}^{n} ; A_{1}^{m} B_{1}\left(A_{2}^{m} B_{2}\right)^{m} U_{1} U_{2}=A_{1}{ }^{m} B_{1} A_{2} B_{2}{ }^{m},
$$

and

$$
12 A_{1}^{m} B_{1}\left(A_{2}^{m} B_{2}\right)^{m} U_{1} U_{2}=A_{2}^{m} B_{2} A_{1} B_{1}^{m},
$$

where of course the right-hand sides denote arrangements. Hence in the formula $2^{\circ}$, the two substitutions operating on $U_{1} U_{2}$ give each of them the same arrangement $A_{2}{ }^{m} B_{2} A_{1} B_{1}{ }^{m}$, that is, the two substitutions are equal. And similarly the other formulæ $1^{\circ}, 3^{\circ}, 4^{\circ}$ may be proved.

By interchanging $A$ and $B$, in the formulæ I obtain

$$
\begin{array}{ll}
1^{\circ} . & A_{1} A_{2}^{m} \cdot B_{1} B_{2}^{m}=A_{1} B_{1}\left(A_{2} B_{2}\right)^{m} ; \\
& B_{1} B_{2}^{m} \cdot A_{1} A_{2}^{m}=B_{1} A_{1}\left(B_{2} A_{2}\right)^{m}=A_{1} B_{1}\left(A_{2} B_{2}\right)^{m},
\end{array}
$$

which is

$$
=A_{1} A_{2}{ }^{n} \cdot B_{1} B_{2}^{n} ;
$$

$2^{\circ}$ and $3^{\circ}$. $A_{1} A_{2}{ }^{m} \cdot 12 B_{1} B_{2}^{m}=12 A_{1}{ }^{m} B_{1}\left(A_{2}{ }^{m} B_{2}\right)^{m}$;

$$
12 B_{1} B_{2}^{m} \cdot A_{1} A_{2}^{m}=12 B_{1} A_{1}\left(B_{2} A_{2}\right)^{m}=12 A_{1} B_{1}\left(A_{2} B_{2}\right)^{m},
$$

which is not

$$
=A_{1} A_{2}^{m} \cdot 12 B_{1} B_{2}^{m} ;
$$

$3^{\circ}$ and $2^{\circ}$. $12 A_{1} A_{2}{ }^{m} . \quad B_{1} B_{2}^{m}=12 A_{1} B_{1}\left(A_{2} B_{2}\right)^{n}$;

$$
B_{1} B_{2}^{m} \cdot 12 A_{1} A_{2}^{n}=12 A_{1} B_{1}^{n n}\left(A_{2} B_{2}^{m}\right)^{n n}=12 A_{1} B_{1}^{n} A_{2}^{m} B_{2}
$$

which is not

$$
=12 A_{1} A_{2}{ }^{m} \cdot B_{1} B_{2}{ }^{n} ;
$$

$4^{\circ} \cdot 12 A_{1} A_{2}{ }^{m} \cdot 12 B_{1} B_{2}{ }^{m}=A_{2}{ }^{m} B_{1}\left(A_{2}{ }^{m} B_{1}\right)^{m}$;

$$
12 B_{1} B_{2}^{m} \cdot 12 A_{1} A_{2}^{m}=A_{1} B_{1}^{m}\left(A_{2} B_{2}^{m}\right)^{m}=\left(A_{1}^{m} B_{1}\right)^{n n} A_{2}{ }^{n} B_{2},
$$

which is not

$$
=12 A_{1} A_{2}{ }^{m} \cdot 12 B_{1} B_{2}{ }^{m} .
$$

That is, in the double group any two substitutions of the form $A_{1} A_{2}{ }^{\text {n }}$ are commutative, but a substitution of this form is not in general commutative with a substitution of the form $12 B_{1} B_{2}{ }^{m}$, nor are two substitutions of the last-mentioned form $12 A_{1} A_{2}{ }^{m}$ in general commutative with each other; hence the double group is not in general commutative.

In the formula $4^{\circ}$, writing $B=A$, we have

$$
\left(12 A_{1} A_{2}^{m}\right)^{2}=A_{1}^{m+1} A_{2}^{m 2+m}=A_{1}^{m+1} \cdot A_{2}^{m+1} ;
$$

hence, if $\lambda$ is the least integer value such that

$$
\lambda(m+1) \equiv 0(\bmod . \mu),
$$

we have $\left(12 A_{1} A_{2}{ }^{m}\right)^{2 \lambda}=1$, viz. in the double group the substitutions of the second row are each of them of an order not exceeding $2 \lambda$, the substitution 12 bcing of course of the order 2. In particular, if $m=\mu-1$, then $\lambda=1$ : and the substitutions of the second row are each of them of the order 2 .

As the most simple instance of the theorem, suppose that the original group is the group $1,(a b c),(a c b)$, or say $1, \Theta, \Theta^{2}$, of the cyelical substitutions upon the 3 letters $a b c$. Here $m^{2} \equiv 1(\bmod .3)$ or except $m=1$ the only solution is $m=2$, and thence $\lambda=1$. The double group is a group of the order 6 on the letters $a_{1} b_{1} c_{1} a_{2} b_{2} c_{2}$ : viz. writing $\Theta=(a b c)$, and therefore $\Theta_{1}=\left(a_{1} b_{1} c_{1}\right), \Theta_{1}^{3}=\left(a_{1} c_{1} b_{1}\right), \Theta_{2}=\left(a_{2} b_{2} c_{2}\right), \Theta_{2}^{2}=\left(a_{2} c_{2} b_{2}\right)$, also writing $12=\alpha$, the substitutions are

$$
\begin{array}{rrr}
1, & \Theta_{1} \Theta_{2}^{2}, & \Theta_{1}^{2} \Theta_{2} \\
a, & \alpha \Theta_{1} \Theta_{2}^{2}, & a \Theta_{1}^{2} \Theta_{2},
\end{array}
$$

the arrangements corresponding to the second row of substitutions are $a_{2} b_{2} c_{2} a_{1} b_{1} c_{1}$, $b_{2} c_{2} a_{2} c_{1} a_{1} b_{1}, c_{2} a_{2} b_{2} b_{1} c_{1} a_{1}$, viz. the substitutions are $\left(a_{1} a_{2}\right)\left(b_{1} b_{2}\right)\left(c_{1} c_{2}\right),\left(a_{1} b_{2}\right)\left(b_{1} c_{2}\right)\left(c_{1} a_{2}\right)$, $\left(a_{1} c_{2}\right)\left(b_{1} a_{2}\right)\left(c_{1} b_{3}\right)$, each of them of the second order as they should be.

I take the opportunity of mentioning a further theorem. Let $\mu$ be the order of the group, and $a$ the order of any term $A$ thereof, a being of course a submultiple of $\mu$ : and let the term $A$ be called quasi-positive when $\mu\left(1-\frac{1}{a}\right)$ is even, quasinegative when $\mu\left(1-\frac{1}{a}\right)$ is odd. The theorem is that the product of two quasipositive terms, or of two quasi-negative terms, is quasi-positive; but the product of a quasi-positive term and a quasi-negative term is quasi-negative. And it follows hence that, either the terms of a group are all quasi-positive, or else one half of them are quasi-positive and the other half of them are quasi-negative.

The proof is very simple: a term $A$ of the group operating on the $\mu$ terms ( $1, A, B, C, \ldots$ ) of the group, gives these same terms in a different order, or it may be regarded as a substitution upon the $\mu$ symbols $1, A, B, C, \ldots$; so regarded it is a regular substitution (this is a fundamental theorem, which I do not stop to prove), and hence since it must be of the order $a$ it is a substitution composed of $\frac{\mu}{a}$ cycles, each of $a$ letters. But in general a substitution is positive or negative according as it is equivalent to an even or an odd number of inversions; a cyclical substitution upon a letters is positive or negative according as $a-1$ is even or odd; and the substitution composed of the $\frac{\mu}{a}$ cycles is positive or negative according as $\frac{\mu}{a}(a-1)$, that is, $\mu\left(1-\frac{1}{a}\right)$, is even or odd. Hence by the foregoing definition, the term $A$, according as it is quasi-positive or quasi-negative, corresponds to a positive substitution or to a negative substitution; and such terms combine together in like manner with positive and negative substitutions.

Cambridge, 3rd April, 1878.

# ON THE CORRESPONDENCE OF HOMOGRAPHIES AND ROTATIONS. 

[From the Mathematische Annalen, t. xv. (1879), pp. 238-240.]
It is a fundamental notion in Prof. Klein's theory of the "Icosahedron" that homographies correspond to rotations (of a solid body about a fixed point): in such wise that, considering the homographies which correspond to two given rotations, the homography compounded of these corresponds to the rotation compounded of the two rotations.

Say the two homographies are $A+B p+C q+D p q=0, \quad A_{1}+B_{1} q+C_{1} r+D_{1} q r=0$, then, eliminating $q$, the compound homography is $A_{2}+B_{2} p+C_{2} r+D_{2} p r=0$, where

$$
A_{2}, B_{2}, C_{2}, D_{2}=B_{1} A-A_{1} C, B_{1} B-A_{1} D, D_{1} A-C_{1} C, D_{1} B-C_{1} D ;
$$

and the theorem is that, corresponding to these, we have rotations depending on the parameters $(\lambda, \mu, \nu),\left(\lambda_{1}, \mu_{1}, \nu_{1}\right),\left(\lambda_{2}, \mu_{2}, \nu_{2}\right)$ respectively, such that the third rotation is that compounded of the first and second rotations. The question arises to find the expression for the parameters of the homography in terms of the parameters of the corresponding rotation.

The rotation $(\lambda, \mu, \nu)$ is taken to denote a rotation through an angle 9 about an axis the inclinations of which to the axes of coordinates are $f, g, h$, the values of $\lambda, \mu, \nu$ then being $=\tan \frac{1}{2} 9 \cos f, \tan \frac{1}{2} 9 \cos g, \tan \frac{1}{2} 9 \cos h$ respectively: $\left(\lambda_{1}, \mu_{1}, \nu_{1}\right)$ and $\left(\lambda_{2}, \mu_{2}, \nu_{2}\right)$ have of course the like significations; and then, if $(\lambda, \mu, \nu)$ refer to the first rotation, and $\left(\lambda_{1}, \mu_{1}, \nu_{1}\right)$ to the second rotation, the values of $\left(\lambda_{2}, \mu_{2}, \nu_{2}\right)$ for the rotation compounded of these are taken to be*:

$$
\begin{aligned}
& \lambda_{2}=\lambda+\lambda_{1}+\mu \nu_{1}-\mu_{1} \nu, \\
& \mu_{2}=\mu+\mu_{1}+\nu \lambda_{1}-\nu_{1} \lambda, \\
& \nu_{2}=\nu+\nu_{1}+\lambda \mu_{1}-\lambda_{1} \mu,
\end{aligned}
$$

[^3]each divided by
$$
1-\lambda \lambda_{1}-\mu \mu_{1}-\nu \nu_{1} ;
$$
and if we then write for $\lambda, \mu, \nu$, the quotients $x, y, z$ each divided by $w$, and in like manner for $\lambda_{1}, \mu_{1}, \nu_{1}$ and $\lambda_{2}, \mu_{1}, \nu_{2}$, the quotients $x_{1}, y_{1}, z_{1}$ each divided by $w_{1}$, and $x_{3}, y_{2}, z_{2}$ each divided by $w_{2}$, the formula for the composition of the rotations are
\[

$$
\begin{aligned}
& x_{3}=x w_{1}+x_{1} w+y z_{1}-y_{1} z, \\
& y_{2}=y w w_{1}+y_{1} w+z x_{1}-z_{1} x, \\
& z_{2}=z w_{1}+z_{1} w+x y_{1}-x_{1} y, \\
& w_{2}=w w_{1}-x x_{1}-y y_{2}-z z_{1} ;
\end{aligned}
$$
\]

and the question is to express $A, B, C, D$ as functions of $(x, y, z, w)$, such that $A_{1}, B_{1}, C_{1}, D_{1}$ denoting the like functions of $\left(x_{1}, y_{1}, z_{1}, w_{1}\right), A_{2}, B_{2}, C_{2}, D_{3}$ shall denote the like functions of ( $x_{2}, y_{2}, z_{2}, w_{2}$ ).

It is found that the required conditions are satisfied by assuming

$$
A, B, C, D=i x-y, \quad-i z+w, \quad-i z-w, \quad-i x-y
$$

(where $i=\sqrt{-1}$ as usual): in fact, we then have

$$
\begin{aligned}
A_{2} & =B_{1} A-A_{1} C \\
& =\left(-i z_{1}+w_{1}\right)(i x-y)-\left(i x_{1}-y_{1}\right)(-i z-w) \\
& =i\left(x w_{1}+x_{1} w+y z_{1}-y_{1} z\right)-\left(y w_{1}+y_{1} w+z x_{1}-z_{1} x\right) \\
& =-y_{2}+i x_{2},
\end{aligned}
$$

as it should be: and we verify in like manner the values of $B_{2}, C_{2}$ and $D_{2}$ respectively.
The result consequently is that we have the homography

$$
(i x-y)+(-i z+w) p+(-i z-w) q+(-i x-y) p q=0
$$

corresponding to the rotation $\left(\frac{x}{w}, \frac{y}{w}, \frac{z}{w}\right)$ : where $\frac{x}{w}, \frac{y}{w}, \frac{z}{w}$ are the parameters of rotation, $\tan \frac{1}{2} 9 \cos f, \tan \frac{1}{2} 9 \cos g, \tan \frac{1}{2} 9 \cos h$.

I remark as regards the geometrical theory that, if we consider two lines $J$ and $K$ fixed in space, and a third line $L$ fixed in the solid body and moveable with it; then, for any given position of the solid body, the three lines $J, K, L$ are directrices of a hyperboloid, the generatrices whereof meet each of the three lines: and these generatrices determine, say on the fixed lines $J$ and $K$, two series of points corresponding homographically to each other: that is, corresponding to any given position of the solid body we have a homography. But it is not immediately obvious how we can thence obtain the foregoing analytical formulæ.

Cambridge, 3 April, 1879.

## 661.

## ON THE DOUBLE 9 -FUNCTIONS.

[From the Proceedings of the London Mathematical Society, vol. ix. (1878), pp. 29, 30.]

Prof. Cayley gave an account of rescarches* on which he is engaged upon the double 9 -functions. In regard to these, he establishes in a strictly analogous manner the theory of the single 9 -functions, the process for the single functions being in fact as follows:-Considering $u, x$ as connected by the differential relation

$$
\delta u=\frac{\delta x}{\sqrt{a-x \cdot b-x \cdot c-x \cdot d-x}},
$$

then, if $A, B, C, D, \Omega$ denote functions of $u$, viz. for shortness, the single letters are used, instead of writing them as functional symbols, $A(u), B(u), \& c$., then, by way of definition of these functions (called, the first four of them $\vartheta$-functions, and the last an $\omega$-function), we assume

$$
A, B, C, D=\Omega \sqrt{a-x}, \Omega \sqrt{b-x}, \Omega \sqrt{c-x}, \Omega \sqrt{d-x}
$$

respectively, together with one other equation, as presently mentioned. Without in any wise defining the meaning of $\Omega$, we then obtain a set of equations of the form

$$
A \delta B-B \delta A=\Omega^{2} \sqrt{c-x \cdot d-x} \delta u,
$$

(mere constant coefficients are omitted), or, what is the same thing,

$$
A \delta B-B \delta A=C D \delta u,
$$

which are differential equations defining the nature of the ratio-functions $A: B: C: D$. If, proceeding to second differential coefficients, we attempt to form the expressions for $A \delta^{2} A-(\delta A)^{2}$, \&e., these involve multiples of $\Omega \delta^{2} \Omega-(\delta \Omega)^{2}$; in order to obtain a con-

[^4]venient form, we assume $\Omega \delta^{2} \Omega-(\delta \Omega)^{2}=\Omega^{2} M(\delta u)^{2}$, where $M$ is a function of $x$. We thus obtain an equation $A \delta^{2} A-(\delta A)^{2}=\Omega^{2} \mathfrak{A}(\delta u)^{2}$, where the value of $\mathfrak{A}$ depends upon that of $M$. The value of $M$ has to be taken so as to simplify as much as may be the expression of $\mathfrak{N}$, but so that $M$ shall be a symmetrical function of the constants $a, b, c, d$ : this last condition is assigned in order that the like simplification may present itself in the analogous relations $B \delta^{2} B-(\delta B)^{2}=\Omega^{2} B(\delta u)^{2}$, \&c. The proper expression of $M$ is found to be
$$
M=-2 x^{2}+x(a+b+c+d)+a^{2}+b^{2}+c^{a}+d^{2}-2 b c-2 c a-2 a b-2 a d-2 b d-2 c d,
$$
viz. $M$ having this value, the one other equation above referred to is
$$
\Omega \delta^{2} \Omega-(\delta \Omega)^{2}=\Omega^{2} M(\delta u)^{2} ;
$$
and we then have a system of four equations such as
$$
A \delta^{2} A-(\delta A)^{2}=\Omega^{22}(\delta u)^{2},
$$
where $\mathfrak{A}$ is a linear function of $x$, and where consequently $\Omega^{2} \mathfrak{Q}$ can be expressed as a linear function of any two of the four squares $A^{2}, B^{2}, C^{2}, D^{2}$.

To establish the connexion with the Jacobian H and $\Theta$ functions, the differential relation between $u, x$ may be taken to be

$$
\delta u=\frac{\delta x}{\sqrt{x .1-x .1-k^{2} x}} ;
$$

viz. we have here $d=\infty$, and to adapt the formulæ to this value it is necessary to write $\frac{u}{\sqrt{d}}$ instead of $u$, and make other easy changes. The result is that $\Omega$ differs from $D$ by a constant factor only, so that, instead of the five functions $A, B, C, D, \Omega$, we have only the four functions $A, B, C, D$. The equation $\Omega \delta^{2} \Omega-(\delta \Omega)^{2}=\Omega^{2} M(\delta u)^{2}$ is replaced by an equation $D \delta^{2} D-(\delta D)^{2}=D^{2} \mathfrak{D}(\delta u)^{2}$, or say $\delta^{2}(\log D)=\mathfrak{D}(\delta u)^{2}$, which gives a result of the form

$$
D=e^{u+\lambda^{2} \int \delta_{n 1} \delta \delta n \frac{A^{2}}{D^{2}}},
$$

showing that $D$ differs from Jacobi's $\Theta(u)$ only by an exponential factor of the form $C e^{\lambda u^{2}}$. And it then further appears that $A, B, C$ differ only by factors of the like form from the three numerator functions $\mathrm{H}(u), \mathrm{H}(u+K), \Theta(u+K)$, so that, neglecting constant factors, the functions

$$
\frac{A}{D}, \frac{B}{\bar{D}}, \frac{C}{D} \text { are equal to } \frac{\mathrm{H}(u)}{\Theta(u)}, \frac{\mathrm{H}(u+K)}{\Theta(u)}, \frac{\Theta(u+K)}{\Theta(u)} \text {; }
$$

that is, to the elliptic functions $\operatorname{sn} u, \operatorname{cn} u, \mathrm{dn} u$.

## 662.

## ON THE DOUBLE $\Theta$-FUNCTIONS IN CONNEXION WITH A 16-NODAL QUARTIC SURFACE.

[From the Journal fïr die reine und angewandte Mathemutik (Crelle), t. LxxxiII. (1877), pp. 210-219.]

I have before me Göpel's memoir, "Theoriae transcendentium Abelianarum primi ordinis adumbratio levis," Crelle's Journal, t. xxxv. (1847), pp. 277-312. Writing $P_{1}, P_{2}, P_{3}$, etc., in place of his $P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime}$, etc., also $a, \beta, \gamma, \delta, X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$, in place of his $t, u, v, w, T, U, V, W$, the system of 16 equations (given p. 287) is

> (1) $P^{2}=(\alpha,-\beta,-\gamma, \delta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (4) $P_{1}{ }^{2}=(\alpha, \quad \beta,-\gamma,-\delta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (9) $P_{2}{ }^{2}=(\alpha,-\beta, \quad \gamma,-\delta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (12) $P_{3}^{3}=(\alpha, \quad \beta, \quad \gamma, \quad \delta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (3) $Q^{2}=(\beta,-\alpha,-\delta, \quad \gamma)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (2) $Q_{1}{ }^{2}=(\beta, \quad \alpha,-\delta,-\gamma)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (11) $Q_{2}{ }^{3}=(\beta,-\alpha, \delta,-\gamma)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (10) $Q_{3}{ }^{2}=(\beta, \quad \alpha, \quad \delta, \quad \gamma)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (13) $R^{2}=(\gamma,-\delta,-\alpha, \quad \beta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (16) $R_{1}{ }^{2}=(\gamma, \quad \delta,-\alpha,-\beta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (5) $R_{2}{ }^{2}=(\gamma,-\delta, \alpha,-\beta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (8) $R_{3}{ }^{2}=(\gamma, \quad \delta, \quad \alpha, \beta)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (15) $S^{\prime 2}=(\delta,-\gamma,-\beta, \quad \alpha)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (14) $S_{1}^{2}=(\delta, \quad \gamma,-\beta,-\alpha)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (7) $S_{2}^{2}=(\delta,-\gamma, \quad \beta,-\alpha)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$,
> (6) $S_{3}^{2}=(\delta, \quad \gamma, \quad \beta, \quad \alpha)\left(X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}\right)$;
viz. we have $P^{2}=\alpha X^{\prime}-\beta Y^{\prime}-\gamma Z^{\prime}+\delta W^{\prime}$, ctc. The reason for the apparently arbitrary manner in which I have numbered these equations, will appear further on. I recall that the sixteen double $\Theta$-functions, that is, $\Theta$-functions of two arguments $u, u^{\prime}$, are ${ }^{*}$

$$
\begin{array}{rccc}
P, & P_{1}, & P_{2}, & P_{3}, \\
i Q & Q_{1}, & i Q_{2}, & Q_{3}, \\
i R, & i R_{1} & R_{2}, & R_{3}, \\
S, & i S_{1}, & i S_{2}, & S_{3},
\end{array}
$$

the factor $i,=\sqrt{ }-1$, being introduced in regard to the six functions which are odd functions of the arguments. But disregarding the sign, I speak of $P^{2}, P_{1}{ }^{2}, \ldots, Q^{2}$, etc., as the squared functions, or simply as the squares; $\alpha, \beta, \gamma, \delta$ are constants, depending of course on the parameters of the $\Theta$-functions; $X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$, whieh are however to be climinated, are themselves $\Theta$-functions to a different set of parameters: the 16 equations express that the squared functions $P^{2}, P_{1}{ }^{2}$, etc., are linear functions of $X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$, and they consequently serve to obtain linear relations between the squared functions: viz. by means of them, Göpel expresses the remaining 12 squares, each in terms of the selected four squares $P_{1}^{2}, P_{2}^{2}, S_{1}^{2}, S_{2}^{2}$, which are linearly independent: that is, he obtains linear relations between five squares, and he seems to have assumed that there were not any linear relations between fewer than five squares.

It appears however by Rosenhain's "Mémoire sur les fonctions de deux variables et à quatre périodes etc.", Mém. Sav. Étrangers, t. xı. (1851), pp. 364-468, that there are, in fact, linear relations between four squares, viz. that there exist sixes of squares such that, selecting at pleasure any three out of the six, each of the remaining three squares can be expressed as a linear function of these three squares. Knowing this result, it is easy to verify it by means of the sixteen equations, and moreover to show that there are in all 16 such sixes: these are shown by the following scheme which I copy from Kummer's memoir" Ueber die algebraischen Strahlensysteme n. s. w." Berlin. Abh. (1866), p. 66: viz. the scheme is

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 13 | 14 | 15 | 16 | 9 | 10 | 11 | 12 | 5 | 6 | 7 | 8 | 1 | 2 | 3 | 4 |
| 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 16 | 15 | 14 | 13 | 12 | 11 | 10 | 9 |
| 7 | 8 | 5 | 6 | 3 | 4 | 1 | 2 | 15 | 16 | 13 | 14 | 11 | 12 | 9 | 10 |
| 6 | 5 | 8 | 7 | 2 | 1 | 4 | 3 | 14 | 13 | 16 | 15 | 10 | 9 | 12 | 11. |

* The same functions in Rosenhain's notation are

$$
\begin{array}{llll}
00, & 02, & 20, & 22 \\
01, & 03, & 21, & 23, \\
10, & 12, & 30, & 32 \\
11, & 13, & 31, & 33
\end{array}
$$

viz. the figures here written down are the suffixes of his 9 -functions, $00=\mathcal{S}_{0,0}(v, w)$, etc.

In fact, to show that any four of the squares, for instance $1,9,13,8$, that is, $P^{2}, P_{2}{ }^{2}, R^{2}, R_{3}{ }^{2}$, are linearly connected, it is only necessary to show that the determinant of coefficients

$$
\left|\begin{array}{rrrr}
\alpha, & -\beta, & -\gamma, & \delta \\
\alpha, & -\beta, & \gamma, & -\delta \\
\gamma, & -\delta, & -\alpha, & \beta \\
\gamma, & \delta, & \alpha, & \beta
\end{array}\right|
$$

is $=0$, or what is the same thing, that there exists a linear function of the new variables ( $X, Y, Z, W$ ), which will become $=0$ on putting for these variables the values in any line of this determinant: we have such a function, viz. this is

$$
\beta X+\alpha Y-\delta Z-\gamma W
$$

or say

$$
[1](\beta, a,-\delta,-\gamma)(X, Y, Z, W)
$$

This function also vanishes if for $(X, Y, Z, W)$ we substitute the values

$$
\begin{array}{rrrr}
\delta, & -\gamma, & \beta, & -\alpha, \\
\delta, & \gamma, & \beta, & \alpha,
\end{array}
$$

which belong to 7,6 , that is, $S_{3}{ }^{2}$ and $S_{3}{ }^{2}$ respectively. It thus appears that 1,9 , $13,8,7,6$, that is, $P^{2}, P_{2}{ }^{2}, R^{2}, R_{3}{ }^{3}, S_{2}{ }^{2}, S_{3}{ }^{2}$, are a set of six squares having the property in question. I remark that the process of forming the linear functions is a very simple one; we write down six lines, and thence directly obtain the result, thus

$$
\begin{array}{rrrrr}
1 & \alpha, & -\beta, & -\gamma, & \delta \\
9 & \alpha, & -\beta, & \gamma, & -\delta \\
13 & \dot{\gamma} & -\delta, & -\alpha, & \beta \\
8 & \gamma, & \delta, & \alpha, & \beta \\
7 & \delta, & -\gamma, & \beta, & -\alpha \\
6 & \delta, & \gamma, & \beta, & \alpha \\
& \beta, & \alpha, & -\delta, & -\gamma:
\end{array}
$$

viz. $\beta, \alpha, \delta, \gamma$ are the letters not previously occurring in the four columns respectively: the first letter $\beta$ is taken to have the sign + , and then the remaining signs are determined by the condition that, combining the last line with any linc above it (e.g. with the line next above it $\beta \delta+\alpha \gamma-\delta \beta-\gamma \alpha$ ), the sum must be zcro.

We find in this way, as the conditions for the existence of the 16 sixcs respectively,

$$
\begin{aligned}
& \text { [1] }(\beta, \alpha,-\delta,-\gamma)(X, Y, Z, W)=0 \text {, } \\
& {[2](\alpha,-\beta,-\gamma, \delta)(X, Y, Z, W)=0 \text {, }} \\
& \text { [3] }(\alpha, \beta,-\gamma,-\delta)(X, Y, Z, W)=0 \text {, } \\
& \text { [4] }(\beta,-\alpha,-\delta, \gamma)(X, Y, Z, W)=0 \text {, }
\end{aligned}
$$

> [5] $(\delta, \quad \gamma, \quad \beta, \quad \alpha)(X, Y, Z, W)=0$,
> $[6](\gamma,-\delta, \quad \alpha,-\beta)(X, Y, Z, W)=0$,
> [7] $(\gamma, \quad \delta, \quad \alpha, \quad \beta)(X, Y, Z, W)=0$,
> [8] $(\delta,-\gamma, \quad \beta,-\alpha)(X, Y, Z, W)=0$,
> [9] $\quad(\beta, \quad \alpha, \quad \delta, \quad \gamma)(X, Y, Z, W)=0$,
> [10] $(\alpha,-\beta, \gamma,-\delta)(X, Y, Z, W)=0$,
> [11] $(\alpha, \quad \beta, \quad \gamma, \quad \delta)(X, Y, Z, W)=0$,
> [12] $(\beta,-\alpha, \delta,-\gamma)(X, Y, Z, W)=0$,
> [13] $(\delta, \gamma,-\beta,-\alpha)(X, Y, Z, W)=0$,
> [14] $(\gamma,-\delta,-\alpha, \beta)(X, Y, Z, W)=0$,
> $[15](\gamma, \quad \delta,-\alpha,-\beta)(X, Y, Z, W)=0$,
> $[16](\delta,-\gamma,-\beta, \quad \alpha)(X, Y, Z, W)=0$.

I repeat in a new order the sets of coefficients which belong to the several squares, viz. these are


And I remark that, if we connect these with the multipliers ( $Y,-X, W,-Z$ ), we obtain, except that there is sometimes a reversal of all the signs, the same linear functions of $(X, Y, Z, W)$ as are written down under the same numbers in square brackets above: thus (1) gives
$(\alpha,-\beta,-\gamma, \delta)(Y,-X, W,-Z)$, which is $(\beta, \alpha,-\delta,-\gamma)(X, I, Z, W),=[1] ;$
and so (2) gives

$$
(\beta, \alpha,-\delta,-\gamma)\left(Y,-X, W^{\gamma},-Z\right), \text { which is }(-\alpha, \beta, \gamma,-\delta)(X, Y, Z, W) \text {, }
$$

or, reversing the signs,

$$
(\alpha,-\beta,-\gamma, \delta)(X, Y, Z, W),=[2] .
$$

Comparing with the geometrical theory in Kummer's Memoir, it appears that the several systems of values (1), (2), $\ldots,(16)$ are the coordinates of the nodes of a 16 -nodal quartic surface, which nodes lie by sixes in the singular tangent planes, in the manner expressed by the foregoing scheme, wherein each top number may refer to a singular tangent plane, and then the numbers below it show the nodes in this plane: or else the top number may refer to a node, and then the numbers below it show the singular planes through this node.

And, from what precedes, we have the general result: the 16 squared double $\Theta$-functions correspond (one to one) to the nodes of a 16 -nodal quartic surface, in such wise that linearly connected squared functions correspond to nodes in the same singular tangent plane.

The question arises, to find the equation of the 16 -nodal quartic surface, having the foregoing nodes and singular tangent planes. Starting from one of the irrational forms, say

$$
\sqrt{A[1][5]}+\sqrt{ } B[2][6]+\sqrt{C[3][7]}=0,
$$

the coefficients $A, B, C$ are readily determined; and the result written at full length is

$$
\begin{aligned}
& \sqrt{2(\alpha \beta-\gamma \delta)(\alpha \delta+\beta \gamma)(\beta X+\alpha Y-\delta Z-\gamma W)(\delta X+\gamma Y+\beta Z+\alpha W)} \\
+ & \sqrt{\left(\alpha^{2}-\beta^{2}-\gamma^{2}+\delta^{2}\right)(\alpha \gamma-\beta \delta)(\alpha X-\beta Y-\gamma Z+\delta W)(\gamma X-\delta Y+\alpha Z-\beta W)} \\
+ & \sqrt{\left(\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)(\alpha \gamma+\beta \delta)\left(\alpha X+\beta Y-\gamma^{Z}-\delta W\right)(\gamma X+\delta Y+\alpha Z+\beta W)}=0 .
\end{aligned}
$$

It is a somewhat long, but nevertheless interesting, piece of algebraical work to rationalise the foregoing equation: the result is

$$
\begin{aligned}
&\left(\beta^{2} \gamma^{2}-\alpha^{2} \delta^{2}\right)\left(\gamma^{2} \alpha^{2}-\beta^{2} \delta^{2}\right)\left(\alpha^{2} \beta^{2}-\gamma^{2} \delta^{2}\right)\left(X^{4}+Y^{4}+Z^{4}+W^{4}\right) \\
&+\left(\gamma^{2} \alpha^{2}-\beta^{2} \delta^{2}\right)\left(\alpha^{2} \beta^{2}-\gamma^{2} \delta^{2}\right)\left(\alpha^{4}+\delta^{4}-\beta^{4}-\gamma^{4}\right)\left(Y^{2} Z^{2}+X^{2} W^{2}\right) \\
&+\left(\alpha^{2} \beta^{2}-\gamma^{2} \delta^{2}\right)\left(\beta^{2} \gamma^{2}-\alpha^{2} \delta^{2}\right)\left(\beta^{4}+\delta^{4}-\gamma^{4}-\alpha^{4}\right)\left(Z^{2} X^{2}+Y^{2} W^{2}\right) \\
&+\left(\beta^{2} \gamma^{2}-\alpha^{2} \delta^{2}\right)\left(\gamma^{2} \alpha^{2}-\beta^{2} \delta^{2}\right)\left(\gamma^{4}+\delta^{4}-\alpha^{4}-\beta^{4}\right)\left(X^{2} Y^{2}+Z^{2} W^{2}\right) \\
&-2 \alpha \beta \gamma \delta\left(\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}\right)\left(\alpha^{2}+\delta^{2}-\beta^{2}-\gamma^{2}\right)\left(\beta^{2}+\delta^{2}-\alpha^{2}-\gamma^{2}\right)\left(\gamma^{2}+\delta^{2}-\alpha^{2}-\beta^{2}\right) X Y Z W=0 ;
\end{aligned}
$$

or, if we write for shortness

$$
\begin{array}{ll}
L=\beta^{2} \gamma^{2}-\alpha^{2} \delta^{2}, & F=\alpha^{2}+\delta^{2}-\beta^{2}-\gamma^{2}, \\
M=\gamma^{2} \alpha^{2}-\beta^{2} \delta^{2}, & G=\beta^{2}+\delta^{2}-\gamma^{2}-\alpha^{2}, \\
N=\alpha^{2} \beta^{2}-\gamma^{2} \delta^{2}, & H=\gamma^{2}+\delta^{2}-\alpha^{2}-\beta^{2}, \\
& \Delta=\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2},
\end{array}
$$

c. X .
then the result is

$$
\begin{aligned}
& L M N\left(X^{4}+Y^{4}+Z^{4}+W^{4}\right) \\
+ & M N(F \Delta+2 L)\left(Y^{2} Z^{2}+X^{2} W^{2}\right) \\
+ & N L(G \Delta+2 M)\left(Z^{2} X^{2}+Y^{2} W^{2}\right) \\
+ & L M(H \Delta+2 N)\left(X^{2} Y^{3}+Z^{2} W^{2}\right) \\
- & 2 \alpha \beta \gamma F G H \Delta X Y Z W=0 .
\end{aligned}
$$

It may be easily verified that any one of the sixteen points, for instance ( $\alpha, \beta, \gamma, \delta$ ), is a node of the surface. Thus to show that the derived function in respect to $X$, vanishes for $X, Y, Z, W=\alpha, \beta, \gamma, \delta$; the derived function here divides by $2 \alpha$, and omitting this factor, the equation to be verified is
$L M N .2 \alpha^{2}+M N(F \Delta+2 L) \delta^{2}+N L(G \Delta+2 M) \gamma^{2}+L M(H \Delta+2 N) \beta^{2}-\beta^{2} \gamma^{2} \delta^{2} F G H \Delta=0$,
viz. the whole coefficient of $L M N$ is $2\left(\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}\right),=2 \Delta$; hence throwing out the factor $\Delta$, the equation becomes

$$
2 L M N+M N F \delta^{2}+N L G \gamma^{2}+L M H \beta^{2}-\beta^{2} \gamma^{2} \delta^{2} F G H=0 .
$$

Writing this in the form

$$
L\left(2 M N+N G \gamma^{2}+M H \beta^{2}\right)=F \delta^{2}\left(G H \beta^{2} \gamma^{2}-M N\right),
$$

we find without difficulty $G H \beta^{2} \gamma^{2}-M N=-\left(\beta^{2}-\gamma^{2}\right)^{2} L$; hence throwing out the factor $L$, the equation becomes

$$
N\left(2 M+G \gamma^{2}\right)+M H \beta^{2}+F \delta^{2}\left(\beta^{2}-\gamma^{2}\right)^{2}=0
$$

we find

$$
\begin{aligned}
M H \beta^{2}+F^{2}\left(\beta^{2}-\gamma^{2}\right)^{2} & =\left(\alpha^{2} \beta^{2}-\gamma^{2} \delta^{2}\right)\left(2 \beta^{2} \delta^{2}-\gamma^{2}\left(\alpha^{2}+\beta^{2}+\delta^{2}\right)+\gamma^{4}\right) \\
& =N\left(2 \beta^{2} \delta^{2}-\gamma^{2}\left(\alpha^{2}+\beta^{2}+\delta^{2}\right)+\gamma^{4}\right),
\end{aligned}
$$

or throwing out the factor $N$, the equation becomes

$$
2 M+G \gamma^{3}+2 \beta^{2} \delta^{2}-\gamma^{2}\left(\alpha^{2}+\beta^{2}+\delta^{2}\right)+\gamma^{4}=0
$$

which is at ouce verified: and similarly it can be shown that the other derived functions vauish, and the point ( $\alpha, \beta, \gamma, \delta$ ) is thus a node.

The surface seems to be the general 16 -nodal surface, viz. replacing $X, Y, Z, W$ by any linear functions of four coordinates, we have thus 4.4-1, $=15$ constants, and the equation contains besides the three ratios $\alpha: \beta: \gamma: \delta$, that is, in' all 18 constants: the gencral quartic surface has 34 constants, and therefore the general 16 -nodal surface $34-16,=18$ coustants : but the conclusion requires further examination.

Göpel and Rosenhain each comect the theory with that of the ultra-elliptic functions involving the radical $\sqrt{X},=\sqrt{x .1-x .1-l x .1-m x .1-n x}$; viz. it appears by their formulæ (more completely by those of Rosenhain) that the ratios of the 16 squares can be expressed rationally in terms of the two variables $x, x^{\prime}$, and the radicals
$\sqrt{X}, \sqrt{X^{\prime}}, X^{\prime}$ being the same function of $x^{\prime}$ that $X$ is of $x$. We may instead of the preceding form take $X$ to be the general quintic function, or what is better take it to be the sextic function $a-x . b-x . c-x . d-x . e-x . f-x$; and we thus obtain a remarkable algebraical theorem: viz. I say that the 16 squares, each divided by a proper constant factor, are proportional to six functions of the form

$$
a-x . a-x^{\prime},
$$

and ten functions of the form
$\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{a-x . b-x \cdot c-x \cdot d-x^{\prime} \cdot e-x^{\prime} \cdot f-x^{\prime}}-\sqrt{\left.a-x^{\prime} \cdot b-x^{\prime} \cdot c-x^{\prime} \cdot d-x \cdot e-x \cdot f-x\right)^{2}}\right.$, and consequently that these 16 algebraical functions of $x, x^{\prime}$ are linearly connected in the manner of the 16 squares; viz. there exist 16 sixes such that, in each six, the remaining three functions can be linearly expressed in terms of any three of them.

To further develop the theory, I remark that the six functions may be represented by $A, B, C, D, E, F$ respectively: any one of the ten functions would be properly represented by $A B C . D E F$, but isolating one letter $F$, and writing $D E$ to denote $D E F$, this function $A B C . D E F$ may be represented simply as $D E$; and the ten functions thus are $A B, A C, A D, A E, B C, B D, B E, C D, C E, D E$.

Writing for shortness $a, b, c, d, e, f$, to denote $a-x, b-x$, etc., and similarly $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}$, to denote $a-x_{i}^{\prime}, b-x^{\prime}$, etc., we thus have
(9) $B=b b^{\prime}$,
(7) $C=c c^{\prime}$,
(6) $E=e e^{\prime}, \quad(=E)$,
(1) $\quad F=f f^{\prime}, \quad\left(=F^{\prime}\right)$,
(3) $D E^{\prime}=\frac{1}{\left(x-x^{\prime}\right)^{\prime}}\left\{\sqrt{a b c d^{\prime} e^{\prime} f^{\prime}}-\sqrt{a^{\prime} b^{\prime} c^{\prime} d e f}\right\}^{2}, \quad(=\bar{D})$,
$C E=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{\left.a b d c^{\prime} e^{\prime} f^{\prime} f^{\prime}-\sqrt{a^{\prime} b^{\prime} d^{\prime} c e f}\right\}^{2}, \quad(=\bar{E}), ~}\right.$
(2) $C D=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{a b e c^{\prime}} d^{\prime} f^{\prime \prime}-\sqrt{a^{\prime}} \bar{b}^{\prime} e^{\prime} c d f\right\}^{2}$,
(14) $\quad B E=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{a c d b^{\prime} e^{\prime} f^{\prime}}-\sqrt{a^{\prime} c^{\prime} d^{\prime} b e f}\right\}^{2}, \quad(=\bar{B})$,


$$
\begin{align*}
& B C=\frac{1}{\left(x-x^{\prime}\right)^{\prime}}\left\{\sqrt{a d e b^{\prime} c^{\prime} f^{\prime}}-\sqrt{a^{\prime} d^{\prime} e^{\prime} b c f}\right\}^{2},  \tag{15}\\
& A E=\frac{1}{\left(x-x^{\prime}\right)^{\prime}}\left\{\sqrt{\left.\overline{b c d a^{\prime} e^{\prime} f^{\prime}}-\sqrt{b^{\prime} c^{\prime} d^{\prime}} \overline{u e f}\right\}^{2}, \quad(=\bar{A}),}\right. \tag{10}
\end{align*}
$$

(12) $A D=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{b c e a^{\prime} d^{\prime} f^{\prime}}-\sqrt{b^{\prime} c^{\prime} e^{\prime} a d \bar{f}}\right\}^{2}$,

$$
\begin{equation*}
A C=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{\left.b \overline{b d e a^{\prime} c^{\prime} f^{\prime}}-\sqrt{b^{\prime} d^{\prime} e^{\prime} a c f}\right\}^{2}, ., ~}\right. \tag{11}
\end{equation*}
$$

(5) $A B=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\sqrt{c d e a^{\prime} b^{\prime} f^{\prime}}-\sqrt{c^{\prime} d^{\prime} e^{\prime} a b f^{\prime}}\right\}^{2}$,
where the numbers are in accordance with the foregoing scheme; viz. the scheme becomes

| (1) | (2) | (3) | (4) | $(5)$ | $(6)$ | (7) | (8) | (9) | $(10)$ | $(11)$ | $(12)$ | $(13)$ | $(14)$ | $(15)$ | $(16)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F$ | $C D$ | $D E$ | $C E$ | $A B$ | $E$ | $C$ | $D$ | $B$ | $A E$ | $A C$ | $A D$ | $A$ | $B E$ | $B C$ | $B D$ |
| $B$ | $A E$ | $A C$ | $A D$ | $A$ | $B E$ | $B C$ | $B D$ | $F$ | $C D$ | $D E$ | $C E$ | $A B$ | $E$ | $C$ | $D$ |
| $A$ | $B E$ | $B C$ | $B D$ | $B$ | $A E$ | $A C$ | $A D$ | $A B$ | $E$ | $C$ | $D$ | $F$ | $C D$ | $D E$ | $C E$ |
| $D$ | $C$ | $E$ | $A B$ | $C E$ | $D E$ | $C D$ | $F$ | $B D$ | $B C$ | $B E$ | $A$ | $A D$ | $A C$ | $A E$ | $B$ |
| $C$ | $D$ | $A B$ | $E$ | $D E$ | $C E$ | $F$ | $C D$ | $B C$ | $B D$ | $A$ | $B E$ | $A C$ | $A D$ | $B$ | $A E$ |
| $E$ | $A B$ | $D$ | $C$ | $C D$ | $F$ | $C E$ | $D E$ | $D E$ | $A$ | $B D$ | $B C$ | $A E$ | $B$ | $A D$ | $A C$. |

There is of course the six $A, B, C, D, E, F ;$ for each of these is a linear function of $1, x+x^{\prime}, x x^{\prime}$, and there is thus a linear relation between any four of them. It would at first sight appear that the remaining sixes were of two different forms, $A, B, A B, C E, C D, D E$, and $F, A, A B, A C, A D, A E$; but these are really identical, for taking any two letters $E, F$, the six is $E, F, A E, B E, C E, D E$, or, as this might be written, $E, F, A E F, B E F, C E F, D E F$, where $A E F$ means $B C D . A E F$, etc.; and we thus obtain each of the remaining fifteen sixes. The six just referred to, viz. $E, F, A E, B E, C E, D E$, or changing the notation say $E, F, \bar{A}, \bar{B}, \bar{C}, \bar{D}$ as indicated in the table, thus represents any one of the sixes other than the rational six $A, B, C, D, E, F$; and there is no difficulty in actually finding each of the fifteen relations between four functions of the six in question, $E, F, \bar{A}, \bar{B}, \bar{C}, \bar{D}$. It is to be observed that every such function as $\bar{A}$ contains the same irrational part

$$
\frac{2}{\left(x-x^{\prime}\right)^{2}} \sqrt{a b c d e f a^{\prime} b^{\prime} c^{\prime} d^{\prime} e^{\prime} f^{\prime \prime}}
$$

and that the linear relations involve therefore only the differences $\bar{A}-\bar{B}, \bar{A}-\bar{C}$, etc., which are rational. Proceeding to calculate these differences, we have for instance
$\bar{C}-\bar{D}=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left(c e f a^{\prime} b^{\prime} d^{\prime}+c^{\prime} e^{\prime} f^{\prime} a b d-d^{\prime} f a^{\prime} b^{\prime} c^{\prime}-d^{\prime} e^{\prime} f^{\prime} a b c\right)=\frac{1}{\left(x-x^{\prime}\right)^{2}}\left(c d^{\prime}-c^{\prime} d\right)\left(e f a^{\prime} b^{\prime}-e^{\prime} f^{\prime} a b\right)$; or, substituting for $a, a^{\prime}$, etc. their values $a-x, a-x^{\prime}$, etc., we have

$$
\begin{aligned}
c d^{\prime}-c^{\prime} d & =\left(x-x^{\prime}\right)(c-d), \\
e f a^{\prime} b^{\prime}-e^{\prime} f^{\prime} a b & =\left(x-x^{\prime}\right)\left|\begin{array}{lll}
1, & x+x^{\prime}, & x x^{\prime} \\
1, & a+b, & a b \\
1, & e+f, & e f
\end{array}\right|,
\end{aligned}
$$

or say for shortness

$$
=\left(x-x^{\prime}\right)\left[x x^{\prime} c b e f\right] .
$$

We bave therefore

$$
\bar{C}-\bar{D}=(c-d)\left[x x^{\prime} a b e f\right] ;
$$

and in like manner we obtain the equations

$$
\begin{array}{ll}
\bar{B}-\bar{C}=(b-c)\left[x x^{\prime} a d e f\right], & \bar{A}-\bar{D}=(a-d)\left[x x^{\prime} b c e f\right], \\
\bar{C}-\bar{A}=(c-a)\left[x x^{\prime} b d e f\right], & \bar{B}-\bar{D}=(b-d)\left[x x^{\prime} c a e f\right], \\
A-\bar{B}=(a-b)\left[x x^{\prime} c d e f\right], & \bar{C}-\bar{D}=(c-d)\left[x x^{\prime} a b e f\right] .
\end{array}
$$

It is now easy to form the system of formulæ

| $E$ | $F$ | $\bar{A}$ | $\bar{B}$ | $\bar{C}$ | $\bar{D}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $a e . a f \cdot b c d$ | $-b e . b f . c d a$ | $+c e . c f . d a b$ | $-d e . d f . a b c$ | $=0$ |
| $\begin{aligned} & a d . b f . c f \\ & b d . c f . a f \\ & c d . a f . b f \end{aligned}$ | -ad.be.ce <br> - bd.ce.ae <br> -cd.ae.be | +ef | $+e f$ | $\begin{aligned} & -e f \\ & +e f \end{aligned}$ | $\begin{aligned} & -e f \\ & -e f \end{aligned}$ | $=0$ $=0$ $=0$ |
| $\begin{aligned} & b c \cdot a f . d f \\ & c a \cdot b f . d f \\ & a b \cdot c f \cdot d f \end{aligned}$ | $\begin{aligned} & \text { - bc.ae.de } \\ & \text { - ca.be.de } \\ & \text { - ab.ce.de } \end{aligned}$ | $\begin{aligned} & -e f \\ & +e f \end{aligned}$ | $+e f$ $-e f$ | $\begin{aligned} & -e f \\ & +e f \end{aligned}$ |  | $=0$ $=0$ $=0$ |
| $-a f . b c d$ <br> $-b f . c d a$ <br> $-c f . d a b$ <br> $-d f . a b c$ |  | + we.cel <br> $+a e . b d$ <br> $+a e . b c$ | $\begin{aligned} & +b e . c d \\ & +b e . d a \\ & +b e . c a \end{aligned}$ | $\begin{aligned} & +c e . d b \\ & +c e . d a \\ & +c e . a b \end{aligned}$ | $\begin{aligned} & +d e . b c \\ & +d e . a c \\ & +d e . a b \end{aligned}$ | $=0$ $=0$ $=0$ $=0$ |
|  | - ae. bed <br> - be .cda <br> - ce. dab <br> $-d f . a b c$ | $\begin{aligned} & +a f . c d \\ & +a f . b d \\ & +a f . b c \end{aligned}$ | $\begin{aligned} & +b f \cdot c d \\ & +b f \cdot d a \\ & +b f \cdot c a \end{aligned}$ | $\begin{aligned} & +c f \cdot d b \\ & +c f \cdot d a \\ & +c f \cdot a b \end{aligned}$ | $\begin{aligned} & +d f . b c \\ & +d f . a c \\ & +d f . a b \end{aligned}$ | $\begin{aligned} & =0 \\ & =0 \\ & =0 \\ & =0, \end{aligned}$ |

where for shortness $a b, a c$, etc., are written to denote $a-b, a-c$, etc.; also $a b c$, etc., to denote $(b-c)(c-a)(a-b)$, etc.: the equations contain all of them only the differenees of $\bar{A}, \bar{B}, \bar{C}, \bar{D}$; thus the first equation is equivalent to

$$
a e \cdot a f \cdot b c d(\bar{A}-\bar{D})-b e \cdot b f \cdot c d e(\bar{B}-\vec{D})+c e \cdot c f \cdot \operatorname{dab}(\bar{C}-\bar{D})=0
$$

and so in other eases.
Cambridge, 14 March, 1877.

## 663.

## FURTHER INVESTIGATIONS ON THE DOUBLE 9-FUNCTIONS.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. lxxxiri. (1877), pp. 220-233.]

I consider six letters

$$
a, b, \quad c, d, e, f ;
$$

a duad $a b$ not containing $f$ may be completed into the triad $a b f$, and then into the double triad abf.cde; there are in all ten double triads, represented by the duads

$$
a b, \quad a c, a d, a e, b c, b d, \quad b e, \quad c d, \quad c e, d e,
$$

and the whole number of letters and of double triads is $=16$.
Taking $x, x^{\prime}$ as variables, I form sixteen functions; viz. these are

$$
\begin{aligned}
{[a] } & =a-x \cdot a-x^{\prime}, \\
{[a b] } & =\frac{1}{\left(x-x^{\prime}\right)^{\prime}}\left\{\sqrt{\begin{array}{c}
a-x \cdot b-x \cdot f-x \\
c-x^{\prime} \cdot d-x^{\prime} \cdot e-x^{\prime}
\end{array} \pm} \sqrt{\overline{a-x^{\prime} \cdot b-x^{\prime} \cdot f-x^{\prime}}} \begin{array}{l}
c-x \cdot d-x \cdot e-x
\end{array}\right\}^{2},
\end{aligned}
$$

where the function under each radical sign is the product of six factors, the arrangement in two lines being for convenience only: the sign $\pm$ has the same value in all the functions, and it will be observed that the irrational part is

$$
= \pm \frac{2}{\left(x-x^{\prime}\right)^{\prime}} \sqrt{\begin{array}{l}
a-x \cdot b-x \cdot c-x \cdot d-x \cdot e-x \cdot f-x \\
a-x^{\prime} \cdot b-x^{\prime} \cdot c-x^{\prime} \cdot d-x^{\prime} \cdot e-x^{\prime} \cdot f-x^{\prime}
\end{array}, ~}
$$

viz. this has the same value in all the functions.
The general property of the double $\mathcal{T}$-functions is that the squares of the sixteen functions are proportional to constant multiples of the sixteen functions [a], [ab]; but this theorem may be presented in a much more definite form, viz. we can determine, and
that very simply, the actual expressions for the constant factors; and so we can enunciate the theorem as follows; the squares of the sixteen double 9 -functions are proportional to sixteen functions $-\{a\},+\{a b\}$; where, in a notation about to be explained,

$$
\{a\}=\sqrt{a}[a], \quad\{a b\}=\sqrt{a b}[a b] .
$$

Here in the radical $\sqrt{a}, a$ is to be considered as standing in the first place for the pentad bcdef, which is to be interpreted as a product of differences,

$$
=b c \cdot b d \cdot b e \cdot b f \cdot c d \cdot c e \cdot c f \cdot d e \cdot d f \cdot e f
$$

(where $b c$, $b d$, etc., denote the differences $b-c, b-d$, etc.). Similarly, in the radical $\sqrt{a b}, a b$ is to be considered as standing in the first instance for the double triad abf.cde, which is to be interpreted as a product of differences, $=a b . a f . b f . c d . c e . d e$, (where $a b, a f$, etc., denote the differences $a-b, a-f$, etc.).

It is convenient to consider $a, b, c, d, e, f$ as denoting real magnitudes taken in decreasing order: in all the products bcdef, etc., and in each term abf or cde of a product $a b f . c d e$, the letters are to be written in alphabetical order; the differences $b c, b d$, etc., $a b, a f$, etc., which present themselves in the several products, are thus all of them positive; and the radicals, being all of them the roots of positive quantities, may themselves be taken to be positive.

We have to consider the values of the functions $[a],[a b]$, or $\{a\},\{a b\}$, in the case where the variables $x, x^{\prime}$ become equal to any two of the letters $a, b, c, d, e, f$; it is clearly the same thing whether we have for instance $x=b, x^{\prime}=c$, or $x=c, x^{\prime}=b$, etc.: we have therefore to consider for $x, x^{\prime}$ the fifteen values $a b, a c, \ldots, a f, \ldots$, ef; there is besides a sixteenth set of values $x, x^{\prime}$ each infinite, without any relation between the infinite values.

Taking this case first, $x, x^{\prime}$ each infinite, and in [ab], etc., the sign $\pm$ to be + , we have

$$
[a]=x x^{\prime}, \quad[a b]=\frac{4 x^{3} x^{\prime 3}}{\left(x-x^{\prime}\right)^{2}},
$$

or, attending only to the ratios of these values,

$$
[a]=1, \quad[a b]=\frac{4 x^{2} x^{\prime 2}}{\left(x-x^{\prime}\right)^{2}},
$$

where $\frac{4 x^{2} x^{\prime 2}}{\left(x-x^{\prime}\right)^{2}}$ is infinite, and the values may finally be written
whence also, for $x, x^{\prime}$ infinite,

$$
\begin{array}{ll}
{[a]=0,} & {[a b]=1 ;} \\
\{a\}=0, & \{a b\}=\sqrt{a b},
\end{array}
$$

the radical $\sqrt{ } a b$ beeing understood as bcfore.
Suppose next that $x, x^{\prime}$ denote any two of the letters, for instancc $a, b$; then two of the functious $[a]$ vanish, viz. these are $[a],[b]$, but the remaining four functions acquire determinate values; and moreover four of the functions [ab] vanish, viz. these are $[a b],[c d],[c e],[d e]$, for each of which the $x x^{\prime}$ letters $a, b$ occur in the same triad (the
double triads for the four functions are, in fact, abf.cde, cdf.abe, cef.abd, def.abc); but the other six functions [ab], for which the letters $a, b$ occur in separate triads, acquire determinate values.

It is important to attend to the signs: for example, if $x, x^{\prime}=b, e$, we have

$$
\begin{aligned}
{[c]=c e . c b, } & =-b c \cdot c e \\
{[c e]=\frac{1}{(b e)^{2}} a \cdot . e b \cdot f b, d e, } & =-\begin{array}{c}
c b \cdot f b \\
a e . d e
\end{array},=-\begin{array}{l}
b c . b f \\
a e . d e
\end{array}
\end{aligned}
$$

Table I. of the values of [a], [ab], etc.,

|  | $x^{\prime}=\infty$ | $a b$ | $a c$ | ad | ae | $a f$ | $b c$ | $b d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [a] | 0 | 0 | 0 | 0 | 0 | 0 | $+a b . a c$ | $+a b . a d$ |
| [b] | 0 | 0 | $-a b . b c$ | $-a b . b d$ | $-a b . b e$ | $-a b . b f$ | 0 | 0 |
| [c] | 0 | + $a c . b c$ | 0 | -ac.cd | -ac.ce | $-a c . c f$ | 0 | $-b c . c d$ |
| [d] | 0 | + $a d . b d$ | $+a d . c d$ | 0 | - ad.de | $-a d . d f$ | + bd.cd | 0 |
| [e] | 0 | + ae.be | +ae.ce | + ae. $d e$ | 0 | -ae.ef | + be.ce | $+b e . d e$ |
| [f] | 0 | $+a f . b f$ | $+a f . c f$ | $+a f . d f$ | $+a f . e f$ | 0 | $+b f . c f$ | $+b f . d f$ |
| [ab] | + alf.cde | 0 | $+\frac{a d \cdot a e}{b c \cdot c f}$ | $\begin{aligned} & a c \cdot a e \\ & +\quad b d . d f \end{aligned}$ | $+\begin{aligned} & a c \cdot a d \\ & b e \cdot e f \end{aligned}$ | 0 | + $\begin{aligned} & a c . b d \\ & b e . c f\end{aligned}$ | $+\begin{aligned} & a d . b c \\ & b e . d f \end{aligned}$ |
| [ac] | + acf. $b d e$ | $-\begin{aligned} & a d . a e \\ & b c . b f \end{aligned}$ | 0 | $+\begin{gathered} a b \cdot a e \\ c d . c f \end{gathered}$ | $+\begin{gathered} a b \cdot a d \\ c e \cdot e f \end{gathered}$ | 0 | $+\begin{aligned} & a b \cdot b f \\ & c d \cdot c e \end{aligned}$ | 0 |
| [ad] | + $a d f . b c e$ | $-\begin{gathered} a c \cdot a e \\ b d . b f \end{gathered}$ | $\begin{gathered} a b \cdot a e \\ c d . c f \end{gathered}$ | 0 | $+\begin{aligned} & a b \cdot a c \\ & d e \cdot e f \end{aligned}$ | 0 | 0 | $-\begin{gathered} a b . b f \\ c d . d e \end{gathered}$ |
| [ $e \mathrm{e}]$ | $+a e f . b c d$ | $\begin{aligned} & a c \cdot a e \\ & -b e . b f \end{aligned}$ | $-\begin{aligned} & a b \cdot a d \\ & c e \cdot c f \end{aligned}$ | $-\begin{aligned} & a b . a c \\ & d e . d f \end{aligned}$ | 0 | 0 | 0 | 0 |
| [bc] | + bcf.ade | $-\begin{aligned} & a c \cdot a f \\ & b d . b e \end{aligned}$ | $-\begin{aligned} & a b \cdot a f \\ & c d \cdot c e \end{aligned}$ | 0 | 0 | $-\begin{gathered} a b . a c \\ d f . e f \end{gathered}$ | 0 | $-\begin{gathered} a b . b e \\ c d . d f \end{gathered}$ |
| $[b d]$ | + bdf. ace | $-\begin{aligned} & a d . a f \\ & b c \cdot b e \end{aligned}$ | 0 | $+\begin{gathered} a b \cdot a f \\ c d \cdot d e \end{gathered}$ | 0 | $-\begin{aligned} & a b . a d \\ & -c f . e f \end{aligned}$ | + $\begin{aligned} & a b . b e \\ & c d . c f\end{aligned}$ | 0 |
| [be] | $+b e f . a c d$ | $-\begin{gathered} a e . a f \\ b c \cdot b d \end{gathered}$ | 0 | 0 | $-\begin{gathered} a b \cdot a f \\ -e \cdot d e \end{gathered}$ | $\begin{gathered} a b \cdot a e \\ -c f \cdot d f \end{gathered}$ | + $\begin{gathered}a b . b d \\ c e . c f\end{gathered}$ | $+\begin{aligned} & a b \cdot b c \\ & d e . d f \end{aligned}$ |
| [cd] | $+c d f . a b e$ | 0 | $+\frac{a d . a f}{b c . c e}$ | $+\frac{a c \cdot a f}{b d \cdot d e}$ | 0 | $\begin{gathered} a c \cdot a d \\ -b f \cdot e f \end{gathered}$ | $+\begin{aligned} & a c \cdot b d \\ & b f \cdot c e \end{aligned}$ | $\begin{aligned} & a d . b c \\ & \left.+\begin{array}{l} a d . d e \end{array}\right) \end{aligned}$ |
| [ce] | $+c e f . a b d$ | 0 | $\begin{aligned} & a e \cdot a f \\ & \left.+\begin{array}{l} a c \cdot c d \end{array}\right) \end{aligned}$ | 0 | $-\begin{aligned} & a c \cdot a f \\ & -\frac{1}{b e \cdot d e} \end{aligned}$ | $-\begin{gathered} a c . a e \\ b f . d f \end{gathered}$ | $+\begin{aligned} & a c \cdot b e \\ & +f \cdot c d \end{aligned}$ | 0 |
| [de] | + def. abc | 0 | 0 | $-\begin{gathered} a e . a f \\ b c . c d \end{gathered}$ | $-\frac{a d . a f}{b e . c e}$ | $-\frac{a d \cdot a e}{b f \cdot c f}$ | 0 | $\begin{aligned} & a d . b e \\ & b f . c d \end{aligned}$ |

Here the symbols be, ce, etc., denote differences; $[c e]$ is the product of four differences: the arrangement in two lines is for convenience only.

We thus obtain the series of values of $[a]$, $[a b]$, etc., which although only required as subsidiary to the determination of the corresponding values of $\{a\},\{a b\}$, I nevertheless give in a table.

The signs are given as they were actually obtained, but as we are concerned only with the ratios of the functions, it is allowable to change all the signs in any FOR The sixteen speciai, values of $x, x^{\prime}$.

| $b e$ | $b f$ | $c d$ | $c e$ | $f^{\circ}$ | $d e$ | $d f$ | of |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $+a b . a e$ | $+a b . a f$ | $+a c . a d$ | $+a c . a e$ | $+a c \cdot a f$ | $+a d . a e$ | $+a d . a f$ | $+a e \cdot a f$ |
| 0 | 0 | $+b c . b d$ | $+b c . b e$ | $+b c \cdot b f$ | + bd.be | $+b d . b f$ | + be.bf |
| - bc.ce | - bc.cf | 0 | 0 | 0 | + cıl.ce | $+c d . d f$ | $+c e . c f$ |
| - bd. ${ }^{\text {d }}$ de | -bd.bf | 0 | - cd. ${ }^{\text {de }}$ | - cd. ${ }^{\text {d }}$ f | 0 | 0 | $+d e . d f$ |
| 0 | - be.ef | $+c e . d e$ | 0 | - ce.ef | 0 | - de.ef | 0 |
| $+b f . e f$ | 0 | $+c f . d f$ | $\underline{\alpha}+c f^{\prime} . e f$ | 0 | $+d f . e f$ | 0 | 0 |
| $+\begin{aligned} & a c \cdot b c \\ & b d \cdot e f \end{aligned}$ | 0 | 0 | 0 | $-\begin{aligned} & a c . b c \\ & d f . e f \end{aligned}$ | 0 | $\begin{aligned} & a d . b d \\ & c f . e f \end{aligned}$ | $-\begin{aligned} & a e . b e \\ & c f . d f \end{aligned}$ |
| 0 | $+\begin{aligned} & a b \cdot b c \\ & d f \cdot e f \end{aligned}$ | $-\begin{gathered} a d . b c \\ c e . d f \end{gathered}$ | $\begin{gathered} n e . b c \\ c d . e f \end{gathered}$ | 0 | 0 | $-\begin{gathered}a d . b f \\ c d . o f\end{gathered}$ | $-\begin{gathered} a e . b f \\ c e . d f \end{gathered}$ |
| 0 | $+\begin{aligned} & a b \cdot b d \\ & c f \cdot e f \end{aligned}$ | $-\begin{aligned} & a c . b d \\ & o f . d e \end{aligned}$ | 0 | $+\begin{aligned} & a c \cdot b f \\ & c d . e f \end{aligned}$ | $+\begin{aligned} & a e . b d \\ & c d . e f\end{aligned}$ | 0 | $-\begin{gathered} a e . b f \\ c f . d e \end{gathered}$ |
| $+\begin{aligned} & a b . b f \\ & +e . d e \end{aligned}$ | $+\begin{aligned} & a b \cdot b e \\ & c f \cdot d f \end{aligned}$ | 0 | $+\frac{a c . b r}{c f . d e}$ | $+\begin{aligned} & u c \cdot b f \\ & c e \cdot d f \end{aligned}$ | + $\begin{gathered}a d . b e \\ c e . d t\end{gathered}$ | $+\begin{aligned} & r d . b f \\ & c f . d e\end{aligned}$ | 0 |
| $-\begin{gathered} a b \cdot b d \\ c e \cdot e f \end{gathered}$ | 0 | $-\begin{array}{r} a c \cdot \ln d \\ c e \cdot d f \end{array}$ | $\begin{aligned} & a c . b e \\ & c d . e f \end{aligned}$ | 0 | 1 | $-\frac{a f . b d}{c d . e f}$ | $-\begin{gathered} a f . b e \\ c e . d f \end{gathered}$ |
| $-\begin{gathered} a d . b c \\ d e . o f \end{gathered}$ | 0 | $-\frac{a d . b c}{c f . d e}$ | 0 | $+\begin{aligned} & u f \cdot b c \\ & c d \cdot e f \end{aligned}$ | $+\begin{aligned} & a d \cdot b e \\ & +d \cdot a f \end{aligned}$ | 0 | $a f . b e$ $-f . d e$ |
| 0 | 0 | 0 | $\begin{array}{r} n e . b c \\ +\quad f . d e \end{array}$ | $+\begin{aligned} & a f \cdot b r \\ & c e \cdot d f \end{aligned}$ | $a e . b d$ $+e . d f$ | $+\begin{aligned} & a f \cdot b d \\ & c f \cdot d c \end{aligned}$ | 0 |
| 0 | $\begin{aligned} & a f . b c \\ & -b d . e f \end{aligned}$ | 0 | $\begin{array}{r} \quad d r . b c \\ +\quad d e . p f \end{array}$ | 0 | $+\begin{gathered} a d . b d \\ c e . p f \end{gathered}$ | 0 | $-\quad a f \cdot b f$ |
| $\begin{array}{r} a e . b c \\ -b f . d e \end{array}$ | $-\frac{" f . b c}{b e . d f}$ | $-\frac{a c . b c}{d e . d f}$ | 0 | 0 | $\begin{aligned} & a c \cdot b e \\ & +d . d f \end{aligned}$ | $+\begin{gathered} a f . b f \\ c d . d e \end{gathered}$ | 0 |
| $-\frac{a e . b d}{b f . c e}$ | $-\frac{a f . b d}{b e . c f}$ | $-\frac{a d . b d}{c e . r f}$ | $\begin{array}{r} a t . b e \\ c d . o f \end{array}$ | $-\begin{gathered} \\| f . b f^{\circ} \\ c d . c e \end{gathered}$ | 0 | 0 | 0 |

C. X .
column: and it appears that there are four columns in each of which the signs are or can be made all + ; whereas in each of the remaining twelve columns the signs are or can be made six of them + , the other four -

Passing to the values of $\{a\},\{a b\}$, etc., we have for example, from the $a b$ column of the foregoing table,

$$
\begin{aligned}
& \{c\}=+\sqrt{c} \cdot a c \cdot b c \\
& \{d\}=+\sqrt{d} \cdot a d \cdot b d \\
& \vdots \\
& \{a c\}=-\sqrt{a c} \cdot a c \cdot a e \\
& b c \cdot b f
\end{aligned}
$$

where (since the radicals are all positive) the signs are correct: substituting for the quantities under the radical signs their full values, and squaring the rational parts in order to bring them also under the radical signs, this is

$$
\begin{aligned}
&\{c\}=+\sqrt{a b \cdot a d \cdot u e \cdot a f \cdot b d \cdot b e \cdot b f \cdot d e \cdot d f \cdot e f \cdot a c^{2} \cdot b c^{2}}, \\
&\{d\}=+\sqrt{a b \cdot a c \cdot u e \cdot a f \cdot b c \cdot b e \cdot b f \cdot c e \cdot c f \cdot e f \cdot a d^{2} \cdot b d^{2}}, \\
& \vdots \\
&\{a c\}=-\sqrt{a c \cdot a f \cdot c f \cdot b d \cdot b e \cdot d e \cdot a c^{2} \cdot a e^{2} \cdot b c^{2} \cdot b f^{2}},
\end{aligned}
$$

where all the expressions of this (the ab-column) have a common factor,

$$
a c \cdot a d . a e \cdot a f \cdot b c \cdot b d . b e \cdot b f
$$

Omitting this factor, we find

$$
\begin{aligned}
&\{c\}=+\sqrt{a b \cdot a c \cdot b c \cdot d e \cdot d f \cdot e f}, \\
&\{d\}=+\sqrt{a b \cdot a d \cdot b d \cdot c e \cdot c f \cdot e f}, \\
& \vdots \\
&\{a c\}=-\sqrt{a d \cdot u e \cdot d e \cdot b c \cdot b f \cdot c f}
\end{aligned}
$$

viz. recurring to the foregoing condensed notation, this is

$$
\begin{gathered}
\{c\}=+\sqrt{d e}, \\
\{d\}=+\sqrt{c e}, \\
\vdots \\
\{a c\}=-\sqrt{b c},
\end{gathered}
$$

and, in fact, the terms in the several columns have only the ten values $\sqrt{a} \bar{b}, \sqrt{a c}$, etc. each with its proper sign. I repeat the meaning of the notation: $a b$ stands in the first instance for the double triad abf.cde, and then this denotes a product of differences $a b . a f . b f . c d . c e . d e$. We have thus the following table in which I have in several cases changed the signs of entire columns.


Referring now to Göpel's memoir, Crelle, t. xxxv. (1847), pp. 277-312, we have the sixteen double 9 -functions

$$
P, P_{1}, P_{2}, P_{2} ; i Q, Q_{1}, i Q_{2}, Q_{3} ; i R, i R_{1}, R_{2}, R_{3} ; S, i S_{1}, i S_{2}, S_{3},
$$

where the six functions affected with the $i(=\sqrt{-1})$ are odd functions, vanishing for the values $u=0, u=0$ of the arguments. It is convenient to take $\infty, \infty$ as the valucs of $x, x^{\prime}$ corresponding to these values $u=0, u^{\prime}=0$ : the expressions $\{a\}$ will thus correspond to the six squares - $Q^{2},-Q_{2}^{2},-R^{2},-R_{1}^{2},-S_{1}^{2},-S_{2}^{2}$, and the expressions $\{a b\}$ to the remaining ten squares $P^{2}, P_{1}{ }^{2}, \ldots, S_{3}{ }^{2}$; and after some tâtomement, I succeed in establishing the correspondence as follows

$$
\begin{aligned}
& =\{a\},\{b\},\{c\},\{d\},\{e\},\{f\},\{a b\},\{a c\},\{a d\},\{a e\},\{b c\},\{b d\},\{b e\},\{c d\},\{c e\},\{d e\},
\end{aligned}
$$

viz. the sixteen squared double 9 -functions are proportional to the sixteen expressions $-\{a\},+\{a b\}$, as hereby appearing.

Table III. of the sinteen forms of

|  | 0 | $A$ | B | $A+B$ | $\boldsymbol{K}$ | $K+\ldots$ | $\boldsymbol{K}+\boldsymbol{B}$ | $\boldsymbol{K}+\boldsymbol{A}+\boldsymbol{B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-S_{2}{ }^{2}$ | $-S_{2}{ }^{3}=\boldsymbol{t}$ | $-S_{3}{ }^{2}=-b e$ | $-s^{2}=-a e$ | $-S_{1}^{2}=b$ | $+R_{2}^{2}=d e$ | $R_{3}{ }^{2}=c e$ | $r^{R}=-d$ | $R_{1}^{2}=-c$ |
| $-S_{1}{ }^{2}$ | $-S_{1}{ }^{2}=b$ | $-S^{2}=-a e$ | $-S_{3}{ }^{\text {a }}=-b e$ | $-S_{2}^{2}={ }^{2}$ | $-M_{1}=\mathbf{c}$ | $-H^{n}=d$ | $-R_{3}{ }^{2}=-c e$ | $-R_{2}{ }^{2}=-d e$ |
| $-R_{1}{ }^{2}$ | - $R_{2}^{2}=c$ | $-k^{2}=+d$ | $-R_{3}{ }^{2}=-c e$ | $-R_{2}^{2}=-d e$ | - $S_{1}{ }^{2 \prime}=b$ | $-S^{\prime \prime}=-u e$ | $-s_{s}^{2}=-b e$ | $-S_{2}^{2}=a$ |
| $-R^{2}$ | $-R^{2}=d$ | $-R_{1}{ }^{2}=+c$ | $-R_{2}^{2}=-d e$ | $-l_{3}{ }^{2}=-c e$ | $s^{\prime 2}=u e$ | $S_{1}{ }^{2}=-b$ | $S_{i}^{*}=-u$ | $S_{3}^{2}=b e$ |
| $-Q^{2}$ | $-Q^{2}=e$ | $-Q_{1}{ }^{2}=-a b$ | $-Q_{2}{ }^{2}=+f$ | $-Q_{3}{ }^{2}=-c d$ | $r^{2}=a d$ | $P_{1}^{2}=u c$ | $P_{2}^{2}=b c$ | $P_{s}{ }^{2}=b d$ |
| $-Q^{2}$ | $-Q_{3}{ }^{2}=r^{+}$ | $-Q_{3}^{2}=-c l$ | $-Q^{2}=+e$ | $-Q_{1}=-r b$ | $P_{2}^{2}=b c$ | $P_{s}^{2}=b d$ | $P^{n}=\omega d$ | $P_{3}{ }^{2}=a c$ |
| $Q_{1}{ }^{2}$ | $Q_{1}^{2}=a b$ | $Q^{2}=-e$ | $Q_{3}{ }^{2}=c d$ | $Q_{2}{ }^{2}=-f$ | $P_{1}^{2}=a c$ | $=a d$ | $P_{3}{ }^{2}=b d$ | $P_{\underline{a}}^{\prime 2}=b c$ |
| $P_{1}{ }^{2}$ | $P_{2}{ }^{2}=\pi c$ | $P^{2}=a d$ | $P_{i s}{ }^{2}=b d$ | $P_{2}={ }^{2}=$ | $Q_{2}{ }^{2}=a b$ | $Q^{2}=-e$ | $Q_{3}{ }^{2}=c d$ | $Q_{2}{ }^{2}=-f$ |
| $p^{2}$ | $P^{2}=u d$ | $P_{1}^{2}=a c$ | $P_{z}^{2}=b c$ | $P_{3}{ }^{2}=b d$ | $-Q^{2}=e$ | $-Q_{1}^{2}=-a b$ | $-Q_{1}^{2}=f$ | $-Q_{a}^{2}=-c d$ |
| $s^{2}$ | $S^{2}=a c$ | $S_{1}{ }^{2}=-b$ | $S_{2}^{2}=-a$ | $S_{3}{ }^{2}=b e$ | $-R^{3}=d$ | $-R_{1}{ }^{2}=c$ | $-R_{2}^{2}=-d e$ | $-R_{3}^{2}=-c e$ |
| $P_{2}{ }^{2}$ | $P_{2}^{2}=b c$ | $P_{3}{ }^{2}=b d$ | $=a d$ | $p_{1}{ }^{3}=\mu \mathrm{c}$ | $-Q_{2}{ }^{2}=f^{\prime}$ | $-Q_{3}{ }^{2}=-c d$ | $-Q^{2}=e$ | $-Q_{1}^{2}=-a b$ |
| $P_{3}{ }^{2}$ | $P_{3}{ }^{2}=b d$ | $P_{2}^{2}=b c$ | $P_{1}^{2}=a c$ | $r^{n}=a d$ | $Q_{3}{ }^{2}=c d$ | $Q_{2}{ }^{2}=-j$ | $Q_{1}{ }^{2}=a b$ | $Q^{2}=-e$ |
| $s_{3}{ }^{2}$ | $S_{s}{ }^{2}=b e$ | $S_{2}{ }^{2}=-a$ | $S_{1}^{2}=-b$ | $S^{2}=u$ | $R_{3}{ }^{2}=c e$ | $R_{2}{ }^{2}=10$ | $R_{1}{ }^{2}=c$ | $R^{2}=-d$ |
| $Q_{3}{ }^{2}$ | $Q_{3}{ }^{2}=\boldsymbol{c} d$ | $Q_{2}{ }^{2}=-f$ | $Q_{1}{ }^{2}=a b$ | $Q^{2}=-0$ | $P_{3}{ }^{2}=b d$ | $P_{\underline{2}}^{2}=b c$ | $P_{1}^{2}=a c$ | $p^{2}=a d$ |
| $R_{3}{ }^{2}$ | $R_{3}{ }^{2}=c e$ | $R_{2}{ }^{2}=d e$ | $R_{1}=-c$ | $R^{2}=-d$ | $S_{3}{ }^{2}=b e$ | $S_{9}{ }^{2}=-a$ | $S_{1}{ }^{2}=-b$ | $S^{2}=a e$ |
| $R_{2}{ }^{2}$ | $R_{2}{ }^{2}=d e$ | $R_{3}{ }^{2}=c e$ | $R^{2}=-d$ | $R_{1}^{2}=-c$ | $-S_{0}{ }^{2}=a$ | $-S_{3}{ }^{2}=-b e$ | $-S^{2}=-a e$ | $-S_{1}^{2}=-b$ |
|  | $\infty \infty$ | $c d$ | $e f$ | ab | $b c$ | $b d$ | ad |  |

We have, after Göpel (l.c. p. 283), a table showing how the ratios of the double 9 -functions are altered, when the arguments are increased by the quarter-periods

$$
A, B, A+B, K, L, K+L,
$$

that is, when $u, u^{\prime}$ are simultaneously changed into $u+A, u^{\prime}+A^{\prime}$ or into $u+B, u^{\prime}+B^{\prime}$ etc. If instead, we consider the squared functions, the table is very much simplified, inasmuch as in place of the coefficients $\pm 1, \pm i$, it will contain only the coefficients $\pm 1$ : and we may complete the table by extending it to all the combinations $0, A, B$, $A+B, K, K+A, K+B, K+A+B, L, L+A, L+B, L+A+B, K+L, K+L+A$, $K+L+B, K+L+A+B$ of the quarter-periods: we have thus a table included in the annexed Table III., viz. attending herein only to the capital letters $P, Q, R, S$, the sixteen columns of the table show how the ratios of the terms $-S_{2}^{2},-S_{1}^{2}$, etc., of the first column are altered when the arguments are increased by the foregoing combinations of quarter-periods, as indicated by the headings $0, A, B$, etc., of the several columns.
the squared double 9-functions.

| $L$ | $L+A$ | $L+B$ | $L+A+B$ | $k+L$ | $\boldsymbol{K}+\boldsymbol{L}+\boldsymbol{A}$ | $\boldsymbol{K}+L+B$ | $K+L+A+B$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-Q_{3}{ }^{2}=f$ | $-Q_{3}{ }^{2}=-c d$ | $-Q^{2}=e$ | $Q_{1}{ }^{2}=-a b$ | $P_{g_{2}}{ }^{2}=b c$ | $P_{3}^{2}=b d$ | $p^{22} \quad a d$ | $P_{1}{ }^{2}=a c$ |
| $Q_{1}^{2}=a b$ | $Q^{2}=-e$ | $Q_{z}{ }^{2}=c d$ | $Q_{3}{ }^{2}=-j$ | $P_{1}^{2}=u$ | tul | $P_{3}^{2}=b d$ | $P_{2}^{2}={ }^{2}=c^{2}$ |
| $P_{1}{ }^{2}=a c$ | $p^{2}=u d$ | $P_{2}{ }^{2}=b d$ | $P_{2}^{2}=b c$ | $Q_{1}^{2}=a b$ | $Q^{2}=-\theta$ | $Q_{3}{ }^{2}=c d$ | $Q_{2}{ }^{2}=-f$ |
| $P^{n}=a d$ | $P_{1}{ }^{2}=a c$ | $P_{2}^{2}=b c$ | $P_{3}{ }^{2}=b d$ | $-Q^{2}=e$ | $-Q_{1}^{2}=-a b$ | $-Q_{2}{ }^{2}=f$ | $-Q_{s^{2}}{ }^{2}=-c l$ |
| $S^{2}=a e$ | $S_{1}^{2}=-b$ | $S_{2}^{2}=-u$ | $S_{3}{ }^{2}=b_{e}$ | - $R^{2}=d$ | $-R_{1}={ }^{2}=c$ | - $R_{2}^{2}{ }_{2}^{2}=-d e$ | $-R_{3}{ }^{2}=-c e$ |
| $-S_{2}{ }^{2}=a$ | $-S_{3}^{2}=-b e$ | $-S^{2}=-w$ | $-S_{1}^{2}=b$ | $R_{2}{ }^{2}=d \mu$ | $R_{3}{ }^{2}=c e$ | $R^{2}=-d$ | $R_{1}^{2}=-c$ |
| $-S_{1}{ }^{2}=b$ | $-S^{2}=-u e$ | $-*_{3}{ }^{2}=-b e$ | $-S_{2}{ }^{2}=a$ | 1- $R_{1}{ }^{2}$ c | $-R^{2}=d$ | $-R_{3}{ }^{2}=-c e$ | $-R_{2}{ }^{2}=d e$ |
| - $R_{1}{ }^{2}=c$ | $-R^{2}=d$ | $-R_{3}{ }^{2}=-c e$ | $-R_{2}^{2}=-d e$ | $-S_{1}^{2}=l$ | $-S^{2}=-u e$ | $-s_{3}^{\prime 2}=-b e$ | $-S_{2}^{2}=a$ |
| - $R^{2}=d$ | $-R_{1}{ }^{2}=e$ | $-R_{2}^{2}=-d e$ | $-R_{3}{ }^{2}=-c e$ | $S^{\prime \prime}=\cdots$ | $S_{1}{ }^{2}=b$ | $S_{2}^{2}=-a$ | $S_{3}{ }^{2 \prime}=b e$ |
| - $Q^{2}=0$ | $-Q_{1}{ }^{2}=-a b$ | $-Q_{2}{ }^{2}=f$ | $-Q_{3}{ }^{2}=-c^{\prime}{ }^{\prime}$ | $p^{2}=1 \cdot d$ | $P_{1}^{2}=a c$ | $\rho_{2}^{2}=b c$ | $P_{3}^{2}=b d$ |
| $R_{2}{ }^{3}=d e$ | $R_{\mathrm{a}}{ }^{2}=c e$ | $r^{2}=-d$ | $R_{1}{ }^{2}=-c$ | - $S_{2}^{\prime 2}=\cdot \prime$ | $-S_{3}^{2}=-b e$ | $-S^{2}=-a e$ | $-S_{1}^{2}=b$ |
| $R_{3}{ }^{2}=c e$ | $R_{2}{ }^{2}=d e$ | $R_{1}{ }^{2}=-c$ | $R^{2}=-d$ | $S_{3}^{2}=b u$ | $S_{2}^{2}=-u$ | $S_{1}^{2}=-b$ | ae |
| $Q_{3}{ }^{2}=c d$ | $Q_{2}{ }^{2}=-f$ | $Q_{1}{ }^{2}=a b$ | $Q^{2}=-e$ | $P_{3}^{\prime \prime}=b_{c}^{\prime \prime}{ }^{\prime \prime}$ | $P_{3}{ }^{\prime \prime}=b c$ | $p_{1}^{2}=a c$ | $p^{3}=a d$ |
| $S_{3}{ }^{2}=b e$ | $S_{2}$ | $S_{1}{ }^{2}=-b$ | $S^{2}=a e$ | $R_{3}^{\prime \prime}=c$ | $R_{2}{ }^{2}=d e$ | $R_{1}{ }^{2}=-c$ | $R^{2}=-l$ |
| $P_{3}{ }^{2}=b d$ | $P_{2}^{2}=b c$ | $P_{1}{ }^{2}=u c$ | $p=a d$ | $Q_{3}{ }^{2}=c d$ | $Q_{2}{ }^{2}=-t^{\prime}$ | $Q_{1}{ }^{2}=16$ | $\mathfrak{q}^{2}=-e$ |
| $P_{2}{ }^{2}=b c$ | $p_{3}{ }^{2}=l d$ | $p^{2}=a d$ | $P_{1}{ }^{2}=m$ | $-Q^{2}=j^{2}$ | $-Q_{3}{ }^{3}=-c d$ | $-Q^{2}=e$ | $-Q_{1}^{2}=-a b$ |
| $a f$ | be | ae | $b f$ | de | ce | $d f$ | $c f$ |

But I have also in the table inserted the values to which $-S_{2}{ }^{2},-S_{1}^{2}$, etc., are respectively proportional, viz. the table runs $-S_{2}^{2}=a,-S_{1}^{2}=b$, etc., (read $-S_{2}^{2}=\{a\}$, $-S_{1}{ }^{2}=\{b\}$, etc., the brackets \{\} having been for greater brevity omitted throughout the table), and where it is of course to be understood that $-S_{2}^{2},-S_{1}^{2}$, etc., are proportional only, not absolutely equal to $\{a\}$, $\{b\}$, etc. And I have also at the foot of the several columns inserted suffixes $\infty \infty, a b, c d$, etc., which refer to the columns of Table II.

Comparing the first with any other column of the table, for instance with the second column, the two columns respectively siguify that

$$
\begin{array}{c|c}
-S_{2}^{2}(u)=\{a\}, & -S_{2}^{2}(u+A)=-\{b e\} \\
-S_{1}^{2}(u)=\{b\}, & -S_{1}^{2}(u+A)=-\{a e\}, \\
\vdots & \vdots \\
Q_{1}^{2}(u)=\{a b\}, & Q_{1}^{2}(u+A)=-\{e\} \\
\vdots & \vdots
\end{array}
$$

where, as before, the sign $=$ means only that the terms are proportional; $u$ is written for shortness instead of $\left(u, u^{\prime}\right)$, and so $u+A$ for $\left(u+A, u^{\prime}+A^{\prime}\right)$, etc.: the variables in the functions $\{a\}$, $\{b e\}$, etc. are in each case $x, x^{\prime}$. But if in the second column we write $\|-A$ for $A$, then the variables $x, x^{\prime}$ will be changed into new variables $y, y^{\prime}$, or the meaning will be

\[

\]

so that, omitting from the table the terms which contain the capital letters $P, Q, R, S$, except only the outside left-hand column $-S_{2}{ }^{2},-S_{1}{ }^{2}$, etc., the table indicates that these functions $-S_{2}^{2},-S_{1}^{2}$, etc., are proportional to the functions $\{a\},\{b\}$, etc., of $x, x^{\prime}$ given in the first column; also to the functions $-\{b e\},-\left\{a e^{\}}\right.$, etc., of $y, y y^{\prime}$ given in the second column; also to the functions - $\{a e\},-\{b e\}$, etc., of $z, z^{\prime}$ given in the third column; and so on, with a different pair of variables in each of the 16 columns.

Thus comparing any two columns, for instance the first and second, it appears that we can have simultaneously

$$
\begin{gathered}
x, x^{\prime} \quad y, y^{\prime} \\
\{a\}=-\{b e\}, \\
\{b\}=-\{a e\}, \\
\vdots \\
\{a b\}=-\{e\}, \\
\vdots
\end{gathered}
$$

(fifteen equations, since the meaning is that the terms are only proportional, not absolutely equal), equivalent to two equations serving to determine $x$ and $x$ in terms of $y$ and $y^{\prime}$,
or conversely $y$ and $y^{\prime}$ in terms of $x$ and $x^{\prime}$. The functions in each column form in fact 16 sixes, such that any four belonging to the same six are linearly connected; and in any such linear relation between four functions in the left-hand column, substituting for these their values as functions in the right-hand column, we have the corresponding relations between four functions out of a set of six belonging to the right-hand column, or we have an identity $0=0$. I will presently verify this in a particular casc.

If in any column we give to the variables the values $\infty, \infty$ we obtain for the terms in the column the values which the terms of the first column assume on giving to $x, x^{\prime}$ the values shown at the foot of the column in question; thus, in the second column giving to the variables the values $\infty, \infty$, the column becomes

$$
-\sqrt{b e},-\sqrt{a e}, 0,0,-\sqrt{a b},-\sqrt{c d}, 0, \sqrt{a d}, \sqrt{a c}, 0, \sqrt{b \bar{b}}, \sqrt{b c}, 0,0, \sqrt{d e}, \sqrt{c e}
$$

which is, in fact, the $c d$-column of Table II.: this is of course as it should be, for the values in question are those of the functions $-S_{2}^{2},-S_{1}^{2}$, etc., on writing therein

$$
x, x^{\prime}=c, \quad d .
$$

The formulæ show that

$$
\sqrt{a b}, \sqrt{a c}, \sqrt{a d}, \sqrt{a e}, \sqrt{\overline{b c}}, \sqrt{b d}, \sqrt{\overline{b e}}, \sqrt{c d}, \sqrt{c e}, \sqrt{\overline{d e}},
$$

are, in fact, proportional to

$$
k_{1}^{2}, \quad w_{1}^{2}, \quad w^{2}, \quad \sigma^{2}, \quad \varpi_{2}^{2}, \quad \varpi_{3}^{2}, \quad \sigma_{3}^{2}, \quad k_{3}^{2}, \quad \rho_{3}^{2}, \quad \rho_{2}^{2},
$$

( $k_{1}, k_{2}, \ldots$ are Göpel's $k^{\prime}, k^{\prime \prime}, \ldots$ ). This gives rise to a remarkable theorem, for the ten squares are functions of only four quantities $\alpha, \beta, \gamma, \delta$ (Göpel's $t, u, v, w$ ). For greater clearness, I introduce single letters $A, B, \ldots, J$ and write

$$
\begin{aligned}
& A=u b c \cdot d e f=(\sqrt{d} \vec{e})^{2}=\rho_{2}^{4}, \quad=\quad\left(x^{2}-\beta^{2}+\gamma^{2}-\delta^{2}\right)^{2}, \\
& B=a b d . c e f=(\sqrt{c e})^{2}=\rho_{3}{ }^{4}, \quad=4(\alpha \gamma+\beta \delta)^{2}, \\
& C=\text { abe } . c d f=(\sqrt{c d})^{2}=l_{3^{4}}^{4}, \quad=4(\alpha \delta+\beta \gamma)^{2}, \\
& D=a b f \cdot c d e=(\sqrt{a \bar{b}})^{2}=l_{i_{1}^{4}}{ }^{4}, \quad=\left(\alpha^{2}-\beta^{2}-\gamma^{2}+\delta^{2}\right)^{2}, \\
& E=a c d . b e f=(\sqrt{ } b e)^{2}=\sigma_{3}^{4}, \quad=4(\alpha \beta+\gamma \delta)^{2}, \\
& F=a c e . b d f=(\sqrt{b d})^{2}=\boldsymbol{\sigma}_{3}^{4}, \quad=\left(\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}\right)^{2}, \\
& G=a c f . b d e=\left(\sqrt{a c)^{2}}=\sigma_{1}^{4}, \quad=4(a \delta-\beta \gamma)^{2},\right. \\
& H=a d e . b c f^{\prime}=(\sqrt{b c})^{2}=\omega_{2}^{4}, \quad= \pm(\alpha \gamma-\beta \delta)^{2}, \\
& I=u d f . b c e=(\sqrt{a d})^{2}=\sigma^{4}, \quad=4(a \beta-\gamma \delta)^{2}, \\
& J=u e f . b d c=(\sqrt{\mu e})^{2}=\sigma^{4}, \quad=\left(a^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)^{2} ;
\end{aligned}
$$

viz. it has to be shown that $A, B, \ldots, J$, considered as given functions of the six letters $a, b, c, d, e, f$, are really functions of four quantities $\alpha, \beta, \gamma, \delta$; or, what is the same thing, that $A, B, \ldots, J$, considered as functions of $a, b, c, d, e, f$ satisfy all those relations which they satisfy when considered as given functions of $\alpha, \beta, \gamma, \delta$.

Now considering them as given functions of $\alpha, \beta, \gamma, \delta$, they ought to satisfy six relations; and inasmuch as, so considered, they are, in fact, linear functions of

$$
a^{4}+\beta^{4}+\gamma^{4}+\delta^{4}, \quad a^{2} \beta^{2}+\gamma^{2} \delta^{2}, \quad a^{2} \gamma^{2}+\beta^{2} \delta^{2}, \quad a^{2} \delta^{2}+\beta^{2} \gamma^{2}, \quad a \beta \gamma \delta,
$$

five of these relations will be linear: there is a sixth non-linear relation, expressible in a variety of different forms, one of them, as is easily verified, being

$$
\sqrt{A J} \pm \sqrt{C G} \pm \sqrt{D F}=0 .
$$

Now considering $A, B, \ldots, J$ as given functions of $a, b, c, d, e, f$, there exist between them linear relations which may be obtained by the consideration of identities of the form

$$
\left|\begin{array}{l}
a b c d \\
a b c d e f
\end{array}\right|=0,
$$

where the left-hand side is used for shortness to denote the determinant

$$
\left|\begin{array}{cccccc}
1, & 1, & 1, & 1 & & \\
a, & b, & c, & d & & \\
a^{2}, & b^{2}, & c^{2} & d^{3} & & \\
1, & 1, & 1, & 1, & 1, & 1 \\
a, & b, & c, & d, & e, & f \\
a^{2}, & b^{2}, & c^{2} & d^{2}, & e^{3}, & f^{2}
\end{array}\right|=0 .
$$

We thus obtain between them a system of fifteen linear relations, which present themselves in the form

$$
\begin{array}{rr}
\text { (1) } & A-J+E-B=0, \\
\text { (2) } & -A-I+F-C=0, \\
\text { (3) } & A-H+G-D=0, \\
\text { (4) } & -B-G+H+C=0, \\
\text { (5) } & B-F+I+D=0, \\
\text { (6) } & C-E+J-D=0, \\
\text { (7) } & -E-D-H+E=0, \\
\text { (8) } & E-C-I+G=0, \\
\text { (9) } & F-B-J-G=0, \\
\text { (10) } & H-A+J-I=0, \\
\text { (11) } & -J+D-G+I=0, \\
\text { (12) } & J+C-F+H=0, \\
\text { (13) } & I+B-E-H=0, \\
\text { (14) } & G+A+E-F=0, \\
\text { (15) } & D-A+B-C=0,
\end{array}
$$

and these are all included in the equations (10), (4), (12), (15), (6), which serve to express $G, B, E, F, I$ in terms of $D, H, C, A, J$, i.e. ac, ce, eb, $b d, d a$ in terms of $a b, b c, c d, d e, e a$, if for the moment we write $G=a c$, etc. But the five linear relations in question are, it is at once seen, satisfied by $A, B, \ldots, J$ considered as given functions of $\alpha, \beta, \gamma, \delta$.

The equation $\sqrt{A J} \pm \sqrt{D F} \pm \sqrt{C G}=0$, substituting for $A, B, \ldots, J$ their values in terms of $a, b, c, d, e, f$, becomes

$$
\sqrt{a b c \cdot d e f \cdot a e f \cdot b c d} \pm \sqrt{a b f \cdot c d e \cdot a c e \cdot b d f} \pm \sqrt{a b e \cdot c d f \cdot a c f \cdot b d e}=0
$$

which (omitting common factors) becomes $\sqrt{b c^{2} \cdot \overline{e f}} \pm \sqrt{b f^{2}} \cdot c e^{2} \pm \sqrt{b e^{2} \cdot c f^{2}}=0$; or, taking the proper signs, this is the identity $b c . e f+b e . f c+b f . c e=0$.

It is to be noticed that

$$
\begin{array}{rrr}
\delta^{2}+\alpha^{2}-\beta^{2}-\gamma^{2}, & 2(\alpha \beta-\gamma \delta), & 2(\gamma \alpha+\beta \delta), \\
2\left(\alpha \beta+\gamma^{2}\right), & \delta^{2}+\beta^{3}-\gamma^{2}-\alpha^{2}, & 2(\beta \gamma-\alpha \delta), \\
2\left(\gamma^{2}-\beta \delta\right), & 2(\beta \gamma+\alpha \delta), & \delta^{2}+\gamma^{2}-\alpha^{2}-\beta^{2},
\end{array}
$$

each divided by $\delta^{2}+\alpha^{2}+\beta^{2}+\gamma^{2}$, form a system of coefficients in the transformation between two sets of reetangular coordinates. We have therefore

$$
\begin{array}{lll}
\sqrt{u b}, & \sqrt{a d}, & \sqrt{c e}, \\
\sqrt{b e}, & \sqrt{d e}, & \sqrt{a c}, \\
\sqrt{b c}, & \sqrt{c d}, & \sqrt{u e},
\end{array}
$$

each divided by $\sqrt{b d}$ and the several terms taken with proper signs, as a system of coefficients in the transformation between two sets of rectangular axes: a result which seems to be the same as that obtained by Hesse in the Memoir, "TransformationsFormeln für rechtwinklige Raum-Coordinaten"; Crelle, t. LxiII. (1864), pp. 247-251.

The composition of the last mentioned system of functions is better seen by writing them under the fuller form $V$ abf.cde, etc.; viz. omitting the radical signs, the terms are

$$
\begin{array}{lll}
a b f . c d e, & a d f . b c e, & a b d . c e f, \\
b e f . a c d, & d e f . a b c, & a c f . b d e, \\
b c f^{\prime} . a d e, & c d f . a b e, & a e f . b c d,
\end{array}
$$

each divided by $b d f$.ace; or, in an easily understood algorithm, the terms are

|  | $b f . d$ | $d f . b$ | $b d . f$ |
| :--- | :--- | :--- | :--- |
| a.ce | $b f . d$ | $d f . b$ | $b d . f$ |
| e.uc | $b f . d$ | $d f . b$ | $b d . f$ |
| c.ue | $b f . d$ | $d f . b$ | $b d . f$, |

each divided by bdf. ace.
c. x .

Reverting to the before-mentioned comparison of the first and second columns of Table III., four of the equations are

$$
\begin{array}{rlll}
x, & x^{\prime} & y, y^{\prime} & x, x^{\prime} \\
\{c\} & =\{d\}, & \text { that is, } & \sqrt{c}[c]=\sqrt{d}[d] \\
\{d\} & =\{c\}, & \text { that is, } & \sqrt{d}[d]=\sqrt{c}[c], \\
\{e\} & =-\{a b\}, & \text { that is, } & \sqrt{e}[e]=-\sqrt{a b_{[ }^{\prime}}[a b], \\
\{f\} & =-\{c d\}, & \text { that is, } & \sqrt{f}[f]=-\sqrt{c d}[c d] ;
\end{array}
$$

viz. the four terms on the left-hand side are not absolutely equal, but ouly proportional, to those on the right-hand side. Substituting for $\sqrt{c}, \sqrt{d}$, etc., their values, and introducing on the right-hand side the factor

$$
\sqrt{a c \cdot b c \cdot c e \cdot c f \cdot a d \cdot b d \cdot d e \cdot d f}
$$

the equations become

$$
\begin{array}{lc}
x x^{\prime} & y y^{\prime} \\
{[c]=} & a c . b c \cdot c e . e f[d], \\
{[d]=} & a d . b d . d e \cdot d f[c], \\
{[e]=-} & c e . d e[a b], \\
{[f]=-} & c f . d f[c d] .
\end{array}
$$

The functions on the left-hand satisfy the identity

$$
\operatorname{def}[c]-e f c[d]+f c d[e]-c d e[f]=0,
$$

or, as this may also be written,

$$
\operatorname{def}[c]-\operatorname{cef}[d]+c d f[e]-\operatorname{cde}[f]=0 .
$$

Hence substituting the right-hand values, the whole equation divides by ce.de.cf.df; omitting this factor, it becomes

$$
e f . a c . b c[d]-e f . a d . b d[c]-c d\{[a b]-[c d]\}=0,
$$

where the variables are $y, y^{\prime}$ : it is to be shown that this is in fact an identity, and (as it is thus immaterial what the variables are) I change them into $x, x^{\prime}$.

We have

$$
\begin{aligned}
a c . b c[d]-a d . b d[c]= & (a-c)(b-c)(d-x)\left(d-x^{\prime}\right) \\
& -(a-d)(b-d)(c-x)\left(c-x^{\prime}\right) \\
& =(c-d)\left|\begin{array}{ccc}
1, & x+x^{\prime}, & x x^{\prime} \\
1, & a+b, & a b \\
1, & c+d, & c d
\end{array}\right| \\
& \cdot \\
= & c d\left[x x^{\prime} a b c d\right],
\end{aligned}
$$

suppose.

We have moreover

$$
\begin{aligned}
{[a b]-[c d] } & =\frac{1}{\left(x-x^{\prime}\right)^{2}}\left\{\begin{array}{r}
a b f \cdot c^{\prime} d^{\prime} e^{\prime}+a^{\prime} b^{\prime} f^{\prime} \cdot c d e \\
-c d f \cdot a^{\prime} b^{\prime} e^{\prime}-c^{\prime} d^{\prime} f^{\prime} \cdot a b e
\end{array}\right\} \\
& =\frac{1}{\left(x-x^{\prime}\right)^{2}}\left(a b c^{\prime} d^{\prime}-a^{\prime} b^{\prime} c d\right)\left(e^{\prime} f-e f^{\prime}\right),
\end{aligned}
$$

where for the monent $a, b, a^{\prime}$, ete., are written to denote $a-x, b-x, a-x^{\prime}$, etc.; we have then

$$
\begin{aligned}
e^{\prime} f-e f^{\prime} & =\left(e-x^{\prime}\right)(f-x)-(e-x)\left(f-x^{\prime}\right) \\
& =-(e-f)\left(x-x^{\prime}\right)=-e f\left(x-x^{\prime}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
a b c^{\prime} d^{\prime}-a^{\prime} b^{\prime} c d & =(a-x)(b-x)\left(c-x^{\prime}\right)\left(d-x^{\prime}\right) \\
-\left(a-x^{\prime}\right)\left(b-x^{\prime}\right)(c-x)(d-x) & =-\left(x-x^{\prime}\right)\left|\begin{array}{ccc}
1, & x+x^{\prime}, & x x^{\prime} \\
1, & a+b, & a b \\
1, & c+d, & c d
\end{array}\right| \\
& =-\left(x-x^{\prime}\right)\left[x x^{\prime} a b c d\right] .
\end{aligned}
$$

Hence $[a b]-[c d]=e f\left[x x^{\prime} a b c d\right]$, and the equation to be verified becomes

$$
\left(e f_{i} c d-c d . e f\right)\left[x x^{\prime} a b c d\right]=0,
$$

viz. this is, in fact, an identity.

Cambridge, 14 March, 1877.

## 664.

## ON THE 16-NODAL QUARTIC SURFACE.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. Lxxxiv. (1877), pp. 238-241.]

Prof. Borchardt in the Memoir "Ueber die Darstelling u. s. w." Crelle, t. Lxxxill. (1877), pp. 234-243, shows that the coordinates $x, y, z, w$ may be taken as proportional to four of the double 9 -functions, and that the equation of the surface is then Göpel's relation of the fourth order between these four functions: and he remarks at the end of the memoir that it thus appears that the coordinates $x, y, z, w$ of a point on the surface can be expressed as proportional to algebraie functions, involving square roots only, of two arbitrary parameters $\xi, \xi^{\prime}$.

It is interesting to develope the theory from this point of view. Writing, as in my paper, "Further investigations on the double 9 -finctions," pp. 220-233, [663],

$$
\begin{aligned}
& {[a]=a a^{\prime},} \\
& {[b]=b b^{\prime},} \\
& {[c]=c c^{\prime},} \\
& {[d]=d d^{\prime},} \\
& {[e]=e e^{\prime},} \\
& {[f]=f f^{\prime},} \\
& {[a b]=\frac{1}{\left(\xi-\xi^{\prime}\right)^{2}}\left(\sqrt{a b f c^{\prime} c^{\prime} e^{\prime} e^{\prime}}-\sqrt{a^{\prime} b^{\prime} f^{\prime} c d e}\right)^{2},} \\
& \text { ctc. }
\end{aligned}
$$

where on the right-hand sides $a, b, \ldots, a^{\prime}, \ldots$ denote $a-\xi, b-\xi, \ldots, a-\xi^{\prime}, \ldots\left(\xi, \xi^{\prime}\right.$ being here written in place of the $x, x^{\prime}$ of my paper), then the sixteen functions
are proportional to constant multiples of the square-roots of these expressions; viz. the correspondence is

$$
\begin{aligned}
& S_{2}=9_{13}, \quad S_{1}=9_{24}, \quad R_{1}=9_{3}, \quad R=9_{04}, \quad Q=9_{1}, \quad Q_{2}=9_{03}, \\
& i \sqrt[4]{a} \sqrt{[a]}, \quad i \sqrt[4]{b} \sqrt{ }[\bar{b}], \quad i \sqrt[4]{c} \sqrt{[c]}, \quad i \sqrt[4]{d} \sqrt{[\bar{d}]}, \quad i \sqrt[4]{e} \sqrt{[e]}, \quad i \sqrt[4]{f} \sqrt{[f]} ; \\
& Q_{1}=9_{2}, \quad P_{1}=9_{3}, \quad P=9_{01}, \quad S=-9_{14}, \quad P_{2}=9_{12}, \quad P_{3}=9_{5}, \\
& \sqrt[4]{a b} \sqrt{[a b]}, \quad \sqrt[4]{a c} \sqrt{[a c}], \quad \sqrt[4]{a d} \sqrt{[a d]}, \quad \sqrt[4]{a e} \sqrt{[a e]}, \quad \sqrt[4]{b c} \sqrt{[b c]}, \quad \sqrt[4]{b d} \sqrt{[b d]} ; \\
& S_{3}=9_{23}, \quad Q_{3}=9_{0}, \quad R_{3}=9_{4}, \quad R_{2}=9_{03}, \\
& \sqrt[4]{b e} \sqrt{[b e]}, \quad \sqrt[4]{c d} \sqrt{[c d]}, \quad \sqrt[4]{c e} \sqrt{[c e}], \quad \sqrt[4]{d e} \sqrt{[d e}] ;
\end{aligned}
$$

where, under the signs $\sqrt[\downarrow]{ }$, a signifies bcdef, that is, bc.bd.be.bf.cd.ce.cf.de.df.ef, and $a b$ signifies $a b f . c d e$, that is, $a b . a f . b f . c d . c e . d e$, in which expressions $b c, b d, \ldots$, $a b, a f, \ldots$ signify the differences $b-c, b-d, \ldots, a-b, a-f, \ldots$ But in what follows, we are not concerned with the values of these constant multipliers.

Prof. Borchardt's coordinates $x, y, z, w$ are

$$
x=\mathcal{I}_{0}=P ; y=9_{23}=S_{3} ; z=9_{14}=-S ; w=9_{5}=P_{3} ;
$$

viz. $P, S, P_{3}, S_{3}$ are a set connected by Göpel's relation of the fourth order-and this relation can be found (according to Göpel's method) by showing that $Q^{2}$ and $R^{2}$ are each of them a linear function of the four squares $P^{2}, P_{3}{ }^{2}, S^{2}, S_{3}^{2}$, and further that $Q R$ is a linear function of $P S$ and $P_{3} S_{3}$; for then, squaring the expression of $Q R$, and for $Q^{2}$ and $R^{2}$ substituting their values, we have the required relation of the fourth order between $P, S, P_{3}, S_{3}$.

Now we have $P, S, P_{3}, S_{3}^{\prime}, Q, R=$ constant multiples of $\sqrt{[a c]}, \sqrt{[a b]}, \sqrt{[c d]}$, $\sqrt{[b d]}, \sqrt{[b]}, \sqrt{[c]}$ respectively: and it of course follows that we must have the like relations between these six quantities; viz. we must have $[b],[c]$ each of them a linear function of $[a c],[a b],[c d],[b d]$; and moreover $\sqrt{[b]} \sqrt{[c]}$ a linear function of $\sqrt{ }[a c] \sqrt{ }[a \bar{b}]$ and $\sqrt{ }[b d] \sqrt{[c d}]$.

As regards this last relation, starting from the formulæ

$$
\begin{aligned}
& \sqrt{[a c]}=\frac{1}{\xi-\xi^{\prime}}\left\{\sqrt{\left.a c f b^{\prime} d^{\prime} e^{\prime}+\sqrt{a^{\prime} c^{\prime} f^{\prime} b d e}\right\}},\right. \\
& \sqrt{[b d]}=\frac{1}{\xi-\xi^{\prime}}\left\{\sqrt{\left.b d f f^{\prime} a^{\prime} e^{\prime}+\sqrt{b^{\prime} d^{\prime} f^{\prime} c c e}\right\}},\right. \\
& \sqrt{[\overline{a b}]}=\frac{1}{\xi-\xi^{\prime}}\left\{\sqrt{\bar{a} b \bar{f} c^{\prime} d^{\prime} e^{\prime}}+\sqrt{a^{\prime} b^{\prime} f^{\prime} c d e}\right\}, \\
& \sqrt{[\overline{c d}]}=\frac{1}{\xi-\xi^{\prime}}\left\{\sqrt{c} d \overline{a^{\prime} b^{\prime} e^{\prime}}+\sqrt{c^{\prime} d^{\prime} f^{\prime} a b e}\right\},
\end{aligned}
$$

we have at once

$$
\begin{aligned}
& \sqrt{[a c}] \sqrt{ }[a b]=\frac{1}{\left(\xi-\xi^{\prime}\right)^{2}}\left\{\left(u f f d^{\prime} e^{\prime}+a^{\prime} f^{\prime} d e\right) \sqrt{b c b^{\prime} c^{\prime}}+\left(b c^{\prime}+b^{\prime} c\right) \sqrt{a d e a^{\prime} d^{\prime} e^{\prime}}\right\} \\
& \sqrt{[b d]} \sqrt{[c d]}=\frac{1}{\left(\xi-\xi^{\prime}\right)^{2}}\left\{\left(d f a^{\prime} e^{\prime}+d^{\prime} f^{\prime} a e\right) \sqrt{b c b^{\prime} c^{\prime}}+\left(b c^{\prime}+b^{\prime} c\right) \sqrt{a d e a^{\prime} d^{\prime} e^{\prime}}\right\}
\end{aligned}
$$

the difference of these two expressions is

$$
=\frac{1}{\left(\xi-\xi^{\prime}\right)^{\prime}}\left(a d^{\prime}-a^{\prime} d\right)\left(f e^{\prime}-f^{\prime} e\right) \sqrt{b c b^{\prime} c^{\prime}}
$$

where substituting for $a, d, e, f, a^{\prime}, \ldots$ their values $a-\xi, d-\xi, e-\xi, f-\xi, a-\xi^{\prime}, \ldots$ we have $a d^{\prime}-a^{\prime} d=(a-d)\left(\xi-\xi^{\prime}\right), f e^{\prime}-f^{\prime} e=(f-e)\left(\xi-\xi^{\prime}\right)$; also $\sqrt{b c b^{\prime} c^{\prime}}=\sqrt{[b]} \sqrt{[c]}$; and we have thus the required relation

$$
\sqrt{[a c]} \sqrt{[a b]}-\sqrt{[b d]} \sqrt{[c d]}=-(a-d)(e-f) \sqrt{[b]} \sqrt{[c]} .
$$

As regards the first mentioned relation, if for greater generality, $\theta$ being arbitrary, we write $[\theta]=\theta \theta^{\prime}$, that is, $=(\theta-\xi)\left(\theta-\xi^{\prime}\right)$, then it is easy to see that there exists a relation of the form

$$
\nabla[\theta]=A[a b]+B[a c]+C[b d]+D[c d],
$$

where $A+B+C+D=0$. The right-hand side is thus a linear function of the differences $[a b]-[a c], \quad[a b]-[b d],[a b]-[c d]$; and each of these, as the irrational terms disappear and the rational terms divide by $\left(\xi-\xi^{\prime}\right)^{2}$, is a mere linear function of $1, \xi+\xi^{\prime}, \xi \xi^{\prime}$; whence there is a relation of the form in question. I found without much difficulty the actual formula; viz. this is

$$
\begin{aligned}
& (a-d)(b-c)(e-f)\left|\begin{array}{ccc}
1, & e+f, & e f \\
1, & b+c, & b c \\
1, & a+d, & a d
\end{array}\right|[\theta] \\
& =\left|\begin{array}{llll}
1, & e, & f, & e f \\
1, & b, & c, & b c \\
1, & d, & a, & a d \\
1, & \theta, & \theta, & \theta^{2}
\end{array}\right|[a c]-\left|\begin{array}{llll}
1, & e & f, & e f \\
1, & c & b, & b c \\
1, & d, & a, & a d \\
1, & \theta, & \theta, & \theta^{2}
\end{array}\right|[a b]-\left|\begin{array}{llll}
1, & e & f, & e f \\
1, & b, & c & b c \\
1, & a, & d, & a d \\
1, & \theta, & \theta, & \theta^{2}
\end{array}\right|[c d]+\left|\begin{array}{llll}
1, & e, & f, & e f \\
1, & c & b, & b c \\
1, & a & d, & a d \\
1, & \theta, & \theta, & \theta^{2}
\end{array}\right|[b d],
\end{aligned}
$$

where observe that on the right-hand side the last three determinants are obtained from the first one by interchanging $b, c$ : or $a, d$ : or $b, c$ and $a, d$ simultaneously : a single interchange gives the sign - , but for two interchanges the sign remains + .

Writing successively $\theta=b$ and $\theta=c$, we obtain
$(a-d)(e-f)\left|\begin{array}{lll}1, & e+f, & e f \\ 1, & b+c, & b c \\ 1, & a+d, & a d\end{array}\right|[b]$
$=(a-f)(b-d)(b-e)[a c]-(a-b)(b-f)(d-e)[a b]$

$$
+(a-b)(b-e)(d-f)[c d]-(a-e)(b-d)(b-f)[b d] ;
$$

$$
\begin{aligned}
& (a-d)(e-f)\left|\begin{array}{lll}
1, & e+f, & e f \\
1, & b+c, & b c \\
1, & a+d, & a d
\end{array}\right| \\
& =-(a-c)(c-f)(d-e)[a c]+(a-f)(c-d)(c-e)[a b] \\
& \\
& \quad-(a-e)(c-d)(c-f)[c d]+(a-c)(c-e)(d-f)[b d] ;
\end{aligned}
$$

which values of $[b]$ and $[c]$, combined with the foregoing equation

$$
(e-d)(e-f) \sqrt{ }[\bar{b}] \sqrt{[c]}=-\sqrt{ }[a c] \sqrt{[a b}]+\sqrt{ }[c d] \sqrt{ }[\bar{b} d]
$$

give the required quartic equation between $\sqrt{ }[\overline{a c}], \sqrt{[a b]}, V[c d], \sqrt{[b d}]$.
Cambridge, 2 August, 1877.

## 665.

## A MEMOIR ON THE DOUBLE 9-FUNCTIONS.

[From the Joumal für die reine und angewandte Mathematik (Crelle), t. Lxxxv. (1878), pp. 214-245.]

I nesume my investigations on these functions; see my two papers, Crelle, t. Lxxxili. (1877), pp. 210-233; [662] and [663]. But it is proper in the first instance to develope in a corresponding manner, the theories of the circular (or exponential) functions, and of the single 9 -functions.

Part I. Preliminary investigations.
Starting from the differential relation

$$
\partial u=\frac{\partial x}{\sqrt{a-x . b-x}}
$$

between the variables $u$ and $x$, I write for shortness the single letters $A, B, \Omega$, instead of functional forms $A(u), B(u), \Omega(u)$, to denote functions of $u$; and 1 assume as definitions the equations

$$
\begin{aligned}
& A=\Omega \sqrt{a-x}, \\
& B=\Omega \sqrt{b-x},
\end{aligned}
$$

and another equation to be presently mentioned: these two equations imply between $A, B, \Omega$ the algebraical relation

$$
A^{2}-b^{2}=\Omega^{2}(a-b) .
$$

Differentiating, we obtain

$$
\partial A=\partial \Omega \cdot \sqrt{a-x}-\frac{\Omega}{2 \sqrt{a-x}} \sqrt{a-x . b-x} \partial u
$$

that is,

$$
\partial A=\frac{A}{\bar{\Omega}} \partial \Omega-\frac{1}{2} B \partial u,
$$

and similarly

$$
\partial B=\frac{B}{\Omega} \partial \Omega-\frac{1}{2} A \partial u,
$$

whence

$$
A \partial B-B \partial A=-\frac{1}{2}\left(A^{2}-B^{2}\right) \partial u .
$$

Proceeding to a second differentiation, we find

$$
\begin{aligned}
& \partial^{2} A=\frac{A}{\Omega} \hat{\partial}^{2} \Omega-\frac{B}{\Omega} \partial \Omega \partial u+\frac{1}{4} A(\partial u)^{2}, \\
& \partial^{2} B=\frac{B}{\Omega} \partial^{2} \Omega-\frac{A}{\Omega} \partial \Omega \partial u+\frac{1}{4} B(\partial u)^{2},
\end{aligned}
$$

and thence

$$
\begin{aligned}
& A \partial^{2} A-(\partial A)^{2}=\frac{A^{2}}{\Omega^{2}}\left\{\Omega \partial^{2} \Omega-(\partial \Omega)^{2}\right\}+\frac{1}{4}\left(A^{2}-B^{2}\right)(\partial u)^{2}, \\
& B \partial^{2} B-(\partial B)^{2}=\frac{B^{2}}{\Omega^{2}}\left\{\Omega \partial^{2} \Omega-(\partial \Omega)^{2}\right\}+\frac{1}{4}\left(B^{2}-A^{2}\right)(\partial u)^{2} .
\end{aligned}
$$

To simplify these we assume (as the third equation above referred to)

$$
\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=0 .
$$

The last-mentioned two equations then become

$$
\begin{aligned}
& A \partial^{2} A-(\partial A)^{2}=\frac{1}{4}\left(A^{2}-B^{2}\right)(\partial u)^{2}, \\
& B \partial^{2} B-(\partial B)^{2}=\frac{1}{4}\left(B^{2}-A^{2}\right)(\partial u)^{2},
\end{aligned}
$$

which several equations contain the theory of the functions $A, B, \Omega$ : we have as their general integrals

$$
\begin{aligned}
& A=\frac{1}{2} \Lambda e^{\lambda u} \sqrt{a-b}\left\{e^{\frac{1}{2}(u+v)}+e^{-\frac{1}{2}(u+v)}\right\}, \\
& B=-\frac{1}{2} \Lambda e^{\lambda u} \sqrt{a-b}\left\{e^{\frac{1}{4}(u+v)}-e^{-\frac{-}{2}(u+v)}\right\}, \\
& \Omega=\Lambda e^{\lambda u},
\end{aligned}
$$

where $\Lambda, \lambda, v$ are arbitrary constants. Forming the quotients $A: \Omega, B: \Omega$, and introducing the notations cosh, sinh, of the hyperbolic sine and cosine, also writing for simplicity $v=0$, the equations give

$$
\begin{aligned}
& \sqrt{a-x}=\sqrt{a-b} \cosh \frac{1}{2} u, \\
& \sqrt{b-x}=-\sqrt{a-b} \sinh \frac{1}{2} u,
\end{aligned}
$$

which express the integral of the differential relation

$$
\partial u=\frac{\partial x}{\sqrt{a-x . b-x}} .
$$

c. x .

Instead of considering in like manner the radical $\sqrt{a-x \cdot b-x . c-x}$, I pass at once to the radical $\sqrt{a-x . b-x . c-x \cdot d-x}$; and starting from the differential relation

$$
\partial u=\frac{\partial x}{\sqrt{a-x \cdot b-x \cdot c-x \cdot d-x}},
$$

and using the single letters $A, B, C, D, \Omega$ to denote functions of $u$, I assume as definitions

$$
\begin{aligned}
& A=\Omega \sqrt{a-x}, \\
& B=\Omega \sqrt{b-x}, \\
& C=\Omega \sqrt{c-x}, \\
& D=\Omega \sqrt{d-x},
\end{aligned}
$$

and another equation to be presently mentioned; $A, B, C, D$ are called 9 -functions, and $\Omega$ is called the $\omega$-function.

But before proceeding further I introduce some locutions which will be useful. In reference to a given set of squares or products, I use the expression a sum of squares to denote the sum of all or any of the squares each multiplied by an arbitrary coefficient; and in like manner a sum of products to denote the sum of all or any of the products each multiplied by an arbitrary coefficient: in particular, the set may consist of a single square or product only, and the sum of squares or products will then denote the single term multiplied by an arbitrary coefficient. In the present case, we have the quantities $\sqrt{a-x}, \sqrt{\overline{b-x}}, \sqrt{c-x}, \sqrt{\overline{d-x}}$, and the squares are $a-x, b-x$, ctc., which belong all to the same set; but the products (meaning thereby products of two quantities) $\sqrt{a-x . b-x}$, etc., are considered as being each of them a set by itself. A sum of squares is thus a lincar function $\lambda+\mu x$, and conversely any such function is a sum of squares; a sum of products means a single term $\nu \sqrt{a-x . b-x}$ (or $\nu \sqrt{a-x . c-x}$, etc., as the case may be), and conversely any such function is a sum of products: the coefficients $\lambda, \mu, \nu$ may depend upon or contain $\Omega$, and in differential expressions ( $\partial u$ being therein considered constant) the coefficients $\lambda, \mu, \nu$ may contain the factor $\partial u$ or $(\partial u)^{2}$-and if convenient we may of course express such factor by writing the coefficients in the form $\lambda \partial u$, or $\lambda(\partial u)^{\text {n }}$ etc., as the case may be.

We may now explain very simply the form, as well of the algebraical relations, as of the differential relations of the first and second orders respectively, which connect the functions $A, B, C, D$.

The functions $A^{2}, B^{2}, C^{2}, D^{*}$ are each of them a sum of squares, and hence there exists a linear relation between any three of these squares. But the products $A B$, $A C$, etc., are each of them a sum of products (meaning thereby a single term, as already explained); and hence there is not any linear relation between these products.

Considering the first derived functions $\partial A, \partial B$, etc., these each contain a term in $\partial \Omega$, which however disappears (as is obvious) from the combinations $A \partial B-B \partial A$,
etc.; and, without in any wise fixing the value of $\Omega$, we in fact find that each of these expressions is a sum of products; the form is, as will appear,

$$
A \partial B-B \partial A=\alpha \Omega^{2} \sqrt{c-x \cdot d-x}=\nu C D, \text { etc.* }
$$

Passing to the second derived functions and forming the combinations $A \hat{\partial}^{2} A-(\partial A)^{2}$, etc., each of these will contain a multiple of $\Omega^{2} \Omega-(\partial \Omega)^{2}$, but if we assume this expression $\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\Omega^{2} M$, where $M$ is $=(\partial u)^{2}$ multiplied by a properly determined function of $x$, then it is found that each of the expressions in question $A \partial^{2} A-(\partial A)^{2}$, etc., becomes equal to a sum of squares, that is, to a linear function $\Omega^{2}(\lambda+\mu x)$ : viz. it is equal to a sum of squares formed with the squares $A^{2}, B^{2}, C^{2}, D^{2}$.

The foregoing equation

$$
\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\Omega^{2} M,
$$

where $M$ has its proper value, is the other equation above referred to, which, with the equations $A=\Omega \sqrt{a-x}$, etc., serves for the definition of the functions $A, B, C, D, \Omega$; it may be mentioned at once that the proper value is

$$
M=\frac{1}{4}(\partial u)^{2}\left\{-2 x^{2}+x(a+b+c+d)+\kappa\right\},
$$

where $\kappa$ is a constant, symmetrical as regards $a, b, c, d$, which may be taken $=0$, but which is better put

$$
=a^{2}+b^{2}+c^{2}+d^{2}-a b-a c-a d-b c-b d-c d .
$$

For the proof of the formula, I introduce and shall in general employ the abbreviations ( $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ ) to denote the differences $a-x, b-x, c-x, d-x$ : the differential relation between $x, u$ thus becomes $\partial x=\partial u \sqrt{\text { abcd. I }}$. use also the abbreviations $\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\Delta \Omega$, etc.

We have

$$
A \partial B-B \partial A=\Omega^{2}(\sqrt{\mathrm{a}} \partial \sqrt{\overline{\mathrm{~b}}}-\sqrt{\overline{\mathrm{b}}} \partial \sqrt{\mathrm{a}}),
$$

the terms in $\partial \Omega$ disappearing: viz. observing that $\partial \mathbf{a}=\partial \mathbf{b}=-\partial x$, this is

$$
\begin{aligned}
& =-\frac{1}{2} \Omega^{2}\left(\frac{\sqrt{ } a}{\sqrt{b}}-\frac{\sqrt{b}}{\sqrt{a}}\right) \partial x \\
& =\frac{1}{2} \Omega^{2} \frac{a-b}{\sqrt{a b}} \partial x
\end{aligned}
$$

or observing that $\mathrm{a}-\mathrm{b}=a-b$, and writing for $\partial x$ its value $=\sqrt{\text { abcd }} \partial u$, this is

$$
\begin{aligned}
A \partial B-B \partial A & =-\frac{1}{2}(a-b) \Omega^{2} \sqrt{c d} \partial u \\
& =-\frac{1}{2}(a-b) \Omega^{\mathrm{y}} \sqrt{c-a \cdot a-x} \partial u
\end{aligned}
$$

which is the equation expressing $A \partial B-B \partial A$ as a sum of products: it is further obvious that the value is

$$
=-\frac{1}{2}(a-b) C D \partial u
$$

* It is hardly necessary to remark that $a, \nu$ contain each of them the fsctor $\sigma u$; and the like in other cases.

Proceeding next to find the value of $\Delta A,=A \partial^{2} A-(\partial A)^{2},=A^{2} \partial^{2} \log A$, it is to be remarked that we have in general

$$
\Delta P Q=P^{2} \Delta Q+Q^{2} \Delta P,
$$

and therefore also $\Delta P^{2}=2 P^{2} \Delta P$, and consequently $\Delta \sqrt{ } P=\frac{\frac{1}{2}}{P} \Delta P$. Hence starting from $A=\Omega \sqrt{ }$ a, we have

$$
\Delta A=\mathrm{a} \Delta \Omega+\Omega^{2} \frac{\frac{1}{2}}{\mathrm{a}} \Delta \mathrm{a}
$$

where $\Delta_{a}=-\mathrm{a} \partial^{2} x-(\partial x)^{2} . \quad I$ assume that we have $\Delta \Omega=\Omega^{2} M=\frac{1}{4} \Omega^{2} S(\partial u)^{2}$, where $S$ denotes a function of $x$ which is to be determined: the equation thus becomes

$$
\Delta A=\frac{1}{4} \Omega^{2}\left\{a S(\partial u)^{2}-2 \partial^{2} x-2(\partial x)^{2}\right\} ;
$$

we have $(\partial x)^{2}=\operatorname{abcd}(\partial u)^{2}$, and thence, differentiating and omitting on each side the factor $\partial x$, we obtain

$$
2 \partial^{2} x=-(\mathrm{abc}+\mathrm{abd}+\mathrm{acd}+\mathrm{bcd}),
$$

and the equation becomes

$$
\Delta A=\frac{1}{4} \Omega^{2}\{a(S+b c+b d+c d)-b c d\}(\partial u)^{2},
$$

which is to be simplified by assuming a proper value for $S$; in order that the same simplification may apply to the formulæ for $\Delta B$, etc., it is necessary that $S$ be symmetrical in regard to $a, b, c, d$.

Writing for the moment $b^{\prime}, c^{\prime}, d^{\prime}$ to denote $b-a, c-a, d-a$ respectively, we have $b^{\prime}, c^{\prime}, d^{\prime}=\mathrm{b}-\mathrm{a}, \mathrm{c}-\mathrm{a}, \mathrm{d}-\mathrm{a}$, and thence
and consequently

$$
b^{\prime} c^{\prime} d^{\prime}=b c d-a(b c+b d+c d)+a^{2}(b+c+d)-a^{3}
$$

$$
a(b c+b d+c d)-b c d=-b^{\prime} c^{\prime} d^{\prime}+a^{2}(b+c+d-a):
$$

hence, in the expression of $\Delta A$, the factor which multiplies $\frac{1}{2} \Omega^{2}(\partial u)^{2}$ is

$$
a\{S+a(b+c+d-a)\}-b^{\prime} c^{\prime} d^{\prime},
$$

viz. the expression added to $S$ is

Hence assuming

$$
\begin{gathered}
(a-x)(b+c+d-a-2 x), \\
=a(b+c+d-a)-x(a+b+c+d)+2 x^{2} .
\end{gathered}
$$

$$
S=-2 x^{2}+x(a+b+c+d)+\kappa,
$$

$\kappa$ being a constant symmetrical in regard to $a, b, c, d$, which may be at once taken to be $=a^{2}+b^{2}+c^{2}+d^{2}-a b-a c-a d-b c-b d-c d$; then writing also

$$
\lambda=b^{2}+c^{2}+d^{2}-b c-b d-c d, \quad \mu=-b^{\prime} c^{\prime} d^{\prime}=a-b . a-c . a-d,
$$

the expression $a\{S+a(b+c+d-a)\}-b^{\prime} c^{\prime} d^{\prime}$ becomes $=a \lambda+\mu$; and the sought for equation thus is

$$
\Delta A=A \partial^{2} A-(\partial A)^{2}=\frac{1}{4} \Omega^{2}(a \lambda+\mu)(\partial u)^{2},
$$

the equation in $\Omega$ being of course

$$
\Delta \Omega=\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\frac{1}{4} \Omega^{2}\left\{-, 2 x^{2}+x(a+b+c+d)+\kappa\right\}(\partial u)^{2} .
$$

The theory in regard to the second derivatives is thus completed.
To adapt the formulæ to elliptic integrals, and ordinary $H$ and $\Theta$ functions, the radical must be brought to the form $\sqrt{x .1-x .1-k^{2} x}$. Writing for this purpose

$$
a, b, c, d=-k^{2} I^{2}, 0,1, \frac{1}{k^{2}}, \quad(I=\infty),
$$

substituting also $\frac{2 u}{I}$ for $u$, and $i k I . A, i B(i=\sqrt{ }-1$ as usual) for $A, B$ respectively, we find $\sqrt{a-x . b-x . c-x . \overline{d-x}}=I \sqrt{x .1-x .1-k^{2} x}$; and then

$$
2 \partial u=\frac{\partial x}{\sqrt{x .1-x .1-k^{2} x}}
$$

and

$$
A=\Omega, B=\Omega \sqrt{x}, C=\Omega \sqrt{1-x}, D=\frac{1}{k} \Omega \sqrt{1-k^{2} x}
$$

$\Omega$ is in this case $=A$, a 9 -function: and in the equation for $\Delta \Omega$, writing $A$ in place of $\Omega$, the equation becomes i

$$
A \partial^{2} A-(\partial A)^{2}=\frac{1}{4} A^{2}\left\{-2 x^{2}+x\left(-h^{2} I^{2}\right)+\kappa\right\} \frac{4(\partial u)^{2}}{I^{2}},
$$

viz. replacing ${ }_{I^{2}}^{\kappa}$ by a new constant, $=\lambda$ suppose and finally putting $I=\infty$, this is

$$
A \partial^{2} A-(\partial A)^{2}=A^{2}\left(\lambda-k^{2} x\right)(\partial u)^{2} .
$$

The differential equation is satisfied by $x=\operatorname{sn}^{2} u$, giving $1-x=\operatorname{cn}^{2} u, \quad 1-k^{2} x=\operatorname{dn}^{2} u$; and the equation for $A$ then is

$$
\partial^{2} \log A=\left(\lambda-k^{2} \operatorname{sn}^{2} u\right)(\partial u)^{2}
$$

or say

$$
A=L e^{\frac{1}{2} \lambda u^{2}-k \int_{0} \int_{0} \int_{0} d u \operatorname{sn}^{2} u},
$$

viz. by properly assuming the constants $L, \lambda$, we shall have $A=J$ Jacobi's function $\Theta u$ : and then $\operatorname{sn} u=\frac{B}{A}, \operatorname{cn} u=\frac{C}{A}, \operatorname{dn} u=\frac{k D}{A}$, which will give the ordinary expressions of $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$ in terms of $H, \Theta$.

Part II. The double 9-functions.
Passing now to the double 9 -functions, and writing for a moment

$$
\begin{aligned}
\sqrt{X} & =\sqrt{a-x \cdot b-x \cdot c-x \cdot d-x \cdot e-x \cdot f-x}, \\
\sqrt{Y} & =\sqrt{a-y \cdot b-y \cdot c-y \cdot d-y \cdot e-y \cdot f-y}
\end{aligned}
$$

the differential equations which connect $u, v$ with $x, y$ are

$$
\begin{aligned}
& \partial u=\frac{\partial x}{\sqrt{ } X}+\frac{\partial y}{\sqrt{ } \boldsymbol{V}} \\
& \partial v=\frac{x \partial x}{\sqrt{ } X}+\frac{y \partial y}{\sqrt{ } Y}
\end{aligned}
$$

There are here sixteen 9 -functions $A, B, C, D, E, F, A B, A C, A D, A E, B C, B D, B E$, $C D, C E, D E$, and an associated $\omega$-function $\Omega$, where for shortness I use the single and double letters $A, B, \ldots, A B, \ldots, \Omega$, instead of functional expressions $A(u, v), B(u, v), \ldots$, $A B(u, v), \ldots, \Omega(u, v)$, to denote functions of the two letters $u, v$. Writing also ( $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}$ ) for the differences $a-x, b-x$, etc., and ( $\mathrm{a}_{1}, \mathrm{~b}_{1}, \mathrm{c}_{1}, \mathrm{~d}_{1}, \mathrm{e}_{1}, \mathrm{f}_{1}$ ) for the differences $a-y, b-y$, etc., whence $V \bar{X}=\sqrt{\text { abcdef }}$ and $\sqrt{Y}=\sqrt{a_{1} b_{1} c_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}$, and $\theta$ for the difference $x-y$, we have sixteen $x y$-functions which are represented by

$$
\sqrt{ } a, \sqrt{ } b, \sqrt{ } c, \sqrt{ } d, \sqrt{ } e, \sqrt{ }, \sqrt{a b}, \sqrt{ } \bar{c}, \sqrt{a d}, \sqrt{a e}, \sqrt{b c}, \sqrt{b d}, \sqrt{b e}, \sqrt{c d}, \sqrt{c e}, \sqrt{ } \overline{d e},
$$

the values of which are

$$
\begin{aligned}
& \sqrt{ } a=\sqrt{\mathrm{aa}_{1}}, \text { (six equations) }, \\
& \vdots \\
& \sqrt{a b}=\frac{1}{\theta}\left\{\sqrt{\mathrm{abfc}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} \operatorname{cde}}\right\}, \text { (ten equations), } \\
& \vdots
\end{aligned}
$$

and the definitions of the sixteen $\mathfrak{Y}$-functions and the $\omega$-function are

$$
\begin{aligned}
& A=\Omega \sqrt{ } a, \quad \text { (six equations), } \\
& \vdots \\
& A B=\Omega \sqrt{ } a b, \text { (ten equations), }
\end{aligned}
$$

and one other equation to be afterwards mentioned.
I call to mind that, in a binary symbol such as $\sqrt{a b}$, it is always $f$ that accompanies the two expressed letters $a, b$ : the duad $a b$ is, in fact, an abbreviated expression for the double triad $a b f . c d e$ : and I remark also that I have for greater simplicity omitted certain constant factors which, in my second paper above referred to, were introduced as multipliers of the foregoing functions $\sqrt{ } a, \ldots, \sqrt{a b}, \ldots$ I remark also that, to avoid confusion, the square of any one of these functions $\sqrt{a}$ or $\sqrt{a b}$ is always written (not $a$ or $a b$, but) $(\sqrt{ } a)^{2}$ or $(\sqrt{a b})^{2}$.

I use $\partial$ as a symbol of total differentiation: thus

$$
\partial A=\frac{d A}{d u} \partial u+\frac{d A}{d v} \partial v, \quad \partial^{2} A=\frac{d^{2} A}{d u^{2}}(\partial u)^{2}+2 \frac{d^{2} A}{d u d v}(\partial u \partial v)+\frac{d^{2} A}{d v^{2}}(\partial v)^{2}, \text { etc. }
$$

Moreover I consider $\partial u$ and $\partial v$ as constants, and use single letters $\lambda$, $L$, etc., to denote linear functions $\alpha \partial u+\beta \partial v$, or quadric functions $\alpha(\partial u)^{2}+2 \beta \partial u \partial v+\gamma(\partial v)^{2}$ (as the
case may be) of these differentials; thns, in speaking of $A \partial B-B \partial A$ as a sum of products, it is implied that the coefficients of the several products are linear functions of $\partial u, \partial v$; and so in speaking of $A \partial^{2} A-(\partial A)^{2}$ as a sum of squares, it is in like manner implied that the coefficients of the several squares are quadric functions of $\partial u, \partial v$.

An $x y$-function is simplex, such as $\sqrt{ } a$, or complex, such as $\sqrt{ }$ ab; the square of the former is $\mathrm{aa}_{1}=a^{2}-a(x+y)+x y$, which is of the form $\lambda+\mu(x+y)+\nu x y$; the square of the latter is

$$
=\frac{1}{\theta^{2}}\left\{\mathrm{abfc}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} \mathrm{cde}-2 \sqrt{\overline{X Y}}\right\}
$$

where observe that the irrational part $-\frac{2}{\theta^{2}} \sqrt{X Y}$ is the same for all these squares: so that, taking any two such squares, their difference is $=\frac{1}{\theta^{2}}$ multiplied by a rational function of $x y$ : this rational function in fact divides by $\theta^{2}$, the quotient being a rational and integral function of the foregoing form $\lambda+\mu(x+y)+\nu x y$. Hence selecting any one of the complex functions, say $\sqrt{d e}$, the square of any other of the complex functions is equal to the square of this plus a term $\lambda+\mu(x+y)+\nu x y$; and hence the square of any function simplex or complex is of the form $\lambda+\mu(x+y)+\nu x y+\rho(\sqrt{d e})^{2}$; this being so, the squares of the $x y$-functions may be regarded as forming a single set; every sum of squares is a function of this form $\lambda+\mu(x+y)+\nu x y+\rho(\sqrt{d e})^{2}$; and conversely every function of this form is a sum of squares. A sum of squares thus depends upon four arbitrary coefficients $\lambda, \mu, \nu, \rho$; and we may, in an infinity of ways, select four out of the 16 squares such that every sum of squares can be represented as a sum of these four squares each multiplicd by the proper coefficient; say as a sum of the selected four squares: in particular, each of the remaining squares can be expressed as a sum of the selected four squares. It appears, by the first of my papers above referred to, that there are systems of four squares comnected together by a linear equation: we are not here concerned with such systems; only of course the four selected squares must not belong to such a system.

We have the products of the $x y$-functions, where by product is meant a product of two functions. The number of products is of course $=120$, but distinguishing these according to the radicals which they respectively contain, they form 30 different sets. Thus we have

$$
\begin{aligned}
& \sqrt{ } b \sqrt{a \bar{b}}=\frac{1}{\theta}\left\{b \sqrt{\mathrm{afb}_{1} \mathrm{c}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}}-\mathrm{b}_{1} \sqrt{\mathrm{a}_{1} \mathrm{f}_{\mathrm{t}} \mathrm{bcde}}\right\}, \\
& \sqrt{ } c \sqrt{ } \overline{a c}=\frac{1}{\theta}\left\{c \quad, \quad-c_{1} \quad, \quad\right\} \text {, } \\
& \sqrt{ } l \sqrt{ } a \vec{d}=\frac{1}{\theta}\left\{\mathrm{~d} \quad, \quad-\mathrm{d}_{1} \quad, \quad\right\}, \\
& \sqrt{ } e \sqrt{ } \mathrm{a} e=\frac{1}{\theta}\left\{\mathrm{e} \quad, \quad-\mathrm{c}_{1} \quad, \quad\right\},
\end{aligned}
$$

which four expressions form a set, and there are 15 such sets. The set written down may be called the set af: and the fifteen sets are of course ab, ac, etc.

Again, we have

$$
\begin{aligned}
& \sqrt{ } a \sqrt{ } b=\quad \sqrt{\mathrm{aba}_{1} \mathrm{~b}_{1}}, \\
& \sqrt{a c} \sqrt{b c}=\frac{1}{\theta^{2}}\left\{\left(\operatorname{cfd}_{1} \mathrm{e}_{1}+\mathrm{c}_{1} \mathrm{f}_{1} \mathrm{de}\right) \sqrt{a b a_{1} b_{1}}-\left(a b_{1}+a_{2} b\right) \sqrt{\operatorname{cdefc}_{1} d_{2} \mathrm{e}_{1} \mathrm{f}_{1}}\right\}, \\
& \sqrt{a d} \sqrt{b d}=\frac{1}{\theta^{2}}\left\{\left(\mathrm{dfc}_{-1} \mathrm{e}_{1}+\mathrm{d}_{2} \mathrm{f}_{2} \mathrm{ce}\right) \quad, \quad-\quad " \quad, \quad\right\}, \\
& \sqrt{a e} \sqrt{b e}=\frac{1}{\theta^{2}}\left\{\left(\operatorname{efc}_{2} \mathrm{~d}_{1}+\mathrm{c}_{2} \mathrm{f}_{1} \mathrm{c} \mathrm{~d}\right) \quad n \quad-\quad \geqslant \quad\right\},
\end{aligned}
$$

which four expressions form a set, and there are 15 such sets. The sct written down may be called the set $a b a_{1} b_{1}$ : and the fifteen sets are of course $a b a_{1} b_{1}, a c a_{2} c_{1}$, etc. The 15 and 15 sets make in all 30 sets as mentioned above.

The expression, a sum of products, means as already explained a sum of products belonging to the same set; and there are thus 30 forms of a sum of products. The products of the same set are connected by two linear relations, so that, selecting at pleasure any two of the products, the other two products can be expressed each of them as a linear function of these; hence a sum of products contains only two arbitrary coefficients.

Reverting now to the equations $A=\Omega \sqrt{ } a$, etc., we see at once the form of the algebraical equations which connect the $16 \uparrow$-functions. Every squared function $A^{2}, \ldots,(A B)^{2}, \ldots$ is a sum of squares, whence selecting (as may be done in a great number of ways) four of these squared functions, each of the remaining 12 squares is a sum of these four squares each multiplied by the proper coefficient; or say it is a sum of the four selected squares. And in like manner the 120 products of two of the 16 functions form 30 sets, such that selecting at pleasure two of the set, the remaining two of the set are each of them a linear function of these.

Considering the first derived functions $\partial A, \partial B, \ldots, \partial A B, \ldots$, each of these contains a term in $\partial \Omega$; but $\partial \Omega$ disappears (as is obvious) from the several combinations $I \partial J-J \partial I$ (I write $I$ and similarly $J$ to denote indifferently a single letter $A$ or a double letter $A B)$ : and, without in any wise fixing the value of $\Omega$, we in fact find that each of these expressions is a sum of products.

Passing to the second derived functions, and forming the combinations $A \partial^{2} A-(\partial A)^{2}$, etc., or to include the two cascs of the single and the double letter, say $I \partial^{2} I-(\partial I)^{2}$, each of these will contain a multiple of $\Omega \partial^{2} \Omega-(\partial \Omega)^{2}$; but if we assume this expression $\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\Omega^{2} M$, where $M$ is a quadric function of $\partial u, \partial v$, the coefficients of $(\partial u)^{2}, \partial u \partial v,(\partial v)^{2}$ being properly determined functions of $x y$, then it is found that each of the expressions in question $I \partial^{2} I-(\partial I)^{2}$ becomes equal to a sum of squares.

It is to be observed that $M$ is not altogether arbitrary: the equation as containing terms in $(\partial u)^{2}, \partial u \partial v$, and $(\partial v)^{2}$, in fact represents three partial differential
equations, which for an arbitrary value of $M$ would be inconsistent with each other: it is therefore necessary to verify that the value assigned to $M$ is such as to renderthe three equations consistent with each other, and this will accordingly be done.

The foregoing equation

$$
\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\Omega^{2} M,
$$

where $M$ has its proper value, (or say the three partial differential equations into which this breaks up), constitutes the other equation above referred to, which with the original equations $A=\Omega \sqrt{ } a$, etc., serve to define the sixteen 9 -functions and $\Omega$.

The remainder of the present memoir is occupied with the analytical investigation of the foregoing theorems. Although the mere algebraical work is very long, yet it appears to me interesting, and I have thought it best to give it in detail.

## The analytical theory: various subheadings.

The equations

$$
\begin{aligned}
& \partial u=\frac{\partial x}{\sqrt{ } X}+\frac{\partial y}{\sqrt{ } Y} \\
& \partial v=\frac{x \partial x}{\sqrt{ } X}+\frac{y \partial y}{\sqrt{ } Y}
\end{aligned}
$$

give

$$
\frac{\theta \partial x}{\sqrt{X}}=\partial v-y \partial u, \quad-\frac{\theta \partial y}{\sqrt{ } Y}=\partial v-x \partial u
$$

which determine $\partial x, \partial y$ in terms of $\partial u, \partial v$. A different form is sometimes convenient; writing $\partial_{\omega}=\partial v-a \partial u$, and recollecting that $a, a_{1}$ denote $a-x, a-y$ respectively, the equations, become

$$
\frac{\theta \partial x}{\sqrt{ } X}=\partial w+\mathrm{a}_{1} \partial u, \quad-\frac{\theta \partial y}{\sqrt{ } Y}=\partial \sigma+\mathrm{a} \partial u
$$

Expression for $\partial \sqrt{ }$ a.
We have

$$
\begin{aligned}
\partial \sqrt{ } a & =\partial \sqrt{\mathrm{aa}_{1}}=\frac{1}{2 \sqrt{\mathrm{aa}_{1}}}\left(\mathrm{a} \partial \mathrm{a}_{1}+\mathrm{a}_{1} \partial \mathrm{a}\right)=-\frac{1}{2 \sqrt{\mathrm{aa}_{1}}}\left(\mathrm{a} \partial y+\mathrm{a}_{1} \partial x\right) \\
& =\frac{1}{2 \sqrt{\mathrm{aa}_{1}}} \frac{1}{\theta}\left\{\mathrm{a} \sqrt{Y}(\partial v-x \partial u)-\mathrm{a}_{1} \sqrt{X}(\partial v-y \partial u)\right\} ;
\end{aligned}
$$

substituting for $\sqrt{X}, \sqrt{Y}$ their values $\sqrt{\text { abcdef, }} \sqrt{a_{2} b_{1} c_{1}} d_{1} \bar{e}_{1} f_{1}$, this is

$$
\partial \sqrt{ } a=\frac{\frac{1}{2}}{\theta}\left\{\sqrt{\mathrm{ab}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{c}_{1} \mathrm{f}_{1}}(\partial v-x \partial u)-\sqrt{\mathrm{a}_{1} \mathrm{bcdef}}(\partial v-y \partial u)\right\},
$$

and by the mere interchange of letters we can of course find $\partial \sqrt{ } b$, etc.
c. x .

## Expression for $\partial \sqrt{a b}$.

We have next to find

$$
\partial \sqrt{a \bar{b}}=\partial \frac{1}{\theta}\left\{\sqrt{\overline{\mathrm{abf}} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{\mathrm{y}} \mathrm{c} \overline{\mathrm{e}}}\right\} ;
$$

here

$$
\partial \theta=\partial x-\partial y, \quad=\frac{1}{\theta}\left\{\sqrt{\operatorname{abcdef}}(\partial v-y \partial u)+\sqrt{a_{1} b_{1} c_{1} d_{1} \mathbf{e}_{1} f_{1}}(\partial v-x \partial u)\right\},
$$

and consequently $\partial \sqrt{a b}$ contains a term

$$
-\frac{\partial \theta}{\theta^{2}}\left\{\sqrt{\mathrm{ab} b c_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}-\sqrt{\mathrm{a}_{1}} \overline{b_{1} f_{2} \mathrm{c} \cdot \mathrm{e}}\right\}
$$

which is

$$
\begin{gathered}
=\frac{1}{\theta^{3}}\left\{\left(-\operatorname{abf} \sqrt{\text { cdec }_{1} d_{1} e_{1}}+\text { cde } \sqrt{\left.a^{a b f a_{1} b_{1} f_{1}}\right)(\partial v-y \partial u)}\right.\right. \\
\left.+\left(-\mathrm{c}_{1} d_{1} \mathrm{e}_{1} \sqrt{\mathrm{abfa}_{a_{1}} \mathrm{~b}_{1} \mathrm{f}_{1}}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} \sqrt{\text { edec }_{1} d_{1} \mathrm{e}_{1}}\right)(\partial v-x \partial u)\right\},
\end{gathered}
$$

or, what is the same thing,

$$
\begin{aligned}
=\frac{1}{\theta^{2}}\{ & \sqrt{\operatorname{abfa}_{1} b_{1} f_{1}}\left(\frac{c d c-c_{1} d_{1} \mathrm{e}_{1}}{\theta} \partial v+\frac{-\operatorname{cdc} y+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} x}{\theta} \partial u\right) \\
& \left.+\sqrt{c \operatorname{cdec}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}\left(\frac{-\mathrm{abf}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}}{\theta} \partial v+\frac{\operatorname{abf} y-\mathbf{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} x}{\theta} \partial u\right)\right\} .
\end{aligned}
$$

Now

$$
\begin{aligned}
\frac{\mathrm{cde}-\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta} & =-(c d+c e+d e)+(c+d+e)(x+y)-x^{2}-x y-y^{2}, \\
\frac{-\operatorname{cde} y+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{\mathrm{s}} x}{\theta} & =c d e-(c+d+e) x y+x y(x+y)
\end{aligned}
$$

with the like formulæ with $a, b$, $f$ instead of $c, d$, e. Hence the foregoing, or say the first, part of $\partial \sqrt{a b}$ is

$$
\begin{aligned}
=\frac{1}{\theta^{2}}\left[\sqrt{\mathrm{abf} \mathrm{a}_{1} \mathrm{~b}_{1}} \mathrm{f}_{1}(\{-(c d+c e+d e)+(c+d+e)(x+y)\right. & \left.-x^{2}-x y-y^{2}\right\} \partial v \\
& +\{c d e-(c+d+e) x y+x y(x+y)\} \partial u) \\
+\sqrt{\operatorname{cdec}_{1} \mathrm{~d}_{2} \mathrm{c}_{1}}(\{\quad a b+a f+b f-(a+b+f)(x+y) & \left.+x^{2}+x y+y^{2}\right\} \partial v \\
& +\{-a b f+(a+b+f) x y-x y(x+y)\} \partial u)]
\end{aligned}
$$

The other or second part of $\partial \sqrt{a b}$, using for shortness an accent to denote differentiation in regard to $x$ or to $y$, according as it is applied to a function of $x$ or of $y$, is readily found to be

$$
\begin{aligned}
= & \frac{\frac{1}{2}}{\theta^{2}}\left[\sqrt{\mathrm{abfa}_{1} \mathrm{~b}_{1} \mathrm{f}_{\mathrm{s}}}\left(\left\{-(\mathrm{ede})^{\prime}-\left(\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}\right)^{\prime}\right\} \partial v+\left\{y(\mathrm{cde})^{\prime}+x\left(\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}\right)^{\prime}\right\} \partial u\right)\right. \\
& \left.+\sqrt{\mathrm{cdec}_{1} \mathrm{~d}_{\mathrm{s}} \mathrm{e}_{1}}\left(\left\{\quad(\mathrm{abf})^{\prime}+\left(\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}\right)^{\prime}\right\} \partial v+\left\{-y(\mathrm{abf})^{\prime}-x\left(\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}\right)\right\} \partial u\right)\right] .
\end{aligned}
$$

Hence uniting the two terms so as to form the complete value of $\partial \sqrt{a b}$, we have first, a term $\frac{1}{\theta^{2}} \sqrt{\mathrm{abfa}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}} \partial v$, the coefficient of which is

$$
\begin{aligned}
= & -(c d+c e+d e)+(c+d+e)(x+y)-x^{2}-x y-y^{2} \\
& -\frac{1}{2}\left\{(c \mathrm{cde})^{\prime}+\left(\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}\right)^{\prime}\right\}:
\end{aligned}
$$

this second line is

$$
=c d+c e+d e-(c+d+e)(x+y)+\frac{3}{2} x^{2}+\frac{3}{2} y^{2},
$$

or the coefficient is $-\frac{1}{2} x^{2}+x y-\frac{1}{2} y^{2},=-\frac{1}{2} \theta^{2}$; the term is thus

$$
=\frac{1}{2} \sqrt{\mathrm{abfa}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}} \partial v .
$$

Secondly, a term in $\frac{1}{\boldsymbol{\theta}^{2}} \sqrt{\operatorname{cdec}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}} \partial v$ which is in like manner found to be

$$
=-\frac{1}{2} \sqrt{\operatorname{cdec}_{1} \mathrm{~d}_{1} \mathrm{e}_{2}} \partial v .
$$

Thirdly, a term $\frac{1}{\theta^{2}} \sqrt{a b f a_{1} b_{1} f_{1}} \partial u$, the coefficient of which is

$$
\begin{aligned}
= & c d e-(c+d+e) x y+x^{3} y+x y^{2} \\
& +\frac{1}{2}\left\{y(\text { cde })^{\prime}+x\left(\mathrm{c}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}\right)^{\prime}\right\}:
\end{aligned}
$$

this second line is

$$
=-(c d+c e+d e) \frac{1}{2}(x+y)+(c+d+e) 2 x y-\frac{3}{2} x^{2} y-\frac{3}{2} x y^{2},
$$

and the coefficient is thus
which is

$$
\begin{array}{rlr}
=\frac{1}{2}\{2 c d e-(c d+c e+d e)(x+y) & +(c+d+e)\left(x^{2}+y^{2}\right)-x^{3} & -y^{3} \\
& \left.-(c+d+e)(x-y)^{2}+x^{3}-x^{2} y-x y^{2}+y^{3}\right\}
\end{array}
$$

or the term is

$$
=\frac{1}{2}\left\{\text { cde }+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}-(c+d+e) \theta^{2}+(x+y) \theta^{2}\right\}
$$

$$
=\frac{1}{2} \sqrt{\mathrm{abfa}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}}\left\{\frac{c \mathrm{de}+\mathrm{c}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}}{\theta^{2}}-(c+d+e)+x+y\right\} \partial u .
$$

And, fourthly, a term in $\frac{1}{\theta^{2}} \sqrt{c^{c}} \overline{\operatorname{cdec}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}} \partial u$, which is in like manner found to be

$$
=-\frac{1}{2} \sqrt{\operatorname{cdec}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}}\left\{\frac{\mathrm{abf}+\mathrm{a}_{2} \mathrm{~b}_{1} \mathrm{f}_{1}}{\theta^{2}}-(a+b+f)+x+y\right\} \partial u
$$

Hence combining these several terms, we have finally

$$
\begin{aligned}
\partial \sqrt{c \bar{b}} & =\frac{1}{2} \sqrt{\mathrm{abf}_{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}}}\left[\partial v+\left(\frac{\mathrm{cde}+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta^{3}}-c-d-e+x+y\right) \partial u\right] \\
& +\frac{1}{2} \sqrt{\mathrm{cdec}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}}\left[-\partial v-\left(\frac{\text { abf }+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}}{\theta^{2}}-a-b-f+x+y\right) \partial u\right] ;
\end{aligned}
$$

and by the mere interchange of letters we can of course find $\partial \sqrt{a c}$, etc.

Expression for $A \partial B-B \partial A$.
Starting now from the equations $A=\Omega \sqrt{ } a, B=\Omega \sqrt{ } b$, we obtain

$$
\begin{aligned}
& A \partial B-B \partial A=\Omega^{2}\{\sqrt{ } a \partial \sqrt{ } b-\sqrt{ } b \partial \sqrt{ } a\} \\
& =\frac{\frac{1}{2} \Omega^{2}}{\theta}\left(\sqrt{\mathrm{aa}_{1}}\left\{\sqrt{\mathrm{ba}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}(\partial v-x \partial u)-\sqrt{\mathrm{b}_{1} \operatorname{acdef}}(\partial v-y \partial u)\right\}\right. \\
& \left.-\sqrt{b b_{1}}\left\{\sqrt{a b_{1} \varepsilon_{1} d_{1}} \bar{e}_{1} \bar{f}_{1}(, \quad)-\sqrt{a_{1} \operatorname{bedef}}(, \quad)\right\}\right), \\
& =\frac{\frac{1}{2} \Omega^{2}}{\theta}\left\{\left(\mathrm{a}_{1}-\mathrm{b}_{1}\right) \sqrt{\mathrm{ab} \mathrm{~b}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}(\partial v-x \partial u)-(\mathrm{a}-\mathrm{b}) \sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{cdef}}(\partial v-y \partial u)\right\} ;
\end{aligned}
$$

or since $a_{1}-b_{1}=a-b=a-b$, this is

$$
A \partial B-B \partial A=\frac{\frac{1}{2} \Omega^{2}}{\theta}(a-b)\left\{\sqrt{\mathrm{abc}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}(\partial v-x \partial u)-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \operatorname{cdef}}(\partial v-y \partial u)\right\},
$$

which is a sum of products of the set $a b$ : in fact, the four products of this set are

$$
\begin{aligned}
& \sqrt{ } f \sqrt{\bar{a} \bar{b}}=\frac{1}{\theta}\left\{\quad \mathrm{f} \sqrt{a b c_{1} d_{1} e_{1} f_{1}}-f_{1} \sqrt{\left.a_{1} b_{1} \text { cdef }\right\}}\right\}, \\
& \sqrt{ } c \sqrt{ } d e=\frac{1}{\theta}\left\{-\mathrm{c} \quad, \quad+\mathrm{c}_{1} \quad, \quad\right\}, \\
& \sqrt{ } d \sqrt{c e}=\frac{1}{\theta}\left\{-\mathrm{d} \quad, \quad+\mathrm{d}_{1} \quad, \quad\right\} \\
& \sqrt{ } e \sqrt{c d}=\frac{1}{\boldsymbol{\theta}}\left\{-\mathrm{e} \quad, \quad+\mathrm{e}_{1} \quad, \quad\right\} ;
\end{aligned}
$$

choosing any two of these at pleasure, for instance the first and second, multiplying by $\partial v-c \partial u, \partial v-f \partial u$ and adding, we have

$$
\left.\begin{array}{r}
(\partial v-c \partial u) \sqrt{ } f \sqrt{a b} \\
+(\partial v-f \partial u) \sqrt{ } c \sqrt{d e}
\end{array}\right\}=\left\{\begin{array}{l}
1,(\partial v-c \partial u) \mathrm{f} \sqrt{\mathrm{abc}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}-(\partial v-c \partial u) \mathrm{f}_{1} \sqrt{\left.\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{cdcf}\right\}} \\
\frac{1}{\theta}\left\{-(\partial v-f \partial u) \mathrm{c} \quad, \quad+(\partial v-f \partial u) \mathrm{c}_{1} \quad, \quad\right\},
\end{array}\right.
$$

where the coefficients $\mathrm{f}(\partial v-c \partial u)-\mathrm{c}(\partial v-f \partial u)$, and $\mathrm{f}_{1}(\partial v-c \partial u)-\mathrm{c}_{1}(\partial v-f \partial u)$, by substituting for $\mathrm{f}, \mathrm{c}, \mathrm{f}_{1}, \mathrm{e}_{1}$ their values, become $=(f-c)(\partial v-x \partial u)$ and $(f-c)(\partial v-y \partial u)$; and the expression is thus

$$
=\frac{f-c}{\theta}\left\{\sqrt{\operatorname{abc}_{1} \mathrm{~d}_{3} \mathrm{c}_{1} \mathrm{f}_{1}}(\partial v-x \partial u)-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \operatorname{cdef}}(\partial v-y \partial u)\right\} .
$$

Reverting to the original expression for $A \partial \beta-B \partial A$, it may be remarked that, if we write $\partial v-a \partial u=\partial w, \partial v-b \partial u=\partial \sigma$, then

$$
(a-b)(\partial v-x \partial u)=\mathrm{a} \partial \sigma-\mathrm{b} \partial \sigma, \quad(a-b)(\partial v-y \partial u)=\mathrm{a}_{1} \partial \sigma-\mathrm{b}_{1} \partial \varpi,
$$

and the formula thus becomes

$$
A \partial B-B \partial A=\frac{\frac{1}{2} \Omega^{2}}{\theta}\left\{\sqrt{\mathrm{abc}_{1} \mathrm{~d}_{1} \mathrm{c}_{1} \mathrm{f}_{1}}(\mathrm{a} \partial \dot{\sigma}-\mathrm{b} \partial \sigma)-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \operatorname{cdef}}\left(\mathrm{a}_{1} \partial \sigma-\mathrm{b}_{1} \partial \sigma\right)\right\}:
$$

but I shall not in the sequel use this formula, or the notation $\partial v-b \partial u=\partial \sigma$ introduced for obtaining it.

## Expression for $A \partial A B-A B \partial A$.

Starting from the equations $A=\Omega \sqrt{ } a$ and $A B=\Omega \sqrt{a b}$, we have

$$
A \partial A B-A B \partial A=\Omega^{2}\{\sqrt{ } a \partial \sqrt{a b}-\sqrt{\prime} a b \partial \sqrt{ } a\}
$$

where the term in $\}$ is

$$
\begin{aligned}
& =\sqrt{\mathrm{aa}_{1}}\left[\frac{1}{2} \sqrt{\mathrm{abfa}_{1} \mathrm{~b}_{\mathrm{f}} \mathrm{f}_{2}}\left\{\partial v+\left(\frac{\mathrm{cde}+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}}{\boldsymbol{\theta}^{2}}-c-d-e+x+y\right) \partial u\right\}\right. \\
& \left.+\frac{1}{2} \sqrt{\operatorname{cdec}_{1} \mathrm{~d}_{\mathrm{t}} \mathrm{e}_{1}}\left\{-\partial v-\left(\frac{\operatorname{abf}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}}{\theta^{2}}-a-b-f+x+y\right) \partial u\right\}\right] \\
& -\frac{\frac{1}{3}}{\theta^{2}}\left(\sqrt{\mathrm{abfc} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}}-\sqrt{\left.\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{3} \mathrm{c} c \mathrm{e}\right)}\right)\left[\sqrt{\mathrm{ab}_{1_{1} \mathrm{c}_{1} d_{1} \mathrm{e}_{1} \mathrm{f}_{1}}}(\partial v-x \partial u)-\sqrt{\mathrm{a}_{1} \mathrm{bcdef}}(\partial v-y \partial u)\right] .
\end{aligned}
$$

To reduce this, I write $\partial v-u \partial u=\partial \sigma$, and therefore

$$
\partial v-x \partial u=\partial w+\mathrm{a} \partial u, \quad \partial v-y \partial u=\partial w+\mathrm{a}_{1} \partial u ;
$$

then for convenience multiplying by $2 \theta^{2}$, the term is

$$
\begin{aligned}
& =\mathrm{aa}_{1} \sqrt{\mathrm{bf} \mathrm{~b}_{1} \mathrm{f}_{1}}\left\{\quad \theta^{2} \partial w+\left[(a-c-d-e+x+y) \theta^{2}+c d e+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}\right] \partial u\right\} \\
& +\sqrt{\mathrm{acdea}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}\left\{-\theta^{2} \partial \sigma+\left[\quad(b+f-x-y) \theta^{*}-\mathrm{abf}-\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}\right] \partial u\right\} \\
& -\left(\sqrt{a b f c_{1} d_{1} e_{1}}-\sqrt{a_{1} b_{1} f_{1} c d e}\right)\left\{\sqrt{a b_{1} c_{1} d_{1} e_{1} f_{1}}(\partial m+a \partial u)-\sqrt{a_{1} b \operatorname{bcdef}}\left(\partial w+a_{1} \partial u\right)\right\} .
\end{aligned}
$$

The last line hereof is

$$
\begin{aligned}
& =\quad \sqrt{b_{f b_{1} f_{1}}\left\{-\mathrm{ac}_{1} d_{1} \mathrm{e}_{1}(\partial \sigma+\mathrm{a} \partial u)-\mathrm{a}_{1} \operatorname{cdc}\left(\partial \sigma+\mathrm{a}_{1} \partial u\right)\right\}} \\
& +\sqrt{a_{c d e} a_{1} c_{1} d_{1} \mathrm{e}_{1}}\left\{\quad b_{1} \mathrm{f}_{1}(\partial \sigma+a \partial u)+\quad b f\left(\partial \sigma+a_{1} \partial u\right)\right\} .
\end{aligned}
$$

Hence we have first, a term in $\sqrt{\text { acdea } a_{1} c_{1} d_{1} \mathrm{e}_{1}}$, the coefficient of which is

$$
=-\theta^{2} \partial w+\left[(b+f-x-y) \theta^{2}-a b f-a_{1} b_{1} f_{1}\right] \partial u+b_{1} \mathrm{f}_{1}(\partial \tau+\mathrm{a} \partial u)+\mathrm{bf}\left(\partial w+\mathrm{a}_{1} \partial u\right),
$$

viz. this is

$$
=\partial w\left(-\theta^{2}+b_{1} \mathrm{f}_{1}+\mathrm{bf}\right)+\partial u\left[-\left(a-\mathrm{a}_{1}\right)\left(b \mathrm{f}-\mathrm{b}_{1} \mathrm{f}_{1}\right)+(b+f-x-y) \theta^{2}\right],
$$

where $\left(b-b_{1}\right)\left(f-f_{1}\right)=\theta^{2}$, that is, $b f+b_{1} f_{1}-\theta^{2}=b f_{1}+b_{1} f^{\prime}$, also

$$
\left(\mathrm{a}-\mathrm{a}_{1}\right)\left(\mathrm{bf}-\mathrm{b}_{1} \mathrm{f}_{\mathrm{l}}\right)=(b+f-x-y) \theta^{2},
$$

or the coefficient is $=\left(b f_{1}+b_{1} f\right) \partial w:$ viz. the term in question is

$$
=\sqrt{\text { acdea } a_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}\left(\mathrm{bf} \mathrm{f}_{1}+\mathrm{b}_{1} \mathrm{f}\right) \partial \sigma .
$$

We have then, secondly, a term in $\sqrt{\mathrm{bfb}_{1} \mathrm{f}_{1}}$, the coefficient of which is

$$
\begin{gathered}
=\mathrm{aa}_{1}\left\{\theta^{2} \partial \sigma+\left[(a-c-d-e+x+y) \theta^{2}+\operatorname{cde}+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}\right] \partial u\right\} \\
-\mathrm{ac}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}(\partial \sigma+\mathrm{a} \partial u)-\mathrm{a}_{1} \operatorname{cdc}\left(\partial \sigma+\mathrm{a}_{1} \partial u\right),
\end{gathered}
$$

viz. this is

$$
=\left(\mathrm{aa}_{1} \theta^{2}-\mathrm{ac}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}-\mathrm{a}_{1} \mathrm{cde}\right) \partial w+\left[\mathrm{aa}_{1}(a-c-d-e+x+y) \theta^{2}+\left(\mathrm{a}_{1} \mathrm{cde}-\mathrm{ac}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}\right)\left(\mathrm{a}-\mathrm{a}_{1}\right)\right] \partial u .
$$

We have $a-a_{1}=-\theta$; also $a_{1} c d e-a_{1} d_{1} \mathrm{e}_{1}$

$$
=\theta\left\{c d e-a(c d+c e+d e)+(c+d+e)[u(x+y)-x y]-a\left(x^{2}+x y+y^{2}\right)+x y(x+y)\right\},
$$

where the coefficient of $\theta$ is

$$
=-(a-c)(a-d)(a-e)-(c+d+e)\left[a^{2}-a(x+y)+x y\right]+(a+x+y)\left[a^{2}-a(x+y)+x y\right],
$$

viz. it is

$$
=-(a-c)(a-d)(a-e)+\mathrm{aa}_{1}(a-c-d-e+x+y) .
$$

Hence the coefficient in question is

$$
=\left(\mathrm{aa}_{1} \theta^{2}-\mathrm{ac}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}-\mathrm{a}_{1} \mathrm{cde}\right) \partial w+(a-c)(a-d)(a-e) \theta^{2} \partial u,
$$

and the second term is $=\sqrt{\mathrm{bff}_{1} \mathrm{f}_{1}}$, multiplied by this coefficient.
Hence, observing that the whole has to be multiplied by $\frac{\frac{1}{2}}{\theta^{2}} \Omega^{2}$, we find

$$
\begin{gathered}
A \partial A B-A B \partial A=\frac{\frac{1}{2}}{\theta^{2}} \Omega^{2}\left\{\sqrt{\text { acdea }_{1} \mathrm{c}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}}\left(\mathrm{bf}_{1}+\mathrm{b}_{1} \mathrm{f}\right) \partial \sigma\right. \\
+\sqrt{\left.\mathrm{bfb}_{1} \mathrm{f}_{1}\left[\left(\mathrm{aa}_{1} \theta^{2}-\mathrm{ac}_{1} \mathrm{~d}_{2} \mathrm{e}_{1}-\mathrm{a}_{1} \mathrm{cde}\right) \partial \sigma+(a-c)(a-d)(a-e) \theta^{2} \partial u\right]\right\},}
\end{gathered}
$$

where I retain $\partial \mathrm{m}$ in place of its value, $=\partial v-a \partial u$.
This is a sum of products of the set bfb $_{1} f_{1}$ : we, in fact, have

$$
\begin{aligned}
& \sqrt{a c} \sqrt{d e}=\frac{1}{\theta^{2}}\left\{\left(b \mathrm{bf}_{1}+\mathrm{b}_{1} \mathrm{f}\right) \sqrt{\mathrm{acdea} \boldsymbol{c}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}}-\left(\operatorname{acd}_{1} \mathrm{e}_{1}+\mathrm{a}_{2} \mathrm{c}_{1} \mathrm{dc}\right) \sqrt{\mathrm{bf} \mathrm{~b}_{2} \mathrm{f}_{1}}\right\}, \\
& \left.\sqrt{a d} \sqrt{c e}=, \quad, \quad-\left(\mathrm{adc}_{1} \mathrm{e}_{1}+\mathrm{a}_{2} \mathrm{~d}_{1} \mathrm{ce}\right) \quad, \quad\right\} \text {, } \\
& \sqrt{u e} \sqrt{c d}=,\left\{\quad, \quad-\left(\text { aec }_{1} \mathrm{~d}_{1}+\mathrm{a}_{1} \mathrm{e}_{1} \mathrm{~cd}\right) \quad "\right\}, \\
& \left.\sqrt{ } b \sqrt{ } f=, \quad+\quad+\theta^{2} \quad,\right\},
\end{aligned}
$$

and selecting any two of these, for instance the first and the fourth, the coefficient of $\frac{\theta^{2}}{\theta^{2}} \Omega^{2}$ is at once seen to be of the form $\partial \infty \sqrt{a c} \sqrt{d e}+K \sqrt{ } b \sqrt{ } f$; and for the determination of $K$, we have

$$
\left(-\operatorname{acd}_{1} \mathrm{e}_{1}-\mathrm{a}_{1} \mathrm{c}_{1} \mathrm{de}\right) \partial \sigma+K \theta^{2}=\left(\mathrm{aa}_{1} \theta^{2}-\mathrm{ac}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}-\mathrm{a}_{1} \mathrm{cde}\right) \partial \sigma+(a-c)(a-d)(a-e) \theta^{2} \partial u
$$

viz. this gives

$$
K \theta^{2}=\left\{\mathrm{aa}_{1} \theta^{2}+\left(\mathrm{c}-\mathrm{c}_{1}\right)\left(\mathrm{ad}_{1} \mathrm{e}_{1}-\mathrm{a}_{1} \mathrm{de}\right)\right\} \partial \sigma+(a-c)(a-d)(a-e) \theta^{2} \partial u .
$$

We then have

$$
\left(\mathrm{c}-\mathrm{c}_{1}\right)\left(\mathrm{ad}_{1} \mathrm{e}_{1}-\mathrm{a}_{2} \mathrm{de}\right)=\theta^{3}\left\{-\mathrm{aa}_{1}+(a-d)(a-e)\right\},
$$

and the whole equation divides by $\theta^{2}$; substituting for $\partial_{\sigma}$ its value, we find

$$
K=(a-d)(u-e)(\partial v-c \partial u) .
$$

Expression for $A C \partial A B-A B \partial A C$.
Starting in like manner from the equations $A B=\Omega \sqrt{a b}, A C=\Omega \sqrt{a c}$, we have

$$
A C \partial A B-A B \partial A C=\frac{\frac{1}{2}}{\theta} \Omega^{2}
$$

multiplied by

$$
\begin{aligned}
& \left.\left(\sqrt{\mathrm{acfb}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{c}_{\mathrm{f}} \mathrm{f}_{1} \mathrm{bde}}\right) \int \sqrt{\mathrm{abfa}_{1} \mathrm{~b}_{1} \mathrm{f}_{2}}\left[\partial \sigma+\left(a-c-d-e+x+y+\frac{\mathrm{cde}+\mathrm{c}_{2} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta^{2}}\right) \partial u\right]\right\} \\
& \left(+\sqrt{\operatorname{cdec}_{1} d_{1} \mathrm{e}_{1}}\left[-\partial \sigma+\left(\quad b+f-x-y-\frac{\mathrm{abf}+\mathrm{a}_{2} \mathrm{~b}_{1} \mathrm{f}_{\mathrm{i}}}{\theta^{2}}\right) \partial u\right]\right) \\
& +\left(-\sqrt{\mathrm{abfc}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}-\sqrt{\left.\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} \mathrm{cde}\right)}\left\{\begin{array}{r}
\left.\sqrt{\mathrm{acf} \overline{\mathrm{a}}_{1} \mathrm{c}_{1} \mathrm{f}_{1}}\left[\begin{array}{r} 
\\
\\
+\sqrt{ } \mathrm{bde} \mathrm{~b}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}
\end{array}\right]-\partial \sigma+\left(a-b-d-e+x+y+\frac{b d e+b_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta^{2}}\right) \partial u\right]
\end{array}\right\},\right.
\end{aligned}
$$

which, omitting the factor $\frac{\frac{1}{2}}{\theta} \Omega^{2}$, is

$$
\begin{aligned}
& =\left\{\quad a f b_{1} \sqrt{b c a_{1} d_{1} c_{1} f_{1}}-\mathrm{a}_{1} \mathrm{f}_{1} \mathrm{~b} \sqrt{\mathrm{~b}_{1} \mathrm{c}_{1} \operatorname{def}}\right\}\left[\partial \sigma+\left(a-c-d-e+x+y+\frac{\mathrm{cde}+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta^{2}}\right) \partial u\right] \\
& \left.+1 \mathrm{~cd}_{1} \mathrm{c}_{1} \sqrt{ } \overline{b_{1} c_{1} a d e f}-\mathrm{c}_{1} \mathrm{dc} \sqrt{ } \sqrt{b c a_{1}} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{3}\right\}\left[-\partial w+\left(\quad b+f-x-y-\frac{a \mathrm{bf}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1}}{\theta^{2}}\right) \partial u\right] \\
& +\left\{-\operatorname{afc}_{1} \sqrt{b c a_{1} d_{1} e_{1} f_{1}}+\mathrm{a}_{1} \mathrm{f}_{1} \mathrm{c} \sqrt{\mathrm{~b}_{2} \mathrm{c}_{1} \mathrm{adef}}\right\}\left[\partial \omega+\left(a-b-d-e+x+y+\frac{\mathrm{bde}+\mathrm{b}_{1} \mathrm{~d}_{1} \mathrm{c}_{1}}{\theta^{2}}\right) \partial u\right] \\
& +\left\{-\operatorname{bde}_{1} \sqrt{ } \sqrt{b_{1} c_{1} a d e f}+b_{1} d e \sqrt{\left.b c a_{1} d_{1} e_{1} \mathrm{f}_{1}\right\}}\left[-\partial \sigma+\left(\quad c+f-x-y-\frac{a c f+a_{1} \mathrm{c}_{\mathrm{f}} \mathrm{f}_{1}}{\theta^{2}}\right) \partial u\right] ;\right.
\end{aligned}
$$

and here the whole coefficient of $\partial \sigma$ is

$$
=\left(b_{1}-c_{1}\right)(a f-d e) \sqrt{b c a_{1}} d_{1} e_{1} f_{1}-(b-c)\left(a_{1} f_{1}-d_{1} c_{1}\right) \sqrt{b_{1} c_{1} \text { def }}
$$

viz. observing that $\mathrm{b}_{1}-\mathrm{c}_{1}=\mathrm{b}-\mathrm{c}=b-c$, this is
or, what is the same thing, it is

$$
\begin{aligned}
&=(b-c)\left\{[-(a-d)(a-e)+(a+f-d-e) \mathrm{a}] \sqrt{b \mathrm{bca}_{2} \mathrm{~d}_{2} \mathrm{e}_{1} \mathrm{f}_{1}}\right. \\
&- {\left.\left[-(a-d)(a-e)+(a+f-d-e) \mathrm{a}_{1}\right] \sqrt{\mathrm{b}_{1} \mathrm{c}_{1} \mathrm{adef}}\right\} . }
\end{aligned}
$$

The coefficient of $\partial u$ contains the factor $\sqrt{b_{b} a_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}, \text { multiplied by }}$

$$
\begin{aligned}
& \operatorname{afb}_{1}\left(a-c-d-e+x+y+\frac{\text { ede }+\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta^{2}}\right) \\
- & \mathrm{c}_{1} \operatorname{de}\left(\quad b+f-x-y-\frac{\mathrm{abf}+\mathrm{a}_{2} \mathrm{~b}_{1} \mathrm{f}_{2}}{\theta^{2}}\right) \\
- & \operatorname{afc}_{1}\left(a-b-d-e+x+y+\frac{\mathrm{bde}+\mathrm{b}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}{\theta^{2}}\right) \\
+ & \mathrm{b}_{1} \operatorname{de}\left(\quad\left(\quad c+f-x-y-\frac{\mathrm{acf}+\mathrm{a}_{1} \mathrm{c}_{1} \mathrm{f}_{1}}{\theta^{2}}\right) ;\right.
\end{aligned}
$$

here the terms divided by $\theta^{2}$ destroy each other, and the expression of the coefficient of $\sqrt{\text { bca }_{1} d_{1} \mathrm{c}_{1} f_{1}}$ becomes

$$
=\left(\mathrm{b}_{1}-\mathrm{c}_{1}\right)[\mathrm{af}(a-d-e+x+y)+\operatorname{de}(f-x-y)]+(\mathrm{af}-\mathrm{de})\left(b \mathrm{c}_{1}-\mathrm{cb}_{1}\right),
$$

or since $\mathrm{b}_{1}-\mathrm{c}_{1}=b-c, b \mathrm{c}_{1}-c \mathrm{~b}_{1}=-(b-c) y$, this is
which is

$$
=(b-c)[\operatorname{af}(a-d-e+x+y)+\operatorname{de}(f-x-y)-(\mathrm{af}-\mathrm{de}) y],
$$

$$
=(b-c)[\operatorname{af}(a-d-e)+\operatorname{de} f+(\mathrm{af}-\mathrm{de}) x]
$$

and is readily reduced to

$$
(b-c)[(a-d)(a-e) f-(a-d)(a-e) x], \quad=(b-c)(a-d)(a-e) \mathrm{f}:
$$

viz. the coefficient of $\partial u$ contains the term $(b-c)(a-d)(a-e) f \sqrt{b c a_{1} d_{1} \mathrm{e}_{1} \mathrm{f}_{2}}$. There is a like term $-(b-c)(a-d)(a-e) \mathrm{f}_{1} \sqrt{\mathrm{~b}_{1} \mathrm{c}_{1} \text { adef, }}$, and the two terms together form the whole coefficient of $\partial u$.

Hence, restoring the outside factor $\frac{\frac{1}{2}}{\theta} \Omega^{2}$, we have
$A C \partial A B-A B \partial A C$

$$
\begin{aligned}
= & \frac{1}{2} \\
\theta & \Omega^{2}(b-c)\left[\left\{[-(a-d)(a-e)+(a+f-d-e) \mathrm{a}] \sqrt{\mathrm{bca}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}\right.\right. \\
& \left.-\left[-(a-d)(a-e)+(a+f-d-e) \mathrm{a}_{1}\right] \sqrt{\mathrm{b}_{1} \mathrm{c}_{1} \operatorname{def}}\right\} \partial \sigma \\
& \left.+(a-d)(a-e)\left\{\mathrm{f} \sqrt{b c a_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}-\mathrm{f}_{1} \sqrt{ } \overline{\mathrm{~b}_{2} \mathrm{e}_{1} \operatorname{adef}}\right\} \partial u\right]
\end{aligned}
$$

where, as before, I retain $\partial \sigma$ instead of its value $=\partial v-a \partial u$. This is a sum of products of the set bc: the products, in fact, are

$$
\begin{aligned}
& \sqrt{ } a \sqrt{d e}=\frac{1}{\theta}\left\{-\mathrm{a} \sqrt{b c a_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}+\mathrm{a}_{1} \sqrt{\mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{adef}}\right\}, \\
& \sqrt{ } d \sqrt{a \bar{e}}=,\left\{-\mathrm{d} \quad, \quad+\mathrm{d}_{1} \quad,\right\}, \\
& \sqrt{e} \sqrt{c d}=„\left\{-\mathrm{e} \quad, \quad+\mathrm{e}_{1}, \quad\right\} \text {, } \\
& \sqrt{ } f \sqrt{b c}=n\left\{+\mathrm{f} \quad, \quad-\mathrm{f}_{1} \quad, \quad\right\},
\end{aligned}
$$

whence, observing that $a-f=a_{1}-\mathrm{f}_{1}=a-f$, we have

$$
\sqrt{ } a \sqrt{d e}+\sqrt{ } f \sqrt{b c}=-\frac{a-f}{\theta}\left\{\sqrt{b c a_{1} d_{1} \mathrm{e}_{1} \mathbf{f}_{1}}-\sqrt{\mathbf{b}_{1} \mathrm{c}_{1} \operatorname{def}}\right\}:
$$

it is clear that the term in question is at once expressible as a sum formed with the products $\sqrt{ } a \sqrt{d e}$ and $\sqrt{ } f \sqrt{b c}$.

It is to be remarked that there are 15 expressions such as $A \partial B-B \partial A$, and 45 expressions such as $A C \partial A B-A B \partial A C$; and that each of these $(15+45=60$ expressions is a sum of products of a set such as ab: and that there are also 60 expressions of the form $A \partial A B-A B \partial A$, and that each of these is a sum of products of a set such as $a b a_{1} b_{1}$.

Expression of $\Omega \partial^{2} \Omega-(\partial \Omega)^{2}, \quad=\frac{1}{4} M \Omega^{2}$.
We assume $\Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\frac{1}{4} M \Omega^{2}$, where $M$ is a quadric function of $\partial u$, $\partial v$; suppose

$$
M=\mathfrak{H}(\partial u)^{2}+2 \mathfrak{B} \partial u \partial v+\left(\mathcal{C}(\partial v)^{2} .\right.
$$

It is to be noticed that the $\mathfrak{A}, \mathfrak{B}, \mathfrak{C}$ are not all of them arbitrary functions of $(x, y)$ or ( $u, v$ ); we, in fact, have $\frac{1}{4} M=\frac{\partial^{2} \Omega}{\Omega}-\frac{(\partial \Omega)^{2}}{\Omega^{2}}=\partial^{2} \log \Omega$; and hence $\mathfrak{A}, \mathfrak{B}, \mathbb{E}$ satisfy the conditions

$$
\frac{d \mathfrak{A}}{d v}=\frac{d \mathfrak{B}}{d u}, \quad \frac{d \mathfrak{B}}{d v}=\frac{d \mathfrak{C}}{d u} .
$$

Taking $\mathfrak{A}, \mathfrak{B},(5$ as functions of $x, y$, these become

$$
\begin{aligned}
& \left(\frac{d \mathfrak{A}}{d x}+y \frac{d \mathfrak{B}}{d x}\right) \sqrt{ } \bar{X}=\left(\frac{d \mathfrak{Y}}{d y}+x \frac{d \mathfrak{B}}{d y}\right) \sqrt{Y}, \\
& \left(\frac{d \mathfrak{B}}{d x}+y \frac{d(\mathfrak{5}}{d x}\right) \sqrt{X}=\left(\frac{d \mathfrak{B}}{d y}+x \frac{d \mathfrak{C}}{d y}\right) \sqrt{ } Y .
\end{aligned}
$$

Putting for the moment

$$
\begin{array}{lll}
\lambda=a+b+c, & \rho=d+e+f, & p=\lambda+\rho, \\
\mu=a b+a c+b c, & \sigma=d e+d f+e f, & q=\mu+\sigma, \\
\nu=a b c, & \tau=d e f, & r=\nu+\tau,
\end{array}
$$

I found it convenient to assume

$$
\left(\mathfrak{G}=-2\left(x^{2}+x y+y^{2}\right)+p(x+y),\right.
$$

where observe that $p=a+b+c+d+e+f$, is symmetrical in regard to the constants $a, b, c, d, e, f$. And then, © having this value, there exists (as is seen at once) a value of $\mathfrak{B},=2\left(x^{3} y+x y^{2}\right)-p x y$, for which

$$
\frac{d \mathfrak{B}}{d x}+y \frac{d \mathfrak{C}}{d x}=0, \quad d \mathfrak{H}+x \frac{d \mathfrak{\zeta}}{d y}=0,
$$

and which thus satisfies the second of the above-mentioned conditions.
c. x .

Assuming now

$$
\mathfrak{Y}=-2 x^{2} y^{2}+q x y-r(x+y)-\mu \sigma+\Theta,
$$

where $\Theta$ has to be determined so as that the first of the same conditions may be also satisfied, then substituting this value of $\mathfrak{N}$, we have

$$
\left(2 y^{3}-p y^{\ddot{2}}+q y-r+\frac{d \Theta}{d x}\right) \sqrt{X}=\left(2 x^{3}-p x^{2}+q x-v+\frac{d \Theta}{d y}\right) \sqrt{Y} ;
$$

that is,

$$
\left(-\mathrm{a}_{1} \mathrm{~b}_{2} \mathrm{c}_{1}-\mathrm{d}_{2} \mathrm{c}_{1} \mathrm{f}_{1}+\frac{d \Theta}{d x}\right) \sqrt{\bar{X}}=\left(-\mathrm{abc}-\operatorname{def}+\frac{d \Theta}{d y}\right) \sqrt{\bar{Y}}
$$

viz. in the terms independent of $\Theta$ writing for $\sqrt{ } X, \sqrt{ } Y$ their values, this is

$$
(a b c+d e f) \sqrt{a_{1} b_{1} c_{1} d_{1} e_{1} f_{1}}-\left(a_{1} b_{1} c_{1}+d_{3} e_{1} f_{1}\right) \sqrt{a b c d e f}+\frac{d \Theta}{d a} \sqrt{ } \bar{X}-\frac{d \Theta}{d y} \sqrt{Y}=0
$$

or, what is the same thing,

$$
-\left(\sqrt{\mathrm{abca} a_{1} \mathrm{~b}_{2} c_{1}}-\sqrt{d \operatorname{defd}} \mathrm{e}_{2} \mathrm{f}_{1}\right)\left(\sqrt{\operatorname{defa}_{1} \mathrm{~b}_{1} \mathrm{c}_{1}}-\sqrt{d_{1} \mathrm{e}_{1} \mathrm{f}_{2} \mathrm{abc}}\right)+\frac{d \Theta}{d \bar{x}} \sqrt{\bar{X}}-\frac{d \Theta}{d y} \sqrt{Y}=0
$$

But treating $\Theta$ as a function of $u$ and $v$, we have

$$
\frac{d \Theta}{d v}=\frac{d \Theta}{d x} \frac{d x}{d v}+\frac{d \Theta}{d y} \frac{d y}{d v}=\frac{1}{\theta}\left(\frac{d \Theta}{d x} \sqrt{X}-\frac{d \Theta}{d y} \sqrt{\bar{Y}}\right):
$$

also

$$
\sqrt{d e}=\frac{1}{\theta}\left(\sqrt{d e f} \overline{a_{1}} b_{1} c_{1}-\sqrt{d_{1} e_{1} f_{3} a b c}\right)
$$

and we thus reduce the equation to

$$
-\left(\sqrt{\mathrm{abca}_{1} \mathrm{~b}_{1} \mathrm{c}_{1}}-\sqrt{\operatorname{defd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}\right) \sqrt{d e}+\frac{d \Theta}{d v}=0 .
$$

But, referring to the expression for $\partial \sqrt{\bar{a} \bar{b}}$, we have, by a mere interchange of letters,

$$
\frac{d}{d v} \sqrt{d e}=-\frac{1}{2}\left(\sqrt{\mathrm{abca}_{1} \mathrm{~b}_{2} \mathrm{c}_{1}}-\sqrt{\operatorname{defd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}}\right)
$$

and the formula thus becomes

$$
2 \sqrt{d e} \frac{d}{d v} \sqrt{d e}+\frac{d \Theta}{d v}=0 ;
$$

consequently

$$
\Theta=-(\sqrt{d e})^{2}=-\frac{1}{\bar{\theta}^{z}}\left(\operatorname{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{\mathrm{l}}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \operatorname{def}-2 \sqrt{X Y}\right),
$$

and the value of 9 thus is

$$
\mathfrak{A}=\frac{1}{\theta^{2}}\left\{-\mathrm{abcd}_{2} \mathrm{c}_{1} \mathrm{f}_{3}-\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{2} \operatorname{def}+\theta^{2}\left(-2 x^{2} y^{2}+q x y-r(x+y)-\mu \sigma\right)\right\}+\frac{2}{\theta^{2}} \sqrt{X \bar{Y}},
$$

or, as this may be written,

$$
\mathfrak{Y}=\frac{1}{\theta^{2}}\left(\mathrm{abc}-\mathrm{a}_{2} \mathrm{~b}_{1} \mathrm{c}_{1}\right)\left(\operatorname{def}-\mathrm{d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}\right)-2 x^{2} y^{2}+q x y-r(x+y)-\mu \sigma-\frac{1}{\theta^{2}}(\sqrt{X}-\sqrt{Y})^{2}
$$

Here
and similarly

$$
\begin{aligned}
\mathrm{abc}-\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} & =\left(\nu-\mu x+\lambda x^{2}-x^{3}\right)-\left(\nu-\mu y+\lambda y^{2}-y^{3}\right) \\
& =\theta\left[-\mu+\lambda(x+y)-\left(x^{2}+x y+y^{2}\right)\right]
\end{aligned}
$$

$$
\operatorname{def}-\mathrm{d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}=\theta\left[-\sigma+\rho(x+y)-\left(x^{2}+x y+y^{2}\right)\right]
$$

the expression of $\mathfrak{g l}$ contains therefore the terms

$$
\left[\mu-\lambda(x+y)+x^{2}+x y+y^{2}\right]\left[\sigma-\rho(x+y)+x^{2}+x y+y^{2}\right]-\mu \sigma-r(x+y)+q x y-2 x^{2} y^{2},
$$

viz. for $r, q$ substituting their values $\nu+\tau, \mu+\rho$, these terms are

$$
\begin{aligned}
= & -(\mu \rho+\sigma \lambda+\nu+\tau)(x+y)+(\mu+\sigma+\lambda \rho)(x+y)^{2} \\
& -(\lambda+\rho)(x+y)\left(x^{2}+x y+y^{2}\right)+\left(x^{2}+x y+y^{2}\right)^{2}-2 x^{2} y^{2} .
\end{aligned}
$$

The coefficients $\mu \rho+\sigma \lambda+\nu+\tau, \mu+\sigma+\lambda \rho, \lambda+\rho$ are, in fact, symmetrical functions of $a, b, c, d, e, f$, viz. writing

$$
\begin{aligned}
X & =a-x . b-x . c-x . d-x . e-x . f-x, \\
& =\mathrm{A}-\mathrm{B} x+\mathrm{c} x^{2}-\mathrm{D} x^{3}+\mathrm{E} x^{4}-\mathrm{F} x^{5}+x^{6},
\end{aligned}
$$

that is,

$$
\mathrm{A}=a b c d e f, \quad \mathrm{~B}=\mathbf{\Sigma} a b c d e, \quad \mathrm{C}=\mathbf{\Sigma} a b c d, \quad \mathrm{D}=\mathbf{\Sigma} a b c, \quad \mathrm{E}=\mathbf{\Sigma} a b, \quad \mathbf{F}=\mathbf{\Sigma} a,
$$ ( $\mathrm{F}=a+b+c+d+e+f$, which has in fact previously been called $p$ ), we have

$$
\mu \rho+\sigma \lambda+\nu+\tau=\mathrm{D}, \quad \mu+\sigma+\lambda \rho=\mathrm{E}, \quad \lambda+\rho=\mathbf{F},
$$

and the terms are

$$
=-(x+y)\left\{\mathrm{D}-\mathrm{E}(x+y)+\mathrm{F}\left(x^{2}+x y+y^{2}\right)\right\}+x^{4}+2 x^{3} y+x^{2} y^{3}+2 x y^{3}+y^{4} ;
$$

viz. we have

$$
\begin{aligned}
\mathfrak{A}= & -\frac{1}{\theta^{2}}(\sqrt{ } X-\sqrt{Y})^{2} \\
& -(x+y)\left\{\mathrm{D}-\mathrm{E}(x+y)+\mathrm{F}\left(x^{2}+x y+y^{2}\right)\right\}+\left(x^{4}+2 x^{3} y+x^{2} y^{2}+2 x y^{3}+y^{4}\right) .
\end{aligned}
$$

To this I join the foregoing values of $\mathfrak{B}, \mathfrak{C}$; viz. writing $F$ in place of $p$, these are

$$
\begin{aligned}
& \mathfrak{B}=-\mathrm{F} x y+2\left(x^{2} y+x y^{2}\right), \\
& \mathfrak{E}=\mathbf{F}(x+y)-2\left(x^{2}+x y+y^{2}\right)
\end{aligned}
$$

where it will be noticed that the values of $\mathfrak{A}, \mathfrak{B}, \mathfrak{C}$ are all of them symmetrical in regard to the constants $a, b, c, d, e, f$.

I recall the original form of $\mathfrak{g l}$, viz. this was

$$
\begin{aligned}
\mathfrak{N}= & -\mu \sigma-r(x+y)+q x y-2 x^{2} y^{2}-(\sqrt{d e})^{2} \\
= & -(a b+a c+b c)(d e+d f+e f)-(a b c+d e f)(x+y) \\
& +(a b+a c+b c+d e+d f+e f) x y-2 x^{2} y^{2}-(\sqrt{d e})^{2} \\
= & \mathfrak{A}_{0}-(\sqrt{d e})^{2}
\end{aligned}
$$

suppose; and $\mathfrak{I}, \mathfrak{B}$, ( 5 denoting as above, we have

$$
M=\mathfrak{I}(\partial u)^{2}+2 \mathfrak{B} \partial u \partial v+\left(\mathbb{5}(\partial v)^{2}, \quad \Omega \partial^{2} \Omega-(\partial \Omega)^{2}=\frac{1}{4} M \Omega^{2} .\right.
$$

For the subsequent calculation of $A \partial^{2} A-(\partial A)^{2}$, it is convenient to transform this expression by introducing thercin $\partial \boldsymbol{\sigma}$ in place of $\partial v$, and $\mathrm{a}, \mathrm{a}_{1}$ in place of $x, y$. We have

$$
\begin{aligned}
M & =\left\{\mathfrak{N}_{\theta}-(\sqrt{d e})^{3}\right\}(\partial u)^{2}+2 \mathfrak{B} \partial u(\partial w+a \partial u)+\left(\mathfrak{C}(\partial w+a \partial u)^{2}\right. \\
& =\left\{\mathfrak{N}_{0}{ }^{\prime}-(\sqrt{d e})^{2}\right\}(\partial u)^{2}+2 \mathcal{B}^{\prime} \partial u \partial \bar{\omega}+\left(\varsigma^{\prime}(\partial \varpi)^{2},\right.
\end{aligned}
$$

suppose, where

$$
\begin{aligned}
& \mathfrak{G}^{\prime}=\mathfrak{C} \\
& \mathfrak{B}^{\prime}=\mathfrak{B}+a \mathfrak{E}, \\
& \mathfrak{V}_{0}^{\prime}=\mathfrak{N}_{0}+2 a \mathfrak{B}+a^{2} \mathfrak{C} .
\end{aligned}
$$

Writing

$$
x=a-\mathrm{a}, \quad y=a-\mathbf{a}_{1},
$$

we find

$$
\begin{aligned}
\mathfrak{C}= & -6 a^{2}+2 a \mathrm{~F}+(6 u-\mathrm{F})\left(\mathrm{a}+\mathrm{a}_{1}\right)-2\left(\mathrm{a}^{2}+\mathrm{aa}_{1}+\mathrm{a}_{1}^{2}\right), \\
\mathfrak{B}= & 4 a^{3}-a^{2} \mathrm{~F}+\left(-6 a^{2}+a \mathrm{~F}\right)\left(a+\mathrm{a}_{1}\right)+2 a\left(\mathrm{a}^{2}+\mathrm{a}_{1}^{2}\right)+(8 a-\mathrm{F}) \mathrm{aa}_{1}-2\left(\mathrm{a}^{\circ} \mathrm{a}_{1}+n \mathrm{a}_{1}^{2}\right), \\
\mathfrak{A}_{0}= & -(a b+a c+b c)(d e+d f+e f) \\
& -(a b c+d e f)\left(2 a-\mathrm{a}-\mathrm{a}_{1}\right) \\
& +(a b+a c+b c+d e+d f+e f)\left[a^{2}-a\left(\mathrm{a}+\mathrm{a}_{1}\right)+\mathrm{aa}_{1}\right] \\
& -2\left[a^{2}-a\left(\mathrm{a}+\mathrm{a}_{1}\right)+a \mathrm{aa}_{1}\right]^{2},
\end{aligned}
$$

the developed value of which is

$$
\begin{aligned}
= & -2 a^{4}+a^{3}(b+c)+a^{2}(-b c+d e+d f+e f) \\
& +a\{-2 d e f-(b+c)(d e+d f+e f)\}-b c(d e+d f+e f) \\
& +\left\{4 a^{3}-a^{2}(b+c)-a(d e+d f+e f)+d e f\right\}\left(a+\mathrm{a}_{1}\right) \\
& -2 a^{2}\left(\mathrm{a}^{2}+\mathrm{a}_{1}^{2}\right)+\left\{-8 a^{2}+a(b+c)+b c+d e+d f+e f\right\} \mathrm{aa}_{1} \\
& +4 a\left(\mathrm{a}^{2} \mathrm{a}_{1}+a a_{1}^{2}\right) \\
& -2 a^{2} \mathrm{a}_{1}^{2},
\end{aligned}
$$

and thence withont difficulty

$$
\begin{aligned}
\mathfrak{S}^{\prime}= & -6 a^{2}+2 a \mathrm{~F}+(6 a-\mathrm{F})\left(\mathrm{a}+\mathrm{a}_{1}\right)-2\left(\mathrm{a}^{2}+\mathrm{aa}_{1}+\mathrm{a}_{1}{ }^{2}\right), \\
\mathfrak{B}^{\prime}= & -8 a^{3}+a^{2} \mathrm{~F}+(6 a-\mathrm{F}) \mathrm{aa}_{1}-2\left(\mathrm{a}^{2} \mathrm{a}_{1}+\mathrm{aa}_{1}{ }^{2}\right), \\
\mathfrak{I}_{0}^{\prime}= & a^{3}(b+c)+a^{2}(-b c+d e+d f+e f)+a\{-2 d e f-(b+c)(d e+d f+e f)\}-b c(d e+d f+e f) \\
& +\left\{-a^{3}+a^{2}(d+e+f)-a(d e+d f+e f)+d e f\right\}\left(\mathrm{a}+\mathrm{a}_{1}\right) \\
& +\left\{4 a^{2}+a(-b-c-2 d-2 e-2 f)+b c+d e+d f+e f\right\} \mathrm{aa}_{1} \\
& -2 a^{2}{ }^{2} \mathrm{a}_{1}{ }^{2},
\end{aligned}
$$

which are the required values.

Expression for $A \partial^{2} A-(\partial A)^{2}$ : several subheadings.
Writing for shortness $A \partial^{2} A-(\partial A)^{2}=\Delta A$, as before, and so in other cases: then in general $\Delta P Q=P^{2} \Delta Q+Q^{2} \Delta P$, and thence $\Delta P^{s}=2 P^{2} \Delta P$ or $\Delta \sqrt{ } P=\frac{\frac{1}{2}}{P} \Delta P$. Hence starting from $A=\Omega \sqrt{ } a=\Omega \sqrt{\mathrm{aa}_{1}}$, we have

$$
\Delta A=\Delta \Omega \sqrt{\mathrm{aa}_{2}}=\mathrm{aa}_{1} \Delta \Omega+\frac{\frac{1}{2} \Omega^{3}}{\mathrm{aa}_{1}}\left(\mathrm{a}^{2} \Delta \mathrm{a}_{1}+\mathrm{a}_{1}{ }^{2} \Delta \mathrm{a}\right)
$$

where

$$
\Delta \mathrm{a}=\mathrm{a} \partial^{2} \mathrm{a}-(\partial \mathrm{a})^{2}=-\mathrm{a} \partial^{2} x-(\partial x)^{2}, \quad \Delta \mathrm{a}_{1}=-\mathrm{a} \partial^{2} y-(\partial y)^{2} .
$$

Hence writing

$$
\Delta \Omega=\frac{1}{4} M \Omega^{2},
$$

we have

$$
\frac{1}{\Omega^{2}} \Delta A=\frac{1}{4} \mathrm{aa}_{1} M-\frac{1}{2}\left(\mathrm{a}_{1} \partial^{2} x+\mathrm{a} \partial^{2} x_{1}\right)-\frac{1}{2}\left\{\frac{\mathrm{a}_{1}}{\mathrm{a}}(\partial x)^{2}+\frac{\mathrm{a}}{\mathrm{a}_{1}}(\partial y)^{2}\right\} .
$$

But we have

$$
\partial x=\frac{\sqrt{ } X}{\theta}(\partial v-y \partial u), \quad \partial y=-\underset{\boldsymbol{\theta}}{\sqrt{ } \boldsymbol{Y}}(\partial v-x \partial u) ;
$$

squaring the first of these and differentiating, we find

$$
2 \partial x \partial^{2} x=\left[\left(-\frac{2 X}{\theta^{3}}+\frac{X^{\prime}}{\theta^{2}}\right) \partial x+\frac{2 X}{\theta^{3}} \partial y\right](\partial v-y \partial u)^{2}-2 \partial y \partial u \frac{X}{\theta^{2}}(\partial v-y \partial u),
$$

where as regards $X$ the accent denotes differentiation as to $x$ (and further on, as regards $Y$, it denotes differentiation to $y$ ), viz. this is

$$
\begin{aligned}
& =\left[\left(-\frac{2 X}{\theta^{3}}+\frac{X^{\prime}}{\theta^{3}}\right) \partial x+\frac{2 X}{\theta^{3}} \partial y\right](\partial v-y \partial u)^{2}-2 \partial y \partial u \frac{X}{\theta^{2}}(\partial v-y \partial u), \\
& =\left(-\frac{2 X}{\theta^{3}}+\frac{X^{\prime}}{\theta^{2}}\right) \partial x(\partial v-y \partial u)^{2}+\frac{2 X}{\theta^{3}}(\partial v-y \partial u-\theta \partial u)(\partial v-y \partial u) \partial y,
\end{aligned}
$$

where the secoud term is

$$
\underset{\theta^{3}}{2 X}(\partial v-x \partial u)(\partial v-y \partial u) \partial y,
$$

which is

$$
=-\frac{2 \sqrt{X \bar{Y}}}{\theta^{3}}(\partial v-x \partial u)^{2} \partial x:
$$

hence dividing by $2 \partial x$, the equation is
and similarly

$$
\partial^{2} x=\left(-\frac{X}{\theta^{3}}+\frac{X^{\prime}}{2 \theta^{2}}\right)(\partial v-y \partial u)^{2}-\frac{\sqrt{X Y}}{\theta^{2}}(\partial v-x \partial u)^{2} ;
$$

$$
\partial^{2} y=\frac{\sqrt{X Y}}{\theta^{3}}(\partial v-y \partial u)^{2}+\left(\frac{Y}{\theta^{3}}+\frac{Y^{\prime}}{2 \theta^{2}}\right)(\partial v-x \partial u)^{2} ;
$$

and we may in these values in place of $\partial v-y \partial u$ and $\partial v-x \partial u$ write $\partial \sigma+a_{1} \partial u$ and $\partial \omega+a \partial u$ respectively.

Hence in $\frac{1}{\Omega^{2}} \Delta A$ the irrational part is

$$
\begin{aligned}
& \frac{1}{2} \frac{\sqrt{X Y}}{\theta^{3}}\left\{a_{1}(\partial w+a \partial u)^{2}-a\left(\partial w+a_{1} \partial u\right)^{*}\right\} \\
& \quad=\frac{\frac{1}{2} \sqrt{ } X Y}{\theta^{3}}\left(a_{1}-a\right)\left\{(\partial w)^{2}-a a_{1}(\partial u)^{2}\right\}=\frac{\frac{1}{3} \sqrt{ } X Y}{\theta^{2}}\left\{(\partial w)^{2}-a a_{1}(\partial u)^{2}\right\} .
\end{aligned}
$$

But we have

$$
(\sqrt{d e})^{z}=\frac{1}{\theta^{2}}\left\{\operatorname{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{e}_{1} \operatorname{def}-2 \sqrt{X \bar{Y}}\right\}
$$

whence

$$
\frac{\sqrt{X Y}}{\theta^{2}}=\frac{\frac{1}{2}}{\theta^{2}}\left(\mathrm{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{e}_{1} \mathrm{def}\right)-\frac{1}{2}(\sqrt{d \bar{e}})^{2}
$$

and the term thus is

$$
\left[\frac{1}{\theta^{2}}\left(\operatorname{abed}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{e}_{1} \mathrm{def}\right)-\frac{1}{4}(\sqrt{d \bar{d}})^{2}\right]\left\{(\partial \sigma)^{2}-\mathrm{aa}_{1}(\partial u)^{2}\right\} .
$$

Joining hereto the rational part of $\frac{1}{\Omega^{2}} \Delta A$, and multiplying the whole by 4 , we have

$$
\begin{aligned}
\frac{4}{\Omega^{2}} \Delta A=\mathrm{aa}_{1} M & +\left[\mathrm{a}_{1}\left(\frac{2 X}{\theta^{3}}-\frac{X^{\prime}}{\theta^{2}}\right)-\frac{2 \mathrm{a}_{1}}{\mathrm{a}} \frac{X}{\theta^{2}}\right]\left(\partial \sigma+\mathrm{a}_{1} \partial u\right)^{2} \\
& +\left[\mathrm{a}\left(-\frac{2 Y}{\theta^{3}}-\frac{Y}{\theta^{2}}\right)-\frac{2 \mathrm{a}}{\mathrm{a}_{1}} \frac{Y}{\theta^{2}}\right](\partial \sigma+\mathrm{a} \partial u)^{2} \\
& +\left[\frac{1}{\theta^{2}}\left(\text { abed }_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \operatorname{def}\right)-(\sqrt{ } d e)^{2}\right]\left\{(\partial \varpi)^{2}-\mathrm{aa}_{1}(\partial u)^{2}\right\}
\end{aligned}
$$

where $M$ has its foregoing value $=\left\{9_{0}{ }^{\prime}-(\sqrt{\overline{d e}})^{2}\right\}(\partial u)^{2}+2 \mathcal{B}^{\prime} \partial u \partial \varpi+0^{\prime}(\partial \varpi)^{2}$.

## First step of the reduction.

Writing bedef $=U, \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}=U_{1}$, then $X=a U, Y=\mathrm{a}_{1} U_{1}$, and eonsequently

$$
X^{\prime}=-U+a U^{\prime}, \quad Y^{\prime}=-U_{1}+a_{1} U_{1}^{\prime}
$$

the aecents in regard to $U, U_{1}$ denoting differentiations as to $x, y$ respeetively: then

$$
\mathrm{a}_{1}\left(\frac{2 X}{\theta^{3}}-\frac{X^{\prime}}{\theta^{3}}\right)-\frac{2 \mathrm{a}_{1}}{\mathrm{a}} \frac{X}{\theta^{2}}=\mathrm{a}_{1}\left(\frac{2 \mathrm{a} U}{\theta^{3}}+\frac{U-\mathrm{a} U^{\prime}}{\theta^{2}}\right)-\frac{2 \mathrm{a}_{1}}{\mathrm{a}} \frac{\mathrm{a} U}{\theta^{2}}=\mathrm{aa}_{1}\left(\frac{2 U}{\theta^{3}}-\frac{U^{\prime}}{\theta^{2}}\right)-\frac{\mathrm{a}_{1} U}{\theta^{2}}:
$$

and similarly

$$
\mathrm{a}\left(-\frac{2 Y}{\theta^{3}}-\frac{Y^{\prime}}{\theta^{2}}\right)-\frac{2 \mathrm{a}}{\mathrm{a}_{1}} \frac{Y}{\theta^{2}}=. . . . . . . . . \cdot .=\mathrm{aa}_{1}\left(-\frac{2 U_{1}}{\theta^{3}}-\frac{U_{1}^{\prime}}{\theta^{2}}\right)-\frac{\mathrm{a} U_{1}}{\theta^{2}}
$$

The formula thus becomes

$$
\begin{aligned}
\frac{4}{\Omega^{2}} \Delta A=\mathrm{aa}_{1}[M & +\left(\frac{2 U}{\theta^{3}}-\frac{U^{\prime}}{\theta^{2}}\right)\left(\partial \sigma+\mathrm{a}_{1} \partial u\right)^{2}+\left(-\frac{2 U_{1}}{\theta^{3}}-\frac{U_{1}^{\prime}}{\theta^{2}}\right)(\partial \varpi+\mathrm{a} \partial u)^{2} \\
& \left.-\left\{\frac{1}{\theta^{2}}\left(\mathrm{abed}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \operatorname{def}\right)-(\sqrt{d e})^{2}\right\}(\partial u)^{2}\right] \\
& -\frac{a_{1} U}{\theta^{2}}\left(\partial \varpi+\mathrm{a}_{1} \partial u\right)^{2}-\frac{a U_{1}}{\theta^{-2}}(\partial \varpi+\mathrm{a} \partial u)^{2} \\
& +\left\{\frac{1}{\theta^{2}}\left(\operatorname{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \operatorname{def}\right)-(\sqrt{d e})^{2}\right\}(\partial w)^{2},
\end{aligned}
$$

viz. substituting for $M$ its value, the term in $(\sqrt{d e})^{2}(\partial u)^{2}$ disappears, and the formula is

$$
\begin{aligned}
\frac{4}{\Omega^{2}} \Delta A=a a_{1}[ & \mathscr{H}_{0}^{\prime}(\partial u)^{2}+2 \mathcal{B}^{\prime} \partial u \partial w+\left(6^{\prime}(\partial w)^{2}+\left(\frac{2 U}{\theta^{3}}-\frac{U^{\prime}}{\theta^{2}}\right)\left(\partial \varpi+\mathrm{a}_{1} \partial u\right)^{2}\right. \\
& \left.+\left(-2 \overline{\theta^{3}}-\frac{U_{1}^{\prime}}{\theta^{2}}\right)(\partial w+a \partial u)^{2}-\frac{1}{\theta^{2}}\left(\operatorname{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{def}\right)(\partial u)^{2}\right] \\
& -\frac{\mathrm{a}_{1} U}{\theta^{2}}\left(\partial w+\mathrm{a}_{1} \partial u\right)^{2}-{ }^{\mathrm{a} U_{1}} \theta^{2}(\partial w+\mathrm{a} \partial u)^{2} \\
& +\left\{\frac{1}{\theta^{2}}\left(\text { abcd }_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{e}_{1} \mathrm{def}\right)-(\sqrt{ } d e)^{2}\right\}(\partial w)^{2}:
\end{aligned}
$$

say for shortness this is

$$
\begin{aligned}
& \frac{4}{\Omega^{2}} \\
& \Delta A \\
& \quad=a \dot{a}_{1} \Sigma-\frac{a_{1} U}{\theta^{2}}\left(\partial w+a_{1} \partial u\right)^{2}-\frac{a U_{1}}{\theta^{2}}(\partial w+a \partial u)^{2}+\frac{1}{\theta^{2}}\left(\operatorname{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{def}\right)-(\sqrt{d \bar{e}})^{2}(\partial w)^{2} .
\end{aligned}
$$

Second step of the reduction.
In the reductions which follow, we make as many terms as may be to contain the factor $2 a_{1}$, so as to simplify as much as possible the portion not containing this factor.

We have $\partial w+a_{1} \partial u=(\partial w+\theta \partial u)+a \partial u$, and consequently

$$
\left(\partial w+\mathrm{a}_{1} \partial u\right)^{2}=(\partial w+\theta \partial u)^{2}+a P,
$$

where $P=2 \partial u \partial w+(a+2 \theta)(\partial u)^{2}$ : similarly $\partial w+a \partial u=(\partial w-\theta \partial u)+a_{1} \partial u$, and therefore

$$
(\partial w+a \partial u)^{2}=(\partial w-\theta \partial u)^{2}+a_{1} P_{\mathrm{t}},
$$

where $P_{1}=2 \partial u \partial \omega+\left(a_{1}-2 \theta\right)(\partial u)^{2}$ : the values may also be written

$$
P=2 \partial u \partial w+\left(2 a_{1}-a\right)(\partial u)^{2}, \quad P_{1}=2 \partial u \partial w+\left(2 a-a_{1}\right)(\partial u)^{2} .
$$

The formula thus becomes

$$
\begin{aligned}
\frac{4}{\Omega^{2}} \Delta A= & a a_{1}\left\{\Sigma-\frac{U}{\theta^{2}} P-\frac{U_{1}}{\theta^{2}} P_{1}\right\} \\
& -\frac{\mathrm{a}_{1} U}{\theta^{2}}(\partial \sigma+\theta \partial u)^{2}-\frac{\mathrm{a} U_{1}}{\theta^{2}}(\partial \sigma-\theta \partial u)^{2}+\frac{1}{\theta^{2}}\left(\mathrm{abcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{def}\right)(\partial \sigma)^{2} \\
& -(\sqrt{ } d e)^{2}(\partial \sigma)^{2} .
\end{aligned}
$$

The second line here is

$$
\begin{aligned}
& -\left(\mathrm{a}_{1} U+a U_{1}\right)(\partial u)^{2}-\frac{2}{\theta}\left(\mathrm{a}_{1} U-\mathrm{a} U_{1}\right) \partial u \partial \bar{w} \\
& +\frac{1}{\theta^{2}}\left\{-\mathrm{a}_{1} U-\mathrm{a} U_{1}+a b \mathrm{ad}_{1} \mathrm{e}_{1} \mathrm{f}_{1}+\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{def}\right\}(\partial w)^{2},
\end{aligned}
$$

and the coefficient herein of $(\partial \sigma)^{2}$ is $=\frac{1}{\theta^{2}}\left(2 d_{3} e_{1} f_{1}-a_{1} \operatorname{def}\right)\left(b c-b_{1} c_{1}\right)$. Writing for the moment $d-a, e-a, f-a=d^{\prime}, e^{\prime}, f^{\prime}$, we have

$$
\begin{aligned}
\frac{1}{\boldsymbol{\theta}}\left(\mathrm{ad}_{1} \mathrm{e}_{1} \mathrm{f}_{1}-\mathrm{a}_{1} \mathrm{def}\right) & =\frac{1}{\mathrm{a}_{1}-\mathrm{a}}\left\{\mathrm{a}\left(d^{\prime}+\mathrm{a}_{1} \cdot e^{\prime}+\mathrm{a}_{1} \cdot f^{\prime}+\mathrm{a}_{1}\right)-\mathrm{a}_{1}\left(d^{\prime}+\mathrm{a} \cdot e^{\prime}+\mathrm{a} \cdot f^{\prime}+\mathrm{a}\right)\right\} \\
& =-d^{\prime} e^{\prime} f^{\prime}+\mathrm{aa}_{1}\left(d^{\prime}+e^{\prime}+f^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right), \\
\frac{1}{\boldsymbol{\theta}}\left(\mathrm{bc}-\mathrm{b}_{1} \mathrm{c}_{1}\right) & =-\left(b^{\prime}+c^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right) .
\end{aligned}
$$

The whole term in $(\partial \sigma)^{2}$ is thus

$$
=\left\{\left(b^{\prime}+c^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right) d^{\prime} e^{\prime} f^{\prime}+\mathrm{aa}_{1}\left(b^{\prime}+c^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right)\left(d^{\prime}+e^{\prime}+f^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right)\right\}(\partial \sigma)^{\circ} .
$$

The coefficient of $\partial u \partial \sigma$ is $-\frac{2}{\theta}\left(a_{1} U-a U_{1}\right)$ : viz. this is

$$
=\frac{2}{a_{1}-\mathbf{a}}\left\{\mathrm{a}_{1}\left(b^{\prime}+\mathrm{a} \cdot c^{\prime}+\mathrm{a} \cdot d^{\prime}+\mathrm{a} \cdot e^{\prime}+\mathrm{a} \cdot f^{\prime}+\mathrm{a}\right)-\mathrm{a}\left(b^{\prime}+\mathrm{a}_{1} \cdot c^{\prime}+\mathrm{a}_{1} \cdot d^{\prime}+\mathrm{a}_{1} \cdot e^{\prime}+\mathrm{a}_{1} \cdot f^{\prime}+\mathrm{a}_{1}\right)\right\},
$$

and if

$$
b^{\prime}+\mathrm{a} \cdot c^{\prime}+\mathrm{a} \cdot d^{\prime}+\mathrm{a} \cdot e^{\prime}+\mathrm{a} \cdot f^{\prime}+\mathrm{a}=\mathrm{B}^{\prime}+\mathrm{C}^{\prime} \mathrm{a}+\mathrm{D}^{\prime} \mathrm{a}^{2}+\mathrm{E}^{\prime} \mathrm{a}^{3}+\mathrm{F}^{\prime} \mathrm{a}^{4}+\mathrm{a}^{5},
$$

that is,

$$
\begin{gathered}
\mathrm{B}^{\prime}=b^{\prime} c^{\prime} d^{\prime} e^{\prime} f^{\prime}, \quad \quad \quad \mathrm{c}^{\prime}=\Sigma b^{\prime} c^{\prime} d^{\prime} e^{\prime}, \quad \mathrm{D}^{\prime}=\Sigma b^{\prime} c^{\prime} d^{\prime}, \quad \mathrm{E}^{\prime}=\Sigma b^{\prime} c^{\prime}, \\
\mathbf{F}^{\prime}=\Sigma b^{\prime}=b^{\prime}+c^{\prime}+d^{\prime}+e^{\prime}+f^{\prime},
\end{gathered}
$$

this is

$$
=2\left\{\mathrm{~s}^{\prime}-D^{\prime} a a_{1}-\varepsilon^{\prime} a a_{1}\left(a+a_{1}\right)-F^{\prime} a a_{1}\left(a^{2}+a a_{1}+a_{1}^{2}\right)-a a_{1}\left(a^{3}+a^{2} a_{1}+a a_{1}{ }^{2}+a_{1}\right)\right\}:
$$

or say for shortness it is $=-2\left(\mathrm{~B}^{\prime}-\mathrm{aa}, \Phi\right)$ where

$$
\Phi=D^{\prime}+E^{\prime}\left(a+a_{1}\right)+F^{\prime}\left(a^{2}+a a_{1}+a_{1}{ }^{2}\right)+a^{3}+a^{2} a_{1}+a a_{1}{ }^{2}+a_{1}{ }^{3} ;
$$

the term in question thus is $-2\left(\mathrm{R}^{\prime}-\mathrm{aa} \Phi \Phi \partial u \partial \sigma\right.$.
The cocfficient of $(\partial u)^{2}$ is $-\left(a_{1} U+a U_{1}\right)$, viz. this is

$$
-\mathrm{a}_{1}\left(b^{\prime}+\mathrm{a} \cdot c^{\prime}+\mathrm{a} \cdot d^{\prime}+\mathrm{a} \cdot e^{\prime}+\mathrm{a} \cdot f^{\prime}+\mathrm{a}\right)-\mathrm{a}\left(b^{\prime}+\mathrm{a}_{1} \cdot c^{\prime}+\mathrm{a}_{1} \cdot d^{\prime}+\mathrm{a}_{1} \cdot e^{\prime}+\mathrm{a}_{1} \cdot f^{\prime}+\mathrm{a}_{1}\right),
$$

which is $=-\left(a+a_{1}\right) B^{\prime}-a a_{1} \Psi$, where

$$
\Psi=2 c^{\prime}+D^{\prime}\left(a+a_{1}\right)+E^{\prime}\left(a^{2}+a_{1}^{2}\right)+F^{\prime}\left(a^{3}+a_{1}{ }^{3}\right)+a^{4}+a_{1}^{4} .
$$

The formula thus is

$$
\begin{aligned}
\frac{4}{\Omega^{2}} \Delta A=\mathrm{aa}_{1} & \left\{\Sigma-\frac{U}{\theta^{2}} P-\frac{U_{1}}{\theta^{2}} P_{1}-\left(b^{\prime}+c^{\prime}+a+\mathrm{a}_{1}\right)\left(d^{\prime}+e^{\prime}+f^{\prime}+a+\mathrm{a}_{1}\right)(\partial \varpi)^{2}+2 \Phi \partial u \partial \sigma-\Psi(\partial u)^{2}\right\} \\
& -\left(a+\mathrm{a}_{1}\right) \mathrm{B}^{\prime}(\partial u)^{2}-2 \mathrm{~B}^{\prime} \partial u \partial \sigma+\left(b^{\prime}+c^{\prime}+a+\mathrm{a}_{1}\right) d^{\prime} e^{\prime} f^{\prime}(\partial \varpi)^{2}-\left(\sqrt{d e)^{2}}(\partial \varpi)^{2} .\right.
\end{aligned}
$$

The whole coefficient of $\mathrm{aa}_{1}$, substituting for $\Sigma, P, P_{1}, \Phi, \Psi$ their values, and arranging according to $\partial w, \partial u$, is

$$
\begin{aligned}
& =(\partial \varpi)^{2}\left\{\left(\mathrm{c}^{\prime}+\frac{2 U}{\theta^{3}}-\frac{U^{\prime}}{\theta^{2}}+\left(-\frac{2 U_{1}}{\theta^{3}}-\frac{U_{1}^{\prime}}{\theta^{2}}\right)-\left(b^{\prime}+c^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right)\left(d^{\prime}+e^{\prime}+f^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right)\right\}\right. \\
& +2 \partial w \partial u\left\{\mathfrak{B}^{\prime}+\mathrm{a}_{1}\left(\frac{2 U}{\theta^{3}}-\frac{U^{\prime}}{\theta^{2}}\right)+\mathrm{a}\left(-\frac{2 U_{1}}{\theta^{3}}-\frac{U_{1}^{\prime}}{\theta^{2}}\right)-\frac{U}{\theta^{2}}-\frac{U_{1}}{\theta^{2}}\right. \\
& \left.+D^{\prime}+E^{\prime}\left(a+a_{1}\right)+F^{\prime}\left(a^{2}+a a_{1}+a_{1}{ }^{2}\right)+a^{3}+a^{2} a_{1}+a a_{1}{ }^{2}+a_{1}{ }^{3}\right\} \\
& +(\partial u)^{2}\left\{\mathfrak{N}_{0}^{\prime}+\mathrm{a}_{1}{ }^{2}\left(\frac{2 U}{\theta^{3}}-\frac{U^{\prime}}{\theta^{\prime}}\right)+\mathrm{a}^{2}\left(-\frac{2 U_{1}}{\theta^{3}}-\frac{U_{1}^{\prime}}{\theta^{2}}\right)+\left(\mathrm{a}-2 \mathrm{a}_{1}\right) \frac{U_{1}}{\theta^{2}}\right. \\
& \left.-\frac{1}{\theta^{2}}\left(a b c d_{1} e_{1} f_{1}+a_{1} b_{1} c_{1} \text { def }\right)-2 C^{\prime}-D^{\prime}\left(a+a_{1}\right)-E^{\prime}\left(a^{2}+a_{1}{ }^{2}\right)-F^{\prime}\left(a^{3}+a_{1}{ }^{3}\right)-a^{4}-a_{1}^{4}\right\}:
\end{aligned}
$$

and we have to reduce separately the three coofficients of this formula.

## Third step of the reduction.

First, for the coefficient of $(\partial \omega)^{2}$; recollecting that $\theta=a_{1}-a$, we have

$$
\begin{gathered}
2 \frac{U-U_{1}}{\theta}=-2 \mathrm{C}^{\prime}-2 \mathrm{D}^{\prime}\left(\mathrm{a}+\mathrm{a}_{1}\right)-2 \mathrm{E}^{\prime}\left(\mathrm{a}^{2}+2 \mathrm{aa}_{1}+\mathrm{a}_{1}{ }^{2}\right)-2 \mathrm{~F}^{\prime}\left(\mathrm{a}^{3}+\mathrm{a}^{2} \mathrm{a}_{1}+a a_{1}{ }^{2}+\mathrm{a}_{1}{ }^{3}\right) \\
\\
-2\left(a^{4}+\mathrm{a}^{3} a_{1}+\mathrm{a}^{2} a_{1}{ }^{2}+a \mathrm{aa}_{1}^{3}+\mathrm{a}_{1}^{4}\right), \\
-\left(U^{\prime}+U_{1}^{\prime}\right)=2 \mathrm{C}^{\prime}+2 \mathrm{D}^{\prime}\left(a+\mathrm{a}_{1}\right)+3 \mathrm{E}^{\prime}\left(\mathrm{a}^{2}+\mathrm{a}_{1}^{2}\right)+4 \mathrm{~F}^{\prime}\left(\mathrm{a}^{3}+\mathrm{a}_{1}^{3}\right)+5\left(\mathrm{a}^{4}+\mathrm{a}_{1}{ }^{4}\right) .
\end{gathered}
$$

Adding these, the right-hand side divides by $\left(a_{1}-a\right)^{2}$, that is, by $\theta^{2}$; and the resulting value is

$$
=\mathrm{E}^{\prime}+2 \mathrm{~F}^{\prime}\left(\mathrm{a}+\mathrm{a}_{1}\right)+3 \mathrm{a}^{2}+4 a a_{1}+3 \mathrm{a}_{1}^{2} .
$$

The term $-\left(b^{\prime}+c^{\prime}+a+a_{1}\right)\left(d^{\prime}+e^{\prime}+f^{\prime}+a+a_{1}\right)$, attending to the values of $E^{\prime}$ and $F^{\prime}$, is

$$
=b^{\prime} c^{\prime}+d^{\prime} e^{\prime}+d^{\prime} f^{\prime}+e^{\prime} f^{\prime}-\mathrm{E}^{\prime}-\mathrm{F}^{\prime}\left(\mathrm{a}+\mathrm{a}_{1}\right)-\mathrm{a}^{2}-2 \mathrm{aa}_{1}-\mathrm{a}_{1}{ }^{2} ;
$$

hence the whole coefficient of $\left(\partial \partial^{2}\right)^{2}$ is

$$
=\mathfrak{b}^{\prime}+b^{\prime} c^{\prime}+d^{\prime} e^{\prime}+d^{\prime} f^{\prime}+e^{\prime} f^{\prime}+\mathrm{F}^{\prime}\left(\mathrm{a}+\mathrm{a}_{1}\right)-2\left(\mathrm{a}^{2}+\mathrm{a} a_{1}+\mathrm{a}_{1}{ }^{2}\right)
$$

or substituting for $b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}$ their values, this is

$$
=\left(5^{\prime}+4 a^{2}-u(b+c+2 d+2 e+2 f)+b c+d e+d f+e f+(\mathrm{F}-6 a)\left(\mathrm{a}+\mathrm{a}_{1}\right)-2\left(\mathrm{a}^{2}+a a_{1}+a_{1}\right) .\right.
$$

Proceeding next to reduce the coefficient of $2 \partial \sigma \partial u$, observing as before that $\theta=a_{1}-a$, we have

$$
\frac{2 a_{1} U-2 a U_{1}}{\theta}=2 \mathrm{~B}^{\prime}-2 \mathrm{D}^{\prime} a a_{1}-2 \mathrm{E}^{\prime} a a_{1}\left(a+a_{1}\right)-2 \mathrm{~F}^{\prime} a a_{1}\left(a^{2}+a a_{1}+a_{1}^{2}\right)-2 a a_{1}\left(a^{3}+a^{2 a_{1}}+a a_{1}{ }^{2}+a_{1}^{3}\right)
$$

C. x .
also

$$
\begin{aligned}
& -\left(a_{1} U^{\prime}+U\right)-\left(a U_{1}^{\prime}+U_{1}\right)= \\
& -2 \mathrm{~B}^{\prime}+\mathrm{D}^{\prime}\left(-\mathrm{a}^{2}+4 a a_{1}-\mathrm{a}_{1}{ }^{2}\right)+\mathrm{E}^{\prime}\left(-\mathrm{a}^{3}+3 \mathrm{a}^{2} \mathrm{a}_{1}+3 a a_{1}{ }^{2}-\mathrm{a}_{1}{ }^{5}\right)+\mathrm{F}^{\prime}\left(-\mathrm{a}^{4}+4 \mathrm{a}^{3} \mathrm{a}_{1}+4 a a_{1}{ }^{3}-\mathrm{a}_{1}{ }^{4}\right) \\
& \\
& -a^{5}+5 a^{4} \mathrm{a}_{1}+5 a a_{1}{ }^{4}-\mathrm{a}_{1}{ }^{5} ;
\end{aligned}
$$

adding these two expressions, the right-hand side divides by $\left(a_{1}-a\right)^{2}$, that is, by $\theta^{2}$, and the resulting value is

$$
=-\mathrm{D}^{\prime}-\mathrm{E}^{\prime}\left(a+\mathrm{a}_{1}\right)-\mathrm{F}^{\prime}\left(\mathrm{a}^{2}+\mathrm{a}_{1}^{2}\right) \quad-\mathbf{a}^{3}+\mathrm{a}^{3} a_{1}+a a_{1}^{2}-\mathrm{a}_{1}^{3}
$$

To this is to be added

$$
+2 D^{\prime}+E^{\prime}\left(a+a_{1}\right)+r^{\prime}\left(a^{2}+a a_{1}+a_{1}{ }^{2}\right)+a^{3}+a^{2} a_{1}+a a_{1}{ }^{2}+a_{1}{ }^{3} ;
$$

we thus see that the whole coefficient of $2 \partial u \partial \sigma$ is
or say it is

$$
\begin{aligned}
& =\mathrm{D}^{\prime}+\quad \mathrm{F}^{\prime} \mathrm{aa}_{1}+2\left(\mathrm{a}^{2} a_{1}+a a_{1}{ }^{2}\right), \\
& =\mathrm{D}^{\prime}+(\mathrm{F}-6 a) a a_{1}+2\left(\mathrm{a}^{2} a_{1}+a a_{1}{ }^{2}\right) .
\end{aligned}
$$

Lastly, for the coefficient of $(\partial u)^{2}$; we have

$$
\frac{2 a_{1}^{2} U-2 a^{2} U_{1}}{\theta}=2 \mathrm{~B}^{\prime}\left(a+a_{1}\right)+2 \mathrm{C}^{\prime} a a_{1}-2 \mathrm{E}^{\prime} a^{2} a_{1}{ }^{2}-2 \mathrm{~F}^{\prime} \mathrm{a}_{1}^{2}{ }^{2}{ }^{2}\left(a+a_{1}\right)-2 a^{2} a_{1}{ }^{2}\left(a^{2}+a a_{1}+a_{1}\right),
$$

and also

$$
\begin{aligned}
& -a_{1}{ }^{2} U^{\prime}+\left(a-2 a_{1}\right) U-a^{2} U_{1}^{\prime}+\left(a_{1}-2 a\right) U= \\
& \quad-\mathrm{B}^{\prime}\left(a+a_{1}\right)+C^{\prime}\left(2 a^{3}-4 a a_{1}+2 a_{1}{ }^{2}\right)+D^{\prime}\left(a^{3}+a_{1}{ }^{3}\right)+E^{\prime}\left(a^{4}-2 a^{3} a_{1}+6 a^{5} a a_{1}{ }^{2}-2 a a_{1}{ }^{5}+a_{1}{ }^{4}\right) \\
& \quad+F^{\prime}\left(a^{5}-2 a^{4} a_{1}+4 a^{3} a_{1}{ }^{2}+4 a^{2} a_{1}{ }^{3}-2 a a_{1}{ }^{4}+a_{1}{ }^{5}\right)+\left(a^{6}-2 a^{5} a_{1}+5 a^{4} a_{1}{ }^{2}+5 a^{5} a_{1}{ }^{4}-2 a a_{1}{ }^{5}+a_{1}{ }^{6}\right),
\end{aligned}
$$

whence the sum of these two expressions is

$$
\begin{aligned}
= & B^{\prime}\left(a+a_{1}\right)+c^{\prime}\left(2 a^{2}-2 a a_{1}+2 a_{1}{ }^{2}\right)+D^{\prime}\left(a^{3}+a_{1}{ }^{3}\right)+E^{\prime}\left(a^{4}-2 a^{3} a_{1}+4 a^{2} a_{1}{ }^{2}-2 a a_{1}{ }^{3}+a_{1}^{4}\right) \\
& +F^{\prime}\left(a^{5}-2 a^{4} a_{1}+2 a^{3} a_{1}{ }^{2}+2 a^{2} a_{1}^{3}-2 a a_{1}{ }^{4}+a_{1}{ }^{5}\right)+a^{6}-2 a^{5} a_{1}+3 a^{4} a_{1}{ }^{2}-2 a^{3} a_{1}^{3}+3 a^{2} a_{1}^{4}-2 a a_{1}{ }^{5}+a_{1}{ }^{6} .
\end{aligned}
$$

We must to this add the term $-\left(\operatorname{abcd}_{1} e_{1} f_{1}+a_{1} b_{1} c_{1} d e f\right)$, that is,

$$
-\mathrm{a}\left(b^{\prime}+\dot{a} \cdot c^{\prime}+\mathrm{a} \cdot d^{\prime}+\mathrm{a}_{1} \cdot e^{\prime}+\mathrm{a}_{1} \cdot f^{\prime}+\mathrm{a}_{1}\right)-\mathrm{a}_{1}\left(b^{\prime}+\mathrm{a}_{1} \cdot c^{\prime}+\mathrm{a}_{1} \cdot d^{\prime}+\mathrm{a} \cdot e^{\prime}+\mathrm{a} \cdot f^{\prime}+\mathrm{a}\right) .
$$

Putting for the moment
that is,

$$
d^{\prime}+\mathrm{a} \cdot e^{\prime}+\mathrm{a} \cdot f^{\prime}+\mathrm{a}=\tau^{\prime}+\sigma^{\prime} \mathrm{a}+\rho^{\prime} \mathrm{a}^{2}+\mathrm{a}^{3},
$$

the term is

$$
\begin{aligned}
-b^{\prime} c^{\prime} \tau^{\prime}\left(a+a_{1}\right)- & \left(b^{\prime}+c^{\prime}\right) \tau^{\prime}\left(\mathrm{a}^{2}+\mathrm{a}_{1}{ }^{2}\right)-\tau^{\prime}\left(\mathrm{a}^{3}+\mathrm{a}_{1}{ }^{3}\right)-\left(b^{\prime} c^{\prime}+\sigma^{\prime}\right)\left(a^{3} a_{1}+a a_{1}{ }^{3}\right) \\
& -\left(b^{\prime}+c^{\prime}+\rho^{\prime}\right)\left(\mathrm{a}^{3} a_{1}{ }^{2}+\mathrm{a}^{2} \mathrm{a}_{1}{ }^{3}\right)-2 a^{3} a_{1}^{3} \\
& -2 b^{\prime} c^{\prime} \sigma^{\prime} \mathrm{aa}_{1}-\left[\left(b^{\prime}+c^{\prime}\right) \sigma^{\prime}+b^{\prime} c^{\prime} \rho^{\prime}\right]\left(\mathrm{a}^{2} a_{1}+\mathrm{aa}_{2}{ }^{2}\right)-2\left(b^{\prime}+c^{\prime}\right) \rho^{\prime} \mathrm{a}^{2} \mathrm{a}_{2}{ }^{2} .
\end{aligned}
$$

Adding it to the preceding expression, the sum is

$$
\begin{aligned}
& =\left(\mathrm{B}^{\prime}-b^{\prime} \mathrm{c}^{\prime} \tau^{\prime}\right)\left(\mathrm{a}+\mathrm{a}_{1}\right)+\left\{2 \mathrm{c}^{\prime}-\left(b^{\prime}+c^{\prime}\right) \tau^{\prime}\right\}\left(\mathrm{a}^{2}+\mathrm{a}_{2}{ }^{2}\right)+\left(\mathrm{D}^{\prime}-\tau^{\prime}\right)\left(\mathrm{a}^{3}+\mathrm{a}_{1}{ }^{3}\right)+\mathrm{E}^{\prime}\left(\mathrm{a}^{4}+\mathrm{a}_{1}{ }^{4}\right) \\
& +\left\{-2 \mathrm{c}^{\prime}-2 b^{\prime} c^{\prime} \sigma^{\prime}\right\} \mathrm{aa}_{1}-\left\{\left(b^{\prime}+c^{\prime}\right) \sigma^{\prime}+b^{\prime} c^{\prime} \rho^{\prime}\right\}\left(\mathrm{a}^{2} \mathrm{a}_{1}+a \mathrm{aa}_{1}{ }^{2}\right)-\left(2 \mathrm{E}^{\prime}+b^{\prime} c^{\prime}+\sigma^{\prime}\right)\left(\mathrm{a}^{3} \mathrm{a}_{1}+a \mathrm{a}_{1}{ }^{3}\right) \\
& +\left\{4 \mathrm{E}^{\prime}-2\left(b^{\prime}+c^{\prime}\right) \rho^{\prime}\right\} \mathrm{a}^{\mathrm{a}} \mathrm{a}_{1}{ }^{2} \\
& +\mathrm{F}^{\prime}\left(\mathrm{a}^{5}+\mathrm{a}_{1}{ }^{5}\right) \quad+\mathrm{a}^{6}+\mathrm{a}_{1}{ }^{6} \\
& -2 \mathrm{~F}^{\prime}\left(\mathrm{a}^{4} \mathrm{a}_{1}+\mathrm{aa}_{1}{ }^{4}\right) \quad-2\left(\mathrm{a}^{5} \mathrm{a}_{1}+\mathrm{aa}_{1}{ }^{5}\right) \\
& +\left(2 F^{\prime}-b^{\prime}-c^{\prime}-\rho^{\prime}\right)\left(a^{3} a_{1}{ }^{2}+a^{2} a_{1}{ }^{3}\right)+3\left(a^{4} a_{1}{ }^{2}+a^{2} a_{1}{ }^{4}\right)-4 a^{3} a_{1}{ }^{3} .
\end{aligned}
$$

This is, in fact, divisible by $\left(a_{4}-a\right)^{2}$, that is, by $\theta^{2}$ : for we have between the symbols the relations

$$
\begin{aligned}
& \mathbf{F}^{\prime}=b^{\prime}+c^{\prime}+\rho^{\prime}, \\
& \mathbf{E}^{\prime}=b^{\prime} c^{\prime}+\left(b^{\prime}+c^{\prime}\right) \rho^{\prime}+\sigma^{\prime}, \\
& \mathbf{D}^{\prime}=b^{\prime} c^{\prime} \rho^{\prime}+\left(b^{\prime}+c^{\prime}\right) \sigma^{\prime}+\tau^{\prime}, \\
& \mathbf{c}^{\prime}=b^{\prime} c^{\prime} \sigma^{\prime}+\left(b^{\prime}+c^{\prime}\right) \tau^{\prime}, \\
& \mathbf{B}^{\prime}=b^{\prime} c^{\prime} \tau^{\prime},
\end{aligned}
$$

and we thus reduce the expression to

$$
\begin{aligned}
\left\{2 c^{\prime}-\left(b^{\prime}\right.\right. & \left.\left.+c^{\prime}\right) \tau^{\prime}\right\}\left(a^{2}-2 a a_{1}+a_{1}{ }^{2}\right)+\left(D^{\prime}-\tau^{\prime}\right)\left(a^{3}-a^{2} a_{1}-a a_{1}{ }^{2}+a_{1}{ }^{3}\right) \\
& +E^{\prime}\left(a^{4}-3 a^{3} a_{1}+4 a^{2} a_{1}^{2}-3 a a_{1}^{3}+a_{1}^{4}\right)+\left(b^{\prime}+c^{\prime}\right) \rho^{\prime}\left(a^{3} a_{1}-2 a^{2} a_{1}^{2}+a a_{1}^{3}\right) \\
& +F^{\prime}\left(a^{5}-2 a^{4} a_{1}+a^{3} a_{1}^{2}+a^{2} a_{1}^{3}-2 a a_{1}^{4}+a_{1}^{5}\right) \\
& +\left(a^{6}-2 a^{5} a_{1}+3 a^{4} a_{1}{ }^{2}-4 a^{3} a_{1}^{3}+3 a^{2} a_{1}^{4}-2 a a_{1}^{5}+a_{1}{ }^{5}\right),
\end{aligned}
$$

viz. effecting the division, the quotient is
$=2 \mathrm{C}^{\prime}-\left(b^{\prime}+c^{\prime}\right) \tau^{\prime}+\left(\mathbf{D}^{\prime}-\tau^{\prime}\right)\left(a+a_{1}\right)+\mathrm{E}^{\prime}\left(\mathrm{a}^{2}+\mathrm{a}_{1}{ }^{3}\right)+\mathrm{F}^{\prime}\left(\mathrm{a}^{3}+\mathrm{a}_{1}{ }^{3}\right)+\mathrm{a}^{4}+2 \mathrm{a}^{2} \mathrm{a}_{1}{ }^{2}+\mathrm{a}_{1}{ }^{4}-\left(b^{\prime} c^{\prime}+\sigma^{\prime}\right) a a_{1}$.
To this must be added
$-2 \mathrm{c}^{\prime}$

$$
-D^{\prime}\left(a+a_{1}\right) \quad-E^{\prime}\left(a^{2}+a_{1}{ }^{2}\right)-F^{\prime}\left(a^{3}+a_{1}^{3}\right)-\left(a^{4}+a_{1}^{4}\right) ;
$$

and we thus obtain the coefficient of $(\partial u)^{2}$ in the form

$$
\mathscr{A}_{0}^{\prime}-\left(b^{\prime}+c^{\prime}\right) \tau^{\prime}-\tau^{\prime}\left(a+a_{1}\right)-\left(b^{\prime} c^{\prime}+\sigma^{\prime}\right) a a_{1}+2 a^{2} a_{1}{ }^{2},
$$

viz. this is

$$
\begin{align*}
= & \mathfrak{A}_{0}^{\prime}+(b+c-2 a)(a-d)(a-e)(a-f)+(a-d)(a-e)(a-f)\left(a+a_{1}\right) \\
& +\{-(a-b)(a-c)-(a-d)(a-e)-(a-d)(a-f)-(a-e)(a-f)\} a a_{1}+2 a^{3} a_{1}{ }^{2},
\end{align*}
$$

or finally it is

$$
\begin{aligned}
=\mathfrak{A}_{0}^{\prime}-2 a^{4} & +a^{3}(b+c+2 d+2 e+2 f)+a^{2}\{-(b+c)(d+e+f)-2(d e+d f+e f)\} \\
& +a\{(b+c)(d e+d f+e f)+2 d e f\}-(b+c) d e f \\
& +\left\{a^{3}-a^{2}(d+e+f)+a(d e+d f+e f)-d e f\right\}\left(a+\mathrm{a}_{3}\right) \\
& +\left\{-4 a^{2}+a(b+c+2 d+2 e+2 f)-b c-d e-d f-e f\right\} \mathrm{aa}_{1} \\
& +2 a^{2} a_{1}{ }^{2} .
\end{aligned}
$$

It is to be observed that the investigation thus far has been entirely independent of the values of $\mathfrak{A}_{0}{ }^{\prime}, \mathfrak{B}^{\prime}, \mathfrak{C}^{\prime}$ : these values are, in fact, such as to make the coefficients of $(\partial \sigma)^{2}, \partial \sigma \partial u,(\partial u)^{2}$ each equal to a constant, and it was really by such a condition that the value of $\mathbb{C}\left(=\mathbb{C}^{\prime}\right)$ was determined; but if we had thus also determined the values of $\mathfrak{R}_{0}^{\prime}$ and $\mathfrak{B}^{\prime}$, it would not have been apparent that the values of $\mathfrak{N}_{0}^{\prime}, \mathfrak{B}^{\prime}$ and ( $6^{\prime}$ thus determined would be consistent with each other: the foregoing investigation of these values was therefore prefixed.

Completion of the reduction and final expression for $\Delta A$.
But now substituting the values of $\mathfrak{I N}_{0}{ }^{\prime}, \mathfrak{B}^{\prime}, \mathfrak{C}^{\prime}$, we find

$$
\begin{aligned}
\text { coeff. of } \quad(\partial \varpi)^{2}= & a b+a c+b c+d e+d f+e f, \\
" \quad " \quad 2 \partial \varpi \partial u== & -a^{2}(a-b-c-d-e-f), \\
" \quad(\partial u)^{2}= & -2 a^{4}+2 a^{3}(b+c+d+e+f) \\
& -a^{2}(b c+b d+b e+b f+c d+c e+c f+d e+d f+e f) \\
& -(b c d e+b c d f+b c e f+b d e f+c d e f),
\end{aligned}
$$

viz. these coefficients belong to the portion which contains the factor aia of the expression for $\frac{4}{\Omega^{2}} \Delta A$ : the other portion was

$$
\left(b^{\prime}+c^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right) d^{\prime} e^{\prime} f^{\prime}(\partial \varpi)^{2}-(\sqrt{d e})^{2}(\partial \varpi)^{2}-2 \mathrm{~B}^{\prime} \partial u \partial \sigma-\left(\mathrm{a}+\mathrm{a}_{1}\right) \mathrm{B}^{\prime}(\partial u)^{2}
$$

where

$$
\mathbf{B}^{\prime}=b^{\prime} c^{\prime} d^{\prime} e^{\prime} f^{\prime}, \quad b^{\prime}=b-a, \text { etc. }
$$

We have thus the complete result, viz. this is

$$
\begin{aligned}
\frac{4}{\Omega^{2}} \Delta A= & a a_{1}\left[(a b+a c+b c+d e+d f+e f)(\partial \varpi)^{2}\right. \\
& -a^{2}(a-b-c-d-c-f) 2 \partial \sigma \partial u \\
& +\left\{\begin{array}{l}
-2 a^{4}+2 a^{3}(b+c+d+e+f) \\
\left.\left.-a^{2}(b c+b d+b e+b f+c d+c e+c f+d e+d f+e f)\right\}(\partial u)^{2}\right] \\
-(b c d e+b c d f+b c e f+b d e f+c d e f)
\end{array}\right. \\
& -\left(-2 a+b+c+a+a_{1}\right)(a-d)(a-e)(a-f)(\partial \varpi)^{2}-(\sqrt{d e})^{2}(\partial \varpi)^{2} \\
& +(a-b)(a-c)(a-d)(a-e)(a-f) 2 \partial u \partial \sigma \\
& +\left(a+a_{1}\right)(a-b)(a-c)(a-d)(a-e)(a-f)(\partial u)^{2},
\end{aligned}
$$

which is obviously a sum of squares.

As a partial verification, I remark that $\Delta A$ should be symmetrical in regard to the constants $b, c, d, e, f$; this is obviously the case as regards the terms in $\partial u \partial \sigma$ and $(\partial u)^{2}$, and it must also be so in 'regard to the term in $(\partial w)^{2}$. The whole coefficient of $(\partial \varpi)^{2}$ is

$$
\begin{aligned}
= & \mathrm{aa}_{1}(a b+a c+b c+d e+d f+e f) \\
& -\left(-2 a+b+c+\mathrm{a}+\mathrm{a}_{1}\right)(a-d)(a-e)(a-f)-(\sqrt{d e})^{2},
\end{aligned}
$$

and if we interchange for instance $b$ and $d$, this coefficient becomes

$$
\begin{aligned}
= & a a_{1}(a d+a c+c d+b e+b f+e f) \\
& -\left(-2 a+d+c+a+a_{1}\right)(a-b)(a-e)(a-f)-(\sqrt{b e})^{2} .
\end{aligned}
$$

These two expressions must be equal ; viz. we must have

$$
(\sqrt{b e})^{2}-(\sqrt{d e})^{2}=-a a_{1}(b-d)(a+c-e-f)+(a-e)(a-f)(b-d)\left(-a+c+a+a_{1}\right):
$$

the left-hand side is

$$
=\frac{1}{\theta^{2}}\left(b d_{1}-b_{1} d\right)\left(e \mathrm{fa}_{1} \mathrm{c}_{1}-\mathrm{e}_{1} \mathrm{f}_{\mathrm{a}} \mathrm{ac}\right),
$$

and we have

$$
\mathrm{bd}_{1}-\mathrm{b}_{1} \mathrm{~d}=(b-d) \theta ;
$$

hence, throwing out the factor $b-d$, the equation to be verified becomes

$$
\frac{1}{\theta}\left(\mathrm{efa}_{1} \mathrm{c}_{1}-\mathrm{e}_{3} \mathrm{f}_{\mathrm{s}} \mathrm{ac}\right)=-\mathrm{aa}_{1}(a+c-e-f)+(a-e)(a-f)\left(-a+c+\mathrm{a}+\mathrm{a}_{1}\right)
$$

## Writing

$$
\mathrm{e}=e^{\prime}+\mathrm{a}, \text { etc. }, \quad \theta=\mathrm{a}_{1}-\mathrm{a}
$$

the left-hand side is

$$
\left(a+a_{1}\right) e^{\prime} f^{\prime}+a a_{1}\left(e^{\prime}+f^{\prime}\right)+c^{\prime} e^{\prime} f^{\prime}-c^{\prime} a a_{1}
$$

and the right-hand side is

$$
-\mathrm{aa}_{1}\left(c^{\prime}-e^{\prime}-f^{\prime}\right)+e^{\prime} f^{\prime}\left(c^{\prime}+\mathrm{a}+\mathrm{a}_{1}\right)
$$

and these are equal.
There are of course, in all, six expressions such as $\Delta A$, each of them being by what precedes a sum of squares. And there are besides ten expressions such as

$$
\Delta A B,=A B \partial^{2} A B-(\partial A B)^{2}
$$

each of which should be a sum of squares: but I have not as yet effected the calculation of this expression $\Delta A B$.

Cambridye, 7th December, 1877.

## 666.

## SUR UN EXEMPLE DE RÉDUCTION D'INTÉGRALES ABÉLIENNES AUX FONCTIONS ELLIPTIQUES.

[From the Comptes Rendus de l'Académie des Sciences de Paris, t. lxxxv. (JuilletDécembre, 1877), pp. 265-268; 373, 374; 426—429; 472—475.]

Je reprends l'investigation de M. Hermite par rapport aux intégrales réductibles

$$
\int \frac{(1, x) d x}{\sqrt{x .1-x .1+a x .1+b x .1-a b x}}
$$

publiée sous ce même titre: "Sur un exemple, etc.", (Annales de la Société scientifique de Bruxelles, 1876). ©

Nous avons les constantes $a, b$ et les variables $x, y, u, v$; et en posant

$$
\begin{aligned}
& X=x .1-x .1+a x .1+b x .1-a b x, \\
& Y=y .1-y .1+a y .1+b y .1-a b y
\end{aligned}
$$

(et $c=\sqrt{1+a .1+b})$, M. Hermite a effectué l'intégration, par fonctions elliptiques, des équations différentielles

$$
\begin{aligned}
& \frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}=-\frac{2}{c} \quad(d u+d v) \\
& \frac{x d x}{\sqrt{\bar{X}}}+\frac{y d y}{\sqrt{Y}}=-\frac{2}{c \sqrt{a b}}(d u-d v)
\end{aligned}
$$

il a en effet trouvé les expressions, an moyen des fonctions elliptiques de $u, v$, des fonctions symétriques $x+y, x y$, et, de là, des cinq fonctions $a, b, c, d$, e dont je vais parler.

Au cas d'une fonction $X$ du sixième ordre, on a dans la théorie seize fonctions, savoir six fonctions a, b, c, d, e, f, et dix fonctions abf. cde, ..., ou (avec une notation
plus simple) $\mathbf{a b}, \mathbf{a c}, \mathbf{a d}, \mathbf{a e}, \mathrm{bc}, \mathrm{bd}$, be, cd , $\mathbf{c e}$, de: dans le cas d'une fonction du cinquième ordre, et ainsi dans le cas actuel, l'une des six fonctions, disons $f$, se réduit à l'unité, et l'on a les cinq fonctions $a, b, c, d, e$, et les dix fonctions $a b, \ldots, d e$.

Présentement, ces fonctions sont

$$
\begin{aligned}
& \mathrm{a}=x y \text {, } \\
& \mathrm{b}=1-x .1-y \text {, } \\
& \mathrm{c}=1+a x .1+a y, \\
& \mathrm{~d}=1+b x .1+b y \text {, } \\
& \mathrm{e}=1-a b x .1-a b y . \\
& \mathrm{ab}=(\sqrt{x .1-x .1+a y .1+b y .1-a b y}-\sqrt{y .1-y .1+a x .1+b x .1-a b x})^{2} \div(x-y)^{2}, \\
& \mathrm{ac}=(\sqrt{x .1+a x .1-y .1+b y .1-a b y}-\sqrt{y .1+a y .1-x .1+b x .1-a b x})^{2} \div(x-y)^{2}, \\
& \mathrm{ad}=(\sqrt{x .1+b x .1-y .1+a y .1-a b y}-\sqrt{y .1+b y .1-x .1+a x .1-a b x})^{2} \div(x-y)^{2}, \\
& \mathrm{ae}=(\sqrt{x .1-a b x .1-y \cdot 1+a y \cdot 1+b y}-\sqrt{y .1-a b y .1-x .1+a x} \cdot 1+b x)^{2} \div(x-y)^{2}, \\
& \mathrm{bc}=(\sqrt{1-x \cdot 1+a x \cdot y \cdot 1+b y \cdot 1-a b y}-\sqrt{1-y \cdot 1+a y \cdot x .1+b x .1-a b x})^{2} \div(x-y)^{2}, \\
& \mathrm{bd}=(\sqrt{1-x .1+b x . y .1+a y .1} \overline{\div a b y}-\sqrt{1-y .1+b y \cdot x .1+a x .1-a b x})^{2} \div(x-y)^{2}, \\
& \text { be }=(\sqrt{1-x .1-a b x . y .1+a y .1+b y}-\sqrt{1-y .1-a b y \cdot x .1+a x .1-b x})^{2} \div(x-y)^{2} \text {, } \\
& \mathrm{cd}=(\sqrt{1+a x .1+b x . y .1-y .1-a b y}-\sqrt{1+a y .1+b y . x .1-x .1-a b x})^{2} \div(x-y)^{2}, \\
& \text { ce }=(\sqrt{1+a x .1-a b x \cdot y .1-y .1+b y}-\sqrt{1+a y .1-a b y \cdot x .1-x .1+b x})^{2} \div(x-y)^{2} \text {, } \\
& \mathrm{de}=(\sqrt{1+b x .1-a b x . y .1-y .1+a y}-\sqrt{1+b y .1-a b y . x .1-x .1+a x})^{2} \div(x-y)^{2} \text {, }
\end{aligned}
$$

et je remarque que la différence de deux quelconques des fonctions $\mathrm{ab}, \mathrm{ac}, \ldots$ est une fonction rationnelle et entière de $x, y$. On a, par exemple:

$$
\begin{aligned}
& \mathrm{ac}-\mathrm{ad}=a-b . \quad 1-a b x y, \\
& \mathrm{bc}-\mathrm{bd}=a-b . \quad-1+a b(x+y)-a b x y, \\
& \mathrm{be}-\mathrm{cd}=1+a . \quad 1+b-1+a b x y \\
& \mathrm{ce}-\mathrm{de}=a-b . \quad-1+(x+y)-a b x y .
\end{aligned}
$$

En faisant, comme auparavant, $c=\sqrt{1+a .1+b}$, et puis

$$
\begin{aligned}
c k & =\sqrt{a}+\sqrt{b}, & & c l=\sqrt{a}-\sqrt{b}, \\
c k^{\prime} & =1-\sqrt{a b}, & & c l^{\prime}=1+\sqrt{a b} ; \\
\sigma & =\operatorname{sn}(u, k), & & \sigma_{1}=\operatorname{sn}(v, l), \\
\gamma & =\operatorname{cn}(u, k), & & \gamma_{1}=\operatorname{cn}(v, l), \\
\delta & =\operatorname{dn}(u, k), & & \delta_{1}=\operatorname{dn}(v, l),
\end{aligned}
$$

(où j'écris sn, cn, du pour sinam, cos am, $\Delta \mathrm{am}$ ), et, pour un moment,

$$
\xi=\sqrt{a} b\left(\gamma \sigma_{1} \delta_{1}+\gamma_{1} \sigma \delta\right), \quad \eta=c\left(-k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta\right), \quad \zeta=\gamma \sigma_{1} \delta_{1}-\gamma_{1} \sigma \delta^{*},
$$

$x, y$ sont donnés au moyen des fonctions elliptiques $\sigma, \gamma, \delta, \sigma_{1}, \gamma_{1}, \delta_{1}$ de $u, v$ par les équations

$$
x+y=\frac{\xi^{2}+\zeta^{2}-\eta^{2}}{\xi^{2}}, \quad x y=\frac{\zeta^{2}}{\xi^{2}},
$$

ou, ec qui est la même chose, on a identiquement

$$
\xi^{2} z^{2}-\left(\xi^{2}+\zeta^{3}-\eta^{2}\right) z+\zeta^{2}=\xi^{2} \cdot z-x \cdot z-y
$$

de manière que $x, y$ sont les racines de l'équation quadrique

$$
\xi^{2} z^{2}-\left(\xi^{2}+\zeta^{2}-\eta^{2}\right) z+\zeta^{2}=0 .
$$

On a l'identité (due à M. Hermite)

$$
\begin{aligned}
\left(P^{3}+Q z^{2}\right. & +R z+S)^{2}-c^{2} \delta^{2} \delta_{1}^{2}\left(\sigma^{2}-\sigma_{1}^{2}\right)^{2} Z \\
& =\left[\sigma^{2}(1+a z)(1+b z)-c^{2} z\right]\left[\sigma_{1}^{2}(1+a z)(1+b z)-c^{2} z\right] \times\left[\xi^{\prime 2} z^{\prime \prime}-\left(\xi^{2}+\zeta^{3}-\eta^{2}\right) z+\zeta^{2}\right]
\end{aligned}
$$

ou

$$
Z=z .1-z .1+a z .1+b z .1-a b z ;
$$

et alors les valeurs de $P, Q, R, S$ sont

$$
\begin{aligned}
P & =-a b \sqrt{a b} \sigma \sigma_{1}\left(\gamma \sigma_{1} \delta_{1}+\gamma_{1} \sigma \delta\right), \\
Q & =\sqrt{a b} \sigma \sigma_{1}\left[-(a+b-\sqrt{a b}) \gamma \sigma_{1} \delta_{1}-(a+b+\sqrt{a b}) \gamma_{1} \sigma \delta\right]+c^{2} \sqrt{a b}\left(\delta \sigma_{1} \gamma_{1}+\delta_{1} \sigma \gamma\right), \\
R & =\sigma \sigma_{1}\left[(a+b-\sqrt{a b}) \gamma \sigma_{1} \delta_{1}-(a+b+\sqrt{a b}) \gamma_{1} \sigma \delta\right]+c^{2}\left(\delta \sigma_{1} \gamma_{2}-\delta_{1} \sigma \gamma\right), \\
S & =\sigma \sigma_{1}\left(\gamma \sigma_{1} \delta_{1}-\gamma_{1} \sigma \delta\right),
\end{aligned}
$$

lesquelles peuvent anssi s'écrire comme il suit:

$$
\begin{aligned}
& P=-a b \sigma \sigma_{1} \xi, \\
& Q=-a b \sigma \sigma_{1} \zeta-c^{2} \sqrt{a b} \sigma \sigma_{1}\left(l^{2} \gamma \sigma_{1} \delta_{1}+k^{2} \gamma_{1} \sigma \delta\right)+c^{2} \sqrt{a b}\left(\delta \sigma_{1} \gamma_{1}+\delta_{1} \sigma \gamma\right), \\
& R=\sigma \sigma_{1} \xi+c^{2} \sigma \sigma_{1}\left(l^{2} \gamma \sigma_{1} \delta_{1}-k^{2} \gamma_{1} \sigma \delta\right)+c^{3}\left(\delta \sigma_{1} \gamma_{1}-\delta_{1} \sigma \gamma\right), \\
& S=\sigma \sigma_{1} \zeta,
\end{aligned}
$$

et je remarque l'équation

$$
\begin{aligned}
P+Q+R+S & =c^{3} \gamma \gamma_{1}\left(-k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta\right) \\
& =c^{2} \gamma \gamma_{1} \eta .
\end{aligned}
$$

En écrivant successivement $z=x, z=y$, et en choisissant convenablement les signes des radicaux, on obtient

$$
\begin{aligned}
& P x^{3}+Q x^{2}+R x+S=c \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right) \sqrt{X}, \\
& P y^{3}+Q y^{2}+R y+S=c \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right) \sqrt{Y} ;
\end{aligned}
$$

on conçoit sans peine que c'est à cause de ces expressions rationnelles des radicaux que l'intégration des équations différentielles réussit.

* En écrivant

$$
\xi^{\prime}=\gamma \sigma_{1} \delta_{1}+\gamma_{1} \delta \delta, \quad \eta^{\prime}=-k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \delta \delta, \quad \zeta=\gamma \sigma_{1} \delta_{1}-\gamma_{1} \delta \delta,
$$

je me sers, dans la suite, de ce symbole

$$
\xi=\sqrt{\bar{a} \bar{b} \xi^{\prime}}, \quad \eta=c \eta^{\prime}, \quad \zeta=\zeta^{\prime} ;
$$

$$
\xi_{1}^{\prime}=\gamma \sigma_{1} \delta_{1}+\gamma_{1} \delta \delta .
$$

[Pp. 373-376*; 426-429.] Les valeurs de $x+y$, $x y$ donnent sans beaucoup de peine celles de $a, b, c, d$, $e$; mais les réductions pour obtenir les valeurs des dix fonctions ab, ..., de sont très pénibles; je donne seulement les résultats. Ces valeurs sont

$$
\begin{aligned}
& \sqrt{\mathrm{a}}=\frac{1}{a b \xi^{\prime}} \cdot \gamma \sigma_{1} \delta_{1}-\gamma_{1} \sigma \delta, \\
& \sqrt{\mathrm{~b}}=\frac{c}{\sqrt{a b \xi^{\prime}}} \cdot k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta, \\
& \sqrt{\mathrm{c}}=\frac{c}{\sqrt{b \xi^{\prime}}} \cdot l \delta \sigma_{1} \gamma_{1}-k \delta_{1} \sigma \gamma, \\
& \sqrt{\mathrm{~d}}=\frac{c}{\sqrt{a \xi^{\prime}}} \cdot l \delta \sigma_{1} \gamma_{2}+k \delta_{1} \sigma \gamma, \\
& \sqrt{\mathrm{e}}=\frac{c}{\xi^{\prime}} \cdot k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta,
\end{aligned}
$$

où
et puis

$$
\begin{aligned}
& \sqrt{\mathrm{ab}}=\quad \begin{array}{cc}
\frac{c}{\xi^{\prime}} & \cdot \gamma \gamma_{1} \delta \delta_{1}-k^{\prime} l^{\prime} \sigma \sigma_{1},
\end{array} \\
& \sqrt{\mathrm{ac}}=\frac{c}{\xi^{\prime}\left(l \delta \sigma_{1} \gamma_{1}-k \delta_{1} \sigma \gamma\right)} \cdot k\left(l^{\prime \prime 2}+l^{\prime \prime} \gamma_{1}^{4}\right) \sigma \gamma \delta-l\left(k^{\prime 2}+k^{2} \gamma^{4}\right) \sigma_{1} \gamma_{1} \delta_{1}, \\
& \sqrt{\mathrm{ad}}=\frac{c}{\xi\left(l \delta \sigma_{1} \gamma_{1}+k \delta_{1} \sigma \gamma\right)} \cdot k\left(l^{\prime_{2}^{2}}+l^{3} \gamma_{1}^{4}\right) \sigma \gamma \delta+l\left(k^{\prime 2}+l^{2} \gamma^{4}\right) \sigma_{1} \gamma_{1} \delta_{1}, \\
& \sqrt{a e}=\frac{c}{\xi^{\prime}\left(l^{\prime} \sigma \gamma_{1} \delta_{1}+l l^{\prime} \sigma_{1} \gamma \delta\right)} \cdot k^{\prime}\left(l^{\prime 2}+l^{2} \gamma_{1}{ }^{4}\right) \sigma \gamma \delta+l^{\prime}\left(k^{\prime 2}+k^{2} \gamma^{4}\right) \sigma_{1} \gamma_{3} \delta_{1} \text {, } \\
& \sqrt{\mathrm{bc}}=\begin{array}{c}
\frac{1}{2} c^{2} \\
\xi
\end{array} \quad \cdot k^{\prime} \delta_{1}^{2}+l^{\prime} \delta^{2}-k l\left(k^{\prime} \sigma^{2} \gamma_{1}^{2}+l^{\prime} \sigma_{1}^{2} \gamma^{2}\right), \\
& \sqrt{\mathrm{bdl}}=\frac{\frac{1}{2} c^{2}}{\xi^{\prime}} \quad . k^{\prime} \delta_{1}^{2}+l^{\prime} \delta^{2}+h l\left(k^{\prime} \sigma^{\prime \prime} \gamma_{1}^{2}+l^{\prime} \sigma_{1}^{2} \gamma^{2}\right), \\
& \sqrt{\mathrm{be}}=\begin{array}{cc}
c & c \\
\xi^{\prime} & -\sigma \sigma_{1} \delta \delta_{1}-\gamma \gamma_{1},
\end{array} \\
& \sqrt{\mathrm{~cd}}=\quad \frac{c}{\xi^{\prime}} \quad .-\sigma \sigma_{1} \delta \delta_{1}+\gamma \gamma_{2}, \\
& \sqrt{\mathrm{ce}}=\quad \begin{array}{c}
c \\
\xi^{\prime}
\end{array} .1-\frac{1+a}{c \sqrt{c}} k \cdot \sigma^{2}-\frac{1+a}{c \sqrt{a}} l \sigma_{1}{ }^{2}+k l \sigma^{2} \sigma_{1}{ }^{2}, \\
& \sqrt{\mathrm{de}=} \begin{array}{lll}
c & .1-\frac{1+b}{c \sqrt{b}} k \sigma^{2}+\frac{1+b}{c \sqrt{b}} l \sigma_{1}{ }^{2}-k l \sigma^{2} \sigma_{1}{ }^{2} .
\end{array}
\end{aligned}
$$

* Voir la note, p. 426 du volume.-Dans la seconde Communication (p. 373), une crreur de composition a fait placer, à la suite de la treizieme ligne de la page 374 , deux pages et demie de texte qui ne devaient trouver place que dans la Communication saivante. Nous rétablissons intégralement cette sconde Communication: la troisième sera insérée dans le prochain numéro.
c. x .

Les valeurs de $a, b, e, d$, e donnent

$$
\begin{aligned}
\sqrt{X} \sqrt{Y}= & \sqrt{\mathrm{a}} \sqrt{\mathrm{~b}} \sqrt{\mathrm{e}} \sqrt{\mathrm{~d}} \sqrt{\mathrm{e}} \\
= & \frac{c^{4}}{(a b)^{2} \xi^{\prime 3}}\left(\gamma \sigma_{1} \delta_{1}-\gamma_{1} \sigma \delta\right)\left(-k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta\right) \\
& \times\left(l \delta \sigma_{1} \gamma_{3}-k \delta_{1} \sigma \gamma\right)\left(l \delta \sigma_{1} \gamma_{1}+k \delta_{1} \sigma \gamma\right)\left(k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta\right), \\
= & \frac{c^{4}}{(a b)^{2} \xi^{\prime 3}}\left(\gamma^{2} \sigma_{1}^{2} \delta_{1}^{2}-\gamma_{1}^{2} \sigma^{2} \delta^{2}\right)\left(-k^{2} \sigma^{2} \gamma_{1}^{2} \delta_{1}^{2}+l^{2} \sigma_{1}^{2} \gamma^{2} \delta^{2}\right)\left(l^{2} \delta^{2} \sigma_{1}^{2} \gamma_{1}^{2}-l^{2} \delta_{1}^{2} \sigma^{2} \gamma^{2}\right)
\end{aligned}
$$

i'ai vérifié que le sigue s'accorde avec celui de la valeur obtenue au moyen des expressions rationnelles de $\sqrt{ } \bar{X}, \sqrt{Y}$.

On vérifie en partie les valeurs des fonctions $\sqrt{\mathrm{ab}}, \sqrt{\mathrm{ac}}, \ldots$, en cousidérant les différences des carrés de ces fonctions; mais ce calcul n'est pas toujours facile. Par exemple, nous avons

$$
\begin{aligned}
\mathrm{ae}-\mathrm{ad} & =(a-b)(1-a b x y) \\
& =\frac{c^{2} k l}{\xi^{\prime 2}}\left(\xi^{\prime 2}-\zeta^{2}\right) \\
& =\frac{4 c^{3} k l}{\xi^{\prime 2}} \sigma \sigma_{1} \gamma \gamma_{1} \delta \delta_{1} ;
\end{aligned}
$$

et cette valeur doit ainsi être égale à

$$
\begin{aligned}
\frac{c^{2}}{\xi^{\prime 2}}\{ & \frac{1}{\left(l \delta \sigma_{1} \gamma_{1}-k \delta_{1} \sigma \gamma\right)^{2}}\left[k\left(l^{\prime 2}+l^{2} \gamma_{1}^{4}\right) \sigma \gamma \delta-l\left(k^{\prime 2}+k^{2} \gamma^{4}\right) \sigma_{1} \gamma_{1} \delta_{1}\right]^{2} \\
& \left.-\frac{1}{\left(l \delta \sigma_{1} \gamma_{1}+k \delta_{1} \sigma \gamma\right)^{2}}\left[k\left(l^{\prime 2}+\dot{l}^{2} \gamma_{1}^{4}\right) \sigma \gamma \delta+l\left(k^{\prime 2}+k^{2} \gamma^{4}\right) \sigma_{1} \gamma_{1} \delta_{1}\right]^{2}\right\} .
\end{aligned}
$$

Pour voir cela, j'écris pour le moment

$$
\begin{array}{ll}
A=k\left(l^{\prime 2}+l^{2} \gamma_{1}^{4}\right) \sigma \gamma \delta, & B=l\left(k^{\prime 2}+l^{2} \gamma^{4}\right) \sigma_{1} \gamma_{2} \delta_{1}, \\
\alpha=l \delta \sigma_{1} \gamma_{1}, & \beta=k \delta_{1} \sigma \gamma ;
\end{array}
$$

l'équation devient ainsi

$$
\begin{aligned}
4 k l \sigma \sigma_{1} \gamma \gamma_{1} \delta \delta_{1}\left(\alpha^{2}-\beta^{2}\right)^{2} & =(\alpha+\beta)^{2}(A-B)^{2}-(\alpha-\beta)^{2}(A+B)^{2}, \\
& =4\left[\alpha \beta\left(A^{2}+B^{2}\right)-A B\left(\alpha^{2}+\beta^{2}\right)\right]
\end{aligned}
$$

$\omega$, en remarquant que $A B$ et $\alpha \beta$ contiennent chacun le faeteur $k l \sigma \sigma_{1} \gamma \gamma_{1} \delta \delta_{1}$, cette equation devient

$$
\begin{aligned}
\left(\alpha^{2}-\beta^{2}\right)^{2}=k^{2}\left(l^{\prime 2}+l^{2} \gamma_{1}^{4}\right)^{2} \sigma^{2} \gamma^{2} \delta^{2} & +l^{2}\left(k^{\prime 2}+l^{2} \gamma^{4}\right)^{2} \sigma_{1}^{2} \gamma_{1}^{2} \delta_{1}^{2} \\
& -\left(l^{\prime 2}+l^{2} \gamma_{1}^{4}\right)\left(k^{\prime 2}+k^{2} \gamma_{1}^{4}\right)\left(l^{2} \delta^{2} \sigma_{1}^{2} \gamma_{1}^{2}+k^{2} \delta_{1}^{2} \sigma^{2} \gamma^{2}\right),
\end{aligned}
$$

c'est-à-dire

$$
\left(\alpha^{2}-\beta^{2}\right)^{2}=\left[l^{2}\left(l^{\prime 2}+l^{2} \gamma_{1}^{4}\right) \sigma^{2} \gamma^{2}-l^{2}\left(k^{\prime 2}+l^{2} \gamma^{4}\right) \sigma_{1}^{2} \gamma_{1}^{2}\right]\left[\left(l^{\prime 2}+l^{2} \gamma_{1}^{4}\right) \delta^{2}-\left(l^{\prime 2}+l^{2} \gamma^{4}\right) \delta_{1}^{2}\right] ;
$$

or les deux facteurs à droite se réduisant l'un et l'autre à

$$
l^{2} \sigma^{2} \gamma^{2} \delta_{1}^{2}-l^{2} \sigma_{1}^{2} \gamma_{1}^{2} \delta^{2}
$$

c'est-à-dire à ( $\alpha^{2}-\beta^{2}$ ), la vérification est ainsi complétée.
La différence be-cd donne un exemple beancoup plus simple; on a

$$
\begin{aligned}
\mathrm{be}-\mathrm{cd} & =1+a \cdot 1+b(-1+a b x y) \\
& =\frac{c^{2}}{\xi^{\prime 2}}\left(-\xi^{\prime 2}+\zeta^{2}\right) \\
& =\frac{c^{2}}{\xi^{\prime 2}}\left(-4 \sigma \sigma_{1} \gamma \gamma_{1} \delta \delta_{1}\right)
\end{aligned}
$$

l'équation à vérifier est ainsi

$$
-4 \sigma \sigma_{1} \gamma \gamma_{1} \delta \delta_{1}=\left(-\sigma \sigma_{1} \delta \delta_{1}-\gamma \gamma_{1}\right)^{2}-\left(-\sigma \sigma_{1} \delta \delta_{1}+\gamma \gamma_{1}\right)^{2}
$$

ce qui est juste.
[Pp. 472-475.] Je donne quelques autres formules dont je me suis servi dans le cours de cette recherche. Partant des expressions de $\xi, \eta, \zeta$, on a

$$
\begin{aligned}
& d \xi=\lambda d u+\lambda_{1} d v=\sqrt{a b}\left\{\left[-\sigma \delta \sigma_{1} \delta_{1}+\gamma \gamma_{1}\left(1-2 k^{2} \sigma^{2}\right)\right] d u\right. \\
& \left.+\left[\gamma \gamma_{1}\left(1-2 l^{2} \sigma_{1}{ }^{2}\right)-\sigma \sigma_{1} \delta \delta_{1} \quad\right] d v\right\}, \\
& d \eta=\mu d u+\mu_{1} d v=c\left\{\quad\left[-k^{\prime} \gamma \delta \gamma_{1} \delta_{1}+l^{\prime} \sigma \sigma_{1}\left(-1-k^{2}+2 k^{2} \sigma^{2}\right)\right] d u\right. \\
& \left.+\left[l^{\prime} \sigma \sigma_{1}\left(1+l^{2}-2 l^{2} \sigma_{1}^{2}\right)+l^{\prime} \gamma \delta \gamma_{1} \delta_{1} \quad\right] d v\right\}, \\
& d \zeta=\nu d u+\nu_{1} d v=\left\{\left[-\sigma \delta \sigma_{1} \delta_{1}-\gamma \gamma_{1}\left(1-2 k^{2} \sigma^{2}\right)\right] d u\right. \\
& \left.+\left[\gamma \gamma_{1}\left(1-2 l l^{3} \sigma_{1}{ }^{2}\right)+\sigma \delta \sigma_{1} \delta_{1} \quad\right] d v\right\} ;
\end{aligned}
$$

en prenant pour $A, B, C$ des fonctions telles que

$$
A d \xi+B d \eta+C d \zeta=d u+d v
$$

on a

$$
\begin{aligned}
& A \lambda+B \mu+C \nu=1 \\
& A \lambda_{1}+B \mu_{1}+C \nu_{1}=1
\end{aligned}
$$

Je pose aussi

$$
A \xi+B \eta+C \zeta=0
$$

et au moyen de ces équations, j'obtiens pour $A, B, C$ les valeurs

$$
\begin{aligned}
A \nabla & =\frac{1}{2 \sqrt{a b}}\left(-U+W^{+}\right) \\
B \nabla & =\frac{1}{2 c} V \\
C \nabla & =\frac{1}{2}\left(-U-W^{+}\right)
\end{aligned}
$$

๙̀

$$
\begin{aligned}
U & =l^{\prime} \delta^{2}\left(\delta \sigma_{1} \gamma_{1}+\delta_{1} \sigma \gamma\right)+l^{\prime} \sigma^{2} \gamma_{1}^{2}\left(l^{2} \delta \sigma_{1} \gamma_{1}+k^{2} \delta_{1} \sigma \gamma\right), \\
W & =k^{\prime} \delta_{1}{ }^{2}\left(\delta \sigma_{1} \gamma_{1}+\delta_{1} \sigma \gamma\right)+l^{\prime} \sigma_{1}^{2} \gamma^{2}\left(l^{2} \delta \sigma_{1} \gamma_{1}+k^{2} \delta_{1} \sigma \gamma\right), \\
V & =2\left[\left(l^{\prime 2}+l^{3} \gamma_{1}^{4}\right) \sigma \gamma \delta+\left(k^{\prime 2}+k^{2} \gamma^{\prime}\right) \sigma_{1} \gamma_{1} \delta_{1}\right], \\
\nabla & =\left(k^{\prime} \sigma \gamma_{1} \delta_{1}+l^{\prime} \sigma_{1} \gamma \delta\right)\left(l \delta \sigma_{1} \gamma_{1}-k \delta_{1} \sigma \gamma\right)\left(l \delta \sigma_{1} \gamma_{1}+k \delta_{1} \sigma \gamma\right)
\end{aligned}
$$

et de là aussi

$$
\begin{aligned}
-U+W= & -\frac{2 \sqrt{a b}}{c}\left(\delta \delta_{1} \gamma \gamma_{1}-k^{\prime} l^{\prime} \sigma \sigma_{1}\right)\left(\gamma \sigma_{1} \delta_{1}+\gamma_{1} \sigma \delta\right), \\
U+W= & \frac{2}{c}\left(\left\{1+l^{\prime} \sigma^{2} \sigma_{1}^{2}-\sqrt{a b}\left[\left(1+k^{\prime} l^{\prime}\right) \sigma^{2}-l^{2} \sigma_{1}^{2}\right]\right\} \delta \sigma_{1} \gamma_{1}\right. \\
& \left.\quad+\left\{1-l^{2} \sigma^{2} \sigma_{1}^{2}+\sqrt{a b}\left[\left(1+k^{\prime} l^{\prime}\right) \sigma_{1}^{2}-l^{2} \sigma^{2}\right]\right\} \delta_{1} \sigma \gamma\right) .
\end{aligned}
$$

En admettant l'équation

$$
\frac{d x}{\sqrt{\bar{X}}}+\frac{d y}{\sqrt{\bar{Y}}}=-\frac{2}{c}(d u+d v)
$$

on obtient sans peine les relations

$$
\begin{aligned}
& A \xi=\frac{c}{x-y}\left(\frac{x^{2}-x}{\sqrt{X}}-\frac{y^{2}-y}{\sqrt{\bar{Y}}}\right) \\
& B \frac{\xi^{2}}{\eta}=\frac{c}{x-y}\left(\frac{x}{\sqrt{X}}-\frac{y}{\sqrt{Y}}\right) \\
& C \frac{\xi^{2}}{\zeta}=\frac{c}{x-y}\left(\frac{-x+1}{\sqrt{X}}-\frac{-y+1}{\sqrt{\bar{Y}}}\right),
\end{aligned}
$$

et, en multipliant par

$$
c^{2} \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right) \sqrt{X Y}, \quad=\frac{c^{4} a b \eta \zeta \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right)}{\xi} \nabla
$$

et dans les seconds membres, au lieu de

$$
c^{2} \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right) \sqrt{X}, \quad c^{2} \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right) \sqrt{Y}
$$

substituant les valeurs

$$
P x^{3}+Q x^{2}+R x+S, \quad P y^{3}+Q y^{2}+R y+S
$$

on obtient, après quelques réductions simples, les équations

$$
\begin{aligned}
& c^{4} a b \delta \delta_{1}\left(\sigma^{2}-\sigma_{1}^{2}\right) \nabla A=a b \sigma \sigma_{1} \xi_{\eta} \zeta-\sigma \sigma_{1} \xi^{3} \eta+c^{*} \gamma \gamma_{1} \xi^{\prime} \zeta, \\
& \text { " } \quad \nabla B=a b \sigma \sigma_{1} \zeta\left(\xi^{2}+\zeta^{3}-\eta^{2}\right)+\sigma \sigma_{1} \xi^{3}-Q \xi \zeta, \\
& " \quad \nabla C=a b \sigma \sigma_{1} \eta\left(-2 \xi^{\prime}-\zeta^{2}+\eta^{2}\right)+Q \xi^{2} \eta-c^{3} \gamma \gamma_{1} \xi^{3},
\end{aligned}
$$

lesquelles satisfont, comme cela doit être, à la condition

$$
A \xi+B \eta+C \zeta=0
$$

Réeiproquement, en vérifiant ces identités, ce qui est assez pénible, on obtient une démonstration de l'équation différentielle

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}=-\frac{2}{c}(d u+d v)
$$

En écrivant, pour plus de simplicité,

$$
A \nabla=-\frac{1}{c} \mathfrak{M \prime} \xi^{\prime}, \quad B \nabla=\frac{1}{c} \mathfrak{B}, \quad C \nabla=-\frac{1}{c} \mathfrak{(},
$$

les valeurs de $\mathfrak{A}^{\prime}, \mathfrak{B}$, ( 5 sont

$$
\begin{aligned}
\mathfrak{N}= & \gamma \gamma_{1} \delta \delta_{1}-k^{\prime} l^{\prime} \sigma \sigma_{1}, \\
\mathfrak{B}= & \left(l^{\prime 2}+l^{2} \gamma^{\prime}\right) \sigma \gamma^{\prime} \delta+\left(k^{\prime 2}+l^{2} \gamma^{\prime}\right) \sigma_{1} \gamma_{1} \delta_{1}, \\
\mathfrak{E}= & \left\{1-l^{2} \sigma^{2} \sigma_{1}^{2}-\sqrt{a b}\left[\left(1+k^{\prime} l^{\prime}\right) \sigma^{2}-l^{2} \sigma_{1}^{2}\right]\right\} \delta \sigma_{1} \gamma_{1} \\
& +\left\{1-h^{2} \sigma^{2} \sigma_{1}^{2}+\sqrt{a b}\left[\left(1+k^{\prime} l^{\prime}\right) \sigma_{1}^{2}-h^{2} \sigma^{2}\right]\right\} \delta_{1} \sigma \gamma ;
\end{aligned}
$$

et des trois équations pour $A \xi, B \frac{\xi^{2}}{\eta}, C \frac{\xi^{2}}{\xi}$, on déduit

$$
\begin{aligned}
-\frac{\mathscr{U}^{\prime}}{\sqrt{ } a b}+B \eta \zeta & =\Omega\left(\frac{x^{2}}{\sqrt{X}}-\frac{y^{2}}{\sqrt{Y}}\right), \\
B \zeta & =\Omega\left(\frac{x}{\sqrt{X}}-\frac{y}{\sqrt{Y}}\right), \\
-(\dot{\zeta} \dot{\eta}+B \zeta & =\Omega\left(\frac{1}{\sqrt{X}}-\frac{1}{\sqrt{Y}}\right),
\end{aligned}
$$

où

$$
\Omega=\frac{c^{2} \nabla \eta \xi}{a b \xi^{\prime}(x-y)} ;
$$

et c'est au moyen de ces équations que j'ai trouvé les valeurs ci-dessus données pour $\sqrt{\mathrm{ab}}, \sqrt{\mathrm{ac}}, \ldots$; on a, par exemple,

$$
\sqrt{\mathrm{ab}}=\frac{\sqrt{X} \sqrt{Y}}{\sqrt{\mathrm{a}} \sqrt{\bar{b}}(x-y)}\left(\frac{x-x^{2}}{\sqrt{X}}-\frac{y-y^{2}}{\sqrt{Y}}\right)=\frac{\sqrt{X} \sqrt{Y}}{\sqrt{\mathrm{a}} \sqrt{\mathrm{~b}}(x-y) \Omega} \frac{\mathfrak{1} 1^{\prime} \eta \zeta}{\sqrt{\mathrm{b} b}},
$$

ce qui se réduit sans peine à $\sqrt{a b}=\frac{c}{\xi^{\prime}} \mathfrak{N}$ '. Les dix fonctions contienneut de cette manière les facteurs suivants:

$$
\begin{aligned}
& \sqrt{\mathrm{ab}}, \mathfrak{H}^{\prime}, \\
& \sqrt{\mathrm{ac},}(1+a) \mathfrak{B}-\sqrt{\frac{a}{b}} \mathfrak{H}^{\prime} \eta, \\
& \sqrt{\mathrm{ad},}(1+b) \mathfrak{B}-\sqrt{\frac{a}{b}} \Re^{\prime} \eta, \\
& \sqrt{\mathrm{ae}}, \quad(1-a b) \mathfrak{B}+\sqrt{c b} \mathfrak{N}^{\prime} \eta, \\
& \sqrt{\mathrm{bc}}, \\
& -\left(5+\sqrt{\frac{a}{b}} \mathfrak{N}^{\prime} \zeta,\right.
\end{aligned}
$$

$$
\begin{aligned}
& \sqrt{\mathrm{bd}},-\left(5+\sqrt{\frac{b}{a}} \mathfrak{2} \zeta^{\prime} \zeta^{\prime},\right. \\
& \sqrt{\overline{b e}}, \quad-\left(5-\sqrt{a b} 9 \mathfrak{H}^{\prime} \zeta\right. \text {, } \\
& \sqrt{\mathrm{cd}}, \frac{1}{c}\left(-\sqrt{a b} \eta \zeta 21^{\prime}+c^{*}-3 \zeta-(\zeta \eta)\right. \text {, } \\
& \sqrt{\mathrm{ce}}, \frac{1}{c}\left[a \sqrt{a b} \eta+\mathfrak{\mathfrak { Y }} \zeta(1+a)(1-a b) \mathfrak{B} \zeta-\left(\varsigma_{\eta} \eta\right],\right. \\
& \sqrt{\mathrm{de}}, \frac{1}{c}\left[b \sqrt{a b} \eta \zeta \mathfrak{I}^{\prime}+(1+b)(1-a b) \mathfrak{B} \zeta-(\mathfrak{c} \eta]:\right.
\end{aligned}
$$

mais il y a des dénominateurs variables qui contiennent des facteurs dont quelquesuns divisent les numérateurs, et la réduction aux formes ci-dessus données m'a coûté assez de peine.

## 667.

## ON THE BICIRCULAR QUARTIC: ADDITION TO PROFESSOR CASEY'S MEMOIR "ON A NEW FORM OF TANGENTIAL EQUATION."

[From the Philosophical Transactions of the Royal Society of London, vol. clxvir. Part II. (1877), pp. 441—460. Received January 24,—Read February 22, 1877.]

Professor Casey communicated to me the MS. of the Memoir referred to, and he has permitted me to make to it the present Addition, containing further developments on the theory of the bieircular quartic.

Starting from his theory of the fourfold generation of the curve, Prof. Casey shows that there exist series of inseribed quadrilaterals $A B C D$ whereof the sides $A B$, $B C, C D, D A$ pass through the centres of the four cireles of inversion respectively; or (as it is convenient to express it) the pairs of points $(A, B),(B, C),(C, D),(D, A)$ belong to the four modes of generation respectively, and may be regarded as depending upon certain parameters (his $\theta, \theta^{\prime}, \theta^{\prime \prime}, \theta^{\prime \prime \prime}$, or say) $\omega_{1}, \omega_{3}, \omega_{3}, \omega$ respectively, any three of these being in fact functions of the fourth. Considering a given quadrilateral $A B C D$, and giving to it an infinitesimal variation, we have four infinitesimal ares $A A^{\prime}, B B^{\prime}, C C^{\prime}, D D^{\prime}$; these are differential expressions, $A A^{\prime}$ and $B B^{\prime}$ being of the form $M_{1} d \omega_{1}, B B^{\prime}$ and $C C^{\prime}$ of the form $M_{2} d \omega_{2}, C C^{\prime}$ and $D D^{\prime}$ of the form $M_{3} d \omega_{3}, D D^{\prime}$ and $A A^{\prime}$ of the form $M d \omega$; or, what is the same thing, $A A^{\prime}$ is expressible in the two forms $M d \omega$ and $M_{1} d \omega_{1}, B B^{\prime}$ in the two forms $M_{1} d \omega_{1}$ and $M_{2} d \omega_{2}, \& \mathrm{c}$., the identity of the two expressions for the same are of course depending on the relation between the two parameters. But any such monomial expression $M d \omega$ of an are $A A^{\prime}$ would be of a complicated form, not obviously reducible to elliptic functions; Casey does not obtain these monomial expressions at all, but he finds geometrically monomial expressions for the differences and sum $B B^{\prime}-A A^{\prime}, C C^{\prime}-B B^{\prime}, D D^{\prime}+C C^{\prime}, D D^{\prime}-A A^{\prime}$ (they cannot be all of them differences), and thence a quadrinomial expression $A A^{\prime}=N_{1} d \omega_{1}+N_{2} d \omega_{2}+N_{3} d \omega_{3}+N d \omega$ (his $d s^{\prime}=\rho d \theta+\rho^{\prime} d \theta^{\prime}+\rho^{\prime \prime} d \theta^{\prime \prime}+\rho^{\prime \prime \prime} d \theta^{\prime \prime \prime}$ ); and that without any explicit consideration of the relations which comnect the parameters.

I propose to complete the analytical theory by establishing the monomial equations $A A^{\prime}=M d \omega=M_{1} d \omega_{1}$, \&c., and the relations between the parameters $\omega, \omega_{1}, \omega_{2}, \omega_{3}$ which belong to an inscribed quadrilateral $A B C D$, so as to show what the process really is by which we pass from the monomial form to a quadrinomial form

$$
A A^{\prime}(\text { or } d S)=N d \omega+N_{1} d \omega_{1}+N_{2} d \omega_{2}+N_{3} d \omega_{3}
$$

wherein each term is separately expressible as the diffcrential of an elliptic integral ; and further to develop the theory of the transformation to elliptic integrals. We require to establish for these purposes the fundamental formulx in the theory of the bicircular quartic.

I remark that in the various formulæ $f, g, \theta, \theta_{1}, \theta_{2}, \theta_{3}$ are constants which enter only in the combinations $f+\theta, f-g, \theta_{1}-\theta, \theta_{2}-\theta, \theta_{3}-\theta$ : that $X, Y$ are taken as current coordinates, and these letters, or the same letters with suffixes, are taken as coordinates of a point or points on the bicircular quartic: and that the letters ( $x, y$ ), $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$ are used throughout as variable parameters, viz. we have

$$
\begin{aligned}
& (f+\theta) x^{2}+(g+\theta) y^{2}=1, \\
& \left(f+\theta_{1}\right) x_{1}{ }^{2}+\left(g+\theta_{1}\right) y_{1}^{2}=1, \\
& \left(f+\theta_{2}\right) x_{2}^{2}+\left(g+\theta_{2}\right) y_{2}^{2}=1, \\
& \left(f+\theta_{3}\right) x_{3}^{2}+\left(g+\theta_{3}\right) y_{3}^{2}=1 ;
\end{aligned}
$$

so that $x, y=\frac{\cos \omega}{\sqrt{f+\theta}+\theta}, \frac{\sin \omega}{\sqrt{g+\theta}}$, are functions of a single parameter $\omega$, and similarly $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$ are functions of the parameters $\omega_{1}, \omega_{2}, \omega_{3}$ respectively. We sometimes use these or similar expressions of $(x, y)$, \&c., as trigonometrical functions of a single parameter; but we more frequently retain the pair of quantities, considered as connected by an equation as above and so as equivalent to a single variable parameter.

## Formula for the fourfold generation of the Bicircular Quartic. Art. Nos. 1 to 5.

1. We have four systems of a dirigent conic and circle of inversion, each giving rise to the same bicircular quartic: viz. the bicircular quartic is the envelope of a generating circle, having its centre on a dirigent conic, and cutting at right angles the corresponding circle of inversion; or, what is the same thing, it is the locus of the extremities of a chord of the generating circle, which chord passes through the centre of the circle of inversion, and cuts at right angles the tangent (at the centre of the generating circle) to the dirigent conic; the two extremities of the chord are thus inverse points in regard to the circle of inversion. The four systems are represented by letters withont suffixes, or with the suffixes $1,2,3$ respectively; and we say that the system, or mode of generation, is $0,1,2$, or 3 accordingly.
2. The dirigent conics are confocal, and their squared semiaxes may therefore be represented by $f+\theta, g+\theta: f+\theta_{1}, g+\theta_{1}: f+\theta_{2}, g+\theta_{2}: f+\theta_{3}, g+\theta_{3}$, (which are, in
fact, functions of the five quantities $\left.f+\theta, f-g, \theta_{1}-\theta, \theta_{2}-\theta, \theta_{3}-\theta\right)$; and we call in terms of these data express the equations as well of the dirigent conics as of the circles of inversion; viz. taking $X, Y$ as current coordinates, the equations are

$$
\begin{aligned}
& \frac{X^{2}}{f+\theta}+\frac{Y^{2}}{g+\theta}=1,(X-\alpha)^{2}+(Y-\beta)^{2}-\gamma^{2}=0, \text { or } X^{2}+Y^{2}-2 \alpha X-2 \beta Y+k=0, \\
& \frac{X^{2}}{f+\theta_{1}}+\frac{Y^{2}}{g+\theta_{1}}=1,\left(X-\alpha_{1}\right)^{2}+\left(Y-\beta_{1}\right)^{2}-\gamma_{1}^{2}=0, \text { or } X^{2}+Y^{2}-2 \alpha_{1} X-2 \beta_{1} Y+k_{1}=0, \\
& \frac{X^{2}}{f+\theta_{2}}+\frac{Y^{2}}{g+\theta_{2}}=1 .\left(X-\alpha_{2}\right)^{2}+\left(Y-\beta_{2}\right)^{2}-\gamma_{2}^{2}=0, \text { or } X^{2}+Y^{2}-2 \alpha_{2} X-2 \beta_{3} Y+k_{2}=0, \\
& \frac{X^{2}}{f+\theta_{3}}+\frac{Y^{2}}{g+\theta_{3}}=1,\left(X-\alpha_{3}\right)^{2}+\left(Y-\beta_{3}\right)^{2}-\gamma_{3}^{2}=0, \text { or } X^{2}+Y^{2}-2 \alpha_{3} X-2 \beta_{3} Y+k_{3}=0,
\end{aligned}
$$

where

$$
\begin{gathered}
\sqrt{\frac{f+\theta \cdot f+\theta_{1} \cdot f+\theta_{2} \cdot f+\theta_{3}}{f-g}}=(f+\theta) \alpha=\left(f+\theta_{1}\right) \alpha_{1}=\left(f+\theta_{2}\right) \alpha_{2}=\left(f+\theta_{3}\right) \alpha_{3}, \\
\sqrt{\frac{g+\theta \cdot g+\theta_{1} \cdot g+\theta_{2} \cdot g+\theta_{3}}{g-f}}=(g+\theta) \beta=\left(g+\theta_{1}\right) \beta_{1}=\left(g+\theta_{2}\right) \beta_{2}=\left(g+\theta_{3}\right) \beta_{3}, \\
f+\theta \cdot g+\theta \cdot \gamma^{2}=\theta-\theta_{1} \cdot \theta-\theta_{2} \cdot \theta-\theta_{3}, \\
f+\theta_{1} \cdot g+\theta_{1} \cdot \gamma_{1}^{2}=\theta_{1}-\theta \cdot \theta_{1}-\theta_{2} \cdot \theta_{1}-\theta_{3}, \\
f+\theta_{2} \cdot g+\theta_{2} \cdot \gamma_{2}^{2}=\theta_{3}-\theta \cdot \theta_{2}-\theta_{2} \cdot \theta_{2}-\theta_{3}, \\
f+\theta_{3} \cdot g+\theta_{3} \cdot \gamma_{3}^{2}=\theta_{3}-\theta \cdot \theta_{3}-\theta_{1} \cdot \theta_{3}-\theta_{2}, \\
f+g+\theta+\theta_{1}+\theta_{2}+\theta_{3}=k+2 \theta=k_{1}+2 \theta_{1}=k_{2}+2 \theta_{2}=k_{3}+2 \theta_{3} .
\end{gathered}
$$

3. The geometrical relations between the dirigent conics and circles of inversion are all deducible from the foregoing formule; in particular, the conics are confocal, and as such intersect each two of them at right angles; the circles intersect each two of them at right angles. Considering a dirigent conic and the corresponding circle of inversion, the centres of the remaining three circles are conjugate points in regard as well to the first-mentioned conic, as to the first-mentioned circle; or, what is the same thing, they are the centres of the quadrangle formed by the intersections of the conic and circle.
4. The centre of the conics and the centres of the four circles lie on a rectangular hyperbola, having its asymptotes parallel to the axes of the conics. Given the centres of three of the circles (this determines the centre of the fourth circle) and also the centre of the conic, these four points determine a rectangular hyperbola (which passes also through the centre of the fourth circle); and the axes of the conics are then the lines through the centre, parallel to the asymptotes of the hyperbola.
C. x .
5. The equation of the bicireular quartic may be expressed in the four forms

$$
\begin{aligned}
& \left(X^{2}+Y^{2}-k\right)^{2}-4\left[(f+\theta)(X-\alpha)^{2}+(g+\theta)(Y-\beta)^{2}\right]=0, \\
& \left(X^{2}+Y^{2}-k_{1}\right)^{2}-4\left[\left(f+\theta_{1}\right)\left(X-\alpha_{1}\right)^{2}+\left(g+\theta_{1}\right)\left(Y-\beta_{3}\right)^{2}\right]=0, \\
& \left(X^{2}+Y^{2}-k_{2}\right)^{2}-4\left[\left(f+\theta_{2}\right)\left(X-\alpha_{2}\right)^{2}+\left(g+\theta_{2}\right)\left(Y-\beta_{2}\right)^{2}\right]=0, \\
& \left(X^{2}+Y^{2}-k_{3}\right)^{2}-4\left[\left(f+\theta_{3}\right)\left(X-\alpha_{3}\right)^{2}+\left(g+\theta_{3}\right)\left(Y-\beta_{3}\right)^{2}\right]=0,
\end{aligned}
$$

the equivalence of which is easily verified by means of the foregoing relations.

## Determination \&s to Reality. Art. Nos. 6 and 7.

6. To fix the ideas, suppose that $f-g$ is positive; then in order that the centres of the four circles of inversion may be real, we must have $f+\theta \cdot f+\theta_{1} \cdot f+\theta_{2} \cdot f+\theta_{3}$ positive, but $g+\theta \cdot g+\theta_{1} \cdot g+\theta_{2} \cdot g+\theta_{3}$ negative; and this will be the case if $f+\theta$, $f+\theta_{1}, f+\theta_{2}, f+\theta_{3}$ are all positive, but $g+\theta, g+\theta_{1}, g+\theta_{2}, g+\theta_{3}$ one of them negative, and the other three positive. In reference to a figure which I constructed, I found it convenient to take $\theta_{3}, \theta_{1}, \theta_{0}, \theta_{2}$ to be in order of increasing magnitude: this being so, we have $f+\theta_{3}$ positive, $g+\theta_{3}$ negative; and the other like quantities $f+\theta_{1}, f+\theta_{0}, f+\theta_{2}, g+\theta_{1}, g+\theta_{0}, g+\theta_{2}$ all positive: we then have $\gamma_{3}{ }^{2}$ and $\gamma_{1}{ }^{2}$ each positive, $\boldsymbol{\gamma}_{0}{ }^{2}$ negative, $\boldsymbol{\gamma}_{2}{ }^{2}$ positive: viz. the conics and circles are

| Hyperbola | $H_{3}$, corresponding to real circle $C_{3}$, |  |  |
| :---: | :---: | :---: | :---: |
| Ellipse | $E_{1}$, | $"$ | real circle $C_{1}$, |
| $"$ | $E_{0}$, | $"$ | imaginary circle $C_{0}$, |
|  |  |  | (viz. the radius is a pure imaginary), |
|  | $E_{2}$, | , | real circle $C_{2}$, |

and the confocal ellipses $E_{1}, E_{0}, E_{2}$ are in order of increasing magnitude. The centre $C_{0}$ is here a point within the triangle formed by the remaining three centres $C_{1}, C_{8}, C_{3}$. It will be convenient to adopt throughout the foregoing determination as to reality.
7. It may be remarked that a cirele of a pure imaginary radius $\gamma,=i \lambda$, where $\lambda$ is real, may be indicated by means of the concentric eircle radius $\lambda$, which is the concentric orthotomic circle; and that a eirele which euts at right angles the original cirele cuts diametrally (that is, at the extremities of a diameter) the substituted circle radius $\lambda$; we have thus a real construction in relation to a cirele of inversion of pure imaginary radius.

Investigation of $d S$. Art. Nos. 8 to 17.
8. The coordinates of a point on the dirigent conic $\frac{X^{2}}{f+\theta}+\frac{Y^{2}}{g+\theta}=1$ may be taken to be $(f+\theta) x \quad(g+\theta) y$ : and we hence prove as follows the fundamental
theorem for the generation of the bicircular quartic. Consider the generating circle, centre $(f+\theta) x,(g+\theta) y$, which cuts at right angles the circle of inversion

$$
(X-\alpha)^{2}+(Y-\beta)^{2}=\gamma^{2}
$$

If for a moment the radius is called $\delta$, then the equation of the generating circle is

$$
(X-\overline{f+\theta} x)^{2}+(Y-\overline{g+\theta} y)^{2}=\delta^{2} ;
$$

the condition for the intersection at right angles is

$$
(\alpha-\overline{f+\theta} x)^{2}+(\beta-\overline{g+\theta} y)^{2}=\gamma^{2}+\delta^{2},
$$

and hence eliminating $\delta^{2}$, the equation of the generating circle is

$$
X^{2}+Y^{2}-k-2(X-\alpha)(f+\theta) x-2(Y-\beta)(g+\theta) y=0 ;
$$

and considering herein $x, y$ as variable parameters connected by the foregoing equation $(f+\theta) x^{2}+(g+\theta) y^{2}=1$, we have as the envelope of this circle the required bicircular quartic.
9. It is convenient to write $R=\frac{1}{2}\left(X^{2}+Y^{2}-k\right)$. The equation then is

$$
R-(X-\alpha)(f+\theta) x-(Y-\beta)(g+\theta) y=0 ;
$$

the derived equation is

$$
(X-\alpha)(f+\theta) d x+(Y-\beta)(g+\theta) d y=0
$$

and from these two equations, together with the equation in $(x, y)$ and its derivative, we find $X-\alpha=R x, Y-\beta=R y$; from these last equations, and the equations $R=\frac{1}{2}\left(X^{2}+Y^{2}-k\right),(f+\theta) x^{2}+(g+\theta) y^{2}=1$, eliminating $x, y, R$, we have
that is,

$$
(f+\theta)(X-\alpha)^{2}+(g+\theta)(Y-\beta)^{2}=R^{2}
$$

$$
\left(X^{2}+Y^{2}-k\right)^{2}-4\left[(f+\theta)(X-\alpha)^{2}+(g+\theta)(Y-\beta)^{2}\right]=0
$$

the required equation of the bicircular quartic.
10. We have thus $X-\alpha=R x, Y-\beta=R y$, as the equations which serve to determine the bicircular quartic: if from these equations, together with $R=\frac{1}{2}\left(X^{2}+Y^{2}-k\right)$, we eliminate $X$ and $Y$, we have $R$ expressed as a function of $x, y$; and thence also $X, Y$ expressed in terms of $x, y$; that is, in effect the coordinates $X, Y$ of a point of the bicircular quartic expressed as functions of a single variable parameter. The process gives $2 R+k=(\alpha+R x)^{2}+(\beta+R y)^{2}$, viz. this is

$$
R^{2}\left(x^{2}+y^{2}\right)-2(1-\alpha x-\beta y) R+\gamma^{2}=0
$$

or putting for shortness
this is.

$$
\Omega=(1-\alpha x-\beta y)^{2}-\gamma^{2}\left(x^{2}+y^{2}\right),
$$

$$
R=\frac{1-\alpha x-\beta y+\sqrt{\Omega}}{x^{2}+y^{2}}
$$

or say the two values are

$$
R=\frac{1-\alpha x-\beta y+\sqrt{ } \Omega}{x^{2}+y^{2}}, \quad R^{\prime}=\frac{1-\alpha x-\beta y-\sqrt{\Omega}}{x^{2}+y^{2}} ;
$$

to preserve the generality it is proper to consider $\sqrt{\Omega}$ as denoting a determinate value (the positive or the negative one, as the case may be) of the radical.
11. Considering the root $R^{\prime}$, we have $X=a+R^{\prime} x, Y=\beta+R^{\prime} y$; from these equations we obtain

$$
\begin{aligned}
& d X=R^{\prime} d x+x d R^{\prime}, \\
& d Y=R^{\prime} d y+y d R^{\prime} .
\end{aligned}
$$

But from the equation for $R^{\prime}$ we have
that is,

$$
\left[R^{\prime}\left(x^{2}+y^{2}\right)-(1-\alpha x-\beta y)\right] d R^{\prime}+R^{\prime 2}(x d x+y d y)+R^{\prime}(\alpha d x+\beta d y)=0
$$

whence

$$
-\sqrt{ } \Omega d R^{\prime}+R^{\prime}(X d x+Y d y)=0 ;
$$

$$
\begin{aligned}
& d X=R^{\prime} d x+\frac{R^{\prime} x}{\sqrt{\Omega}}(X d x+Y d y) \\
& d Y=R^{\prime} d y+\frac{R^{\prime} y}{\sqrt{\Omega}}(X d x+Y d y)
\end{aligned}
$$

12. The differentials $d x, d y$ can be expressed in terms of a single differential $d \omega$, viz. writing

$$
x=\frac{\cos \omega}{\sqrt{f+\theta}}, \quad y=\frac{\sin \omega}{\sqrt{g+\theta}},
$$

and

$$
\Theta=(f+\theta)(g+\theta)
$$

then we have

$$
d x=-\frac{g+\theta}{\sqrt{\bar{\Theta}}} y d \omega, \quad d y=\frac{j+\theta}{\sqrt{\Theta}} x d \omega .
$$

It is to be observed that, when the dirigent conic is an ellipse, $\omega$ is a real angle, and $\Theta$ is positive (whence also $\sqrt{\Theta}$ is real and positive); but when the dirigent conic is a hyperbola, $\omega$ is imaginary, and $\Theta$ is negative; we have, however, in either ease

$$
d x^{2}+d y^{2}=\frac{(f+\theta)^{2} x^{2}+(g+\theta)^{2} y^{2}}{\Theta} d \omega^{2}
$$

and we may therefore write

$$
\frac{d \omega}{\sqrt{\Theta}}=\frac{d s}{\sqrt{(f+\theta)^{2} x^{2}+(g+\theta)^{2} y^{2}}}
$$

where $\sqrt{ }(\bar{f}+\theta)^{2} x^{2}+(g+\theta)^{2} y^{2}$ is positive; $d s$ is the increment of arc on the conic $(f+\theta) x^{2}+(g+\theta) y^{2}=1$, this arc being measured in a determinate seuse, and therefore $d s$ being positive or negative as the case may be: $\frac{d \omega}{\sqrt{\Theta}}$ has thus a real positive or negative value, even when $\omega$ is imaginary, and it is convenient to retain it in the formulæ.
13. It may further be noticed that, if $v$ denote the inclination to the axis of $x$ of the tangent to the dirigent conic at the point $\sqrt{f+\theta} \cos \omega, \sqrt{ } g+\theta \sin \omega$, where $\boldsymbol{v}$ is Casey's $\boldsymbol{\theta}$, then

$$
x=\frac{\cos v}{\sqrt{\bar{U}}}, \quad y=\frac{\sin v}{\sqrt{U}}, \text { where } U=(f+\theta) \cos ^{2} v+(g+\theta) \sin ^{2} v
$$

viz. we have

$$
\underset{\sqrt{\cos \omega} \omega}{\sqrt{\cos }}=\frac{\cos v}{U}, \quad \frac{\sin \omega}{\sqrt{g+\theta}}=\frac{\sin v}{\bar{U}},
$$

giving, as is easily verified, $\frac{d \omega}{\sqrt{\widehat{\Theta}}}=\frac{d \nu}{U}$; we have therefore

$$
\frac{d \omega}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}}=\frac{d v}{v\left(x^{3}+y^{2}\right)}=d \nu,
$$

or

$$
\frac{d \omega}{\sqrt{\boldsymbol{\Theta}}}=\left(x^{3}+y^{2}\right) d \boldsymbol{v}
$$

which is another interpretation of $\frac{d \omega}{\sqrt{\Theta}}$.
14. Substituting for $d x$, $d y$ their valucs, the formulæ become

$$
\begin{aligned}
& d X=\frac{R^{\prime}}{\sqrt{\boldsymbol{\Theta}}}\left\{-(y+\theta) y+\frac{x}{\sqrt{\Omega}}(-(y+\theta) y X+(f+\theta) x Y)\right\} d \omega, \\
& d Y=\frac{R^{\prime}}{\sqrt{\Theta}}\left\{(f+\theta) x+\frac{y}{\sqrt{\Omega}}(-(y+\theta) y X+(f+\theta) x Y)\right\} d \omega .
\end{aligned}
$$

We have

$$
\begin{aligned}
x X+y Y & =\alpha x+\beta y+\left(x^{2}+y^{2}\right) R^{\prime} \\
& =1-\sqrt{\Omega},
\end{aligned}
$$

that is,

$$
\mathrm{l}=\frac{1-x X-y Y}{\sqrt{\Omega}}
$$

and consequently the foregoing expressions of $d X, d Y$ become

$$
\begin{aligned}
d X & =\frac{R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\{(g+\theta) y(x X+y Y-1)+x(-(g+\theta) y X+(f+\theta) x Y)\} \\
& =\frac{R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\left\{\left(\overline{g+\theta} y^{2}+f+\theta x^{2}\right) Y-(g+\theta) y\right\}, \\
d Y & =\frac{R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\{(f+\theta) x(1-x X-y Y)+y(-(y+\theta) y X+(f+\theta) x Y)\} \\
& =\frac{R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\left\{(f+\theta) x-\left((f+\theta) x^{2}+(g+\theta) y^{2}\right) X\right\},
\end{aligned}
$$

or finally

$$
\begin{aligned}
& d X=\frac{R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\left\{V^{\prime}-(g+\theta) y\right\}=-\frac{R^{\prime} d \omega}{\sqrt{(\Theta)} \sqrt{\Omega}}\left\{R^{\prime} y+\beta-(g+\theta) y\right\}, \\
& d Y=\frac{-R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\{X-(f+\theta) x\}=-\frac{R^{\prime} d \omega}{\sqrt{\Theta} \sqrt{\Omega}}\left\{R^{\prime} x+\alpha-(f+\theta) x\right\} .
\end{aligned}
$$

15. We have

$$
\begin{aligned}
\left(R^{\prime} x\right. & +\alpha-\overline{f+\theta} x)^{2}+\left(R^{\prime} y+\beta-\overline{g+\theta} y\right)^{2} \\
& =R^{\prime 2}\left(x^{2}+y^{2}\right)-2 R^{\prime}(1-\alpha x-\beta y) \\
& +(\alpha-\overline{f+\theta} x)^{2}+(\beta-\overline{g+\theta} y)^{2} ;
\end{aligned}
$$

viz. this is

$$
=(\alpha-\overline{f+\theta} x)^{2}+(\beta-\overline{g+\theta} y)^{2}-\gamma^{2}
$$

$=\delta^{2}$, the radius of the generating circle.
Hence if $d S,=\sqrt{ } d X^{2}+d Y^{2}$, be the element of arc of the bicircular quartic, this element being taken to be positive, we have

$$
d S=\frac{\epsilon^{\prime} R^{\prime} \delta d \omega}{\sqrt{\Omega} \sqrt{\Theta}}
$$

where $\varepsilon^{\prime}$ denotes a determinate sign, + or - , as the case may be.
16. I stop to consider the geometrical interpretation; introducing $d v$, the formula may be written

$$
d S=\frac{\epsilon^{\prime} \cdot R^{\prime}\left(x^{2}+y^{2}\right) \delta d v}{\sqrt{\Omega 2}}
$$

and we have $\left(x^{2}+y^{2}\right) R^{\prime}=1-\alpha x-\beta y-\sqrt{\Omega}$, or

$$
\frac{\left(x^{2}+y^{2}\right) R^{\prime}}{\sqrt{\Omega}}=\frac{1-\alpha x-\beta y}{\sqrt{\Omega}}-1
$$

Here $\frac{1-\alpha x-\beta y}{\sqrt{x^{2}+y^{2}}}$ is the perpendicular from the centre of the circle of inversion upon the tangent to the dirigent conic, and $\frac{\sqrt{\Omega}}{\sqrt{x^{2}+y^{2}}}$ is the half-chord which this perpendieular forms with the generating circle. Hence $\frac{1-\alpha x-\beta y}{\sqrt{\Omega}}-1=$ (perpendicular - half-chord) $\div$ half-chord, the numerator being in fact the distance of the element $d S$ (or point $X, Y$ ) from the centre of inversion: the formula thus is

$$
d S= \pm \frac{\rho \cdot \delta}{\frac{1}{2} c} d v,
$$

where $\delta$ is the radius of the generating circle, $\rho$ the distance of the element from the centre of the circle of inversion, and $c$ the chord which this distance forms with
the generating circle. If we consider the two points on the generating circle, and write $d S^{\prime \prime}$ for the element at the other point, then we have

$$
\left(d S \pm d S^{\prime}\right)= \pm \frac{\left(\rho-\rho^{\prime}\right) \delta d v}{\frac{1}{2} c}=2 \delta d v
$$

which is Casey's formula $d s^{\prime}-d s=2 \rho d \phi(273)$.
17. The foregoing forms of $d X, d Y$ are those which give most directly the required value of $d S$ : but I had previously obtained them in a different form. Writing
then

$$
\Delta=\beta x-\alpha y+(f-g) x y,
$$

or since

$$
x \Delta=\beta x^{2}-\alpha x y+\left[(f+\theta) x^{2}-(g+\theta) y^{2}\right] ;
$$

this is

$$
\begin{aligned}
x \Delta=\beta x^{2}-\alpha x y+\left[1-(g+\theta)\left(x^{2}+y^{2}\right)\right] & =y\left(1-\alpha_{i}-\beta y\right)+\left(x^{2}+y^{2}\right)(\beta-(g+\theta) y) \\
& =\left(x^{2}+y^{2}\right)\left\{y R^{\prime}+\beta-(g+\theta) y\right\}+y \sqrt{\Omega},
\end{aligned}
$$

that is,
and similarly

$$
x \Delta-y \sqrt{\Omega}=\left(x^{2}+y^{2}\right)\left\{y R^{\prime}+\beta-(y+\theta) y\right\} ;
$$

$$
-y \Delta-x \sqrt{\Omega}=\left(x^{2}+y^{2}\right)\left\{x R^{\prime}+x-(f+\theta) x\right\} .
$$

We have therefore

$$
\begin{aligned}
& d X=\frac{R^{\prime} d \omega}{\left(x^{3}+y^{2}\right) \sqrt{\Theta} \sqrt{\Omega}}(x \Delta-y \sqrt{ } \Omega) \\
& d Y=\frac{R^{\prime} d \omega}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}} \frac{\sqrt{\Omega}}{}(y \Delta+x \sqrt{ } \Omega)
\end{aligned}
$$

and thence a value of $d S$ which, compared with the former value, gives

$$
\Omega+\Delta^{v}=\left(x^{2}+y^{2}\right) \delta^{z}
$$

an equation which may be verified directly.

Formule for the Inscribed Quadriluteral. Art. Nos. 18 to 22.
18. We consider on the curve four points, $A, B, C, D$, forming a quadrilateral, $A B C D$. The coordinates are taken to be $(X, Y),\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right),\left(X_{3}, Y_{3}\right)$ respectively. It is assumed that $(A, B),(B, C),(C, D),(D, A)$ belong to the generations $1,2,3,0$, and depeud on the parameters $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right),(x, y)$ respectively.

We write

$$
\begin{aligned}
& \Omega=(1-\alpha x-\beta y)^{2}-\gamma^{2}\left(x^{2}+y^{2}\right), \\
& \Omega_{1}=\left(1-\alpha_{1} x_{1}-\beta_{1} y_{1}\right)^{2}-\gamma_{1}^{2}\left(x_{1}^{2}+y_{2}^{2}\right), \\
& \Omega_{2}=\left(1-\alpha_{2} x_{2}-\beta_{2} y_{2}\right)^{3}-\gamma_{2}^{2}\left(x_{2}^{2}+y_{2}^{2}\right), \\
& \Omega_{3}=\left(1-\alpha_{3} x_{3}-\beta_{3} y_{3}\right)^{2}-\gamma_{3}^{2}\left(x_{3}^{2}+y_{3}^{2}\right) ;
\end{aligned}
$$

and then, $\sqrt{\Omega}$ denoting as above a determinate value, positive or negative as the case may be, of the radical, and similarly $\sqrt{\Omega_{1}}, \sqrt{\Omega_{8}}, \sqrt{\Omega_{3}}$ denoting determinate values of these radicals respectively, each radical having its own sign at pleasure, we further write

$$
\begin{array}{ll}
\left(x^{2}+y^{2}\right) R^{\prime}=1-\alpha x-\beta y-\sqrt{\Omega}, & \left(x_{1}^{2}+y_{1}^{2}\right) R_{1}=1-\alpha_{1} x_{1}-\beta_{1} y_{1}+\sqrt{\Omega_{1}}, \\
\left(x_{1}^{2}+y_{1}^{2}\right) R_{1}^{\prime}=1-\alpha_{1} x_{1}-\beta_{1} y_{1}-\sqrt{\Omega_{1}}, & \left(x_{2}^{2}+y_{2}^{2}\right) R_{2}=1-\alpha_{2} x_{2}-\beta_{2} y_{2}+\sqrt{\Omega_{2}}, \\
\left(x_{2}{ }^{2}+y_{2}^{2}\right) R_{2}^{\prime}=1-\alpha_{2} x_{2}-\beta_{2} y_{2}-\sqrt{\Omega_{2}}, & \left(x_{3}^{2}+y_{3}^{2}\right) R_{3}=1-\alpha_{3} x_{3}-\beta_{3} y_{3}+\sqrt{\Omega_{3}}, \\
\left(x_{3}^{2}+y_{3}^{2}\right) R_{s}^{\prime}=1-\alpha_{3} x_{3}-\beta_{3} y_{3}-\sqrt{ } \Omega_{3}, & \left(x^{2}+y^{2}\right) R=1-\alpha x-\beta y+\sqrt{\Omega} ;
\end{array}
$$

and this being so, we must have
$X=\alpha+R^{\prime} x=\alpha_{1}+R_{1} x_{1}, \quad Y=\beta+R^{\prime} y=\beta_{1}+R_{1} y_{1}, \quad R^{\prime}=\frac{1}{2}\left(X^{2}+Y^{2}-k\right), \quad R_{1}=\frac{1}{2}\left(X^{2}+Y^{2}-k_{2}\right)$,
$X_{1}=\alpha_{1}+R_{1}^{\prime} x_{1}=\alpha_{2}+R_{2} x_{2}, \quad Y_{1}=\beta_{1}+R_{1}^{\prime} y_{1}=\beta_{2}+R_{2} y_{2}, \quad R_{1}^{\prime}=\frac{1}{2}\left(X_{1}^{2}+Y_{1}^{2}-k_{1}\right), \quad R_{2}=\frac{1}{2}\left(X_{1}^{2}+Y_{1}^{2}-k_{2}\right)$,
$X_{2}=\alpha_{2}+R_{2}^{\prime} x_{2}=\alpha_{3}+R_{3} x_{3}, \quad Y_{2}=\beta_{2}+R_{2}^{\prime} y_{2}=\beta_{3}+R_{3} y_{3}, \quad R_{2}^{\prime}=\frac{1}{2}\left(X_{2}{ }^{2}+Y_{2}{ }^{2}-k_{2}\right), \quad R_{3}=\frac{1}{2}\left(X_{2}{ }^{2}+Y_{2}{ }^{2}-k_{3}\right)$,
$X_{3}=\alpha_{3}+R_{3}^{\prime} x_{3}=\alpha+R x, \quad Y_{3}=\beta_{3}+R_{3}^{\prime} y_{3}=\beta+R y, \quad R_{3}^{\prime}=\frac{1}{2}\left(X_{3}{ }^{2}+Y_{3}{ }^{2}-k_{3}\right), \quad R=\frac{1}{2}\left(X_{3}{ }^{2}+Y_{3}{ }^{3}-k\right) ;$
and then from the valnes of $X, Y, R^{\prime}, R$, we have

$$
\begin{aligned}
& \alpha-\alpha_{1}+R^{\prime} x-R_{1} x_{2}=0, \\
& \beta-\beta_{1}+R^{\prime} y-R_{1} y_{1}=0, \\
& \left(\theta-\theta_{1}\right)+R^{\prime}-R_{1}=0,
\end{aligned}
$$

giving

$$
\left(\beta-\beta_{1}\right)\left(x-x_{1}\right)-\left(\alpha-\alpha_{1}\right)\left(y-y_{1}\right)+\left(\theta-\theta_{1}\right)\left(x y_{1}-x_{1} y\right)=0 ;
$$

and similarly

$$
\begin{aligned}
& \left(\beta_{1}-\beta_{2}\right)\left(x_{1}-x_{2}\right)-\left(\alpha_{1}-\alpha_{2}\right)\left(y_{1}-y_{2}\right)+\left(\theta_{1}-\theta_{2}\right)\left(x_{1} y_{2}-x_{2} y_{1}\right)=0, \\
& \left(\beta_{2}-\beta_{3}\right)\left(x_{2}-x_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(y_{2}-y_{3}\right)+\left(\theta_{2}-\theta_{3}\right)\left(x_{2} y_{3}-x_{3} y_{2}\right)=0, \\
& \left(\beta_{3}-\beta\right)\left(x_{3}-x\right)-\left(\alpha_{3}-\alpha\right)\left(y_{3}-y\right)+\left(\theta_{3}-\theta\right)\left(x_{3} y-x y_{3}\right)=0,
\end{aligned}
$$

which are the relations connecting the parameters $(x, y),\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$ of the quadrilateral.
19. We have thus apparently four equations for the determination of four quantities, or the number of quadrilaterals would be finite; but if from the first and second equations we eliminate ( $x_{1}, y_{1}$ ), and if from the third and fourth equations we eliminate $\left(x_{3}, y_{3}\right)$, we find in each case the same relation between $(x, y),\left(x_{2}, y_{2}\right)$, viz. this is found to be

$$
\Omega \Omega_{2}=\left(1-\alpha x_{2}-\beta y_{2}\right)^{2}\left(1-\alpha_{2} x-\beta_{2} y\right)^{2} ;
$$

and we have thus the singly infinite series of quadrilaterals. We have, of course, between $\left(x_{1}, y_{1}\right),\left(x_{3}, y_{3}\right)$ the like relation,

$$
\Omega_{1} \Omega_{3}=\left(1-\alpha_{1} x_{3}-\beta_{1} y_{3}\right)^{2}\left(1-\alpha_{3} x_{1}-\beta_{2} y_{1}\right)^{2} .
$$

20. The relation between $(x, y),\left(x_{1}, y_{2}\right)$ may be expressed also in the two forms:

$$
\begin{aligned}
& 1-\alpha\left(x+x_{2}\right)-\beta\left(y+y_{1}\right)+\left(f+\theta_{1}\right) x x_{1}+\left(g+\theta_{1}\right) y y_{1}+\frac{x^{2}+y^{2}}{x y_{1}-x_{1} y}\left(\overline{\alpha-\alpha_{1}} y_{1}-\overline{\beta-\beta_{1}} x_{1}\right)=0, \\
& 1-\alpha_{1}\left(x+x_{1}\right)-\beta_{1}\left(y+y_{1}\right)+(f+\theta) x x_{1}+(g+\theta) y y_{2}+\frac{x_{1}^{2}+y_{1}^{2}}{x_{1} y-x y_{1}}\left(\overline{\alpha_{1}-\alpha} y-\widetilde{\beta_{1}-\beta} x\right)=0 .
\end{aligned}
$$

In fact, the first of these equations is

$$
\begin{aligned}
\left\{1+\left(f+\theta_{1}\right) x x_{1}+\left(g+\theta_{1}\right) y y_{1}\right\}\left(x y_{1}-x_{1} y\right) & -\left\{\alpha\left(x+x_{3}\right)+\beta\left(y+y_{1}\right)\right\}\left(x y_{1}-x_{1} y\right) \\
& +\left\{\left(\alpha-\alpha_{1}\right) y_{1}-\left(\beta-\beta_{1}\right) x_{1}\right\}\left(x^{2}+y^{2}\right)=0
\end{aligned}
$$

which, by virtue of the original form of relation, is

$$
\begin{aligned}
-\{1+ & \left.\left(f+\theta_{1}\right) x x_{1}+\left(g+\theta_{1}\right) y y_{1}\right\} \frac{\left(\beta-\beta_{1}\right)\left(x-x_{2}\right)-\left(\alpha-\alpha_{1}\right)\left(y-y_{1}\right)}{\theta-\theta_{1}} \\
& -\left\{\alpha\left(x+x_{1}\right)+\beta\left(y+y_{1}\right)\right\}\left(x y_{1}-x_{1} y\right)+\left\{\left(\alpha-\alpha_{1}\right) y_{1}-\left(\beta-\beta_{1}\right) x_{1}\right\}\left(x^{2}+y^{2}\right)=0 ;
\end{aligned}
$$

or, in the first term, writing

$$
-\frac{\beta-\beta_{2}}{\theta-\theta_{1}}=\frac{\beta}{g+\theta_{1}}, \quad \frac{\alpha-\alpha_{1}}{\theta-\theta_{1}}=\frac{-\alpha}{f+\theta_{1}},
$$

and in the third term
this is

$$
\alpha-\alpha_{1}=-\frac{\left(\theta-\theta_{1}\right) \alpha}{f+\theta_{1}}, \quad-\left(\beta-\beta_{1}\right)=\frac{\left(\theta-\theta_{1}\right) \beta}{g+\theta_{1}},
$$

$$
\begin{gathered}
\left(1+\left(f+\theta_{1}\right) x x_{1}+\left(g+\theta_{1}\right) y y_{1}\right)\left(\frac{\beta\left(x-x_{1}\right)}{g+\theta_{1}}-\frac{\alpha\left(y-y_{1}\right)}{f+\theta_{2}}\right) \\
-\left\{\alpha\left(x+x_{1}\right)+\beta\left(y+y_{2}\right)\right\}\left(x y_{1}-x_{1} y\right)-\left\{\frac{\alpha\left(\theta-\theta_{1}\right)}{f+\theta_{1}} y_{1}-\frac{\beta\left(\theta-\theta_{1}\right)}{g+\theta_{1}} x_{1}\right\}\left(x^{2}+y^{2}\right)=0 .
\end{gathered}
$$

In this equation the coefficients of $\alpha$ and of $\beta$ are separately $=0$ : in fact, the coefficient of $\beta$ is

$$
\begin{aligned}
\frac{x-x_{1}}{g+\theta_{1}} & +\frac{f+\theta_{1}}{g+\theta_{1}} x x_{1}\left(x-x_{1}\right)+\left(x-x_{1}\right) y y_{1}-\left(y+y_{1}\right)\left(x y_{1}-x_{1} y\right)+\frac{\theta-\theta_{1}}{g+\theta_{1}} x_{1}\left(x^{2}+y^{2}\right) \\
& =\frac{x}{g+\theta_{1}}\left\{1-\left(f+\theta_{1}\right) x_{1}^{2}-\left(g+\theta_{1}\right) y_{1}^{2}\right\}-\frac{x_{1}}{g+\theta_{1}}\left\{1-(f+\theta) x^{2}-(g+\theta) y^{2}\right\}=0
\end{aligned}
$$

and similarly the coefficient of $\alpha$ is $=0$.
And in like manner the second equation may be verified.
21. The two equations are:

$$
\begin{aligned}
& 1-\alpha x-\beta y-\left(x^{2}+y^{2}\right) R^{\prime}=\alpha x_{1}+\beta y_{1}-\left(f+\theta_{1}\right) x x_{1}-\left(g+\theta_{1}\right) y y_{1}, \\
& 1-\alpha_{1} x_{1}-\beta_{1} y_{1}-\left(x_{1}^{2}+y_{2}^{2}\right) R_{1}=\alpha_{1} x+\beta_{2} y-(f+\theta) x x_{1}-(g+\theta) y y_{1} ;
\end{aligned}
$$

or, substituting for $R^{\prime}$ and $R_{1}$ their values, these are

$$
\begin{aligned}
& \sqrt{\Omega}=\alpha x_{1}+\beta y_{1}-\left(f+\theta_{1}\right) x x_{1}-\left(g+\theta_{1}\right) y y_{1}, \quad \sqrt{\Omega_{1}}=-\alpha_{1} x-\beta_{1} y+(f+\theta) x x_{1}+(g+\theta) y y_{1} ; \\
& \quad \text { C. X. }
\end{aligned}
$$

and similarly
$\sqrt{\Omega_{1}}=\alpha_{1} x_{3}+\beta_{1} y_{2}-\left(f+\theta_{2}\right) x_{1} x_{3}-\left(g+\theta_{2}\right) y_{1} y_{2}, \quad \sqrt{\Omega_{2}}=-\alpha_{2} x_{1}-\beta_{2} y_{1}+\left(f+\theta_{1}\right) x_{3} x_{3}+\left(g+\theta_{1}\right) y_{1} y_{2}$
$\sqrt{\Omega_{3}}=\alpha_{2} x_{3}+\beta_{2} y_{3}-\left(f+\theta_{3}\right) x_{2} x_{3}-\left(g+\theta_{3}\right) y_{2} y_{3}, \quad \sqrt{\Omega_{3}}=-\alpha_{3} x_{2}-\beta_{3} y_{2}+\left(f+\theta_{2}\right) x_{2} x_{3}+\left(g+\theta_{2}\right) y_{2} y_{3}$, $\sqrt{\Omega_{3}}=\alpha_{5} x+\beta_{3} y-(f+\theta) x_{3} x-(g+\theta) y_{3} y, \quad \sqrt{\Omega}=-\alpha x_{3}-\beta y_{3}+\left(f+\theta_{3}\right) x_{5} x+\left(g+\theta_{3}\right) y_{3} y$.

Differentiating the equation
we have

$$
\left(\beta-\beta_{1}\right)\left(x-x_{1}\right)-\left(\alpha-\alpha_{1}\right)\left(y-y_{1}\right)+\left(\theta-\theta_{1}\right)\left(x y_{1}-x_{1} y\right)=0
$$

$$
\begin{gathered}
{\left[\left(\beta-\beta_{1}\right)+\left(\theta-\theta_{1}\right) y_{1}\right] d x-\left[\left(\alpha-\alpha_{1}\right)+\left(\theta-\theta_{1}\right) x_{1}\right] d y} \\
- \\
-\left[\left(\beta-\beta_{1}\right)+\left(\theta-\theta_{1}\right) y\right] d x_{1}+\left[\left(\alpha-\alpha_{1}\right)+\left(\theta-\theta_{1}\right) x\right] d y_{1}=0 ;
\end{gathered}
$$

and writing herein

$$
\begin{aligned}
& d x=-\frac{(g+\theta)}{\sqrt{\Theta}} y d \omega, \quad d x_{1}=\frac{-\left(g+\theta_{1}\right)}{\sqrt{\Theta_{1}}} y_{1} d \omega_{1} \\
& d y=\frac{(f+\theta)}{\sqrt{\Theta}} x d \omega, \quad d y_{1}=\frac{\left(f+\theta_{1}\right)}{\sqrt{\Theta_{1}}} x_{1} d \omega_{1}
\end{aligned}
$$

we find

$$
\begin{aligned}
& -\frac{d \omega}{\sqrt{\Theta}}\left\{(g+\theta)\left(\beta-\beta_{1}\right) y+(f+\theta)\left(\alpha-\alpha_{1}\right) x+\left(\theta-\theta_{1}\right)\left((f+\theta) x x_{1}+(g+\theta) y y_{1}\right)\right\} \\
& +\frac{d \omega_{1}}{\sqrt{\Theta_{1}}}\left\{\left(g+\theta_{1}\right)\left(\beta-\beta_{1}\right) y_{1}+\left(f+\theta_{1}\right)\left(\alpha-\alpha_{1}\right) x_{1}+\left(\theta-\theta_{1}\right)\left(\left(f+\theta_{1}\right) x x_{1}+\left(g+\theta_{1}\right) y y_{1}\right)\right\}=0
\end{aligned}
$$

viz., dividing by $\theta-\theta_{1}$, this becomes

$$
-\sqrt{\Omega_{1}} \frac{d \omega}{\sqrt{\Theta}}-\sqrt{\Omega} \frac{d \omega_{1}}{\sqrt{\Theta_{1}}}=0, \text { that is, } \frac{d \omega}{\sqrt{\Theta} \sqrt{\Omega}}+\frac{d \omega_{1}}{\sqrt{\Theta_{1}} \sqrt{\Omega_{1}}}=0 ;
$$

or, completing the system, we have

$$
\frac{d \omega}{\sqrt{\Theta} \sqrt{\Omega}}=\frac{-d \omega_{1}}{\sqrt{\Theta_{1}} \sqrt{\Omega_{1}}}=\frac{d \omega_{2}}{\sqrt{\Theta_{2}} \sqrt{\bar{\Omega}_{2}}}=\frac{-d \omega_{3}}{\sqrt{\Theta}_{3} \sqrt{\Omega_{3}}}
$$

which are the differential relations between the parameters $\omega, \omega_{1}, \omega_{2}, \omega_{3}$, or $(x, y)$, $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{3}\right),\left(x_{3}, y_{3}\right)$.
22. From the equations $X=\alpha+R^{\prime} x, Y=\beta+R^{\prime} y$, we found

$$
\begin{aligned}
& d X=\frac{R^{\prime} d \omega}{\sqrt{\Omega} \sqrt{\Theta}}\{Y-(g+\theta) y\} \\
& d Y=\frac{R^{\prime} d \omega}{\sqrt{\Omega} \sqrt{\Theta}}\{X-(f+\theta) x\}
\end{aligned}
$$

the new values, $X=a_{1}+R_{1} x_{1}$ and $Y=\beta_{1}+R_{1} y_{1}$, give in like manner

$$
\begin{aligned}
& d X=-\frac{R_{1} d \omega_{1}}{\sqrt{\Omega_{1}} \sqrt{\Theta_{1}}}\left\{Y-\left(g+\theta_{1}\right) y_{1}\right\} \\
& d Y=-\frac{R_{1} d \omega_{1}}{\sqrt{\bar{\Omega}_{1}} \sqrt{\Theta_{1}}}\left\{X-\left(f+\theta_{1}\right) x_{1}\right\}
\end{aligned}
$$

in virtue of the relation just found between $d \omega$ and $d \omega_{1}$, these two sets of values will agree together if only

$$
\begin{aligned}
& R^{\prime}\{Y-(g+\theta) y\}=R_{1}\left\{Y-\left(g+\theta_{1}\right) y_{1}\right\}, \\
& R^{\prime}\{X-(f+\theta) x\}=R_{1}\left\{X-\left(f+\theta_{1}\right) x_{1}\right\} .
\end{aligned}
$$

These are easily verified: the first is

$$
R^{\prime} Y-(g+\theta)(Y-\beta)=\left(R^{\prime}-\theta+\theta_{1}\right) Y-\left(g+\theta_{1}\right)\left(Y-\beta_{1}\right),
$$

viz. this is $(g+\theta) \beta-\left(g+\theta_{1}\right) \beta_{1}=0$, which is right; and similarly the second equation gives $(f+\theta) \alpha-\left(f+\theta_{1}\right) \alpha_{1}=0$, which is right.

From the first values of $d X, d Y$, we have, as above,

$$
d S=\frac{\epsilon^{\prime} R^{\prime} \delta d \omega}{\sqrt{\Omega} \sqrt{\Theta}} ;
$$

and the second values give in like manner

$$
d S=\frac{\epsilon_{1} R_{1} \delta_{1} d \omega_{1}}{\sqrt{\Omega_{1}} \sqrt{\Theta_{1}}},
$$

where $\epsilon_{1}$ is $= \pm 1$. It will be observed that we have in effect, by means of the relation $\left(\beta-\beta_{1}\right)\left(x-x_{1}\right)-\left(\alpha-\alpha_{1}\right)\left(y-y_{1}\right)+\left(\theta-\theta_{1}\right)\left(x y_{1}-x_{1} y\right)=0$, proved the identity of the two values of $d S$.

Considering the quadrilateral $A B C D$, and giving it an infinitesimal variation, so as to change it into $A^{\prime} B^{\prime} C^{\prime} D^{\prime}$, then $d S$ is the element of arc $A A^{\prime}$; and writing in like manner $d S_{1}, d S_{2}, d S_{3}$ for the elements of arc $B B^{\prime}, C C^{\prime}, D D^{\prime}$, we have, of course, a like pair of values for each of the elements $d S_{1}, d S_{2}, d S_{3}$.

Formulce for the elements of $\operatorname{Arc} d S, d S_{1}, d S_{2}, d S_{3}$. Art. Nos. 23 to 27.
23. The formulæ are

$$
\begin{aligned}
& d S=\epsilon^{\prime} R^{\prime} \delta \frac{d \omega}{\sqrt{\Omega} \sqrt{\Theta}}=\epsilon_{1} R_{1} \delta_{1} \frac{d \omega_{1}}{\sqrt{\Omega_{1}} \sqrt{\Theta_{1}}}, \\
& d S_{1}=\epsilon_{1}^{\prime} R_{1}^{\prime} \delta_{1} \frac{d \omega_{1}}{\sqrt{\Omega_{1}} \sqrt{\Theta_{1}}}=\epsilon_{2} R_{2} \delta_{2} \frac{d \omega_{2}}{\sqrt{\Omega_{2} \sqrt{\Theta_{2}}}}, \\
& d S_{3}=\epsilon_{2}^{\prime} R_{2}^{\prime} \delta_{2} \frac{d \omega_{2}}{\sqrt{\Omega_{2} \sqrt{\Theta_{2}}}}=\epsilon_{3} R_{3} \delta_{3} \frac{d \omega_{3}}{\sqrt{\Omega_{3} \sqrt{\Theta_{3}}}}, \\
& d S_{3}=\epsilon_{3}^{\prime} R_{3}^{\prime} \delta_{3} \frac{d \omega_{3}}{\sqrt{\Omega} \bar{\Omega}_{3} \sqrt{\Theta_{3}}}=\epsilon R \delta \frac{d \omega}{\sqrt{\bar{\Omega}} \sqrt{\bar{\Theta}}},
\end{aligned}
$$

where the $\epsilon^{\prime}$ s each denote $\pm 1$. Supposing as above that $\gamma^{2}$ is negative, but that $\boldsymbol{\gamma}_{1}^{2}, \boldsymbol{\gamma}_{2}^{2}, \boldsymbol{\gamma}_{3}{ }^{2}$ are positive; then $R^{\prime}, R$ have opposite signs: but $R_{1}^{\prime}, R_{1}$ have the same sign,
as have also $R_{3}^{\prime}$ and $R_{n}$, and $R_{3}^{\prime}$ and $R_{3}$. We may take $\delta_{,} \delta_{1}, \delta_{2}$, and $\delta_{3}$ as each of them positive: the signs of

$$
\frac{d \omega}{\sqrt{\Omega} \sqrt{\Theta}}, \frac{d \omega_{1}}{\sqrt{\bar{\Omega}_{1}} \sqrt{\Theta_{1}}}, \frac{d \omega_{2}}{\sqrt{\Omega_{2}} \sqrt{\Theta_{2}}}, \frac{d \omega_{3}}{\sqrt{\bar{\Omega}_{3}} \sqrt{\Theta_{3}}} \text { are }+,-,+,-, \text { or }-,+,-,+:
$$

hence to make $d S, d S_{1}, d S_{2}, d S_{3}$ all positive,

$$
\epsilon^{\prime}, \quad \epsilon_{1}^{\prime}, \quad \epsilon_{2}^{\prime}, \quad \epsilon_{3}^{\prime}, \quad \epsilon_{1}, \quad \epsilon_{2}, \quad \epsilon_{3}, \quad \epsilon,
$$

must have either the signs of

$$
R^{\prime},-R_{1}^{\prime}, \quad R_{2}^{\prime},-R_{3}^{\prime},-R_{1}, \quad R_{2},-R_{3}, R
$$

or else the reverse signs: hence in either case $\epsilon^{\prime}=-\epsilon, \epsilon_{1}^{\prime}=\epsilon_{1}, \epsilon_{2}^{\prime}=\epsilon_{2}, \epsilon_{3}^{\prime}=\epsilon_{3}$; or the equations are

$$
\begin{aligned}
& d S=-\epsilon R^{\prime} \delta \frac{d \omega}{\sqrt{\Omega} \sqrt{\Theta}}=\epsilon_{1} R_{1} \delta_{1} \frac{d \omega_{1}}{\sqrt{\Omega_{1}} \sqrt{\Theta_{1}}}, \\
& d S_{1}=\epsilon_{1} R_{1}^{\prime} \delta_{1} \frac{d \omega_{1}}{\sqrt{\Omega_{1}} \sqrt{\Theta_{1}}}=\epsilon_{2} R_{2} \delta_{2} \frac{d \omega_{2}}{\sqrt{\Omega_{2}} \sqrt{\Theta_{2}}}, \\
& d S_{2}=\epsilon_{2} R_{2}^{\prime} \delta_{2} \frac{d \omega_{2}}{\sqrt{\Omega_{2} \sqrt{\Theta_{2}}}}=\epsilon_{3} R_{3} \delta_{3} \frac{d \omega_{3}}{\sqrt{\Omega_{3} \sqrt{\Theta_{3}}}}, \\
& d S_{3}=\epsilon_{3} R_{3}^{\prime} \delta_{3} \frac{d \omega_{3}}{\sqrt{\Omega_{3} \sqrt{\Theta_{3}}}=\epsilon R \delta \frac{d \omega}{\sqrt{\Omega} \sqrt{\Theta}}},
\end{aligned}
$$

24. But we have $R^{\prime}-R=\frac{-2 \sqrt{\Omega}}{x^{2}+y^{2}}$, \&c.; and hence, putting for shortness

$$
\begin{gathered}
\frac{\delta}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}}, \frac{\delta_{1}}{\left(x_{1}^{2}+y_{1}^{2}\right) \sqrt{\Theta_{1}}}, \frac{\delta_{2}}{\left(x_{2}^{2}+y_{2}^{2}\right) \sqrt{\Theta_{2}}}, \frac{\delta_{3}}{\left(x_{3}{ }^{2}+y_{3}^{2}\right) \sqrt{\Theta_{3}}}=P, P_{1}, P_{2}, P_{3} \\
d S+d S_{3}=+2 \epsilon P d \omega \\
d S_{1}-d S=-2 \epsilon_{1} P_{1} d \omega_{1} \\
d S_{2}-d S_{1}=-2 \epsilon_{2} P_{2} d \omega_{2} \\
d S_{3}-d S=-2 \epsilon_{3} P_{3} d \omega_{3}
\end{gathered}
$$

and consequently

$$
\begin{aligned}
& d S=\epsilon P d \omega+\epsilon_{1} P_{1} d \omega_{1}+\epsilon_{2} P_{2} d \omega_{2}+\epsilon_{3} P_{3} d \omega_{3}, \\
& d S_{1}=\epsilon P d \omega-\epsilon_{1} P_{1} d \omega_{1}+\epsilon_{2} P_{2} d \omega_{2}+\epsilon_{3} P_{3} d \omega_{3}, \\
& d S_{2}=\epsilon P d \omega-\epsilon_{1} P_{1} d \omega_{1}-\epsilon_{2} P_{2} d \omega_{3}+\epsilon_{3} P_{3} d \omega_{3}, \\
& d S_{3}=\epsilon P d \omega-\epsilon_{1} P_{1} d \omega_{1}-\epsilon_{2} P_{2} d \omega_{2}-\epsilon_{3} P_{3} d \omega_{3},
\end{aligned}
$$

which are the required formulæ for the elements of arc.
25. The determination of the signs has been made by means of the particular figure; but it is easy to see that the pairs of terms could not for instance be $d S-d S_{3}, \quad d S_{1}-d S, \quad d S_{2}-d S_{1}, d S_{3}-d S$, or any other pairs such that it would be possible to eliminate $d S, d S_{1}, d S_{2}, d S_{3}$, and thus obtain an equation such as

$$
\epsilon P d \omega+\epsilon_{1} P_{1} d \omega_{1}+\epsilon_{2} P_{2} d \omega_{2}+\epsilon_{3} P_{3} d \omega_{3}=0
$$

this would, by virtue of the relations between $d \omega, d \omega_{1}, d \omega_{3}, d \omega_{3}$, become

$$
\epsilon \frac{\delta \sqrt{\Omega}}{x^{2}+y^{2}}-\epsilon_{1} \frac{\delta_{1} \sqrt{\Omega_{1}}}{x_{1}^{2}+y_{1}^{2}}+\dot{\epsilon_{2}} \frac{\delta_{2} \sqrt{\Omega_{2}}}{x_{2}^{2}+y_{2}^{2}}-\epsilon_{3} \frac{\delta_{3} \sqrt{\Omega_{3}}}{x_{3}^{2}+y_{3}^{2}}=0
$$

an equation not deducible from the relations which connect $\omega, \omega_{1}, \omega_{2}, \omega_{3}$, and which therefore cannot be satisfied by the variable quadrilateral.
26. The differentials of the formulæ are, it will be observed, of the form $P d \omega$

$$
=\frac{\delta d \omega}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}},
$$

where $\sqrt{\Theta},=\sqrt{f+\theta \cdot g+\theta}$, is a mere constant,
and

$$
x, y=\frac{\cos \omega}{\sqrt{f+\theta}}, \frac{\sin \omega}{\sqrt{g+\theta}},
$$

viz. the form is

$$
\delta^{2}=\{(f+\theta) x-\alpha\}^{2}+\{(g+\theta) y-\beta\}^{2}-\gamma^{2} ;
$$

$$
\frac{\sqrt{\left(\cos \omega \sqrt{f+\theta-\alpha)^{2}+\left(\sin \omega \sqrt{g+\theta-\beta)^{2}-\gamma^{2}}\right.}\right.}}{\sqrt{\Theta} \cdot\left(\frac{\cos ^{2} \omega}{f+\theta}+\frac{\sin ^{2} \omega}{g+\theta}\right)} d \omega,
$$

which is, in fact, the same as Casey's form in $\phi$, equation (300), his $\phi$ being $=90^{\circ}-\omega$.

Writing as before $v$ in place of his $\theta$, the differential expression becomes simply $=\delta d v$ : but $\delta^{2}$ expressed as a function of $v$ is an irrational function $M+N \sqrt{U}$, and $\delta$ would be the root of such a function; so that, if the form originally obtained had been this form $\delta d \nu$, it would have been necessary to transform it into the firstmentioned form $\frac{\delta d \omega}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}}$, in which $\delta$ is expressed as a function of $(x, y)$, that is, of $\omega$.
27. The.system of course is

$$
\begin{aligned}
& d S=\epsilon \delta d v+\epsilon_{1} \delta_{1} d v_{1}+\epsilon_{2} \delta_{2} d v_{2}+\epsilon_{3} \delta_{3} d v_{3}, \\
& d S_{1}^{\prime}=\epsilon \delta d v-\epsilon_{1} \delta_{1} d v_{1}+\epsilon_{2} \delta_{2} d v_{2}+\epsilon_{3} \delta_{3} d v_{3}, \\
& d S_{2}=\epsilon \delta d v-\epsilon_{1} \delta_{1} d v_{1}-\epsilon_{2} \delta_{2} d v_{2}+\epsilon_{3} \delta_{3} d v_{3}, \\
& d S_{3}=\epsilon \delta d v-\epsilon_{1} \delta_{1} d v_{1}-\epsilon_{2} \delta_{2} d v_{2}-\epsilon_{3} \delta_{3} d v_{3},
\end{aligned}
$$

where $d v=\frac{d \omega}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}}, \& \mathrm{c}$.; and this is the most convenient way of writing it.
Reference to Figure. Art. No. 28.
28. I constructed a bicircular quartic consisting of an exterior and interior oval with the following numerical data: $\left(f+\theta_{3}=48, f+\theta_{1}=56, f+\theta_{0}=60, f+\theta_{2}=80\right.$; $\left.g+\theta_{3}=-6, g+\theta_{1}=2, g+\theta_{0}=6, g+\theta_{2}=26\right)$,-not very convenient ones, inasmuch as
the exterior oval came out too large. The annexed figure shows $0,1,2,3$, the centres of the circles of inversion, the interior oval, and a portion of the exterior

oval, also the origin and axes; it will be seen that the centres 0,2 lie inside the interior oval, the centres 1,3 outside the exterior oval: I add further the values

$$
\begin{array}{llll}
\sqrt{f+\theta_{3}}=6 \cdot 93, & \sqrt{-\left(g+\theta_{3}\right)}=2 \cdot 45, & \alpha_{3}=10 \cdot 18, & \beta_{3}=-\cdot 98, \\
\sqrt{f+\theta_{1}}=7 \cdot 48, & \sqrt{g+\theta_{1}}=1 \cdot 41, & \alpha_{1}=8 \cdot 73, & \beta_{1}=+2 \cdot 94, \\
\sqrt{f+\theta_{0}}=7 \cdot 75, & \sqrt{g+\theta_{0}}=2 \cdot 45, & \alpha_{0}=8 \cdot 15, & \beta_{0}=+\cdot 98, \\
\sqrt{f+\theta_{2}}=8 \cdot 94, & \sqrt{g+\theta_{2}}=5 \cdot 09, & \alpha_{2}=6 \cdot 10, & \beta_{2}=+\cdot 23 .
\end{array}
$$

We thus see how there exists a series of quadrilaterals $A B C D$, where $A, B$ are situate on the interior oval, $C, D$ on the exterior oval. Considering the sides as
drawn in the senses $A$ to $B, B$ to $C, C$ to $D, D$ to $A$ : and representing the inclinations, measured from the positive infinity on the axis of $x$ in the sense $x$ to $y$, by $v_{1}, v_{2}, v_{3}, v$ respectively: then, in passing to the consecutive quadrilateral $A^{\prime} B^{\prime} C^{\prime} D^{\prime}$, we have $v_{1}$ and $v_{2}$ decreasing, $\nu_{3}$ and $v$ increasing, that is, $d v_{1}$ and $d v_{2}$ negative, $d v_{3}$ and $d v$ positive; so that, reckoning the elements $A A^{\prime}, B B^{\prime}, C C^{\prime}, D D^{\prime}$, that is, $d S_{1}, d S_{2}$, $d S_{3}, d S$, as each of them positive, we have

$$
\begin{aligned}
& d S_{2}-d S_{1}=-2 \delta_{1} d v_{1} \\
& d S_{3}-d S_{2}=-2 \delta_{2} d v_{2} \\
& d S-d S_{3}=+2 \delta_{3} d v_{3} \\
& d S_{1}+d S=+2 \delta d v
\end{aligned}
$$

and thence

$$
\begin{aligned}
& d S=\delta d v-\delta_{1} d v_{1}-\delta_{2} d v_{2}+\delta_{3} d v_{3}, \\
& d S_{1}=\delta d v+\delta_{1} d v_{1}+\delta_{2} d v_{3}-\delta_{3} d v_{3}, \\
& d S_{2}=\delta d v-\delta_{1} d v_{1}+\delta_{2} d v_{2}-\delta_{3} d v_{3}, \\
& d S_{3}=\delta d v-\delta_{1} d v_{1}-\delta_{2} d v_{2}-\delta_{3} d v_{3},
\end{aligned}
$$

which are the correct signs in regard to the particular figure.

Reduction of $\int \frac{\delta d \omega}{\left(x^{2}+y^{2}\right) \sqrt{\Theta}}$ to Elliptic Integrals. Art. No. 29.
29. The expression in question is

$$
\int d \omega \cdot \frac{\sqrt{(\cos \omega \sqrt{f+\theta}-\alpha)^{2}+\left(\sin \omega \sqrt{g+\theta-\beta)^{2}-\gamma^{2}}\right.}}{\left\{\frac{\cos ^{2} \omega}{f+\theta}+\frac{\sin ^{2} \omega}{g+\theta}\right\} \sqrt{\Theta}}
$$

where $\sqrt{\Theta}$ is a mere constant; and we may apply it to the Gaussian transformation,

$$
\begin{aligned}
& \cos \omega=\frac{a+a^{\prime} \cos T+a^{\prime \prime} \sin T}{c+c^{\prime} \cos T+c^{\prime \prime} \sin T^{\prime}} \\
& \sin \omega=\frac{b+b^{\prime}}{c+c^{\prime}} \frac{\cos T+b^{\prime \prime} \sin T}{} T^{\prime \prime}+c^{\prime \prime} \sin T^{\prime}
\end{aligned}
$$

where the coefficients $a, b, c, a^{\prime}, b^{\prime}, c^{\prime}, a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}$ are such that identically

$$
\cos ^{2} \omega+\sin ^{2} \omega-1=\frac{1}{\left(c+c^{\prime} \cos T^{\prime}+c^{\prime \prime} \sin T\right)^{2}}\left\{\cos ^{2} T+\sin ^{2} T-1\right\}:
$$

and also

$$
(\cos \omega \sqrt{f+\theta}-\alpha)^{2}+(\sin \omega \sqrt{g+\theta}-\beta)^{2}-\gamma^{2}
$$

that is,

$$
\begin{gathered}
\cos ^{2} \omega(f+\theta)+\sin ^{2} \omega(g+\theta)-2 \alpha \sqrt{f+\theta} \cos \omega-2 \beta \sqrt{g+\theta} \sin \omega+k, \\
=\frac{1}{\left(c+c^{\prime} \cos T+c^{\prime \prime} \sin T\right)^{3}}\left(G_{1}-G_{2} \cos ^{2} T-G_{3} \sin ^{2} T\right) .
\end{gathered}
$$

30. It is found that $G_{1}, G_{2}, G_{3}$ are the roots of a cubic equation

$$
\left(G+\theta-\theta_{1}\right)\left(G+\theta-\theta_{2}\right)\left(G+\theta-\theta_{3}\right),
$$

which being so, we may assume $G_{1}=\theta_{1}-\theta, G_{2}=\theta_{2}-\theta, G_{3}=\theta_{3}-\theta$; the second condition, in fact, then is

$$
\begin{aligned}
& (f+\theta) \cos ^{2} \omega+(g+\theta) \sin ^{2} \omega-2 \alpha \sqrt{f+\theta} \cos \omega-2 \beta \sqrt{g+\theta} \sin \omega+k \\
& \quad=\frac{1}{\left(c+c^{\prime} \cos T+c^{\prime \prime} \sin T\right)^{2}}\left\{\theta_{1}-\theta-\left(\theta_{3}-\theta\right) \cos ^{2} T-\left(\theta_{3}-\theta\right) \sin ^{3} T\right\}
\end{aligned}
$$

and this being so, we find without difficulty the values

$$
\begin{array}{rlrl}
a^{2} & =\frac{g+\theta_{1} \cdot f+\theta_{2} \cdot f+\theta_{3}}{f-g \cdot \theta_{1}-\theta_{3} \cdot \theta_{1}-\theta_{3}}, \quad b^{2}=\frac{f+\theta_{2} \cdot g+\theta_{2} \cdot g+\theta_{3}}{g-f \cdot \theta_{1}-\theta_{3} \cdot \theta_{1}-\theta_{3}}, \quad c^{2}=\frac{f+\theta_{1} \cdot g+\theta_{1}}{\theta_{1}-\theta_{2} \cdot \theta_{1}-\theta_{3}}, \\
a^{\prime 2}=-\frac{g+\theta_{2} \cdot f+\theta_{1} \cdot f+\theta_{3}}{f-g \cdot \theta_{2}-\theta_{1} \cdot \theta_{2}-\theta_{3}}, \quad b^{\prime 2}=-\frac{f+\theta_{2} \cdot g+\theta_{1} \cdot g+\theta_{3}}{g-f \cdot \theta_{3}-\theta_{1} \cdot \theta_{2}-\theta_{3}}, \quad c^{\prime 3}=-\frac{f+\theta_{2} \cdot g+\theta_{3}}{\theta_{3}-\theta_{1} \cdot \theta_{3}-\theta_{3},} \\
a^{\prime / 2}=-\frac{g+\theta_{3} \cdot f+\theta_{1} \cdot f+\theta_{2}}{f-g \cdot \theta_{3}-\theta_{1} \cdot \theta_{3}-\theta_{2}}, \quad b^{\prime / 2}=-\frac{f+\theta_{3} \cdot g+\theta_{1} \cdot g+\theta_{2}}{g-f \cdot \theta_{3}-\theta_{1} \cdot \theta_{3}-\theta_{2}}, \quad c^{\prime / 3}=-\frac{f+\theta_{3} \cdot g+\theta_{3}}{\theta_{3}-\theta_{1} \cdot \theta_{3}-\theta_{2}} .
\end{array}
$$

To make these positive, the order of ascending magnitude must, however, be not as heretofore $\theta_{3}, \theta_{1}, \theta_{2}$, but $\theta_{3}, \theta_{2}, \theta_{1}$, viz. we must have $f+\theta_{1}, f+\theta_{2}, f+\theta_{3}, g+\theta_{1}$, $g+\theta_{2},-\left(g+\theta_{3}\right), \theta_{1}-\theta_{3}, \theta_{1}-\theta_{3}, \theta_{3}-\theta_{3}$ all positive.
31. The above are the values of the squares of the coefficients; we must have definite relations between the signs of the products $a a^{\prime}, b b^{\prime}, a b, \& c$. , viz. we may have

$$
\begin{aligned}
& a^{\prime} a^{\prime \prime}=\frac{f+\theta_{1}}{f-g \cdot \theta_{2}-\theta_{3}} \sqrt{\frac{\Theta_{3} \Theta_{3}}{\theta_{3}-\theta_{1} \cdot \theta_{1}-\theta_{2}}}, \quad a^{\prime \prime} a=\frac{f+\theta_{2}}{f-g \cdot \theta_{3}-\theta_{1}} \sqrt{\frac{-\Theta_{3} \Theta_{1}}{\theta_{1}-\theta_{2} \cdot \theta_{2}-\theta_{3}}},
\end{aligned}
$$

$$
\begin{aligned}
& c^{\prime} c^{\prime \prime}=\frac{1}{\theta_{2}-\theta_{3}} \sqrt{"}, c^{\prime \prime} c=\frac{1}{\theta_{3}-\theta_{1}} \sqrt{"}, \\
& a a^{\prime}=\frac{f+\theta_{2}}{f-g \cdot \theta_{1}-\theta_{2}} \sqrt{\frac{-\Theta_{1} \Theta_{2}}{\theta_{2}-\theta_{3} \cdot \theta_{3}-\theta_{1}}}, \\
& b b^{\prime}=\frac{g+\theta_{2}}{g-f \cdot \theta_{1}-\theta_{3}} \sqrt{",} \\
& c c^{\prime}=\frac{1}{\theta_{1}-\theta_{2}} \sqrt{"},
\end{aligned}
$$

and further

$$
\begin{gathered}
a b=\frac{1}{f-g \cdot \theta_{3}-\theta_{1} \cdot \theta_{1}-\theta_{2}} \sqrt{-\Theta_{1} \Theta_{2} \Theta_{3}}, \quad b c=-\frac{f+\theta_{1}}{\theta_{3}-\theta_{1} \cdot \theta_{1}-\theta_{2}} \sqrt{\frac{g+\theta_{1} \cdot g+\theta_{3} \cdot g+\theta_{3}}{g-f}}, \\
a^{\prime} b^{\prime}=\frac{-1}{f-g \cdot \theta_{1}-\theta_{2} \cdot \theta_{2}-\theta_{3}} \sqrt{"}, \quad b^{\prime} c^{\prime}=\frac{f+\theta_{2}}{\theta_{1}-\theta_{2} \cdot \theta_{2}-\theta_{3}} \sqrt{"}, \\
a^{\prime \prime} b^{\prime \prime}=\frac{-1}{f-g \cdot \theta_{2}-\theta_{3} \cdot \theta_{3}-\theta_{1}} \sqrt{"}, \quad b^{\prime \prime} c^{\prime \prime}=\frac{f+\theta_{3}}{\theta_{3}-\theta_{3} \cdot \theta_{3}-\theta_{1}} \sqrt{"}, \\
c a=-\frac{g+\theta_{1}}{\theta_{3}-\theta_{1} \cdot \theta_{1}-\theta_{2}} \sqrt{\frac{f+\theta_{1} \cdot f+\theta_{2} \cdot f+\theta_{3}}{f-g}}, \\
c^{\prime} a^{\prime}=\frac{g+\theta_{2}}{\theta_{1}-\theta_{3} \cdot \theta_{2}-\theta_{3}} \sqrt{m}, \\
c^{\prime \prime} a^{\prime \prime}=\frac{g+\theta_{3}}{\theta_{2}-\theta_{3} \cdot \theta_{3}-\theta_{1}} \sqrt{m},
\end{gathered}
$$

and also
$b^{\prime} c^{\prime \prime}+b^{\prime \prime} c^{\prime}=\frac{2 g+\theta_{2}+\theta_{3}}{\theta_{2}-\theta_{3}} \sqrt{\frac{g+\theta_{1} \cdot f+\theta_{3} \cdot f+\theta_{3}}{g-f \cdot \theta_{3}-\theta_{1} \cdot \theta_{1}-\theta_{2}}}, c^{\prime} a^{\prime \prime}+c^{\prime \prime} a^{\prime}=\frac{2 f+\theta_{2}+\theta_{3}}{\theta_{2}-\theta_{3}} \sqrt{\frac{f+\theta_{1} \cdot g+\theta_{2} \cdot g+\theta_{3}}{f-g \cdot \theta_{3}-\theta_{1} \cdot \theta_{1}-\theta_{3}}}$, $b^{\prime \prime} c+b c^{\prime \prime}=\frac{2 g+\theta_{3}+\theta_{1}}{\theta_{3}-\theta_{1}} \sqrt{-\frac{g+\theta_{2} \cdot f+\theta_{3} \cdot f+\theta_{1}}{g-f \cdot \theta_{1}-\theta_{2} \cdot \theta_{2}-\theta_{3}}}, \quad c^{\prime \prime} a+c a^{\prime \prime}=\frac{2 f+\theta_{3}+\theta_{1}}{\theta_{3}-\theta_{1}} \sqrt{-\frac{f+\theta_{2} \cdot g+\theta_{3} \cdot g+\theta_{1}}{f-g \cdot \theta_{1}-\theta_{2} \cdot \theta_{2}-\theta_{3}}}$, $b c^{\prime}+b^{\prime} c=\frac{2 g+\theta_{1}+\theta_{2}}{\theta_{1}-\theta_{2}} \sqrt{-\frac{g+\theta_{3} \cdot f+\theta_{1} \cdot f+\theta_{2}}{g-f \cdot \theta_{2}-\theta_{3} \cdot \theta_{3}-\theta_{1}}}, c a^{\prime}+c^{\prime} a=\frac{2 f+\theta_{1}+\theta_{2}}{\theta_{1}-\theta_{2}} \sqrt{-\frac{f+\theta_{3} \cdot g+\theta_{1} \cdot g+\theta_{2}}{f-g \cdot \theta_{2}-\theta_{3} \cdot \theta_{3}-\theta_{1}}}$.
32. These values, in fact, satisfy the several relations which exist between the nine coefficients; viz. the original expressions of $\cos \omega, \sin \omega$, in terms of $\cos T, \sin T$ give conversely exprcssions of $\cos T, \sin T$ in terms of $\cos \omega, \sin \omega$, the two sets being

$$
\begin{aligned}
& \cos \omega=\frac{a+a^{\prime} \cos T+a^{\prime \prime} \sin T}{c+c^{\prime} \cos T+c^{\prime \prime} \sin T}, \quad \cos T=-\frac{a^{\prime} \cos \omega+b^{\prime} \sin \omega-c^{\prime}}{a \cos \omega+b \sin \omega-c}, \\
& \sin \omega=\frac{b+b^{\prime} \cos T+b^{\prime \prime} \sin T}{c+c^{\prime} \cos T+c^{\prime \prime} \sin T}, \quad \sin T=-\frac{a^{\prime \prime} \cos \omega+b^{\prime \prime} \sin \omega-c^{\prime \prime}}{a \cos \omega+b \sin \omega-c}:
\end{aligned}
$$

and we have then the relations

$$
\begin{gathered}
\cos ^{2} \omega+\sin ^{2} \omega-1=\frac{1}{\left(c+c^{\prime} \cos T+c^{\prime \prime} \sin T\right)^{2}}\left(\cos ^{2} T+\sin ^{2} T-1\right), \\
\cos ^{2} T+\sin ^{2} T-1=\frac{1}{(a \cos \omega+b \sin \omega-c)^{2}}\left(\cos ^{2} \omega+\sin ^{2} \omega-1\right), \\
(\theta+f) \cos ^{2} \omega+(\theta+g) \sin ^{2} \omega-2 \alpha \sqrt{\theta+f} \cos \omega-2 \beta \sqrt{\theta+g} \sin \omega+k \\
=\frac{1}{\left(c+c^{\prime} \cos T+c^{\prime \prime} \sin T\right)^{2}}\left\{\left(\theta_{1}-\theta\right)-\left(\theta_{2}-\theta\right) \cos ^{2} T-\left(\theta_{3}-\theta\right) \sin ^{2} T\right\}, \\
\left(\theta_{1}-\theta\right)-\left(\theta_{2}-\theta\right) \cos ^{2} T-\left(\theta_{3}-\theta\right) \sin ^{2} T \\
=\frac{1}{(a \cos \omega+b \sin \omega-c)^{2}}\left\{(\theta+f) \cos ^{2} \omega+(\theta+g) \sin ^{2} \omega-2 \alpha \sqrt{\theta+f} \cos \omega-2 \beta \sqrt{\theta+g} \sin \omega+k\right\}, \\
\quad \mathbf{c .} \mathbf{x .}
\end{gathered}
$$

c. x.
giving the four sets each of six equations

$$
\begin{aligned}
& a^{2}+b^{2}-c^{2}=-1, \quad a^{\prime} a^{\prime \prime}+b^{\prime} b^{\prime \prime}-c^{\prime} c^{\prime \prime}=0, \\
& a^{\prime 2}+b^{\prime 2}-c^{\prime 2}=+1, \quad a^{\prime \prime} a+b^{\prime \prime} b-c^{\prime \prime} c=0, \\
& a^{\prime \prime 2}+b^{\prime \prime 2}-c^{\prime \prime 2}=+1, \quad a a^{\prime}+b b^{\prime}-c c^{\prime}=0, \\
& -a^{2}+a^{\prime 2}+a^{\prime \prime 2}=+1, \quad-b c+b^{\prime} c^{\prime}+b^{\prime \prime} c^{\prime \prime}=0, \\
& -b^{2}+b^{\prime 2}+b^{\prime 2}=+1, \quad-c a+c^{\prime} a^{\prime}+c^{\prime \prime} a^{\prime \prime}=0, \\
& -c^{2}+c^{\prime 2}+c^{\prime \prime 2}=-1, \quad-a b+a^{\prime} b^{\prime}+a^{\prime \prime} b^{\prime \prime}=0, \\
& \begin{array}{llll}
(\theta+f) a^{2}+(\theta+g) b^{2} & -2 \alpha \sqrt{\theta+f} a c & -2 \beta \sqrt{\theta+g} b c & +k c^{2}=\theta_{1}+\theta, \\
(\theta+f) a^{\prime 2}+(\theta+g) b^{\prime 2}-2 \alpha \sqrt{\theta+f} a^{\prime} c^{\prime} & -2 \beta \sqrt{\theta+g} b^{\prime} c^{\prime} & +k c^{\prime 2}=-\theta_{2}+\theta, \\
(\theta+f) a^{\prime \prime 2}+(\theta+g) b^{\prime 2}-2 \alpha \sqrt{\theta+f} a^{\prime \prime} c^{\prime \prime} & -2 \beta \sqrt{\theta+g} b^{\prime \prime} c^{\prime \prime} & +k c^{\prime \prime 2}=-\theta_{3}+\theta,
\end{array} \\
& (\theta+f) a^{\prime} a^{\prime \prime}+(\theta+g) b^{\prime} b^{\prime \prime}-\alpha \sqrt{\theta+f}\left(a^{\prime} c^{\prime \prime}+a^{\prime \prime} c^{\prime}\right)-\beta \sqrt{\theta+g}\left(b^{\prime} c^{\prime \prime}+b^{\prime \prime} c^{\prime}\right)+k c^{\prime} c^{\prime \prime}=0, \\
& (\theta+f) a^{\prime \prime} a+(\theta+g) b^{\prime \prime} b-\alpha \sqrt{\theta+f}\left(a^{\prime \prime} c+a c^{\prime \prime}\right)-\beta \sqrt{\theta+g}\left(b^{\prime \prime} c+b c^{\prime \prime}\right)+k c^{\prime \prime} c=0, \\
& (\theta+f) a a^{\prime}+(\theta+g) b b^{\prime}-a \sqrt{\theta+f}\left(a c^{\prime}+a^{\prime} c\right)-\beta \sqrt{\theta+g}\left(b c^{\prime}+b^{\prime} c\right)+k c c^{\prime}=0, \\
& \left(\theta_{1}-\theta\right) a^{2}-\left(\theta_{2}-\theta\right) a^{\prime 2}-\left(\theta_{3}-\theta\right) a^{\prime \prime 2}=\theta+f \text {, or say }\left(\theta_{1}+f\right) a^{2}-\left(\theta_{2}+f\right) a^{\prime 2}-\left(\theta_{3}+f\right) a^{\prime \prime 2}=0 \text {, } \\
& \left(\theta_{1}-\theta\right) b^{2}-\left(\theta_{2}-\theta\right) b^{\prime 2}-\left(\theta_{3}-\theta\right) b^{\prime \prime 2}=\theta+g, \quad, \quad\left(\theta_{1}+g\right) b^{2}-\left(\theta_{2}+g\right) b^{\prime 2}-\left(\theta_{3}+g\right) b^{\prime \prime 2}=0, \\
& \left(\theta_{1}-\theta\right) c^{2}-\left(\theta_{2}-\theta\right) c^{\prime 2}-\left(\theta_{3}-\theta\right) c^{\prime \prime 2}=k, \quad \geqslant \quad \theta_{1} c^{2} \quad-\theta_{2} c^{\prime 2}-\theta_{3} c^{\prime \prime 2} \quad=k+\theta, \\
& -\left(\theta_{1}-\theta\right) b c+\left(\theta_{2}-\theta\right) b^{\prime} c^{\prime}+\left(\theta_{3}-\theta\right) b^{\prime \prime} c^{\prime \prime}=-\beta \sqrt{\theta+g}, \\
& -\left(\theta_{1}-\theta\right) c a+\left(\theta_{2}-\theta\right) c^{\prime} a^{\prime}+\left(\theta_{3}-\theta\right) c^{\prime \prime} a^{\prime \prime}=-\alpha \sqrt{\theta+f} \text {, } \\
& -\left(\theta_{1}-\theta\right) a b+\left(\theta_{2}-\theta\right) a^{\prime} b^{\prime}+\left(\theta_{3}-\theta\right) a^{\prime \prime} b^{\prime \prime}=0 ;
\end{aligned}
$$

all which formule are in fact satisfied by the foregoing values of the expressions $a^{2}, b^{2}, a^{\prime 2}, \& \mathrm{c}$.
33. We then have

$$
d \omega=\frac{d T}{c+c^{\prime} \cos T+c^{\prime \prime} \sin T}
$$

the radical which multiplies $d \omega$ being

$$
=\frac{1}{c+c^{\prime} \cos T+c^{\prime \prime} \sin T} \sqrt{\theta_{1}-\theta_{2} \cos ^{2} T-\theta_{3} \sin ^{2} T}
$$

the differential becomes

$$
=\frac{d T \sqrt{ } \theta_{1}-\theta_{2} \cos ^{2} T-\theta_{3} \sin ^{2} T}{\left(\frac{\cos ^{2} \omega}{f+\theta}+\frac{\sin ^{2} \omega}{g+\theta}\right)\left(c+c^{\prime} \cos T+c^{\prime \prime} \sin T\right)^{2} \sqrt{\Theta}},
$$

that is,

$$
=\frac{d T \sqrt{\theta_{1}-\theta_{3} \cos ^{2} T-\theta_{3} \sin ^{2} T}}{\left\{\frac{1}{f+\theta}\left(a+a^{\prime} \cos T+a^{\prime \prime} \sin T\right)^{2}+\frac{1}{g+\theta}\left(b+b^{\prime} \cos T+b^{\prime \prime} \sin T\right)^{2}\right\} \sqrt{\Theta}} .
$$

The denominator could, of course, be reduced to the form $(*)(1, \cos T, \sin T)^{2}$; but the actual form seems preferable, inasmuch as it puts in evidence the linear factors

$$
\frac{1}{\sqrt{f+\theta}}\left(a+a^{\prime} \cos T+a^{\prime \prime} \sin T\right) \pm \frac{i}{\sqrt{g+\theta}}\left(b+b^{\prime} \cos T+b^{\prime \prime} \sin T\right)
$$

and there seems to be no advantage in further reducing the integral.

## 668.

## ON COMPOUND COMBINATIONS.

[From the Proceedings of the Lit. Phil. Soc. Manchester, t. xvi. (1877), pp. 113, 114; Memoirs, ib., Ser. iII., t. vi. (1879), pp. 99, 100.]

Prof. Clifford's paper, "On the Types of Compound Statement involving Four Classes," [volume of Proceedings quoted, pp. 88-101 ; Mathematical Papers, pp. 1-13], relates mathematically to a question of compound combinations; and it is worth while to consider its connexion with another question of compound combinations, the application of which is a very different one.

Starting with four symbols, $A, B, C, D$, we have sixteen combinations of the five types $1, A, A B, A B C, A B C D,(1+4+6+4+1=16$ as before $)$. But in Prof. Clifford's question 1 means $A^{\prime} B^{\prime} C^{\prime \prime} D^{\prime}, A$ means $A B^{\prime} C^{\prime \prime} D^{\prime}$, \&c.; viz. cach of the symbols means an aggregate of four assertions; and the 16 symbols are thus all of the same type. Considering them in this point of view, the question is as to the number of types of the binary, ternary, \&e., combinations of the sixteen combinations; for, according as these are combined,

$$
\text { No. of types }=\frac{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15}{1,4,6,19,27,47,55,78,55,47,27,19,6,4,1}
$$

together.
In the first mentioned point of view the like question arises, in regard to the sets belonging to the five differcnt types separately or in combination with each other; for instance, taking only the six symbols of the type $A B$, these may be taken 1,2 , 3,4 , or 5 together, and we have in these cases respectively

$$
\text { No. of types }=\frac{1,2,3,4,5}{1,2,2,2,1},
$$

as is very easily verified; but if the number of letters $A, B, \ldots$ be greater (say this $=8$ ), or, instead of letters, writing the numbers $1,2,3,4,5,6,7,8$, then the question is that of the number of types of combination of the 28 duads $12,13, \ldots, 78$, taken $1,2,3, \ldots, 27$ together, a question presenting itself in geometry in regard to the bitangents of a quartic curve (see Salmon's Higher Plane Curves, Ed. 2 (1873), pp. 222 et seq.): the numbers, so far as they have been obtained, are

$$
\text { No. of types }=\frac{1,2,3,4, \ldots, 24,25,26,27}{1,2,5,11, \ldots, 11,5,2,1} .
$$

It might be interesting to complete the series, and, more generally, to determine the number of the types of eombination of the $\frac{1}{2} n(n-1)$ duads of $n$ letters.

## 669.

## ON A PROBLEM OF ARRANGEMENTS.

[From the Proceedings of the Royal Society of Edinburgh, t. Ix. (1878), pp. 338-342.]
IT is a well-known problem to find for $n$ letters the number of the arrangements in which no letter occupies its original place; and the solution of it is given by the following general theorem:-viz., the number of the arrangements which satisfy any $r$ conditions is

$$
\begin{gathered}
(1-1)(1-2) \ldots \ldots \cdot(1-r), \\
=1-\Sigma(1)+\Sigma(12)-\ldots \ldots \pm(12 \ldots r),
\end{gathered}
$$

where 1 denotes the whole number of arrangements; (1) the number of them which fail in regard to the first condition; (2) the number which fail in regard to the second condition; (12) the number which fail in regard to the first condition, and also in regard to the second condition; and so on: $\Sigma(1)$ means $(1)+(2)+\ldots+(r)$ : $\Sigma(12)$ means $(12)+(13)+(2 r)+\ldots+(r-1, r)$; and so on, up to (12...r), which denotes the number failing in regard to each of the $r$ conditions.

Thus, in the special problem, the first condition is that the letter in the first place shall not be $a$; the second condition is that the letter in the second place shall not be $b$; and so on; taking $r=n$, we have the known result,

$$
\begin{aligned}
\text { No. } & =\Pi n-\frac{n}{1} \Pi(n-1)+\frac{n \cdot n-1}{1.2} \Pi(n-2)+\ldots \pm \frac{n \cdot n-1 \ldots 2.1}{1.2 \ldots n}, \\
& =1.2 .3 \ldots n\left\{1-\frac{1}{1}+\frac{1}{1.2}-\frac{1}{1.2 .3}+\ldots \pm \frac{1}{1.2 .3 \ldots n}\right\},
\end{aligned}
$$

giving for the several cases

$$
\begin{array}{rlrr}
n & =2,3,4, & 5, & 6, \ldots \\
\text { No. } & =1,2,9,44, & 265, & 1854, \ldots
\end{array}
$$

I proceed to consider the following problem, suggested to me by Professor Tait, in connexion with his theory of knots: to find the number of the arrangements of $n$ letters $a b c \ldots j k$, when the letter in the first place is not $a$ or $b$, the letter in the second place not $b$ or $c, \ldots$, the letter in the last place not $k$ or $a$.

Numbering the conditions $1,2,3, \ldots, n$, according to the places to which they relate, a single condition is called [1]; two conditions are called [2] or [1, 1], according as the numbers are consecutive or non-consecutive: three conditions are called [3], [2, 1], or $[1,1,1]$, according as the numbers are all three consecutive, two consecutive and one not consecutive, or all non-consecutive; and so on: the numbers which refer to the conditions being always written in their natural order, and it being understood that they follow each other cyclically, so that 1 is consecutive to $n$. Thus, $n=6$, the set 126 of conditions is [3], as consisting of 3 consecutive conditions; and similarly 1346 is [2, 2].

Consider a single condition [1], say this is 1 ; the arrangements which fail in regard to this condition are those which contain in the first place $a$ or $b$; whichever it be, the other $n-1$ letters may be arranged in any form whatever; and there are thus $2 \Pi(n-1)$ failing arrangements.

Next for two conditions; these may be [2], say the conditions are 1 and 2: or else [1, 1], say they are 1 and 3 . In the former case, the arrangements which fail are those which contain in the first and second places $a b, a c$, or $b c$ : and for each of thesc, the other $n-2$ letters may be arranged in any order whatever; there are thus $3 \Pi(n-2)$ failing arrangements. In the latter case, the failing arrangements have in the first place $a$ or $b$, and in the third place $c$ or $d$,-viz. the letters in these two places are $a . c, a . d, b . c$, or $b . d$, and in each case the other $n-2$ letters may be arranged in any order whatever: the number of failing arrangements is thus $=2.2 . \Pi(n-2)$. And so, in general, when the conditions are $[\alpha, \beta, \gamma, \ldots]$, the number of failing arrangements is

$$
=(\alpha+1)(\beta+1)(\gamma+1) \ldots \Pi(n-\alpha-\beta-\gamma \ldots)
$$

But for [ $n$ ], that is, for the entire system of the $n$ conditions, the number of failing arrangements is (not as by the rule it should be $=n+1$, but) $=2$,-viz. the only arrangements which fail in regard to each of the $n$ conditions are (as is at once seen), $a b c \ldots j k$, and $b c \ldots j k a$.

Changing now the notation so that [1], [2], [1, 1], \&c., shall denote the number of the conditions [1], [2], [1, 1], \&c., respectively, it is easy to see the form of the general result. If, for greater clearness, we write $n=6$, we have

$$
\begin{aligned}
& 1-\Sigma(1) \quad+\Sigma(12) \quad-\Sigma(123) \\
& \text { No. }=720-\{([1]=6) 2\} 120+\left\{\begin{array}{c}
([2]=6) 3 \\
+([1,1]=9) 2.2
\end{array}\right\}^{24-}\left\{\begin{array}{c}
([3]=6) 4 \\
+([2,1]=12) \\
+([1,1,1]=2) 2.2 .2
\end{array}\right\}^{6} \\
& \begin{array}{l}
+\Sigma(1234) \\
+\left\{\begin{array}{c}
([4]=6) 5 \\
+([3,1]=6) 4.2 \\
+([2,2]=3) 3.3
\end{array}\right\}
\end{array}
\end{aligned}
$$

or, reducing into numbers, this is

$$
\mathrm{N}_{\mathrm{o} .}=720-1440+1296-672+210-36+2, \quad=80
$$

The formula for the next succeeding case, $n=7$, gives

$$
\mathrm{No} .=5040-10080+9240-5040+1764-392+49-2,=579 .
$$

Those for the preceding cases, $n=3,4,5$, respectively are

$$
\begin{array}{ll}
\text { No. }=6-12+9-2 & =1 \\
\text { No. }=24-48+40-16+2 & =2 \\
\text { No. }=120-240+210-100+25-2 & =13
\end{array}
$$

We have in general $[1]=n,[2]=n,[1,1]=\frac{1}{2} n(n-3)$; and in the several columns of the formulæ the sums of the numbers thus represented are equal to the coefficients of $(1+1)^{2}$ : thus, when $n=6$ as above, the sums are $6,15,20,15,6,1$. As regards the calculation of the numbers in question, any symbol $[\alpha, \beta, \gamma]$ is a sum of symbols $\left[\alpha-\alpha^{\prime}+\beta-\beta^{\prime}+\gamma-\gamma^{\prime}+\ldots\right]$, where $\alpha^{\prime}+\beta^{\prime}+\gamma^{\prime}+\ldots$ is any partition of $n-(\alpha+\beta+\gamma+\ldots)$; read, of the series of numbers $1,2,3, \ldots, n$, taken in cyclical order beginning with any number, retain $\alpha$, omit $\alpha^{\prime}$, retain $\beta$, omit $\beta^{\prime}$, retain $\gamma$, omit $\gamma^{\prime}, \ldots$. Thus in particular, $n=6,[1,1]$ is a sum of symbols $[1-3+1-1]$ and $[1-2+1-2]$; it is clear that any such symbol $\left[\alpha-\alpha^{\prime}+\beta-\beta^{\prime}+\ldots\right]$ is $=n$ or a submultiple of $n$ (in particular, if $n$ be prime, the symbol is always $=n$ ): and we thus in every case obtain the value of $[\alpha, \beta, \gamma, \ldots]$ by taking for the negative numbers the several partitious of
and for each symbol

$$
n-(\alpha+\beta+\gamma+\ldots),
$$

$$
\left[\alpha-\alpha^{\prime}+\beta-\beta^{\prime}+\gamma-\gamma^{\prime}+\ldots\right],
$$

writing its value, $=n$ or a given submultiple of $n$, as just mentioned. There would, I think, be no use in pursuing the matter further, by seeking to obtain an analytical expression for the symbols $[\alpha, \beta, \gamma, \ldots]$.

For the actual formation of the required arrangements, it is of course easy, when all the arrangements are written down, to strike out those which do not satisfy the prescribed conditions, and so obtain the system in question. Or introducing the notion of substitutions*, and accordingly considering each arrangement as derived by a substitution from the primitive arrangement $a b c d \ldots j k$, we can write down the substitntions which give the system of arrangements in which no letter occupies its original place: viz. we must for this purpose partition the $n$ letters into parts, no part less than 2, and then in each set taking one letter (say the first in alphabetical order) as fixed, permute in every possible way the other letters of the set; we thus obtain

[^5]all the substitutions which move every letter. Thus when $n=5$, we obtain the 44 substitutions for the letters $a b c d e$, viz. these are
(abcde), \&c., 24 symbols obtained by permuting in every way the four letters $b, c, d, e$;
$(a b)(c d e), \& c ., 20$ symbols corresponding to the 10 partitions $a b$, $c d e$, and for each of them 2 arrangements such as $c d e$, ced.

And then if we reject those symbols which contain in any () two consecutive letters, we have the substitutions which give the arrangements wherein the letter in the first place is not $a$ or $b$, that in the second place not $b$ or $c$, and so on. In particular, when $n=5$, rejecting the substitutions which contain in any (), ab, bc, cd, de, or ea, we have 13 substitutions, which may be thus arranged :-

$$
\begin{aligned}
& (a c b e d),(a c)(b e d),(a c e b d),(a d b e c),(a e d b c), \\
& (a e d b c),(b d)(a e c), \\
& (a c e d b),(c e)(a d b), \\
& (a e c b d),(a d)(b e c), \\
& (a d c e b),(b e)(a d c) .
\end{aligned}
$$

Here in the first column, performing on the symbol (acbed) the substitution (abcde), we obtain (bdcae), $=(a e b d c)$, the second symbol; and so again and again operating with (abcde), we obtain the remaining symbols of the column; these are for this reason said to be of the same type. In like manner, symbols of the second column are of the same type; but the symbols in the remaining three columns are each of them a type by itself; viz. operating with (abcde) upon (acebd), we obtain (bdace), $=(a c e b d)$; and the like as regards (adbec) and (aedbc) respectively. The 13 substitutions are thus of 5 different types, or say the arrangements to which they belong, viz.

$$
\begin{aligned}
& \text { cebad, ceabd, cdeab, deabc, eabcd, } \\
& \text { edacb, edabc, } \\
& \text { caebd, daebc, } \\
& \text { edbac, debac, } \\
& \text { daecb, deacb, }
\end{aligned}
$$

are of 5 different types. The question to determine for any value of $n$, the number of the different types, is, it would appear, a difficult one, and I do not at present enter upon it.

## 670.

## [NOTE ON MR MUIR'S SOLUTION OF A "PROBLEM OF ARRANGEMENT.']

[From the Proceedings of the Royal Society of Edinburgh, t. Ix. (1878), pp. 388-391.]

The investigation may be carried further: writing for shortness $u_{3}, u_{4}$, \&c., in place of $\Psi(3), \Psi(4), \& c$., the equations are

$$
\begin{aligned}
& u_{3}=1, \\
& u_{4}=2 u_{3} \\
& u_{5}=3 u_{4}+6 u_{3}+1, \\
& u_{6}=4 u_{5}+8 u_{4}+12 u_{3}, \\
& u_{7}=5 u_{6}+10 u_{5}+15 u_{4}+18 u_{3}+1 .
\end{aligned}
$$

Hence assuming

$$
u=u_{3}+u_{4} x+u_{5} x^{2}+u_{6} x^{3}+u_{7} x^{4}+\ldots
$$

we have

$$
\begin{aligned}
u=\frac{1}{1-x^{2}} & +u_{3}\left(2 x+6 x^{2}+12 x^{3}+18 x^{4}+\ldots\right) \\
& +u_{4}\left(3 x^{2}+8 x^{3}+15 x^{4}+22 x^{5}+\ldots\right) \\
& +u_{5}\left(4 x^{3}+10 x^{4}+18 x^{5}+26 x^{8}+\ldots\right) \\
& +u_{6}\left(5 x^{4}+12 x^{5}+21 x^{6}+30 x^{7}+\ldots\right) ;
\end{aligned}
$$

so that, forming the equation

$$
\begin{aligned}
u^{\prime} \frac{x^{2}}{(1-x)^{2}}= & u_{4}\left(x^{2}+2 x^{3}+3 x^{4}+4 x^{5}+\ldots\right) \\
& +u_{5}\left(2 x^{3}+4 x^{4}+6 x^{5}+8 x^{6}+\ldots\right) \\
& +u_{6}\left(3 x^{4}+6 x^{5}+9 x^{6}+12 x^{7}+\ldots\right),
\end{aligned}
$$

C. X.
where $u^{\prime}$ denotes $\frac{d u}{d x}$, we have

$$
\begin{aligned}
u-u^{\prime} \frac{x_{1}^{3}}{(1-x)^{2}} & =\frac{1}{1-x^{2}}+\left(u_{s}+u_{s} x+u_{s} x^{2}+\ldots\right)\left(2 x+6 x^{2}+12 x^{3}+18 x^{4}+\ldots\right) \\
& =\frac{1}{1-x^{2}}+u\left(2 x+6 x^{2}+12 x^{3}+18 x^{4}+\ldots\right) ;
\end{aligned}
$$

or, what is the same thing,
that is,

$$
u-u^{\prime} \frac{x^{2}}{(1-x)^{2}}=\frac{1}{1-x^{2}}+u\left\{\frac{2 x}{(1-x)^{3}}-\frac{2 x^{4}}{(1-x)^{3}(1+x)}\right\} ;
$$

$$
\left\{1-\frac{2 x}{(1-x)^{3}}+\frac{2 x^{4}}{(1-x)^{3}(1+x)}\right\} u-\frac{x^{2}}{(1-x)^{2}} u^{\prime}=\frac{1}{1-x^{3}} .
$$

This equation may be simplified: write

$$
u=-\frac{1-x^{2}}{x^{4}} Q,=\left(-\frac{1}{x^{4}}+\frac{1}{x^{2}}\right) Q,
$$

then

$$
u^{\prime}=\left(\frac{4}{x^{5}}-\frac{2}{x^{3}}\right) Q+\frac{1-x^{2}}{x^{4}} Q^{\prime}
$$

and the equation is

$$
\left\{-\frac{1-x^{2}}{x^{4}}+\frac{2}{x^{3}} \frac{1+x}{(1+x)^{2}}-\frac{2}{(1-x)^{2}}-\frac{4}{x^{3}} \frac{1}{(1-x)^{2}}+\frac{2}{x(1-x)^{2}}\right\} Q+\frac{1+x}{(1+x) x^{2}} Q^{\prime}=\frac{1}{1-x^{2}} ;
$$

that is,

$$
\left\{-\frac{1}{x^{4}}+\frac{1}{x^{2}}-\frac{2}{x^{2}(1-x)^{2}}+\frac{2}{x^{2}(1-x)^{2}}+\frac{2}{x(1-x)^{2}}-\frac{2}{(1-x)^{2}}\right\} Q+\frac{1+x}{(1-x) x^{2}} Q^{\prime}=\frac{1}{1-x^{2}},
$$

viz. this is

$$
\left\{-\frac{(1-x)^{2}}{x^{4}}+\frac{(1-x)^{2}}{x^{2}}-\frac{2}{x^{3}}+\frac{2}{x^{2}}+\frac{2}{x}-2\right\} Q+\frac{1-x^{2}}{x^{2}} Q^{\prime}=\frac{1-x}{1+x},
$$

that is,

$$
\left\{-\frac{1}{x^{4}}+\frac{2}{x^{2}}-1\right\} Q+\frac{1-x^{2}}{x^{2}} Q^{\prime}=\frac{1-x}{1+x},
$$

or

$$
-\frac{\left(1-x^{2}\right)^{2}}{x^{4}} Q+\frac{1-x^{2}}{x^{2}} Q^{\prime}=\frac{1-x}{1+x} ;
$$

or finally,

$$
Q\left(1-\frac{1}{x^{2}}\right)+Q^{\prime}=\frac{x^{2}}{(1+x)^{2}},
$$

giving

$$
Q=e^{-\left(x+\frac{1}{x}\right)} \int_{(x+1)^{2}} e^{x+\frac{1}{x}} d x,
$$

and thence

$$
u=\frac{x^{3}-1}{x^{4}} e^{-\left(x+\frac{1}{x}\right)} \int \frac{x^{2}}{(x+1)^{2}} e^{\left(x+\frac{1}{x}\right)} d x
$$

which is the value of the gencrating function

$$
u=u_{3}+u_{5} x+u_{5} x^{2}+\& \mathbf{c}
$$

But for the purpose of calculation it is best to integrate by a series the differential equation for $Q$ : assuming

$$
Q=-q_{3} x^{4}-q_{5} x^{5}-q_{5} x^{6}-\ldots
$$

we find

$$
\begin{aligned}
& q_{5}=4 q_{3} \quad-2, \\
& q_{5}=5 q_{4}+q_{3}+3, \\
& q_{6}=6 q_{5}+q_{4}-4, \\
& q_{7}=7 q_{6}+q_{5}+5 \\
& \vdots \\
& q_{n}=n q_{n-1}+q_{n-2}+(-)^{n-1}(n-2)
\end{aligned}
$$

We have thus for $q_{3}, q_{4}, q_{5}, \ldots$ the values $1,2,14,82,593,4820, \ldots$, and thence

$$
u=\left(1-x^{2}\right)\left(1+2 x+14 x^{2}+82 x^{3}+593 x^{4}+4820 x^{5}+\ldots\right)
$$

viz. writing

$$
\begin{array}{rrrrrl}
1 & 2 & 14 & 82 & 593 & 4820 \ldots \\
& & -1 & -2 & -14 & -82 \\
\hline 1, & 2, & 13, & 80, & 579, & 4738, \ldots
\end{array}
$$

agreeing with the results found above.

In the more simple problem, where the arrangements of the $n$ things are such that no one of them occupies its original place, if $u_{n}$ be the number of arrangements, we have

$$
\begin{aligned}
u_{2} & =1 \quad=1, \\
u_{3} & =2 u_{2}=2, \\
u_{5} & =3\left(u_{3}+u_{2}\right) \\
u_{5} & =4\left(u_{4}+u_{3}\right)=44, \\
u_{5} & \\
\vdots & \\
u_{n+1} & =n\left(u_{n}+u_{n-1}\right),
\end{aligned}
$$

and writing

$$
u=u_{2}+u_{5} x+u_{s} x^{2}+\ldots
$$

we find
that is,

$$
u=1+\left(2 x+3 x^{2}\right) u+\left(x^{2}+x^{3}\right) u^{\prime} ;
$$

$$
\left(-1+2 x+3 x^{2}\right) u+\left(x^{2}+x^{3}\right) u^{\prime}=-1
$$

or, what is the same thing,

$$
u^{\prime}+\left(\frac{3}{x}-\frac{1}{x^{2}}\right) u=-\frac{1}{x^{3}(1+x)},
$$

whence

$$
u=x^{-3} e^{-\frac{1}{x}} \int \frac{-x}{1+x} e^{\frac{1}{x}} d x
$$

But the calculation is most easily performed by means of the foregoing equation of differences, itself obtained from the differential equation written in the foregoing form,

$$
\left(-1+2 x+3 x^{2}\right) u+\left(x^{2}+x^{3}\right) u^{\prime}=-1 .
$$

## 671.

## ON A SIBI-RECIPROCAL SURFACE.

[From the Berlin. Akad. Monatsber., (1878), pp. 309-313.]
The question of the generation of a sibi-reciprocal surface-that is, a surface the reciprocal of which is of the same order and has the same singularities as the original surfacc-was considered by me in the year 1868, see Proc. London Math. Soc. t. in. pp. 61-63, [part of 387], where it is ramarked that if a surface be considered as the envelope of a quadric surface varying according to given conditions, then the reciprocal surface is given as the envelope of a quadric surface varying according to the reciprocal conditions; whence, if the conditions be sibi-reciprocal, it follows that the surface is a sibi-reciprocal surface. And I gave as instances the surface which is the envelope of a quadric surface touching each of 8 given lines; and also the surface called the "tetrahedroid," which is a homographic transformation of Fresnel's Wave Surface and a particular case of the quartic surface with 16 nodes.

The interesting surface of the order 8, recently considered by Herr Kummer, Berl. Monatsber., Jan. 1878, pp. 25-36, is included under the theory. In fact, if we consider a line $L$, whereof the six coordinates

$$
a, b, c, f, g, h
$$

satisfy each of the three linear relations

$$
\begin{aligned}
& f_{1} a+g_{1} b+h_{1} c+a_{1} f+b_{1} g+c_{1} h=0, \\
& f_{2} a+g_{2} b+h_{2} c+a_{2} f+b_{2} g+c_{2} h=0, \\
& f_{3} a+g_{3} b+h_{3} c+a_{3} f+b_{3} g+c_{3} h=0,
\end{aligned}
$$

the locus of this line is a quadric surface the equation of which is

$$
\begin{aligned}
T^{\prime}= & (a g h) x^{2}+(b h f) y^{2}+(c f g) z^{2}+(a b c) w^{2} \\
& +[(a b g)-(c a h)] x w+[(b f g)+(c h f)] y z \\
& +[(b c h)-(a b f)] y w+[(c g h)+(a f g)] z x \\
& +[(c a f)-(b c g)] z w+[(a h f)+(b g h)] x y=0,
\end{aligned}
$$

where (agh) is used to denote the determinant $\left|\begin{array}{lll}a_{1}, & g_{1}, & h_{1} \\ a_{2}, & g_{2}, & h_{2} \\ a_{3}, & g_{3}, & h_{3}\end{array}\right|$, and so for the other symbols. Considering the reciprocal of the line $L$ "in regard to the quadric surface $X^{2}+Y^{2}+Z^{2}+W^{2}=0$, the six coordinates of the reciprocal line are

$$
f, g, h, a, b, c
$$

and it is bence at once seen that the locus of the reciprocal line is the quadric surface obtained from the equation $T=0$ by interchanging therein the symbolical quantities $a, b, c$ and $f, g, h$ : viz. writing also $(\xi, \eta, \zeta, \omega)$ in place of $(x, y, z, w)$, the new equation is

$$
\begin{aligned}
T^{\prime}= & (f b c) \xi^{2}+(g c a) \eta^{2}+(h a b) \xi^{2}+(f g h) \omega^{2} \\
& +[(f g b)-(h f c)] \xi \omega+[(f a b)+(h c a)] \eta \xi \\
& +[(g h c)-(f g a)] \eta \omega+[(g b c)+(f a b)] \xi \xi \\
& +[(h f a)-(g h b)] \xi \omega+[(h c a)+(g b c)] \xi \eta=0
\end{aligned}
$$

or, what is the same thing, this equation $T^{\prime}=0$ is the equation of the original quadric surface (the locus of $L$ ) expressed in terms of the plane-coordinates $\xi, \eta, \zeta$, $\omega$.

Now considering each of the quantities $a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}, a_{2}, b_{2}$, etc., $a_{3}, b_{3}$, etc., as a given linear function of a variable parameter $\lambda$, say $a_{1}=a_{1}{ }^{\prime}+a_{1}{ }^{\prime \prime} \lambda, b_{1}=b_{1}{ }^{\prime}+b_{1}{ }^{\prime \prime} \lambda$, etc., the equation $T=0$ takes the form

$$
A \lambda^{3}+3 B \lambda^{2}+3 C \lambda+D=0
$$

where $A, B, C, D$ are given quadric functions of the coordinates $x, y, z, w$; and the envelope of the quadric surface $T=0$ is Herr Kummer's surface of the eighth order

$$
(A D-B C)^{2}-4\left(A C-B^{2}\right)\left(B D-C^{2}\right)=0 .
$$

In like manner the equation $T^{\prime}=0$ takes the form

$$
A^{\prime} \lambda^{3}+3 B^{\prime} \lambda^{2}+3 C^{\prime \prime} \lambda+D^{\prime}=0
$$

where $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ are given functions of the coordinates $\xi, \eta, \zeta, \omega$; and we have

$$
\left(A^{\prime} D^{\prime}-B^{\prime} C^{\prime}\right)^{3}-4\left(A^{\prime} C^{\prime}-B^{\prime 2}\right)\left(B^{\prime} D^{\prime}-C^{\prime 2}\right)=0
$$

as the equation of the reciprocal surface; or (what is the same thing) as that of the original surface, regarding $\xi, \eta, \zeta, \omega$ as plane-coordinates.

In regard to the foregoing equation $T=0$, it is to be noticed that, if $a_{1}, b_{1}, c_{1}$, $f_{1}, g_{1}, h_{1} ; a_{2}, b_{2}$, etc., $a_{3}, b_{3}$, etc., instead of being arbitrary coefficients, were the coordinates of threc given lincs $L_{1}, L_{2}, L_{3}$ respectively; that is, if we had

$$
\begin{aligned}
& u_{1} f_{1}+b_{1} g_{1}+c_{1} h_{1}=0, \\
& a_{2} f_{2}+b_{2} y_{2}+c_{2} h_{2}=0, \\
& a_{3} f_{3}+b_{3} g_{3}+c_{3} h_{3}=0,
\end{aligned}
$$

then the three linear relations satisfied by ( $a, b, c, f, g, h$ ) would express that the line $L$ was a line meeting each of the three given lines $L_{1}, L_{2}, L_{3}$ : the locus is therefore the quadric surface which passes through these three lines; and I have in my paper "On the six coordinates of a Line," Camb. Phil. Trans., t. xI. (1869), pp. 290-323, [435], found the equation to be the foregoing equation $T=0$. But it is easy to see that the same equation subsists in the case where the threc equations $a_{1} f_{1}+b_{1} g_{1}+c_{1} h_{1}=0$, etc., are not satisfied. For the several coefficients being perfectly general, any one of the three linear relations may be replaced by a linear combination of these equations; that is, in place of $a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}$, we may write $a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}$, where $a_{1}^{\prime}=\theta_{1} a_{1}+\theta_{2} a_{3}+\theta_{3} a_{3}, b_{1}^{\prime}=\theta_{1} b_{1}+\theta_{2} b_{2}+\theta_{3} b_{3}$, etc.; and these factors $\theta_{1}, \theta_{2}, \theta_{3}$ may be conceived to be such that the condition in question $a_{1}^{\prime} f_{1}^{\prime}+b_{1}^{\prime} g_{1}^{\prime}+c_{1}^{\prime} h_{1}^{\prime}=0$ is satisfied. Similarly the second set of coefficients may be replaced by $a_{2}^{\prime}, b_{2}^{\prime}, c_{3}^{\prime}, f_{2}^{\prime}, g_{2}^{\prime}, h_{2}^{\prime}$, where $a_{2}^{\prime}=\phi_{1} a_{1}+\phi_{2} a_{2}+\phi_{2} a_{3}$, etc., and the condition $a_{2}^{\prime} f_{2}^{\prime}+b_{2}^{\prime} g_{2}^{\prime}+c_{2}^{\prime} h_{2}^{\prime}=0$ is satisfied: and the third set by $a_{3}^{\prime}, b_{3}^{\prime}, c_{3}^{\prime}, f_{3}^{\prime}, g_{3}^{\prime}, h_{3}^{\prime}$, where $a_{3}^{\prime}=\psi_{1} a_{1}+\psi_{2} a_{2}+\psi_{3} a_{3}$, etc., and the condition $a_{3}^{\prime} f_{3}^{\prime}+b_{3}^{\prime} g_{3}^{\prime}+c_{3}^{\prime} h_{3}^{\prime}=0$ is satisfied. We have therefore an equation $0=\left(a^{\prime} g^{\prime} h^{\prime}\right) x^{2}+$ etc., which only differs from the equation $T=0$ by having therein the accented letters in place of the unaccented ones: and, substituting for the accented letters their values, the whole divides by the determinant $(\theta \phi \psi)$, and throwing this out we obtain the required equation $T=0$.

But it is easier to obtain the equation $T=0$ directly. We have

$$
\begin{aligned}
h y-g z+a w & =0 \\
-h x \cdot+f z+b w & =0 \\
g x-f y \cdot+c w & =0 \\
-a x-b y-c z \quad . & =0
\end{aligned}
$$

viz. in virtue of the equation $a f+b g+c h=0$ which connects the six coordinates, these four equations are equivalent to two independent equations which are the equations of the line ( $a, b, c, f, g, h$ ): or, what is the same thing, any three of these equations imply the fourth equation and also the relation $a f+b g+c h=0$.

We might, from the three linear relations and any three of the last-mentioned four equations, eliminate $a, b, c, f, g, h$ and so obtain the required equation $T=0$; but it is better, introducing the arbitrary coefficients $\alpha, \beta, \gamma, \delta$, to employ all the four equations. The result of the elimination is thus given in the form

$$
\left|\right|=0,
$$

viz. the left-hand side here contains the factor $-(\alpha x+\beta y+\gamma z+\delta w)$; throwing this out, we obtain the required quadric equation $T=0$. If for the calculation of $T$ we compare the terms containing $\delta$, we have

$$
T w=\left|\begin{array}{cccccc}
w, & & & & -z, & y \\
w, & w, & & z, & -x \\
& & w, & -y, & x, & \\
f_{1}, & g_{1}, & h_{1}, & a_{1}, & b_{1}, & c_{3} \\
f_{2}, & g_{2}, & h_{2}, & a_{2}, & b_{2}, & c_{2} \\
f_{3}, & g_{3}, & h_{3}, & a_{3}, & b_{3}, & c_{3}
\end{array}\right|,
$$

where observe that, writing $w=0$, the right-hand side vanishes as containing the factor

$$
\left|\begin{array}{rr}
-z, & y \\
z, & -x \\
-y, & x,
\end{array}\right|
$$

Hence the right-hand side divides by $w$; and one of its terms being evidently $w^{3}(a b c)$, $T$ contains as it should do the term $(a b c) w^{2}$ : the remaining terms can be found without any difficulty, and the foregoing expression for $T$ is thus verified.

## 672.

## ON THE GAME OF MOUSETRAP.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 8-10.]

In the note "A Problem in Permutations," Quarterly Mathematical Journal, t. I. (1857), p. 79, [161], I have spoken of the problem of permutations presented by this game.

A set of cards-ace, two, three, \&cc., say up to thirteen-are arranged (in any order) in a circle with their faces upwards; you begin at any card, and count one, two, three, \&c., and if upon counting, suppose the number five, you arrive at the card five, the card is tbrown out; and beginning again with the next card, you count one, two, three, \&c., throwing out (if the case happen) a new card as before, and so on until you have counted up to thirteen, without coming to a card which has to be thrown out. The original question proposed was: for any given number of cards to find the arrangement (if any) which would throw out all the cards in a given order; but (instead of this) we may consider all the different arrangements of the cards, and inquire how many of these there are in which all or any given smaller number of the cards will be thrown out; and (in the several cases) in what orders the cards are thrown out. Thus to take the simple case of four cards, the different arrangements, with the cards thrown out in each, are

C. x .

Classifying these so as to show in how many arrangements a given card or permutation of cards is thrown out, we have the table

| No. | Thrown out. |
| :---: | :---: |
| 9 | none |
|  | - |
| 4 | 1 |
| 1 | 3 |
| 2 | 4 |
| 1 | $\overline{3,2}$ |
| 1 | 2, 3 |
| 1 | 3, 4 |
| 1 | 1, 3, 4, 2 |
| 1 | 1, 2, 3, 4 |
| 1 | $4,2,1,3$ |
| 1 | 2, 1, 3, 4 |
| 1 | $3,1,2,4$ |
| 24, |  |

viz. there are nine arrangements in which no card is thrown out, four arrangements in which only the card 1 is thrown out, one arrangement in which only the card 3 is thrown out, and so on.

It will be observed that there are five arrangements in which all the cards are thrown out, each throwing them out in a different order; there are thus only five orders in which all the cards are thrown out.

The general question is of course to form a like table for the numbers $5,6, \ldots$, or any greater number of cards.

## 673.

## NOTE ON THE THEORY OF CORRESPONDENCE.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 32, 33.]

If the point $P$ on a given eurve $U$ of the order $m$, and the point $Q$ on a given curve $V$ of the order $m^{\prime}$, have a $(1,1)$ correspondence, this implying that the two curves have the same deficieney; then if $P Q$ intersects the consecutive line $P^{\prime} Q^{\prime}$ in a point $R$, the locus of $R$ is a curve $W$ of the class $m+m^{\prime}$, and the point $R$ on this curve has, in general (but not universally), a ( 1,1 ) correspondence with the point $P$ on $U$ or with the point $Q$ on $V$. For, considering the correspondence of the points $P$ and $R$, to a given position of $P$ there corresponds, it is elear, a single position of $R$; on the other hand, starting from $R$, the tangent at this point to the curve $W$ meets the curve $U$ in $m$ points and the curve $V$ in $m^{\prime}$ points, but it is in general only one of the $m$ points and only one of the $m^{\prime}$ points which are corresponding points on the curves $U$ and $V$; that is, it is only one of the $m$ points which is a point $P$; and the correspondence of $(P, R)$ is thus a $(1,1)$ correspondence.

But the eurves $U, V$ may be such that the correspondence of $(P, R)$ is not a $(1,1)$ but a $(k, 1)$ correspondence; viz., that to a given position of $P$ there corresponds a single position of $R$, but to a given position of $R, k$ positions of $P$. To show that this is so, imagine through $P$ a line $\Pi$ having therewith a $(k, 1)$ correspondence; $P$ being, as above, a point on the curve $U$, the line in question envelopes a curve $W$; and the correspondence is such that, for any given position of $P$ on the eurve $U$, we have through it a single position of the line: but, for a given tangent of the curve $W$, we have upon it $k$ positions of the point $P$, viz. $k$ of the $m$ intersections of the line with the curve $U$ are points corresponding to the line; this, of course, implies that the curve $U$ is not any curve whatever of the order $m$, but a curve of a peculiar nature.

Imagine now that we have on the line $\Pi$ a point $Q$, having with $P$ a $(1,1)$ correspondence of a given nature: to fix the ideas, suppose $P, Q$ are harmonics in regard to a given conic: since on each of the lines $\Pi$ there are $k$ positions of $P$, there are also on the line $k$ positions of $Q$, and the locus of these $k$ points $Q$ is a curve $V$, say of the order $m^{\prime}$.

The point $P$ on the curve $U$ and the point $Q$ on the curve $V$ have a (1, 1) correspondence. For, consider $P$ as given: there is a single position of the line $\Pi$ intersecting $V$ in $m^{\prime}$ points, but obviously only one of these is the point Q. And consider $Q$ as given: then through $Q$ we have say $\mu$ tangents of the curve $W$; each of these tangents intersects the curve $U$ in $m$ points, $k$ of which are points $P$, but for a tangent taken at random no one of these is the correspondent of $Q$; it is, in general, only one of the $\mu$ tangents which has upon it $k$ points $P$, one of them being the point corresponding to $Q$; that is, to a given position of $Q$ there corresponds a single position of $P$; and the correspondence of the points $(P, Q)$ is thus a $(1,1)$ correspondence.

We have thus the point $P$ on the curve $U$ and the point $Q$ on the curve $V$, which points have with each other a $(1,1)$ correspondence; and the line $\Pi$ is the line $P Q$ joining these points; this intersects the consecutive line in a point $R$; and the locus of $R$ is the curve $W$. To a given position of $P$ there corresponds a single line $\Pi$, and therefore a single position of $R$; but to a given position of $R$ there correspond $k$ positions of $P$, viz. drawing at $R$ the tangent to the curve $W$, this is a line $\Pi$ having upon it $k$ points $P$, or the correspondence of $(P, Q)$ is, as stated, a $(k, 1)$ correspondence.

The foregoing considerations were suggested to me by the theory of parallel curves. Take a curve parallel to a given curve, for example, the ellipse; this is a curve of the order $\delta$, such that every normal thereto is a normal at two distinct points; and the curve has as its evolute the evolute of the ellipse, or, more accurately, the evolute of the ellipse taken twice; but, attending only to the evolute taken once, each tangent of the evolute is a normal of the parallel curve at two distinct points thereof, and the points of the parallel curve have with those of the evolute not a $(1,1)$ but a $(2,1)$ correspondence.

## 674.

## NOTE ON THE CONSTRUCTION OF CARTESIANS.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), p. 34.]
If $\rho=a+b \cos \theta$, and $r=\frac{1}{2}\left\{\rho \pm \sqrt{ }\left(\rho^{2}-c^{2}\right)\right\}$, then obviously $r^{2}-r \rho+\frac{1}{4} c^{2}=0$, that is, $r^{2}-r(a+b \cos \theta)+\frac{1}{4} c^{2}=0$,
which is the equation of a Cartesian. Here $\rho=a+b \cos \theta$ is the equation of a limaçon or nodal Cartesian, having the origin for the node; and for any given value of $\theta$, deducing from the radius vector of the limaçon the new radius vector $r$ by the above formula $r=\frac{1}{2}\left\{\rho \pm \sqrt{ }\left(\rho^{2}-c^{2}\right)\right\}$, we obtain a Cartesian, or by giving different values to $c$, a series of Cartesians having the origin for a common focus. The construction is a very convenient one.

## 675.

## ON THE FLEFLECNODAL PLANES OF A SURFACE.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 49-51.]

If at a node (or double point) of a plane curve there is on one of the branches an inflexion, (that is, if the tangent has a 3 -pointic intersection with the branch), the node is said to be a flecnode; and if there is on each of the branches an inflexion, then the node is said to be a fleflecnode. The tangent plane of a surface intersects the surface in a plane curve having at the point of contact a node; if this is a flecnode or a fleflecnode, the tangent plane is said to be a flecnodal or a fleflecnodal plane accordingly. For a quadric surface each tangent plane is fleflecnodal; this is obvious geometrically (since the section is a pair of lines), and it will presently appear that the analytical condition for such a plane is satisfied. In fact, if the origin be taken at a point of a surface, so that $z=0$ shall be the equation of the tangent plane, then in the neighbourhood of the point we have

$$
z=(x, y)^{2}+(x, y)^{5}+\& c .
$$

and the condition for a fleflecnodal plane is that the term $(x, y)^{2}$ shall be a factor of the succeeding term $(x, y)^{3}$. Now for a quadric surface the equation is

$$
z=\frac{1}{2}\left\{a x^{2}+2 h x y+b y^{2}+2(f y+g x) z+c z^{2}\right\} ;
$$

that is,

$$
z\left(1-f y-g x-\frac{1}{2} c z\right)=\frac{1}{2}\left(a x^{2}+2 h x y+b y^{2}\right),
$$

or developing as far as the third order in $(x, y)$, we have

$$
z=\frac{1}{2}\left(a x^{2}+2 h x y+b y^{2}\right)(1+f y+g x),
$$

so that the condition in question is satisfied.

In what follows, I take for greater simplicity $h=0$, (viz. $x=0, y=0$ are here the tangents to the two curves of curvature at the point in question), and to avoid fractions write $2 f, 2 g$ in place of $f, g$ respectively; the developed equation of the quadric surface is thus

$$
z=\frac{1}{2}\left(a x^{2}+b y^{2}\right)+\left(a x^{2}+b y^{2}\right)(g x+f y)
$$

I consider the parallel surface, obtained by measuring off on the normal a constant length $k$. If, as usual, $p, q$ denote $\frac{d z}{d x}$ and $\frac{d z}{d y}$ respectively, then, in general, ( $X, Y, Z$ ) being the coordinates of the point on the parallel surface,

But in the present case

$$
\begin{aligned}
& Z=z+\frac{k}{\sqrt{ }\left(1+p^{2}+q^{2}\right)} \\
& X=x-\frac{k p}{\sqrt{ }\left(1+p^{2}+q^{2}\right)} \\
& Y=y-\frac{k q}{\sqrt{ }\left(1+p^{2}+q^{2}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& p=a x+3 a g x^{2}+2 a f x y+b g y^{2} \\
& q=b y+a f x^{2}+2 b g x y+3 b f y^{2}
\end{aligned}
$$

whence

$$
\begin{aligned}
& X=x-k\left(a x+3 a g x^{2}+2 a f x y+b g y^{2}\right), \\
& Y=y-k\left(b y+a f x^{2}+2 b g x y+3 b f y^{2}\right)
\end{aligned}
$$

or, putting for convenience,

$$
X=(1-k a) \xi, \quad Y=(1-k b) \eta
$$

then, for a first approximation $x=\xi, y=\eta$; whence, writing

$$
\begin{aligned}
& P=3 a g \xi^{2}+2 a f \xi \eta+b g \eta^{2}, \\
& Q=a f \xi^{2}+2 b g \xi \eta+3 b f \eta^{2},
\end{aligned}
$$

we find

$$
x=\xi+\frac{k P}{1-k a}, \quad y=\eta+\frac{k Q}{1-k b},
$$

and thence

$$
\begin{aligned}
p=a\left(\xi+\frac{k}{1+k a} P\right)+P & =a \xi+\frac{P}{1-k a} \\
q & =b \eta+\frac{Q}{1-k \bar{b}}
\end{aligned}
$$

Hence

$$
\begin{aligned}
Z=\frac{1}{2}\left(a \xi^{2}+b \eta^{2}\right)+\frac{k a}{1-k a} \xi P & +\frac{k b}{1-k b} \eta Q+\left(a \xi^{2}+b \eta^{2}\right)(g \xi+f \eta) \\
& +k\left\{1-\frac{1}{2}\left(a^{2} \xi^{2}+b^{2} \eta^{2}\right)-\frac{a \xi P}{1-k a}-\frac{b \eta Q}{1-k b}\right\}
\end{aligned}
$$

or, finally,

$$
Z-k=\frac{1}{2}\left\{a(1-k a) \xi^{2}+b(1-k b) \eta^{2}\right\}+\left(a \xi^{2}+b \eta^{2}\right)(g \xi+f \eta),
$$

where, changing the origin to the point $x=0, y=0, z=k$ on the parallel surface, the coordinates of the consecutive point are $Z-k, X,=(1-k a) \xi$, and $Y,=(1-k b) \eta$.

We cannot, by any determination of the value of $k$, make the plane $Z-k=0$ a fleflecnodal plane of the parallel surface; but if

$$
k=\frac{a f^{2}+b g^{2}}{a^{2} f^{2}+b^{2} g^{2}},
$$

then

$$
1-k a=\frac{b g^{2}(b-a)}{a^{2} f^{2}+b^{2} g^{2}}, \quad 1-k b=\frac{a f^{2}(a-b)}{a^{2} f^{2}+b^{2} g^{2}},
$$

and the equation becomes

$$
Z-k=\frac{1}{2} \frac{a b(b-a)}{a^{2} f^{2}+b^{2} g^{2}}\left(g^{2} \xi^{2}-f^{2} \eta^{2}\right)+\left(a \xi^{2}+b \eta^{2}\right)(g \xi+f \eta)
$$

viz. the term of the second has here a factor $g \xi+f \eta$ which divides the term of the third order, and the plane $Z-k=0$ is a flecnodal plane of the parallel surface.

## 676.

## NOTE ON A THEOREM IN DETERMINANTS.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 55-57.]

IT is well known that if $12, \& c$., denote the determinants formed with the matrix

$$
\left\|\begin{array}{llll}
\alpha, & \beta, & \gamma, & \delta \\
\alpha^{\prime}, & \beta^{\prime}, & \gamma^{\prime}, & \delta^{\prime}
\end{array}\right\|,
$$

then, identically,

$$
12.34+13.42+14.23=0
$$

The proper proof of the theorem is obtained by remarking that we have

$$
0=\left|\begin{array}{cccc}
\alpha, & \beta, & \gamma, & . \\
\alpha^{\prime}, & \beta^{\prime}, & \gamma^{\prime} & \cdot \\
\alpha, & \beta, & \gamma, & \delta \\
\alpha^{\prime}, & \beta^{\prime}, & \gamma^{\prime}, & \delta^{\prime}
\end{array}\right|
$$

as at once appears by subtracting the first and second lines from the third and fourth lines respectively; and, this being so, the development of the determinant gives the theorem. The theorcm might, it is clear, havc been obtained in four different forms according as in the determinant the missing terms were taken to be as above $\left(\delta, \delta^{\prime}\right)$, or to be $\left(\alpha, \alpha^{\prime}\right),\left(\beta, \beta^{\prime}\right)$, or $\left(\gamma, \gamma^{\prime}\right)$; but the four results are equivalent to each other.

There is obviously a like theorem for the sums of products of determinants formed with the matrix

$$
\left\|\begin{array}{llllll}
\alpha, & \beta, & \gamma, & \delta, & \epsilon, & \zeta \\
\alpha^{\prime}, & \beta^{\prime}, & \gamma^{\prime}, & \delta^{\prime}, & \epsilon^{\prime}, & \zeta^{\prime} \\
\alpha^{\prime \prime}, & \beta^{\prime \prime}, & \gamma^{\prime \prime}, & \delta^{\prime \prime}, & \epsilon^{\prime \prime}, & \zeta^{\prime \prime}
\end{array}\right\|
$$

c. x .
viz. the theorem is obtained by development of the determinant in an identical equation, such as

$$
0=\left|\begin{array}{llllll}
\alpha, & \beta, & \gamma, & \delta, & \cdot & \cdot \\
\alpha^{\prime}, & \beta^{\prime} & \gamma^{\prime}, & \delta^{\prime}, & \cdot & \cdot \\
\alpha^{\prime \prime}, & \beta^{\prime \prime}, & \gamma^{\prime \prime}, & \delta^{\prime \prime}, & \cdot & \cdot \\
\alpha, & \beta, & \gamma, & \delta, & \epsilon, & \zeta \\
\alpha^{\prime} & \beta^{\prime}, & \gamma^{\prime}, & \delta^{\prime}, & \epsilon^{\prime}, & \zeta^{\prime} \\
\alpha^{\prime \prime}, & \beta^{\prime \prime}, & \gamma^{\prime \prime}, & \delta^{\prime \prime}, & \epsilon^{\prime \prime}, & \zeta^{\prime \prime}
\end{array}\right|
$$

but we thus obtain 15 results which are not all equivalent.
If, for shortness, we write

$$
\begin{aligned}
A & =123.456, \\
-B & =124.356, \\
-C & =125.346, \\
D & =126.345, \\
-E & =134.256, \\
-F & =135.246, \\
G & =136.245, \\
-H & =145.236, \\
I & =146.235, \\
J & =156.234,
\end{aligned}
$$

then the fifteen results are

$$
\begin{aligned}
& A+B-C-D=0, \\
& A+B-E-J=0, \\
& A-C+F-I=0, \\
& A-D+G-H=0, \\
& A-E+F+G=0, \\
& A-H-I-J=0, \\
& B-C-G+H=0, \\
& B-D-F+I=0, \\
& B-E+H+I=0, \\
& B-F-G-J=0, \\
& C+D-E-J=0, \\
& C-E+G+I=0, \\
& C-F-H-J=0, \\
& D-E+F+H=0, \\
& D-G-I-J=0,
\end{aligned}
$$

which are all satisfied if only

$$
\begin{aligned}
& A=. \quad .+H+I+J \text {, } \\
& B=F+G \quad . \quad .+J, \\
& C=F \quad+H \quad+J, \\
& D=. \quad G \quad+I+J \text {, } \\
& E=F+G+H+I+J ;
\end{aligned}
$$

and we thus have these five relations between the ten products of determinants $A, B, C, D, E, F, G, H, I, J$.

## 677.

## [ADDITION TO MR GLAISHER'S PAPER "PROOF OF STIRLING'S THEOREM."]

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 63, 64.]

It is easy to extend Mr Glaisher's investigation so as to obtain from it the more approximate value

We, in fact, have

$$
\begin{gathered}
\Pi n=\sqrt{ }(2 \pi) n^{n+\frac{1}{2}} e^{-n+\frac{1}{12 n}} . \\
\psi x=e^{2 n x+a x^{4}+b x^{3}+\ldots},
\end{gathered}
$$

where $a, b, \ldots$ are given functions of $n$, viz.

$$
\begin{aligned}
& a=\frac{2}{3}\left\{\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots+\frac{1}{(2 n+1)^{2}}\right\}, \\
& b=\frac{3}{b}\left\{\frac{1}{3^{4}}+\frac{1}{5^{4}}+\ldots+\frac{1}{(2 n+1)^{4}}\right\}, \\
& \& c .
\end{aligned}
$$

And hence writing $x=1$, we have

$$
\psi(1)=\frac{1}{2} \frac{1}{2^{2 n} I^{2}(n)}(2 n+2)^{2 n+1}=e^{2 n+a+b+\ldots},
$$

that is,

$$
\begin{aligned}
11 n & =\left(\frac{2 n+2}{2}\right)^{\frac{2_{n}+1}{2}} e^{-n-\frac{1}{2}(a+b+\ldots)} \\
& =(n+1)^{n+\frac{1}{2}} e^{-n-\frac{1}{2}(a+b+\ldots)} \\
& =n^{n+\frac{1}{2}}\left(1+\frac{1}{n}\right)^{n+\frac{1}{2}} e^{-n-\frac{1}{2}(a+b+\ldots)} .
\end{aligned}
$$

Hence for $\left(1+\frac{1}{n}\right)^{n+1}$ writing $e^{-(n+k) \log \left(1+\frac{1}{n}\right)}$, the whole exponent of $e$ is

$$
\begin{aligned}
\left(n+\frac{1}{2}\right) & \log \left(1+\frac{1}{n}\right)-n-\frac{1}{2}(a+b+\ldots) \\
= & \left(n+\frac{1}{2}\right)\left(\frac{1}{n}-\frac{1}{2} \frac{1}{n^{2}}+\frac{1}{3} \frac{1}{n^{2}}-\ldots\right)-n-\frac{1}{2}(a+b+\ldots) \\
& =-n+1+\frac{1}{3.4} \frac{1}{n^{2}}-\frac{2}{4.6} \frac{1}{n^{3}}+\frac{3}{5.8} \frac{1}{n^{4}}-\ldots \\
& -\frac{1}{2}(a+b+\ldots) .
\end{aligned}
$$

We have

$$
\frac{1}{1^{2}}+\frac{1}{3^{2}}+\ldots+\frac{1}{(2 n+1)^{2}}=\text { const. }-\frac{1}{4 n}+\text { terms in } \frac{1}{n^{2}}, \frac{1}{n^{2}}, \text { \&c. }
$$

(the constant is in fact $=\frac{1}{8} \pi^{2}$, but the valuc is not required), hence $a=$ const. $-\frac{1}{6 n}$ + terms in $\frac{1}{n^{2}}, \frac{1}{n^{3}}, \& c . ;$ as regards $b, c, \& c$., there are no terms in $\frac{1}{n}$, but we have $b=$ const. + terms in $\frac{1}{n^{2}}, \& c ., c=$ const. + terms in $\frac{1}{n^{3}}, \& c$. Hence the whole exponent of $e$ is

$$
=-n+C+\frac{1}{12 n}+\text { terms in } \frac{1}{n^{2}}, \& c .
$$

As in Mr Glaisher's investigation, it is shown that $e^{-C}=\sqrt{ }(2 \pi)$, and hence neglecting the terms in $\frac{1}{n^{2}}$, \&e., the final result is

$$
\Pi n=\sqrt{ }(2 \pi) n^{n+1} e^{-n+\frac{1}{12 n}} .
$$

## 678.

## ON A SYSTEM OF QUADRIC SURFACES.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 124, 125.]
The following theorem was communicated to me by Dr Klein; "given in regard to a quadric surface two sibi-reciprocal line-pairs, the two tractors (or lines meeting each of the four lines) form a sibi-reciprocal line-pair." This may be presented under a more general form as a theorem relating to the tractors of any two line-pairs. In fact, if a given line-pair is taken to be sibi-reciprocal in regard to a quadric surface, we thereby establish only a four-fold relation between the coefficients of the surface, and the surface will still depend on five arbitrary parameters. Whence if two given line-pairs are taken to be each of them sibi-reciprocal in regard to one and the same quadric surface, we thereby establish only an eight-fold relation and the surface will still depend upon one arbitrary parameter. The theorem thus is: given any two linepairs, then each of these, and also the pair of traetors, are sibi-reciprocal in regard to a singly infinite system of quadric surfaces.

The question arises, what is this system of quadric surfaces? It is, in fact, the system of surfaces having in common a skew quadrilateral constructed as follows: starting from the two given line-pairs, construct the two tractors, each of them intersected by the given line-pairs in two point-pairs; and on each tractor construct the double or sibi-reciprocal points of the involution thus determined; these double points are the vertices (those on the same tractor being opposite vertices) of the skew quadrilateral; which is consequently at once obtained by joining the two double points on the one tractor with the two double points on the other tractor. The construction is an immediate consequence of the following theorem: consider a skew quadrilateral, and drawing its two diagonals, take a pair of lines cutting each diagonal harmonically; these will be sibi-reciprocal in regard to any quadric surface througl ${ }^{2}$ the skew quadrilateral.

The condition of passing through a skew quadrilateral is that of passing through a certain system of eight points; in fact, the eight points may be taken to be the four vertices and any four points on the four sides respectively. But observe that the system of the quadric surfaces through any eight points has the characteristics $(1,2,3)$; viz. there are in the system 1 surface passing through a given point, 2 touching a given line, 3 touching a given plane; the system of surfaces through the same skew quadrilateral has the characteristics (1, 2, 1).

## 679.

## ON THE REGULAR SOLIDS.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 127-131.]

In a regular solid, or say in the spherical figure obtained by projecting such solid, by lines from the centre, on the surface of a concentric sphere, we naturally consider $1^{\circ}$ the summits, $2^{\circ}$ the centres of the faces, $3^{\circ}$ the mid-points of the sides. But, imagining the five regular figures drawn in proper relation to each other on the same spherical surface, the only points which have thus to be considered are 12 points $A, 20$ points $B, 30$ points $\Theta$, and 60 points $\Phi$. These may be, in the first instance, described by reference to the dodecahedron; viz. the points $A$ are the centres of the faces, the points $B$ are the summits, the points $\Theta$ are the mid-points of the sides, and the points $\Phi$ are the mid-points of the diagonals of the faces (viz. there are thus 5 points $\Phi$ in each face of the dodecahedron, or in all 60 points $\Phi$ ). But reciprocally we may describe them in reference to the icosahedron; viz. the points $A$ are the summits, the points $B$ the centres of the faces, the points $\Theta$ the mid-points of the sides, (viz. each point $\Theta$ is the common mid-point of a side of the dodecahedron and a side of the icosahedron, which sides there intersect at right angles), and the points $\Phi$ are points lying by 3 's on the faces of the icosahedron, each point $\Phi$ of the face being given as the intersection of a perpendicular $A \Theta$ of the face by a line $B B$, joining the centres of two adjacent faces and intersecting $A \Theta$ at right angles.

The points $A$ lie opposite to each other in pairs in such wise that, taking any two opposite points as poles, the relative situation is as follows:

| $A$ | Longitudes. |  |  |
| :--- | ---: | ---: | ---: |
| 1 | - |  |  |
| 5 | $0^{\circ}$, | $72^{\circ}, \quad 144^{\circ}, \quad 216^{\circ}, \quad 288^{\circ}$, |  |
| 5 | $36^{\circ}$, | $108^{\circ}, \quad 180^{\circ}, \quad 252^{\circ}$, | $324^{\circ}$, |
| 1 | - |  |  |

where the points $A$ in the same horizontal line form a zone of points equidistant from the point taken as the North Pole. And the points $B$ lie also opposite to
each other in such wise that, taking two opposite points as poles, the relative situation is as follows:

| B | Longitudes. |  |  |
| :---: | :---: | :---: | :---: |
| 1 | - |  |  |
| 3 | $0^{\circ}$, | $120^{\circ}$, |  |
| 6 | ( $0^{\circ}$, | $120^{\circ}$, | $240^{\circ}$ |
| 6 | (60) | $180^{\circ}$, | $300^{\circ}$ |
| 3 |  | $180^{\circ}$, |  |
| 1 | - |  |  |

where the points $B$ in the same horizontal line form a zone of points equidistant from the point taken as the North Pole. Neglecting the $3+3$ points $B$ which lie adjacent to the poles, the remaining 14 points $B$ may be arranged as follows ( $\beta=22^{\circ} 14^{\prime}$ as above):

| $B$ | Longitudes. |  |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| 1 | - | $\vdots$ |  |  |  |  |
| 6 |  | $\beta$, | $120^{\circ}+\beta$, | $240^{\circ}+\beta$ | $-\beta$, | $120^{\circ}-\beta$, |
| 6 | $60^{\circ}+\beta$, | $180^{\circ}+\beta$, | $300^{\circ}+\beta$ | $60^{\circ}-\beta$, | $180^{\circ}-\beta$, | $300^{\circ}-\beta$. |
| 1 | - |  |  |  |  |  |

And taking the two poles separately with each system of the remaining poles, we bave 2 systems each of 8 points $B$, which are, in fact, the summits of a cube (hexahedron); each point $B$ taken as North Pole thus belongs to two cubes; but inasmuch as the cube has 8 summits, the number of the cubes thus obtained is $20 \times 2 \div 8,=5$; viz. the 20 points $B$ form the summits of 5 cubes, each point $B$ of course belonging to 2 cubes.

It is to be added that, considering the 5 points $B$ which form a face of the dodecabedron, any diagonal $B B$ of this dodecahedron is a side of a cube. We have thus $12 \times 5,=60$, the number of the sides of the 5 cubes.

It is at once seen that the centres of the faces of a cube are points $\Theta$, and that the mid-points of the sides of the cube are points $\Phi$.

To each cube there corresponds of course an octahedron, the summits being points $\Theta$, the centres of the faces points $B$, and the mid-points of the sides points $\Phi$; thus, for the five octahedra the summits are the $5 \times 6,=30$, points $\Theta$; the centres of the faces are $5 \times 8,=40$, points $B$ (each point $B$ being thus a centre of face for two octahedra), and the mid-points of the sides being the $5 \times 12,=60$, points $\Phi$.

Finally, considering the 8 points $B$ which belong to a cube, we can, in four different ways, select thereout 4 points $B$ which are the summits of a tetrahedron;
the remaining 4 points $B$ are then the centres of the faces, and the mid-points of the sides are points $\Theta$ : there are thus $5 \times 4,=20$, tetrahedra having $20 \times 4$ summits which are the 20 points $B$ each 4 times; $20 \times 4$ centres of faces which are the 20 points $B$ each 4 times; and $20 \times 6$ mid-points of sides which are the 30 points $\Theta$ each 4 times.

It thus appears that, as mentioned above, the five regular figures depend only on the points $A, B, \Theta$, and $\Phi$.

We might take as poles two opposite points $A, B, \Theta$, or $\Phi$; and in each case determine in reference to these the positions of the other points; but for brevity I consider only the case in which we take as poles two opposite points $A$. We have the following table:

Poles two opposite points A.

|  | N. P. D. | Longitudes. |
| :---: | :---: | :---: |
| $A_{0}$ | $0^{\circ}$ | - |
| $5 A_{1}$ | $63^{\circ} 26^{\prime}$ | $0^{\circ}, 72^{\circ}, 144^{\circ}, 216^{\circ}, 288^{\circ}$ |
| $5 A_{3}$ | $116^{\circ} 34^{\prime}$ | $36^{\circ}, 108^{\circ}, 180^{\circ} .252^{\circ}, 324^{\circ}$ |
| $A_{3}$ | $180^{\circ}$ | - |
| $5 B_{1}$ | $37^{\circ} 22^{\prime}$ | $36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots .324^{\circ}$ |
| $5 B_{2}$ | $79^{\circ} 12^{\prime}$ | $36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots, 324^{\circ}$ |
| $5 B_{3}$ | $100^{\circ} 48^{\prime}$ | $0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots . . .1288^{\circ}$ |
| $5 B_{4}$ | $142^{\circ} 38^{\prime}$ | $0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 288^{\circ}$ |
| $5 \Theta_{1}$ | $31^{\circ} 43^{\prime}$ | $0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots .1288^{\circ}$ |
| $5 \Theta_{2}$ | $58^{\circ} 77^{\prime}$ | $36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots, 324^{\circ}$ |
| $10 \Theta_{3}$ | $90^{\circ}$ | ( $\left.0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 288^{\circ}\right) \pm 18^{\circ}$ |
| $\mathrm{j}_{5}$ | $121^{\circ} 43^{\prime}$ | $0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 288^{\circ}$ |
| $5 \oplus_{5}$ | $148^{\circ} 17^{\prime}$ | $36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots .324^{\circ}$ |
| $5 \Phi_{1}$ | $13^{\circ} 16^{\prime}$ | $36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots . .1324^{\circ}$ |
| $10 \Phi_{3}$ | $52^{\circ} 52^{\prime}$ | $\left(0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 288^{\circ}\right) \pm 9^{\circ} 44^{\prime}$ |
| $10 \Phi_{3}$ | $68^{\circ} 10^{\prime}$ | $\left(0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 288^{\circ}\right) \pm 13^{\circ} 35^{\prime}$ |
| $5 \Phi_{4}$ | $76^{\circ} 42^{\prime}$ | $0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 288^{\circ}$ |
| $5 \Phi_{5}$ | $103^{\circ} 18^{\prime}$ | $36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots, 324^{\circ}$ |
| $10 \Phi_{6}$ | $111^{\circ} 50^{\prime}$ | $\left(36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots, 324^{\circ}\right) \pm 13^{\circ} 35^{\circ}$ |
| $10 \Phi_{7}$ | $127^{\circ} 8^{\prime}$ | $\left(36^{\circ}, 108^{\circ}, \ldots \ldots \ldots \ldots \ldots, 324^{\circ}\right) \pm 9^{\circ} 44^{\prime}$ |
| $5 \Phi_{8}$ | $166^{\circ} 44^{\prime}$ | $0^{\circ}, 72^{\circ}, \ldots \ldots \ldots \ldots \ldots, 108^{\circ}$. |

I add for greater completeness the following results, some of which were used in the calculation of the foregoing table. Considering successively (1) the tetrahedral triangle, summits 3 points $B$, centre a point $B$; (2) the hexahedral square, summits 4 points $B$, centre a point $\Theta$; (3) the octahedral triangle, summits 3 points $\Theta$, centre a point $B$; (4) the icosahedral triangle, summits 3 points $A$, centre a point $B$; (5) the dodecahedral pentagon, summits 5 points, centre a point $B$; and (6), what may be called the small pentagon, summits 5 points $\Phi$ lying within a dodecahedral pentagon, and having therewith the common centre $B$; we may in each case write $s$ the side, $r$ the radius or distance of the centre from a summit, $p$ the perpendicular or distance of the centre from a side. And the values then are

|  | $*$ | $r$ | $p$ |
| :---: | :---: | :---: | :---: |
| Tet. $\Delta$ | $109^{\circ} 30^{\prime}$ | $70^{\circ} 30^{\prime}$ | $54^{\circ} 45^{\prime}$ |
| Hex. square | 7030 | 5445 | 45 |
| Oct. $\Delta$ | 90 | 5445 | 3515 |
| Icos. $\Delta$ | 6326 | 3722 | 2055 |
| Dod. pentagon | 4150 | 3722 | 3143 |
| Small pentagon | 1530 | 1316 | 1048 |

680. 

## ON THE HESSIAN OF A QUARTIC SURFACE.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878),
pp. 141-144.]

The surface considered is

$$
U=k^{2} w^{2}\left(\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}\right)-\left(x^{2}+y^{2}+z^{2}\right)^{2}=0,
$$

or say

$$
U=k^{2} w^{2} P-Q^{2}=0
$$

viz. this may be considered as the central inverse of the ellipsoid

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}-1=0 .
$$

The values of the second derived functions, or terms of the Hessian determinant

$$
\left|\begin{array}{llll}
a, & h, & g, & l \\
h, & b, & f, & m \\
g, & f, & c, & n \\
l, & m, & n, & d
\end{array}\right|
$$

are

$$
\begin{aligned}
& \frac{h^{2}}{a^{2}} w^{2}-2 Q-4 x^{2}, \quad-4 x y \quad, \quad-4 x z \quad, \quad \begin{array}{c}
2 h^{2} \\
a^{2} \\
a^{2}
\end{array} \\
& -4 x y \quad, \frac{k^{2}}{b^{2}} w^{2}-2 Q-4 y^{2}, \quad-4 y z \quad, \frac{2 k^{2}}{b^{2}} w y \\
& -4 x z \quad, \quad-4 y z \quad, \frac{k^{2}}{c^{2}} w w^{2}-2 Q-4 z^{2}, \frac{2 k^{2}}{c^{2}} w z \\
& \frac{2 k^{2}}{a^{2}} w x, \quad \frac{2 k^{2}}{b^{2}} w y, \quad \frac{2 k^{2}}{c^{2}} w z, k^{2} P
\end{aligned}
$$

and we thence have

$$
\begin{aligned}
& b c-f^{2}=\frac{k^{4}}{b^{2} c^{2}} \frac{k^{2} w^{2}}{b^{2}}\left(2 Q+4 z^{2}\right)-\frac{k^{2} w^{2}}{c^{2}}\left(2 Q+4 y^{2}\right)+4 Q^{2}+8 Q\left(y^{2}+z^{2}\right), \\
& g h-a f=4 y z\left(\frac{k^{2} w^{2}}{a^{2}}-2 Q\right),
\end{aligned}
$$

whence, forming the analogous quantities $c a-g^{2}$, \&c., it is easy to obtain

$$
\begin{aligned}
a b c-a f^{2}-b g^{2}-c h^{2}+2 f g h & \\
= & \frac{h^{6} w^{6}}{a^{2} b^{2} c^{2}} \\
& -k^{6} w^{r}\left\{2 Q\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right)+4\left(\frac{x^{2}}{b^{2} c^{2}}+\frac{y^{2}}{c^{2} a^{2}}+\frac{z^{2}}{a^{2} b^{2}}\right)\right\} \\
& +k^{2} w^{2}\left\{12 Q^{2}\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}+\frac{1}{c^{2}}\right)-8 Q P\right\} \\
& -24 Q^{3},
\end{aligned}
$$

which is to be multiplied by $d,=k^{2} P$. And

$$
\begin{aligned}
& -\left[l^{2}\left(b c-f^{2}\right)+m^{2}\left(c a-g^{2}\right)+n^{2}\left(a b-h^{2}\right)\right. \\
& +2 m n(g h-a f)+2 n l(h f-b g)+2 l m(f g-c h)] \\
& =-\frac{4 k^{\beta} w^{6} P}{a^{2} b^{6} c^{3}} \\
& -4 h^{6} w^{4}\left[2 Q\left\{\frac{x^{2}}{a^{4}}\left(\frac{1}{b^{2}}+\frac{1}{c^{2}}\right)+\frac{y^{2}}{b^{4}}\left(\frac{1}{c^{2}}+\frac{1}{a^{2}}\right)+\frac{z^{2}}{c^{4}}\left(\frac{1}{a^{2}}+\frac{1}{b^{4}}\right)\right\}\right. \\
& \left.+\frac{4 y^{2} z^{2}}{a^{2}}\left(\frac{1}{b^{2}}-\frac{1}{c^{2}}\right)^{2}+\frac{4 z^{2} x^{2}}{b^{2}}\left(\frac{1}{c^{2}}-\frac{1}{a^{2}}\right)^{2}+\frac{4 x^{2} y^{2}}{c^{2}}\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right)^{2}\right] \\
& +4 k^{4} w^{2}\left[4 Q^{2}\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)\right. \\
& \left.+8 Q\left\{y^{2} z^{2}\left(\frac{1}{b^{2}}-\frac{1}{c^{2}}\right)^{2}+z^{2} x^{2}\left(\frac{1}{c^{2}}-\frac{1}{u^{2}}\right)^{2}+x^{2} y^{2}\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right)^{2}\right\}\right],
\end{aligned}
$$

which is

$$
\begin{aligned}
= & -\frac{4 k^{8} w^{5} P}{a^{2} b^{2} c^{2}} \\
& +k^{b} w^{4}\left\{8\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right) P Q-\frac{24}{a^{2} b^{2} c^{2}} Q^{2}+16\left(\frac{x^{2}}{b^{2} c^{2}}+\frac{y^{2}}{c^{2} a^{2}}+\frac{z^{2}}{a^{2} b^{2}}\right) P\right\} \\
& +k^{4} w^{2}\left\{-48\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right) Q^{2}+32 P^{2} Q\right\} .
\end{aligned}
$$

Hence, uniting the two parts, we have

$$
\begin{aligned}
H= & h^{s} w^{6}\left(-\frac{3}{a^{2} b^{2} c^{2}} P\right) \\
& +h^{s} w^{3}\left\{\begin{array}{c}
6\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right) P Q \\
-\frac{24}{a^{2} b^{2} c^{2}} Q^{2} \\
+12\left(\frac{x^{2}}{b^{2} c^{2}}+\frac{y^{2}}{c^{2} a^{2}}+\frac{z^{2}}{a^{2} b^{2}}\right) P
\end{array}\right\} \\
& +h^{4} w^{2}\left\{\begin{array}{c}
12\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}+\frac{1}{c^{2}}\right) P Q^{2} \\
-48\left(\frac{x^{2}}{b^{2} c^{2}}+\frac{y^{2}}{c^{2} a^{2}}+\frac{z^{2}}{a^{2} b^{2}}\right) Q^{2} \\
+24 P^{2} Q
\end{array}\right\} \\
& +h^{2} \quad\left\{-24 P Q^{3}\right\} .
\end{aligned}
$$

Writing herein $Q^{2}=k^{2} v^{2} P-U$, and transposing all the terms which contain $U$, we have

$$
\left.\begin{array}{rl}
H+k^{2} U\left\{-\frac{24 k^{4} w^{4}}{a^{2} b^{2} c^{2}}+12 h^{2} w^{2}\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}+\frac{1}{c^{2}}\right) P-48 k^{2} w^{2}\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)-24 P Q\right\} \\
& =h^{6} w^{4} P \\
\left\{\begin{array}{l}
-\frac{27 k^{2}}{a^{2} b^{2} c^{2}} w^{2} \\
+16\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right) Q \\
+12\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}+\frac{1}{c^{2}}\right) P \\
+12\left(\frac{x^{2}}{b^{2} c^{2}}+\frac{y^{2}}{c^{2} a^{2}}+\frac{z^{2}}{a^{2} b^{2}}\right) \\
-48\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)
\end{array}\right\}
\end{array}\right\}
$$

where, in the term in \{\}, the last four lines are

$$
\begin{aligned}
= & 18\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right) Q \\
& -36\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right) .
\end{aligned}
$$

Hence, writing for shortness

$$
\Theta=-\frac{2 k^{4}}{a^{2} b^{2} c^{2}} w^{4}+k^{2} w^{2}\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}+\frac{1}{c^{2}}\right) P-4 k^{2} w^{2}\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)-2 P Q
$$

we have

$$
H+12 k^{2} \Theta U=9 k^{6} w^{4} P\left\{-\frac{3 k^{2}}{a^{2} b^{2} c^{2}} w^{2}+2\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right) Q-4\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)\right\}
$$

Hence, recollecting that $U=k^{2} w^{2} P-Q^{2}$, the Hessian curve of the order 32 breaks up into

$$
\begin{gathered}
U=0, w^{4}=0, \text { that is, } Q^{2}=0, w^{4}=0, \text { or the nodal conic, } \\
\quad w=0, Q=0,8 \text { times (order } 16 \text { ), } \\
U=0, P=0, \text { that is, } Q^{2}=0, P=0 \text {, or the quadriquadric, } \\
P=0, Q=0,2 \text { times (order } 8 \text { ), }
\end{gathered}
$$

and into a curve (order 8) which is

$$
\begin{gathered}
k^{2} w^{2} P-Q^{2}=0, \\
-\frac{3 h^{a}}{a^{2} b^{2} c^{2}} w^{2}+2\left(\frac{1}{b^{2} c^{2}}+\frac{1}{c^{2} a^{2}}+\frac{1}{a^{2} b^{2}}\right) Q-4\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)=0,
\end{gathered}
$$

viz. this, the intersection of the surface with a quadric surface, is the proper Hessian curve.

## 681.

## ON THE DERIVATIVES OF THREE BINARY QUANTICS.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 157-168.]

For a reason which will appear, instead of the ordinary factorial notation, I write $\{\alpha 012\}$ to denote the factorial $\alpha . \alpha+1 . \alpha+2$, and so in other cases; and I consider the series of equations
(1) $=X$,
$\left.(2)=(\{\alpha 0\},\{\beta 0\}\rangle Y,-Y^{\prime}\right)$,
$\left.(3)=(\{\alpha 01\}, 2\{\alpha 1\}\{\beta 1\},\{\beta 01\}\} Z,-Z^{\prime}, Z^{\prime \prime}\right)$,
$(4)=\left(\{\alpha 012\}, 3\{\alpha 12\}\{\beta 2\}, 3\{\alpha 2\}\{\beta 12\},\{\beta 012\} \chi W,-W^{\prime},-W^{\prime \prime},-W^{\prime \prime}\right)$, \&c.
where

$$
\begin{aligned}
& X=Y+Y^{\prime} \\
& Y=Z+Z^{\prime}, Y^{\prime}=Z^{\prime}+Z^{\prime \prime} \\
& Z=W+W^{\prime}, Z^{\prime}=W^{\prime}+W^{\prime \prime}, Z^{\prime \prime}=W^{\prime \prime}+W^{\prime \prime \prime}
\end{aligned}
$$

$\& c$.
We have thus a scries of linear equations serving to determine $X ; Y, Y^{\prime} ; Z, Z^{\prime}, Z^{\prime \prime}$; $W, W^{\prime}, W^{\prime \prime}, W^{\prime \prime \prime} ; \& c$. We require in particular the values of $X ; Y, Y^{\prime} ; Z, Z^{\prime \prime}$; $W, W^{\prime \prime \prime}$; \&c., and I write down the results as follow:

$$
\begin{aligned}
X & =(1), \\
\{\alpha+\beta 0\} Y & =\frac{(1)(2)}{\{\beta 0\},+1} \\
\{,\} Y^{\prime} & =\{\alpha 0\},-1
\end{aligned}
$$

$\& c$.
read

$$
\alpha+\beta \cdot \alpha+\beta+1 \cdot \alpha+\beta+2 . Z=\beta \cdot \beta+1 \cdot \alpha+\beta+2 \cdot(1)+2 \cdot \beta+1 \cdot \alpha+\beta+1 .(2)+\alpha+\beta \cdot(3)
$$

\&c.,
the law being obvions, except as regards the numbers which in the top lines occur in connexion with $\alpha+\beta$ in the $\}$ symbols. As regards these, we form them by successive subtractions as shown by the diagrams

| 34 | 34 | $\underline{4.56}$ | 456 | 5678 | 5678 | \&c.; |
| ---: | :--- | :---: | :---: | :---: | :---: | :---: |
| 2 | 14 | 3 | 156 | 4 | 1678 |  |
| 11 | 03 | 12 | 036 | 13 | 0378 |  |
| 2 | 01 | 21 | 015 | 22 | 0158 |  |
|  |  | 3 | 012 | 31 | 0127 |  |
|  |  |  | 4 | 0123 |  |  |

and the statement of the result is now complete.
In part verification, starting from the $Y$-formulæ (which are obtained at once),
assume
we must have

$$
\begin{align*}
& \{\alpha+\beta 012\} \cdot Z+Z^{\prime}=\{\alpha+\beta 012\} Y,=\{\alpha+\beta 12\}(\{\beta 0\},+1)  \tag{1}\\
& \{\quad\} \cdot Z^{\prime}+Z^{\prime \prime}=\{\quad "\} Y^{\prime},=\{\quad, \quad\}(\{\alpha 0\},-1)
\end{align*}
$$

that is,

$$
\begin{aligned}
& \{\alpha+\beta 2\} \cdot \lambda+\lambda^{\prime}=\{\alpha+\beta 12\}\{\beta 0\}, \\
& \{\quad\} \cdot \lambda^{\prime}+\lambda^{\prime \prime}=\{\quad " \quad\}\{\alpha 0\},
\end{aligned}
$$

$$
\begin{aligned}
& \alpha+\beta \cdot Y=\beta(1)+(2), \\
& \text {, } . Y^{\prime}=\alpha(1)-(2) \text {, }
\end{aligned}
$$

$$
\begin{aligned}
& \{\alpha+\beta 012\} Z=\frac{\{\alpha+\beta 2\}(1),\{\alpha+\beta 1\}(2), \quad\{\alpha+\beta 0\}(3),}{\{\beta 01\}, \quad+2\{\beta 1\},}+ \\
& \{"\} Z^{\prime \prime}=\{\alpha 01\},-2\{\alpha 1\}, \quad+1 \text {; } \\
& \{\alpha+\beta 01 \ldots 4\} W=\frac{\{\alpha+\beta 34\}(1), \quad\{\alpha+\beta 14\}(2), \quad\{\alpha+\beta 03\}(3), \quad\{\alpha+\beta 01\}(4) ;}{\{\beta 012\}, \quad+3\{\beta 12\}, \quad+3\{\beta 2\},}+ \\
& \{" \quad\} W^{\prime \prime \prime}=\{\alpha 012\},-3\{\alpha 12\}, \quad+3\{\alpha 2\}, \quad-1 \quad \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& \{"\} U^{\prime \prime \prime \prime}=\{\alpha 0123\},-4\{\alpha 123\},+6\{\alpha 23\},-4\{\alpha 3\}, \quad+1 \text {; }
\end{aligned}
$$

and further

$$
\{\alpha+\beta 2\}\left(\{\alpha 01\},-2\{\alpha 1\}\{\beta 1\},\{\beta 01\} \gamma \lambda, \lambda^{\prime}, \lambda^{\prime \prime}\right)=0,
$$

or, what is the same thing,

$$
\begin{aligned}
\lambda+\lambda^{\prime} & =\{\alpha+\beta 1\}\left\{\beta 0_{j}^{\prime},\right. \\
\lambda^{\prime}+\lambda^{\prime \prime} & =\{\quad, \quad\}\{\alpha 0\}, \\
\left(\{a 01\},-2\{\alpha 1\}\{\beta 1\},\{\beta 01\} \gamma \lambda, \lambda^{\prime}, \lambda^{\prime \prime}\right) & =0 .
\end{aligned}
$$

And in like manner we have

$$
\begin{aligned}
\mu+\mu^{\prime} & =\{\alpha+\beta 2\} \cdot \quad 1, \\
\mu^{\prime}+\mu^{\prime \prime} & =\{"\} \cdot-1, \\
\left(\{\alpha 01\},-2\{\alpha 1\}\{\beta 1\},\{\beta 01\} \gamma \mu, \mu^{\prime}, \mu^{\prime \prime}\right) & =0 ;
\end{aligned}
$$

and

$$
\begin{aligned}
\nu+\nu^{\prime} & =0, \\
\nu^{\prime}+\nu^{\prime \prime} & =0, \\
\left(\{\alpha 01\},-2\{\alpha 1\}\{\beta 1\},\{\beta 01\} \gamma \nu, \nu^{\prime}, \nu^{\prime \prime}\right) & =0 .
\end{aligned}
$$

We hence find without difficulty

$$
\begin{aligned}
& \lambda, \mu, \nu=\beta \cdot \beta+1, \quad 2 \cdot \beta+1,+1,=\{\beta 01\}, 2\{\beta 1\},+1 \\
& \lambda^{\prime}, \mu^{\prime}, \nu^{\prime}=\alpha \cdot \beta, \quad \alpha-\beta,-1,=\{\alpha 0\}\{\beta 0\}, \alpha-\beta,-1 \\
& \lambda^{\prime \prime}, \mu^{\prime \prime}, \nu^{\prime \prime}=\alpha \cdot \alpha+1,-2 \cdot \alpha+1,+1,=\{\alpha 01\}, 2\{\alpha 1\},+1
\end{aligned}
$$

viz. for verification of the $\lambda$-equations we have

$$
\begin{aligned}
\beta \cdot \beta+1 \cdot+\alpha \cdot \beta, \text { that is, } \alpha+\beta+1 \cdot \beta & =\{\alpha+\beta 1\}\{\beta 0\} \\
\alpha \cdot \beta \cdot+\alpha \cdot \alpha+1, \quad " \quad \alpha+1+\beta \cdot \alpha & =\{\Rightarrow\}\{a 0\}
\end{aligned}
$$

and

$$
(\alpha \cdot \alpha+1,-2 \cdot \alpha+1 \cdot \beta+1, \beta \cdot \beta+1 \gamma \beta \cdot \beta+1, \alpha \cdot \beta, \alpha \cdot \alpha+1)=0
$$

that is,

$$
\alpha \cdot \alpha+1 \cdot \beta \cdot \beta+1 \cdot-2 \cdot \alpha+1 \cdot \beta+1 \cdot \alpha \cdot \beta \cdot+\beta \cdot \beta+1 \cdot \alpha \cdot \alpha+1=0
$$

and similarly the $\mu$ - and $\nu$-equations may be verified.
We have thus for the $Z$ 's the equations

$$
\begin{aligned}
& \{\alpha+\beta 012\} Z=\frac{\{\alpha+\beta 2\}(1),\{\alpha+\beta 1\}(2),\{\alpha+\beta 0\}(3),}{\{\beta 01\},} \frac{2\{\beta 1\},}{+1}, \\
& \text { \{ , }\} Z^{\prime}=\{\alpha 0\}\{\beta 0\}, \alpha-\beta,-1 \text {, } \\
& \{"\} Z^{\prime \prime}=\{\alpha 01\},-2\{\alpha 1\},+1,
\end{aligned}
$$

which include the foregoing expressions for $Z$ and $Z^{\prime \prime}$.
We may then take the expressions for the $W$ 's to be
and we obtain in like manner the equations

$$
\begin{aligned}
& \lambda+\lambda^{\prime}=\{\alpha+\beta 234\}\{\beta 01\}, \\
& \lambda^{\prime}+\lambda^{\prime \prime}=\{\quad \geqslant \quad\}\{\alpha 0\}\{\beta 0\} \text {, } \\
& \lambda^{\prime \prime}+\lambda^{\prime \prime \prime}=\{\quad, \quad\}\{\alpha 01\}, \\
& \left(\{\alpha 012\},-3\{\alpha 12\}\{\beta 2\},+3\{\alpha 2\}\{\beta 12\},-\{\beta 012\} \gamma \lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right)=0 \text {; } \\
& \mu+\mu^{\prime}=\{\alpha+\beta 134\} . \quad 2\{\beta 1\}, \\
& \mu^{\prime}+\mu^{\prime \prime}=\{\quad, \quad\} . \alpha-\beta \text {, } \\
& \mu^{\prime \prime}+\mu^{\prime \prime \prime}=\{\quad, \quad\} \cdot-2\{\alpha 1\}, \\
& \left(\{\alpha 012\},-3\{\alpha 12\}\{\beta 2\},+3\{\alpha 2\}\{\beta 12\},-\{\beta 012\} \chi \mu, \mu^{\prime}, \mu^{\prime \prime}, \mu^{\prime \prime \prime}\right)=0 \text {; } \\
& \nu+\nu^{\prime}=\{\alpha+\beta 034\} .1, \\
& \nu^{\prime}+\nu^{\prime \prime}=\{\quad, \quad\} .-1 \text {, } \\
& \nu^{\prime \prime}+\nu^{\prime \prime \prime}=\{\quad, \quad\} . \quad 1, \\
& \left(\{\alpha 012\},-3\{\alpha 12\}\{\beta 2\},+3\{\alpha 2\}\{\beta 12\},-\{\beta 012\} \gamma \nu, \nu^{\prime}, \nu^{\prime \prime}, \nu^{\prime \prime \prime}\right)=0 \text {; } \\
& \rho+\rho^{\prime}=0, \\
& \rho^{\prime}+\rho^{\prime \prime}=0 \text {, } \\
& \rho^{\prime \prime}+\rho^{\prime \prime \prime}=0, \\
& \left(\{\alpha 012\},-3\{\alpha 12\}\{\beta 2\},+3\{\alpha 2\}\{\beta 12\},-\{\beta 012\} \backslash \rho, \rho^{\prime}, \rho^{\prime \prime}, \rho^{\prime \prime \prime}\right)=\{\alpha+\beta 01234\} .
\end{aligned}
$$

These give for the $\lambda \rho^{\prime \prime \prime}$ square the values

$$
\begin{array}{lll}
\{\beta 012\}, & 3\{\beta 12\}, & 3\{\beta 2\},+1, \\
\{\alpha 0\}\{\beta 01\}, & 2 \alpha-\beta .\{\beta 1\}, & \alpha-2 \beta-2,-1, \\
\{\alpha 01\}\{\beta 0\}, & \alpha-2 \beta .\{\alpha 1\}, & -2 \alpha+\beta-2,+1, \\
\{\alpha 012\}, & -3\{\alpha 12\}, & +3\{\alpha 2\},
\end{array}
$$

and so on; the law however of the terms in the intermediate lines is not by any means obvious.

Consider now the binary quantics $P, Q, R$, of the forms $(* X x, y)^{p},(* \backslash x, y)^{\text {a }}$, $(* X x, y)^{r}$; we have for any, for instance for the fourth, order, the derivates

$$
P(Q, R)^{4}, \quad\left(P,(Q, R)^{3}\right)^{1}, \quad\left(P,(Q, R)^{2}\right)^{2}, \quad\left(P,(Q, R)^{1}\right)^{3}, \quad(P, Q R)^{4}
$$

and it is required to express

$$
Q(P, R)^{4} \text { and } R(P, Q)^{4}
$$

each of them as a linear function of these.
c. x .

I recall that we have $(P, Q)^{0}=P Q$, so that the first and the last terms of the series might have been written $\left(P,(Q, R)^{4}\right)^{0}$ and $\left(P,(Q, R)^{0}\right)^{4}$ respectively; and, further, that $(P, Q)^{1}$ denotes $d_{x} P \cdot d_{y} Q-d_{y} P \cdot d_{x} Q ;(P, Q)^{3}$ denotes

$$
d_{x}{ }^{2} P . d_{y}{ }^{2} Q-2 d_{x} d_{y} P . d_{x} d_{y} Q+d_{y}{ }^{2} P . d_{x}{ }^{2} Q
$$

and so on.
I write $(a, b, c, d, e)$ for the fourth derived functions of any quantic $U,=(* \backslash x, y)^{m}$; we have, in a notation which will be at once understood,

$$
\begin{aligned}
U & =\left(a, b, c, d, e \gamma(x, y)^{4} \quad \div[m]^{4},\right. \\
\left(d_{x}, d_{y}\right) U & =(a, b, c, d),(b, c, d, e)(x, y)^{3} \div[m-1]^{3}, \\
\left(d_{x}, d_{y}\right)^{2} U & =(a, b, c),(b, c, d),(c, d, e)(x, y)^{2} \div[m-2]^{2}, \\
\left(d_{x}, d_{y}\right)^{3} U & =(a, b),(b, c),(c, d),(d, e)(x, y)^{2} \div[m-3]^{2}, \\
\left(d_{x}, d_{y}\right)^{4} U & =(a, b, c, d, e) ;
\end{aligned}
$$

and then, taking

$$
\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right), \quad\left(a_{2}, b_{3}, c_{2}, d_{2}, e_{2}\right), \quad\left(a_{3}, b_{3}, c_{3}, d_{3}, e_{3}\right),
$$

to belong to $P, Q, R$, respectively, we must, instead of $m$, write $p, q, r$ for the three functions respectively.

If we attend only to the highest terms in $x$, we have

$$
\begin{array}{rlrl}
U & =a x^{4} & \div[m]^{4}, \\
\left(d_{x}, d_{y}\right) U & =(a, b) x^{3} & \div[m-1]^{3}, \\
\left(d_{x}, d_{y}\right)^{2} U & =(a, b, c) x^{2} & \div[m-2]^{2}, \\
\left(d_{x}, d_{y}\right)^{3} U & =(a, b, c, d) x \div[m-3]^{3}, \\
\left(d_{x}, d_{y}\right)^{4} U & =(a, b, c, d, e) .
\end{array}
$$

Consider now $P(Q, R)^{4}, \quad\left(P,(Q, R)^{3}\right)^{1}$, \&c.; in each case attending only to the term in $a_{3}$, and in this term to the highest term in $x$, we have
(1) $[p]^{4} P(Q, R)^{4}$

$$
=a_{2} e_{3}-4 b_{3} d_{3}+6 c_{2} c_{3}-4 d_{2} b_{3}+e_{2} a_{3} \quad(X)
$$

(2) $[p-1]^{3}[q-3]^{1}[r-3]^{1}\left(P,(Q, R)^{3}\right)^{1}=$

$$
\begin{aligned}
& {[q-3]^{1} \cdot b_{2} d_{3}-3 c_{2} c_{3}+3 d_{2} b_{3}-e_{2} a_{3}\left(-Y^{\prime}\right), } \\
+ & {[r-3]^{1} \cdot a_{2} e_{3}-3 b_{2} d_{3}+3 c_{2} c_{3}-d_{3} b_{3}(Y), }
\end{aligned}
$$

$$
\begin{align*}
{[p-2]^{2}[q-2]^{2}[r-2]^{2}\left(P,(Q, R)^{2}\right)^{2}=} & {[q-2]^{2} \quad . c_{2} c_{3}-2 d_{2} b_{3}+e_{2} a_{3}\left(Z^{\prime \prime}\right), }  \tag{3}\\
& +2[q-2]^{2}[r-2]^{2} \cdot b_{2} d_{3}-2 c_{3} c_{3}+d_{2} b_{3}\left(-Z^{\prime}\right), \\
& +\quad[r-2]^{2} \cdot a_{2} e_{3}-2 b_{2} d_{3}+c_{2} c_{3}(Z),
\end{align*}
$$

$$
\begin{array}{rlrl}
{[p-3]^{1}[q-1]^{3}[r-1]^{3}\left(P,(Q, R)^{2}\right)^{3}=} & {[q-1]^{3}} & \cdot d_{2} b_{3}-e_{2} a_{3} & \left(-W^{\prime \prime \prime}\right), \\
& +3[q-1]^{2}[r-1]^{2} \cdot c_{2} c_{3}-d_{2} b_{3} & \left(W^{\prime \prime}\right), \\
& +3[q-1]^{1}[r-1]^{2} \cdot b_{2} d_{3}-c_{2} c_{3} & \left(-W^{\prime}\right), \\
& +\quad[r-1]^{3} \cdot a_{2} e_{3}-b_{2} d_{3} & (W),
\end{array}
$$

$$
\begin{array}{rlrl}
{[p-4]^{0}[q]^{4}[r]^{4}(P, Q R)^{4}=} & {[q]^{4} \cdot e_{2} a_{3}} & & \left(U^{\prime \prime \prime \prime}\right), \\
& +4[q]^{3}[r]^{1} \cdot d_{2} b_{3} & & \left(-U^{\prime \prime \prime}\right), \\
& +6[q]^{2}[r]^{2} \cdot c_{2} c_{3} & \left(U^{\prime \prime}\right), \\
& +4[q]^{1}[r]^{3} \cdot b_{2} d_{3} & \left(-U^{\prime}\right), \\
& +\quad[r]^{4} \cdot a_{2} e_{3} & & (U) . \tag{U}
\end{array}
$$

Thus, for the second of these equations,

$$
\left(P,(Q, R)^{3}\right)^{1}=d_{x} P \cdot d_{y}(Q, R)^{3}-\& c .
$$

the term in $a_{1}$ is $d_{y}(Q, R)^{3},=\left(d_{x} Q, R\right)^{3}+\left(Q, d_{y} R\right)^{3}$, the whole being divided by $[p-1]^{3}$; where attending only to the highest terms in $x$, the two terms are respectively
and

$$
\left(b_{2} d_{3}-3 c_{2} c_{3}+3 d_{2} b_{3}-e_{2} a_{3}\right) \div[r-3]^{1},
$$

$$
\left(a_{2} e_{3}-3 b_{2} d_{3}+3 c_{2} c_{3}-d_{2} b_{3}\right) \div[q-3]^{1},
$$

which are each divided by $[p-1]^{3}$ as above; whence, multiplying by

$$
[p-1]^{3}[q-1]^{2}[r-1]^{1},
$$

we have the formula in question; and so for the other cases.
Writing now (1), (2), (3), (4), (5) for the left-hand sides of the five equations respectively; and

$$
\begin{array}{r}
X: \\
-Y^{\prime}, Y: \\
Z^{\prime \prime}, \quad Z^{\prime}, Z: \\
-W^{\prime \prime \prime}, W^{\prime \prime},-W^{\prime}, W: \\
U^{\prime \prime \prime \prime},-U^{\prime \prime \prime}, U^{\prime \prime},-U^{\prime}, U:
\end{array}
$$

for the literal parts on the right-hand sides of the same equations respectively; then 'we have

$$
\begin{aligned}
& X=Y+Y^{\prime}, \\
& Y=Z+Z^{\prime}, \quad Y^{\prime}=Z^{\prime}+Z^{\prime \prime},
\end{aligned}
$$

$$
\& c .
$$

and the equations become
which are, in fact, the equations considered at the beginning of the present paper, putting therein $\alpha=r-3$ and $\beta=q-3$, they conscquently give

$(1)=\quad X$
(2) $=[r-1]^{1} Y-1 \quad[q-3]^{1} \quad Y^{\prime}$
(3) $=[r-2]^{2} Z-2[r-2]^{1}[q-2]^{1} \quad Z^{\prime}+1 \quad[q-2]^{2} Z^{\prime \prime}$
(4) $=[r-1]^{3} W-3[r-1]^{2}[q-1]^{1} W^{\prime}+3[r-1]^{1}[q-1]^{2} W^{\prime \prime}-1[q-1]^{3} W^{\prime \prime \prime}$
$(5)=\left[\begin{array}{llllll} & {[r]^{4} U-4} & {[r]^{3}} & {[q]^{1}} & U^{\prime}+6 & {[r]^{2}}\end{array} \quad[q]^{2} \quad U^{\prime \prime}-4[r]^{2}[q]^{3} \quad U^{\prime \prime \prime}+[q]^{4} U^{\prime \prime \prime \prime}\right.$,

Also, attending as before only to the terms in $a$, and therein to the highest power of $x$, we have

$$
\begin{aligned}
& Q(R, P)^{4}=a_{2} e_{3} \div[q]^{4}, \\
& R(P, Q)^{4}=a_{3} e_{2} \div[r]^{4}
\end{aligned}
$$

that is,

$$
[q]^{4} Q(R, P)^{4}=U, \quad[r]^{4} R(P, Q)^{4}=U^{\prime \prime \prime \prime} ;
$$

and, observing that $\{q+r-6,01 \ldots 6\}$ is $=[q+r]^{7}$, and that $\{q+r-6,456\}$, \&c., may be written $\{q-r, \overline{2} \overline{1} 0\}$, \&c., where the superscript bars are the signs -, the formulæ become
$[q+r]^{7}[q]^{3} Q(P, R)^{4}=\frac{\{q+r, \overline{2} 10\}(1),\{q+r, \overline{5} \overline{1} 0(2),\{q+r, \overline{6} \overline{3} 0\}(3),\{q+r, \overline{6} 5 \overline{1}\}(4),\{q+r, \overline{6} \overline{5} \overline{4}\}(5),}{[q]^{4},+4[q]^{3},+6[q]^{3},+4[q]^{3},}+$ $[q+r]^{4}[r]^{4} R(P, Q)^{4}=[r]^{4},-4[r]^{3},+6[r]^{2},-4[r]^{3},+1$. Written at full length, the first of these equations (which, as being the fourth in a series, I mark 4th equation) is

$$
\begin{aligned}
& {[q+r]^{4}[q]^{4} Q(P, R)^{4}=1 . q+r \quad . q+r-1 . q+r-2 . \quad[p]^{4}[q]^{4} \quad . P,(Q, R)^{4} \quad \text { (4th equat.) }} \\
& +4 . q+r \quad . q+r-1 . q+r-5 \cdot[p-1]^{3}[q]^{3}[q-3]^{1}[r-1]^{1} .\left(P,(Q, R)^{3}\right)^{2} \\
& +6 . q+r \quad . q+r-3 . q+r-6 .[p-2]^{2}[q]^{2}[q-2]^{2}[r-2]^{2} .\left(P,(Q, R)^{2}\right)^{2} \\
& +4 . q+r-1 . q+r-5 . q+r-6 .[p-3]^{1}[q]^{1}[q-1]^{3}[r-1]^{3} .\left(P,(Q, R)^{1}\right)^{3} \\
& +1 . q+r-1 . q+r-5 . q+r-6 . \quad[q]^{4} \quad[r]^{4} . P,(Q, R)^{4} \text {, }
\end{aligned}
$$

and the other is, in fact, the same equation with $q, Q, r, R$ interchanged with $r, R, q, Q$; the alternate + and - signs arise evidently from the terms

$$
(R, Q)^{4},=(Q, R)^{4} ;(R, Q)^{3},=-(Q, R)^{3} ; \& e .
$$

which present themselves on the right-hand side.
It will be observed that the identity has been derived from the comparison of the terms in $a$, which are the highest terms in $x$, the other terms not having been written down or considered; but it is easy to see that an identity of the form in question exists, and, this being admitted, the process is a legitimate one.

The preceding equations of the series are

$$
\begin{aligned}
& {[q+r]^{1}[q]^{2} Q(P, R)^{1}=\quad \text { 1. }[p]^{1}[q]^{1} \quad P(Q, R)^{1} \quad \text { (1st equation) }} \\
& +1 . \quad[q]^{1} \quad[r]^{1} \quad(P, Q R)^{1} ; \\
& {[q+r]^{3}[q]^{2} Q(P, R)^{2}=1 . q+r \quad .[p]^{2}[q]^{2} \quad P,(Q, R)^{2} \text { (2nd equation) }} \\
& +2 . q+r-1 .[p-1]^{1}[q]^{1}[q-1]^{1}[r-1]^{1} \quad\left(P,(Q, R)^{1}\right)^{1} \\
& +1 . q+r-2 . \quad[q]^{2} \quad[r]^{2} \quad(P, Q R)^{2} ; \\
& {[q+r]^{5}[q]^{3} Q(P, R)^{2}=1 . q+r \quad . q+r-1 .[p]^{3}[q]^{3} \quad P,(Q, R)^{3} \quad \text { (3rd equation) }} \\
& +3 . q+r \quad . q+r-3 \cdot[p-1]^{2}[q]^{2}[q-2]^{1}[r-2]^{1}\left(P,(Q, R)^{3}\right)^{1} \\
& +3 . q+r-1 . q+r-4 \cdot[p-2]^{1}[q]^{1}[q-1]^{2}[r-1]^{2}(P, Q R)^{3} \\
& +1 . q+r-3 . q+r-4 . \quad[q]^{3} \quad[r]^{3} \quad(P, Q R)^{3} .
\end{aligned}
$$

From these four equations the law is evident, except as to the numbers subtracted from $q+r$. These are obtained, as explained above, in regard to the numbers added to $\alpha+\beta$ in the $\}$ symbols: transforming the diagrams so as to be directly applicable to the case now in question, they become

| $\underline{0} \mid 0$ |  | 01 | 01 | 012 | 012 | 0123 | 0123 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 03 | 3 | 015 | 4 | 0127 |
| 2 |  | 11 | 14 | 21 | 036 | 31 | 0158 |
|  |  | 2 | 34 | 12 | 156 | 22 | 0378 |
|  |  |  |  | 3 | 456 | 13 | 1678 |
|  |  |  |  |  |  | 4 | 5678 , |

showing how the numbers are obtained for the equations $2,3,4,5$ respectively. The first equation is
viz. this is

$$
\left(q^{2}+q r\right) Q(P, R)=p q P(Q, R)+q r[Q(P, R)+R(P, Q)],
$$

or, dividing by $q$, this is

$$
\begin{aligned}
0=p q P(Q, R) & -q r Q(R P)+q r R(P, Q) \\
& +\left(q^{2}+q r\right) Q(R, P)
\end{aligned}
$$

$$
0=p P(Q, R)+q Q(R, P)+r R(P, Q),
$$

which is a well-known identity.
We may verify any of the equations, though the process is rather laborious, for the particular values

$$
P=x^{\frac{1}{2}(p+a)} y^{\frac{1}{2}(p-a)}, \quad Q=a^{\frac{1}{2}(q+\beta)} y^{\frac{1}{2}(q-\beta)}, \quad R=x^{\frac{1}{2}(r+\gamma)} y^{\frac{1}{2}(r-\gamma)} ;
$$

thus, taking the second equation, we have, omitting common factors,

$$
\begin{aligned}
(Q, R)^{2}= & q+\beta \cdot q+\beta-2 \cdot r-\gamma \cdot r-\gamma-2 \\
& -2 \cdot q+\beta \cdot q-\beta \cdot r+\gamma \cdot r-\gamma \\
& +\cdot q-\beta \cdot q-\beta-2 \cdot r+\gamma \cdot r+\gamma-2 \\
= & \beta^{2}\left(r^{2}-r\right)+\gamma^{2}\left(q^{2}-q\right)-2 \beta \gamma(q-1)(r-1)-q r(q+r-2), \\
\left(P,(Q, R)^{1}\right)^{1}= & (q+\beta \cdot r-\gamma \cdot-\cdot q-\beta \cdot r+\gamma)(p+\alpha \cdot q+r-\beta-\gamma-2 \cdot-\cdot p-\alpha \cdot q+r+\beta+\gamma-2) \\
= & (\beta r-q \gamma)(\alpha \cdot q+r-2 \cdot-p \cdot \beta+\gamma) \\
= & \alpha \beta r(r+q-2)-\alpha \gamma q(q+r-2)-p r \beta^{2}+p(q-r) \beta \gamma+p q \gamma^{2},
\end{aligned}
$$

and from the first of these the expressions of $Q(P, R)^{2}$ and $(P, Q R)^{2}$ are at once obtained. The identity to be verified then becomes

$$
\begin{aligned}
{[q+r]^{3}[q]^{2} } & \left\{\alpha^{2}\left(r^{2}-r\right)+\gamma^{2}\left(p^{2}-p\right)-2 \alpha \gamma(p-1)(r-1)-p r(p+r-2)\right\} \\
= & (q+r)[q]^{2}[p]^{2}\left\{\beta^{2}\left(r^{2}-r\right)+\gamma^{2}\left(q^{2}-q\right)-2 \beta \gamma(q-1)(r-1)-q r(q+r-2)\right\} \\
& +2(q+r-1)[q]^{2}(p-1)(r-1)\{\alpha \beta r(q+r-2)-\alpha \gamma q(q+r-2) \\
& \left.\quad-p r \beta^{2}+p(q-r) \beta \gamma+p q \gamma^{2}\right\} \\
+ & (q+r-2)[q]^{2}[r]^{2}\left\{\alpha^{2}(q+r)(q+r-1)+(\beta+\gamma)^{2}\left(p^{2}-p\right)\right. \\
& \quad-2 \alpha(\beta+\gamma)(p-1)(q+r-1)-p(q+r)(p+q+r-2)\},
\end{aligned}
$$

which is casily verified, term by term; for instance, the terms with $\alpha, \beta$, or $\gamma$, give

$$
\begin{aligned}
{[q+r]^{3}[q]^{2} p r(p+r-2)=} & (q+r)[q]^{2}[p]^{2} q r(q+r-2) \\
& +(q+r-2)[q]^{2}[r]^{2} p(q+r)(p+q+r-2)
\end{aligned}
$$

which, omitting the factor $(q+r)(q+r-2)[q]^{p} p r$, is

$$
(q+r-1)(p+r-2)=(p-1) q+(r-1)(p+q+r+2) ;
$$

viz. the right-hand side is

$$
(p-1) q+(r-1) q+(r-1)(p+r-2), \quad=(q+r-1)(p+r-2),
$$

as it should be.
The equations are useful for the demonstration of a subsidiary theorem employed in Gordan's demonstration of the finite number of the covariants of any binary form U. Suppose that a system of covariants (including the quantic itself) is

$$
P, Q, R, S, . .
$$

this may be the complete system of covariants; and if it is so, then, $T$ and $V$ being any functions of the form $P^{a} Q^{\beta} R^{\gamma} \ldots$, every derivative ( $\left.T, V\right)^{\theta}$ must be a term or sum of terms of the like form $P^{a} Q^{\beta} R^{\gamma} \ldots$; the subsidiary theorem is that in order to prove that the case is so, it is sufficient to prove that every derivative $(P, Q)^{\theta}$, where $P$ and $Q$ are any two terms of the proposed system, is a term or sum of terms of the form in question $P^{a} Q^{B} R^{\gamma} \ldots$.

In fact, supposing it shown that every derivative $(T, V)^{\theta}$ up to a given value $\theta_{0}$ of $\theta$ is of the form $P^{a} Q^{\beta} R^{Y} \ldots$, we can by successive application of the equation for $Q(P, R)^{\theta+1}$, regarded as an equation for the reduction of the last term on the right-hand side $(P, Q R)^{\theta+1}$, bring first $(P, Q R)^{\theta+1}$, and then $(P, Q R S)^{\theta+1}, \ldots$, and so ultimately any function $(P, V)^{\theta+1}$, and then again any functions $(P Q, V)^{\theta+1}$, $(P Q R, V)^{\theta+1}, \ldots$, and so ultimately any function $(T, V)^{\theta+1}$, into the required form $P^{a} Q^{\beta} R^{\gamma} \ldots$ : or the theorem, being true for $\theta$, will be true for $\theta+1$; whence it is true generally.

## 682.

## FORMULE RELATING TO THE RIGHT LINE.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 169-171.]

1. Let $\lambda, \mu, \nu$ be the direction-angles of a line; $\alpha, \beta, \gamma$ the coordinates of a point on the line; and write

$$
\begin{array}{ll}
a=\cos \lambda, & f=\beta \cos \nu-\gamma \cos \mu, \\
b=\cos \mu, & g=\gamma \cos \lambda-\alpha \cos \nu, \\
c=\cos \nu, & h=\alpha \cos \mu-\beta \cos \lambda,
\end{array}
$$

whence

$$
\begin{aligned}
& a^{2}+b^{2}+c^{2}=1, \\
& a f+b g+c h=0,
\end{aligned}
$$

or the six quantities $(a, b, c, f, g, h)$, termed the coordinates of the line, depend upon four arbitrary parameters.
2. It is at once shown that the condition for the intersection of any two lines $(a, b, c, f, g, h),\left(a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}\right)$, is $a f^{\prime}+b g^{\prime}+c h^{\prime}+a^{\prime} f+b^{\prime} g+c^{\prime} h=0$.
3. Given two lines ( $a, b, c, f, g, h$ ) $\left(a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, k^{\prime}\right)$, it is required to find their shortest distance, and the coordinates of their line of shortest distance.

Let

$$
\begin{aligned}
& A x+B y+C z+D=0, \\
& A x+B y+C z+D^{\prime}=0,
\end{aligned}
$$

be parallel planes containing the two lines respectively; then the first plane contains the point $\alpha+r \cos \lambda, \beta+r \cos \mu, \gamma+r \cos \nu$, and the second contains the point $\alpha^{\prime}+r^{\prime} \cos \lambda^{\prime}, \beta^{\prime}+r^{\prime} \cos \mu^{\prime}, \gamma^{\prime}+r^{\prime} \cos \nu^{\prime}$; that is, we have

$$
\begin{aligned}
A \alpha+B \beta+C \gamma+D & =0, \\
A a^{\prime}+B \beta^{\prime}+C \gamma^{\prime}+D^{\prime} & =0, \\
A \cos \lambda+B \cos \mu+C \cos \nu & =0, \\
A \cos \lambda^{\prime}+B \cos \mu^{\prime}+C \cos \nu^{\prime} & =0,
\end{aligned}
$$

which last equations may be written

$$
\begin{aligned}
& A a+B b+C c=0 \\
& A a^{\prime}+B b^{\prime}+C c^{\prime}=0
\end{aligned}
$$

giving

$$
A: B: C=b c^{\prime}-b^{\prime} c: c a^{\prime}-c^{\prime} a: a b^{\prime}-a^{\prime} b
$$

or, if we write

$$
\begin{aligned}
& \theta=a a^{\prime}+b b^{\prime}+c c^{\prime}, \\
& A^{2}+B^{2}+C^{2}=1,
\end{aligned}
$$

and assume, as is convenient,
then

$$
A, B, C=\frac{b c^{\prime}-b^{\prime} c}{\sqrt{ }\left(1-\theta^{2}\right)}, \frac{c a^{\prime}-c^{\prime} a}{\sqrt{ }\left(1-\theta^{2}\right)^{\prime}}, \frac{a b^{\prime}-a^{\prime} b}{\sqrt{ }\left(1-\theta^{2}\right)},
$$

where $\theta,=$ cosine-inclination, $=a a^{\prime}+b b^{\prime}+c c^{\prime}$.
Hence, shortest distance $=D-D^{\prime}$

$$
\begin{aligned}
& =A\left(\alpha-\alpha^{\prime}\right)+B\left(\beta-\beta^{\prime}\right)+C\left(\gamma-\gamma^{\prime}\right) \\
& =\frac{1}{\sqrt{\left(1-\theta^{2}\right)}\left\{\left(b c^{\prime}-b^{\prime} c\right)\left(\alpha-\alpha^{\prime}\right)+\left(c a^{\prime}-c^{\prime} a\right)\left(\beta-\beta^{\prime}\right)+\left(a b^{\prime}-a^{\prime} b\right)\right\}} \\
& =\frac{1}{\sqrt{ }\left(1-\theta^{2}\right)}\left\{a^{\prime}(c \beta-b \gamma)+b^{\prime}(a \gamma-c \alpha)+c^{\prime}(b \alpha-a \beta)\right. \\
& \left.\quad \quad+a\left(c^{\prime} \beta^{\prime}-b^{\prime} \gamma^{\prime}\right)+b\left(a^{\prime} \gamma^{\prime}-c^{\prime} \alpha^{\prime}\right)+c\left(b^{\prime} \alpha^{\prime}-a^{\prime} \beta^{\prime}\right)\right\} \\
& =\frac{1}{\sqrt{ }\left(1-\theta^{2}\right)}\left(a f^{\prime}+b g^{\prime}+c h^{\prime}+a^{\prime} f+b^{\prime} g+c^{\prime} h\right),=\delta \text { suppose. }
\end{aligned}
$$

The six coordinates of the line of shortest distance are $A, B, C, F, G, H$, where $A, B, C$ denote as before, and $F, G, H$ are to be determined.

Since the line meets each of the given lines, we have

$$
\begin{aligned}
& A f+B g+C h+F a+G b+H c=0 \\
& A f^{\prime}+B g^{\prime}+C h^{\prime}+F a^{\prime}+G b^{\prime}+H c^{\prime}=0
\end{aligned}
$$

$$
F A+G B+H C=0
$$

which equations give $F, G, H$. Multiplying the first equation by $b^{\prime} C-c^{\prime} B$, the second by $B c-C b$, and the third by $b c^{\prime}-b^{\prime} c$, we find

$$
\left(b^{\prime} C-c^{\prime} B\right)(A f+B g+C h)+(B c-C b)\left(A f^{\prime}+B g^{\prime}+C h^{\prime}\right)+F\left|\begin{array}{l}
a, b, c \\
a^{\prime}, b^{\prime}, c^{\prime} \\
A, B, C
\end{array}\right|=0
$$

Here

$$
\begin{aligned}
b^{\prime} C-c^{\prime} B & =\frac{1}{\sqrt{ }\left(1-\theta^{2}\right)}\left\{b^{\prime}\left(a b^{\prime}-a^{\prime} b\right)-c^{\prime}\left(c a^{\prime}-c^{\prime} a\right)\right\} \\
& =\frac{1}{\sqrt{\left(1-\theta^{2}\right)}}\left\{a\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}\right)-a^{\prime}\left(a a^{\prime}+b b^{\prime}+c c^{\prime}\right)\right\} \\
& =\frac{1}{\sqrt{ }\left(1-\theta^{2}\right)}\left(a-a^{\prime} \theta\right)
\end{aligned}
$$

and similarly

$$
c B-b C=\frac{1}{\sqrt{\left(1-\theta^{2}\right)}}\left(a^{\prime}-\alpha \theta\right)
$$

Also, putting for shortness

$$
\Omega=\left|\begin{array}{c}
a, b, c \\
a^{\prime}, b^{\prime}, c^{\prime} \\
f, g, h
\end{array}\right|, \quad \Omega^{\prime}=\left|\begin{array}{c}
a, b, c \\
a^{\prime}, b^{\prime}, c^{\prime} \\
f^{\prime}, g^{\prime}, h^{\prime}
\end{array}\right|
$$

we have

$$
A f+B g+C h=\frac{1}{\sqrt{\left(1-\theta^{2}\right)}} \Omega, \quad A f^{\prime}+B g^{\prime}+C h^{\prime}=\frac{1}{\sqrt{\left(1-\theta^{2}\right)}} \Omega^{\prime}
$$

and finally, the determinant which multiplies $F$ is

$$
\frac{1}{\sqrt{ }\left(1-\theta^{2}\right)}\left\{\left(b c^{\prime}-b^{\prime} c\right)^{2}+\left\langle c a^{\prime}-c^{\prime} a\right)^{2}+\left(a b^{\prime}-a^{\prime} b\right)^{2}\right\}=\frac{1}{\sqrt{\left(1-\theta^{2}\right)}}\left(1-\theta^{2}\right),=\sqrt{ }\left(1-\theta^{2}\right) .
$$

We have thus the value of $F$; forming in the same way those of $G$ and $H$, we find

$$
\begin{aligned}
& F=\frac{-1}{\left(1-\theta^{2}\right)^{\frac{2}{2}}}\left\{\left(a-a^{\prime} \theta\right) \Omega+\left(a^{\prime}-a \theta\right) \Omega^{\prime}\right\}, \\
& G=\frac{-1}{\left(1-\theta^{2}\right)^{\frac{2}{2}}}\left\{\left(b-b^{\prime} \theta\right) \Omega+\left(b^{\prime}-b \theta\right) \Omega^{\prime}\right\}, \\
& H=\frac{-1}{\left(1-\theta^{2}\right)^{\frac{3}{2}}}\left\{\left(c-c^{\prime} \theta\right) \Omega+\left(c^{\prime}-c \theta\right) \Omega^{\prime}\right\},
\end{aligned}
$$

which, with the foregoing equations for $A, B, C$, give the six coordinates of the line of shortest distance.
c. x .

## 683.

## ON THE FUNCTION arcsin $(x+i y)$.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 171—174.]

The determination of the function in question, the arc to a given imaginary sine, is considered in Cauchy's Exercises d'Analyse, \&c., t. III. (1844), p. 382; but it appears, by two hydrodynamical papers by Mr Ferrers and Mr Lamb, Quarterly Mathematical Journal, t. xiII. (1874), p. 115, and t. xiv. (1875), p. 40, that the question is connected with the theory of confocal conics.

Taking $c=\sqrt{ }\left(a^{2}-b^{2}\right)$ a positive real quantity which may ultimately be put $=1$, the question is to find the real quantities $\xi, \eta$, such that

$$
\xi+i \eta=\arcsin \frac{1}{c}(x+i y)
$$

or say

$$
x+i y=c \sin (\xi+i \eta)
$$

so that

$$
x=c \sin \xi \cos i \eta, \quad i y=c \cos \xi \sin i \eta .
$$

It is convenient to remark that if a value of $\xi+i \eta$ be $\xi^{\prime}+i \eta^{\prime}$, then the general value is $2 m \pi+\xi^{\prime}+i \eta^{\prime}$ or $(2 m+1) \pi-\left(\xi^{\prime}+i \eta^{\prime}\right)$; hence, $\eta$ may be made positive or negative at pleasure; $\cos i \eta$ is in each case positive, but $\frac{1}{i} \sin$ i $\eta$ has the same sign as $\eta$; hence $\cos \xi$ has the same sign as $x$, but $\sin \xi$ has the same sign as $y$ or the reverse sign, according as $\eta$ is positive or negative; for any given values of $x$ and $y$, we obtain, as will appear, determinate positive values of $\sin ^{2} \xi$ and $\cos ^{2} \xi$; and the square roots of these must therefore be taken so as to give to $\sin \xi, \cos \xi$ their proper signs respectively.

Suppose that $\lambda, \mu$ are the elliptic coordinates of the point $(x, y)$; viz. that we have

$$
\begin{aligned}
& \frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}=1, \\
& \frac{x^{2}}{a^{2}+\mu}+\frac{y^{2}}{b^{2}+\mu}=1,
\end{aligned}
$$

where $a^{2}+\lambda, b^{2}+\lambda$, and $a^{2}+\mu$ are positive, but $b^{2}+\mu$ is negative. Calling $\rho, \sigma$ the distances of the point $x, y$ from the points $(c, 0)$ and $(-c, 0)$, that is, assuming

$$
\begin{aligned}
& \rho=\sqrt{ }\left\{(x-c)^{2}+y^{2}\right\}, \\
& \sigma=\sqrt{ }\left\{(x+c)^{2}+y^{2}\right\},
\end{aligned}
$$

then we have

$$
\begin{aligned}
& \sqrt{ }\left(a^{2}+\lambda\right)=\frac{1}{2}(\sigma+\rho) \text {, whence also } \sqrt{ }\left(b^{2}+\lambda\right)=\frac{1}{2} \sqrt{ }\left\{(\sigma+\rho)^{2}-4 c^{2}\right\} \text {, } \\
& \sqrt{ }\left(a^{2}+\mu\right)=\frac{1}{2}(\sigma \sim \rho), \quad, \quad \sqrt{ }\left(b^{2}+\mu\right)=\frac{1}{2} \sqrt{ }\left\{(\sigma \sim \rho)^{2}-4 c^{2}\right\},
\end{aligned}
$$

which equations determine $\lambda, \mu$ as functions of $x, y$.
Now we have

$$
\begin{aligned}
\rho \sigma & =\sqrt{ }\left\{\left(x^{2}+y^{2}-c^{2}\right)^{2}-4 c^{2} x^{2}\right\}=\sqrt{ }\left\{\left(x^{2}-y^{2}-c^{2}\right)^{2}+4 x^{2} y^{2}\right\}, \\
\rho^{2}+\sigma^{2} & =2\left(x^{2}+y^{2}+c^{2}\right) ;
\end{aligned}
$$

substituting herein for $x, y$ their values

$$
c \sin \xi \cos i \eta,-c i \cos \xi \sin i \eta,
$$

we find

$$
\begin{aligned}
x^{2}-y^{2}-c^{2} & =c^{2}\left\{\sin ^{2} \xi \cos ^{2} i \eta+\cos ^{2} \xi \sin ^{2} i \eta-\left(\sin ^{2} \xi+\cos ^{2} \xi\right)\left(\sin ^{2} i \eta+\cos ^{2} i \eta\right)\right\} \\
& =-c^{2}\left(\sin ^{2} \xi \sin ^{2} i \eta+\cos ^{2} \xi \cos ^{2} i \eta\right),
\end{aligned}
$$

whence

$$
\begin{aligned}
\left(x^{2}-y^{2}-c^{2}\right)^{2}= & c^{4}\left(\cos ^{2} \xi \cos ^{2} i \eta+\sin ^{2} \xi \sin ^{2} i \eta\right)^{2} \\
+4 x^{5} y^{2} & -4 c^{4} \sin ^{2} \xi \cos ^{2} \xi \sin ^{2} i \eta \cos ^{2} i \eta \\
= & c^{4}\left(\cos ^{2} \xi \cos ^{2} i \eta-\sin ^{2} \xi \sin ^{2} i \eta\right)^{2} .
\end{aligned}
$$

Hence

$$
2 \rho \sigma=2 c^{2}\left(\cos ^{2} \xi \cos ^{2} i \eta-\sin ^{2} \xi \sin ^{2} i \eta\right),
$$

and

$$
\rho^{2}+\sigma^{2}=2 c^{2}\left(\sin ^{2} \xi \cos ^{2} i \eta-\cos ^{2} \xi \sin ^{2} i \eta+1\right) ;
$$

hence

$$
\begin{aligned}
& (\rho+\sigma)^{2}=2 c^{2}\left(\cos ^{2} i \eta-\sin ^{2} i \eta+1\right),=4 c^{2} \cos ^{2} i \eta, \\
& (\rho-\sigma)^{2}=2 c^{2}\left(\sin ^{2} \xi-\cos ^{2} \xi+1\right),=4 c^{2} \sin ^{2} \xi .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
& a^{2}+\lambda=c^{2} \cos ^{2} i \eta, \text { and thence } b^{2}+\lambda=-c^{2} \sin ^{2} i \eta, \\
& a^{2}+\mu=c^{2} \sin ^{2} \xi, \quad, \quad b^{2}+\mu=-c^{2} \cos ^{2} \xi,
\end{aligned}
$$

values which verify as they should do the equations

$$
\begin{aligned}
& \frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}=1 \\
& \frac{x^{2}}{a^{2}+\mu}+\frac{y^{2}}{b^{2}+\mu}=1
\end{aligned}
$$

viz. these become

$$
\begin{aligned}
& \frac{x^{2}}{c^{2} \cos ^{2} i \eta}+\frac{y^{2}}{-c^{2} \sin ^{2} i \eta}=\sin ^{2} \xi+\cos ^{2} \xi,=1 \\
& \frac{x^{2}}{c^{2} \sin ^{2} \xi}+\frac{y^{2}}{-c^{2} \cos ^{2} \xi}=\cos ^{2} i \eta+\sin ^{2} i \eta,=1
\end{aligned}
$$

The same equations, or as we may also write them,

$$
\begin{aligned}
& \lambda=-a^{2} \sin ^{2} i \eta-b^{2} \cos ^{2} i \eta \\
& \mu=-a^{2} \cos ^{2} \xi-b^{2} \sin ^{2} \xi
\end{aligned}
$$

determine $\eta$ as a function of $\lambda$, and $\xi$ as a function of $\mu ; \lambda, \mu$ being by what prccedes, given functions of $x, y$.

Or more simply, starting from the last-mentioned values of $\lambda, \mu$, and substituting these in the cxpressions

$$
x^{2}=\frac{a^{2}+\lambda \cdot a^{2}+\mu}{a^{2}-b^{2}}, \quad y^{2}=\frac{b^{2}+\lambda \cdot b^{2}+\mu}{b^{2}-a^{2}}
$$

we find

$$
x^{2}=c^{2} \sin ^{2} \xi \cos ^{2} i \eta, \quad y^{2}=-c^{2} \cos ^{2} \xi \sin ^{2} i \eta
$$

or say

$$
x=c \sin \xi \cos i \eta, \quad i y=c \cos \xi \sin i \eta
$$

whence

$$
x+i y=c \sin (\xi+i \eta)
$$

the original relation between $x, y$ and $\boldsymbol{\xi}, \eta$.

## 684.

## ON A RELATION BETWEEN CERTAIN PRODUCTS OF DIFFERENCES.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 174, 175.]

Consider the function

$$
\left\{\begin{array}{r}
a b c \cdot d e \\
+b c d \cdot e a \\
+c d e \cdot u b \\
+d e a \cdot b c \\
+e a b \cdot c d
\end{array}\right\}-\left\{\begin{array}{c}
a b d \cdot c e \\
+b c e \cdot d a \\
+c d a \cdot e b \\
+d e b \cdot a c \\
+e a c \cdot b d
\end{array}\right\}
$$

where

$$
\begin{aligned}
& a b c=(a-b)(b-c)(c-a), \\
& a b=(a-b)(b-a),=-(a-b)^{2},
\end{aligned}
$$

\&c.;
therefore

$$
\begin{aligned}
& a b c=b c a=c a b=-b a c, \& c . ; \\
& a b=b a .
\end{aligned}
$$

It is to be shown that the function vanishes if $e=d$. Writing $e=d$, the value is

$$
\begin{aligned}
3(b c d . d a+d a b . c d) & -a b d \cdot c d \\
& -b c d \cdot d c \\
& -c d a \cdot d b \\
& -d a c \cdot b d
\end{aligned}
$$

viz. this is

$$
\begin{aligned}
& 3 b c d . a d-a b d \cdot c d \\
+ & 3 a b d \cdot c d-b c d \cdot a d \\
& -2 a c d \cdot b d \\
= & 2 b c d \cdot a d-2 a c d . b d+2 a b d \cdot c d \\
= & 2(b c d \cdot a d+c a d \cdot b d+a b d \cdot c d)
\end{aligned}
$$

which is easily seen to vanish; the value is

$$
\begin{aligned}
& (b-c)(c-d)(d-b)(a-d)^{2}=-(b-c)(a-d)^{2}(b-d)(c-d) \\
& +(c-a)(a-d)(d-c)(b-d)^{2}-(c-a)(a-d)(b-d)^{2}(c-d) \\
& +(a-b)(b-d)(d-a)(c-d)^{2}-(a-b)(a-d)(b-d)(c-d)^{2}:
\end{aligned}
$$

viz. omitting the factor $(a-d)(b-d)(c-d)$, this is

$$
\begin{aligned}
= & -(b-c)(a-d) \\
& -(c-a)(b-d) \\
& -(a-b)(c-d),
\end{aligned}
$$

which vanishes. Hence the function also vanishes if $e=a$, or $a=b$ or $b=c$, or $c=d$; and it is thus a mere numerical multiple of $(a-b)(b-c)(c-d)(d-e)(e-a)$, or say it is = Mabcde.

To find $M$ write $e=c$, the equation becomes

$$
\begin{aligned}
& 3 a b c \cdot d c-c d a \cdot c b=M a b c d c,=M a b c \cdot d c, \\
+ & 3 b c d \cdot c a-a c \\
+ & 3 d c a \cdot b c \\
+ & 3 c a b \cdot c d
\end{aligned}
$$

viz. this is

$$
6 a b c \cdot d c+4 d b c \cdot a c+4 a d c \cdot b c=M \cdot a b c \cdot d c
$$

giving $M=10$. In fact, we then have

$$
-4 a b c \cdot d c+4 d b c \cdot a c+4 a d c \cdot b c=0
$$

that is,

$$
-a b c . d c-b d c . a c-d a c . b c=0
$$

which is right. And we have thus the identity

$$
\left\{\begin{array}{r}
a b c \cdot d e \\
+b c d \cdot e a \\
+c d e \cdot a b \\
+d e a \cdot b c \\
+e a b \cdot c d
\end{array}\right\} \quad\left\{\begin{array}{c}
a b d \cdot c e \\
+b c e \cdot d a \\
+c d a \cdot e b \\
+d e b \cdot a c \\
+e a c \cdot b d
\end{array}\right\}=10 \cdot a b c d e,
$$

or say

$$
3[a b c d e]-[a c e b d]=10\{a b c d e\}
$$

## 685.

## ON MR COTTERILL'S GONIOMETRICAL PROBLEM.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 196-198.]

The very remarkable formulæ contained in Mr Cotterill's paper, "A goniometrical problem, to be solved analytically in one move, or more simply synthetically in two moves," Quarterly Mathematical Journal, t. vir. (1866), pp. 259-272, are presented in a form which, to say the least, is not as easily intelligible as might be; and they have not, I think, attracted the attention which they well deserve.

Using his notation, except that I write for angles small roman letters, in order to be able to have the corresponding italic small letters and capitals for the sines and cosines respectively of the same angles, we consider nine angles

$$
\begin{array}{lll}
\mathrm{a}, & \mathrm{~b}, & \mathrm{c}, \\
\mathrm{~d}, & \mathrm{e}, & \mathrm{f}, \\
\mathrm{x}, & \mathrm{y}, & \mathrm{z},
\end{array}
$$

which are such that the sum of three angles in the same line, or in the same column, is an odd multiple of $\pi$. Of course, any four angles such as $a, b, d$, e are

arbitrary, and each of the remaining angles is then determinate save as to an even multiple of $\pi$. And it may be remarked that these angles $a, b, d$, e may represent the inclinations of any four lines to a fifth line, and that the remaining angles are then at once obtained, as in the figure. The small roman letters are here used to denote as well angles as points, being so placed as to show what the angles are which they respectively denote; the points *, * are constructed as the intersections of the lines ac, bc by the circle circumscribed about fxy, and the angle $z$ is the angle which the points $*$, subtend at $x$ or $y$. It will be observed that the sum of the three angles in a line or column is in each case $=\pi$.

But this in passing: the analytical theorem is, first, we can form with the sines and cosines of the angles in any two lines or columns a function $S$ presenting itself under two distinct forms, which are in fact equal in value, or say $S$ is a symmetrical function of the two lines or columns, viz. for the first and second lines this is

$$
\begin{aligned}
S\left(\begin{array}{lll}
\mathrm{a}, & \mathrm{~b}, & \mathrm{c} \\
\mathrm{~d}, & \mathrm{e}, & \mathrm{f}
\end{array}\right) & =d^{2} A b c+e^{2} B c a+f^{2} C a b \\
& =a^{2} D e f+b^{2} E f d+c^{2} F^{2} d e
\end{aligned}
$$

where, as already mentioned, $a, A$ denote $\sin \mathrm{a}, \cos \mathrm{a}$, and so for the other letters.
Secondly, if to the $S$ of any two lines or columns we add twice the product of the six sines, we obtain a sum $M$ which has the same value from whichever two lines or columns we obtain it; or, say $M$ is a symmetrical function of the matrix of the nine angles. Thus

$$
M=S\left(\begin{array}{lll}
a, & \mathrm{~b}, & \mathrm{c} \\
\mathrm{~d}, & \mathrm{e}, & \mathrm{f}
\end{array}\right)+2 a b c d e f,
$$

which is one of a system of six forms each of which (on account of the two forms of the $S$ contained in it) may be regarded as a double form, and the twelve values are all of them equal. There are, morcover, 15 other forms, of $M$, viz. 3 line-forms, such as

$$
b c d x+c a e y+a b f z \text { (belongs to line } \mathrm{a}, \mathrm{~b}, \mathrm{c} \text { ), }
$$

3 column-forms, such as

$$
d x b c+x a e f+a d y z \text { (belongs to column } \mathrm{a}, \mathrm{~d}, \mathrm{x} \text { ) }
$$

and 9 term-forms, such as

$$
e^{2} z^{2}+f^{2} y^{2}+2 e f y z A \text { (belongs to term a), }
$$

and the $12+15,=27$ values are all equal.
The several identities can of course be verified by means of the relations between the nine angles, or rather the derived sine- and cosine-relations

$$
\begin{aligned}
& C=a b-A B, \\
& c=a B+b A, \& c .
\end{aligned}
$$

Thus, as regards the two forms of $S\left(\begin{array}{ll}a, & b, c \\ d, & e, f\end{array}\right)$, the identity to be verified may be written

$$
c\left(d^{2} A b+e^{2} B a-c F d e\right)=f\left(a^{2} D e+b^{2} E d-f C a b\right) .
$$

Proceeding to reduce the factor $a^{2} D e+b^{2} E d-f C a b$, if we first write herein $f=e D+d E$, it becomes

$$
a^{2} D e+b^{2} E d-(e D+d E) C a b,
$$

which is

$$
=a D e(a-b C)+b E d(b-a C)
$$

and then writing $C=a b-A B$, we have $a-b C=a\left(1-b^{2}\right)+b A B==B(a B+b A),=B c$; and, similarly, $b-a C=A c$; whence the term is $=c(a e B D+b d A E)$; or, in the equation to be verified, the right-hand side is $=c f(a e B D+b d A E)$, and by a similar reduction, the left-hand side is found to have the same value.

The paper contains various other interesting results.
c. x .

## 686.

## ON A FUNCTIONAL EQUATION.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 315325 ; Proceedings of the London Mathematical Society, vol. Ix. (1878), p. 29.]

I was led by a hydrodynamical problem to consider a certain functioual equation; viz. writing for shortness $x_{1}=\frac{a x+b}{c x+d}$, this is

$$
\phi x-\phi x_{1}=\left(x-x_{1}\right) \frac{A x+B}{C x+D} .
$$

I find by a direct process, which I will afterwards explain, the solution

$$
\phi x=\frac{A}{C} x+\frac{\sqrt{ }\left\{(a-d)^{2}+4 b c\right\}(A D-B C)}{C(d C-c D)} \int_{0}^{\infty} \frac{\sin \xi t \sin \eta t d t}{\sin \xi t \sinh \pi t} ;
$$

where $\zeta$ is a constant, but $\xi, \eta$ are complicated logarithmic functions of $x(\xi, \eta, \zeta$ depend also on the quantities $a, b, c, d, C, D) ; \sinh \pi t$ denotes as usual the hyperbolic sine, $\frac{1}{2}\left(e^{\pi t}-e^{-\pi t}\right)$.

The values of $\xi, \eta, \zeta$ are given by the formulæ

$$
\begin{gathered}
\lambda+\frac{1}{\lambda}=\frac{a^{2}+d^{2}+2 b c}{a d-b c}, \\
\mathrm{a}=a x+b, \quad \mathrm{~b}=-d x+b, \\
\mathrm{c}=c x+d, \quad \mathrm{~d}=\quad c x-a, \\
W=C \mathrm{a}+D \mathrm{c}, \\
Z=C \mathrm{~b}+D \mathrm{~d}, \\
R=\lambda \mathrm{c}+\lambda \mathrm{d}, \\
S=-\mathrm{c}-\mathrm{d}, \\
R^{\prime}=W+\frac{1}{\lambda} Z, \\
S^{\prime}=-W-\lambda Z,
\end{gathered}
$$

which determine $\lambda, R, S, R^{\prime}, S^{\prime}$ and then

$$
\xi=\frac{1}{2} \log \frac{R S^{\prime}}{R^{\prime} S^{\prime}}, \quad \eta=\frac{1}{2}\left(\log \lambda+\log \frac{R R^{\prime}}{S S^{\prime}}\right), \quad \zeta=\frac{1}{2} \log \lambda
$$

There is some difficulty as to the definite integral, on account of the denominator factor $\sin \zeta t$, which becomes $=0$ for the series of values $t=\frac{m \pi}{\zeta}$, but this is a point which I do not enter into.

I will in the first instance verify the result. Writing $x_{1}$ in place of $x$, and taking $\xi_{1}, \eta_{1}$ to denote the corresponding values of $\xi, \eta$, it will be shown that

$$
\xi_{1}=\xi, \quad \eta_{1}=\eta+2 \zeta
$$

see post, (1).
Hence in the difference $\phi x-\phi x_{1}$ we have the integral

$$
\int \frac{\sin \xi t\{\sin \eta t-\sin (\eta+2 \zeta) t\} d t}{\sin \zeta t \sinh \pi t}
$$

(where and in all that follows the limits are $\infty, 0$ as before); here, since

$$
\sin \eta t-\sin (\eta+2 \zeta) t=-2 \sin \zeta t \cos (\eta+\zeta) t
$$

the factor $\sin \zeta t$ divides out, and the numerator is
which is

$$
\begin{aligned}
& =-2 \sin \xi t \cos (\eta+\zeta) t \\
& =\sin (\eta+\zeta-\xi) t-\sin (\eta+\zeta+\xi) t
\end{aligned}
$$

Hence the integral in question is

$$
=\int \frac{\sin (\eta+\zeta-\xi) t d t}{\sinh \pi t}-\int \frac{\sin (\eta+\zeta+\xi) t d t}{\sinh \pi t} .
$$

Now we have in general

$$
\frac{1}{1+\exp \cdot \alpha}=\frac{1}{2}-\int \frac{\sin \alpha t d t}{\sinh \pi t} ;
$$

(this is, in fact, Poisson's formula

$$
-\frac{1}{1+k \cdot \beta^{2 n}}=\frac{1}{2}-2 \int \frac{\sin (2 n \log \beta+\log k) t \cdot d t}{e^{\pi t}-e^{-\pi t}},
$$

in the second Memoir on the distribution of Electricity, \&c., Mén. de l'Inst., 1811, p. 223); and hence the value is
or since

$$
-\frac{1}{1+\exp \cdot(\eta+\zeta-\xi)}+\frac{1}{1+\exp \cdot(\eta+\zeta+\xi)},
$$

$$
\eta+\zeta=\log \lambda+\frac{1}{2} \log \frac{R R^{\prime}}{S S^{\prime \prime}}, \quad \xi=\frac{1}{2} \log \frac{R S^{\prime}}{R^{\prime} S^{\prime}}
$$

we have

$$
\begin{aligned}
& \eta+\zeta-\xi=\log \lambda+\frac{1}{2} \log \frac{R^{\prime 2}}{S^{\prime 2}}=\log \lambda \frac{R^{\prime}}{S^{\prime}}, \\
& \eta+\zeta+\xi=\log \lambda+\frac{1}{2} \log \frac{R^{2}}{S^{2}}=\log \lambda \frac{R}{S},
\end{aligned}
$$

and the value is thus

$$
=-\frac{1}{1+\lambda \frac{R^{\prime}}{S^{\prime}}}+\frac{1}{1+\lambda \frac{R}{S}}, \quad=-\frac{\left(R S^{\prime \prime}-R^{\prime} S\right) \lambda}{\left(\lambda R^{\prime}+S^{\prime}\right)(\lambda R+S)}
$$

Hence, from the assumed value of $\phi x$, we obtain

$$
\phi x-\phi x_{1}=\frac{A}{C}\left(x-x_{1}\right)-\frac{\sqrt{ }\left\{(a-d)^{2}+4 b c\right\}(A D-B C)\left(R S^{\prime}-R^{\prime} S\right) \lambda}{C(d C-c D)\left(\lambda R^{\prime}+S^{\prime}\right)(\lambda R+S)} .
$$

We have

$$
\begin{array}{rlr}
R S^{\prime}-R^{\prime} S=\frac{(\lambda-1)(a+d)^{2}}{a d-b c}(d C-c D)\left\{c x^{2}+(d-a) x-b\right\} \\
R \lambda+S=\left(\lambda^{2}-1\right)(c x+d), & \text { see post, }(2), \\
R^{\prime} \lambda+S^{\prime}=(\lambda-1)(a+d)(C x+D) &
\end{array}
$$

or since

$$
\frac{c x^{2}+(d-a) x-b}{c x+d}=x-x_{1}
$$

this is

$$
\phi x-\phi x_{1}=\frac{A}{C}\left(x-x_{1}\right)-\frac{\sqrt{ }\left\{(a-d)^{2}+4 b c\right\}(A D-B C)}{C} \frac{(a+d) \lambda}{(a d-b c)\left(\lambda^{2}-1\right)(C x+D)}\left(x-x_{1}\right) .
$$

But from the value of $\lambda$,

$$
\frac{\lambda}{\lambda^{2}-1}=\frac{a d-b c}{(a+d) \sqrt{\left\{(a-d)^{2}+4 b c\right\}}},
$$

and the equation thus is

$$
\phi x-\phi x_{1}=\left(x-x_{1}\right)\left\{\frac{A}{C}-\frac{A D-B C}{C(C x+D)}\right\}, \quad=\left(x-x_{1}\right) \frac{A x+B}{C x+D},
$$

as it should be.
(1) For the foregoing values of $\xi_{1}, \eta_{1}$, we require $R_{1}, S_{1}, R_{1}^{\prime}, S_{1}^{\prime}$, the values which $R, S, R^{\prime}, S^{\prime \prime}$ assume on writing therein $x_{1}$ for $x$. We have

$$
\begin{aligned}
& R_{1}=\lambda\left(c x_{1}+d\right)+\left(c x_{1}-a\right) \\
& S_{1}=-\left(c x_{1}+d\right)-\lambda\left(c x_{1}-a\right)
\end{aligned}
$$

substituting for $x_{1}$ its value, we find

$$
R_{1}(c x+d)=(a+d) \lambda(c x+d)-(a d-b c)(\lambda+1)
$$

or writing herein

$$
a d-b c=\frac{(a+d)^{2} \lambda}{(\lambda+1)^{2}},
$$

this is

$$
R_{1}(c x+d)=\frac{(a+d) \lambda}{\lambda+1} R ;
$$

and similarly

$$
S_{1}(c x+d)=\frac{a+d}{\lambda+1} S
$$

We have in like manner

$$
\begin{aligned}
& R_{1}^{\prime}=W_{1}+\frac{1}{\lambda} Z_{1}, \text { where } W_{1}=C\left(a x_{1}+b\right)+D\left(c x_{1}+d\right), \\
& S_{1}^{\prime}=-W_{1}-\lambda Z_{1}, \text { where } Z_{1}=C\left(-d x_{1}+b\right)+D\left(c x_{1}-a\right) .
\end{aligned}
$$

Substituting for $x_{1}$ its value, we find

$$
\begin{array}{rlrl}
W_{1}(c x+d) & =C[(a+d)(a x+b)-(a d-b c) x]+D[(a+d)(c x+d)-(a d-b c)] \\
Z_{1}(c x+d) & =C[ & -(a d-b c) x]+D[ & -(a d-b c)]:
\end{array}
$$

hence, substituting for $a d-b c$ as before,

$$
\begin{aligned}
& W_{1}(c x+d)=\frac{a+d}{(\lambda+1)^{2}}\left\{(\lambda+1)^{2} W-(a+d) \lambda(C x+D)\right\}, \\
& Z_{1}(c x+d)=\frac{a+d}{(\lambda+1)^{2}}\{\quad-(a+d) \lambda(C x+D)\}
\end{aligned}
$$

whence without difficulty

$$
\begin{aligned}
R_{1}^{\prime}(c x+d) & =\frac{(a+d) \lambda}{\lambda+1} R^{\prime} \\
S_{1}^{\prime}(c x+d) & =\frac{a+d}{\lambda+1} S^{\prime \prime}
\end{aligned}
$$

consequently

$$
\begin{aligned}
& \frac{R_{1} S_{1}^{\prime}}{R_{1}^{\prime} S_{1}}=\frac{R S^{\prime \prime}}{R^{\prime} S^{\prime}}, \text { that is, } \xi_{1}=\xi \\
& \frac{R_{1} R_{1}^{\prime}}{S_{1} S_{1}^{\prime \prime}}=\lambda^{2} \frac{R R^{\prime}}{S S^{\prime \prime}} \quad, \quad, \quad, \eta_{1}=\log \lambda+\eta,=2 \xi+\eta
\end{aligned}
$$

which are the formulæ in question.
(2) For the value of $R S^{\prime}-R^{\prime} S$, we have

$$
\begin{aligned}
R S^{\prime \prime}-R^{\prime} S & =(\lambda \mathrm{c}+\mathrm{d})(-W-\lambda Z)-(-\lambda \mathrm{d}-\mathrm{c})\left(W+\frac{Z}{\lambda}\right) \\
& =\left(-\lambda^{2}+\frac{1}{\lambda}\right) \mathrm{c} Z+(\lambda+1)\{(\mathrm{d}-\mathrm{c}) W-\mathrm{d} R\} \\
& =-(\lambda-1)\left\{\left(1+\lambda+\frac{1}{\lambda}\right) \mathrm{c} Z+(\mathrm{c}-\mathrm{d}) W+\mathrm{d} Z\right\}
\end{aligned}
$$

or substituting for $\lambda+\frac{1}{\lambda}, Z$ and $W$ their values, this is

$$
\begin{aligned}
=\frac{-(\lambda-1)}{a d-b c}\left\{\left(a^{2}+d^{2}\right.\right. & +a d+b c) \mathrm{c}(\mathrm{~b} C+\mathrm{d} D) \\
& +(a d-b c)[(\mathrm{c}-\mathrm{d})(\mathrm{a} C+\mathrm{c} D)+\mathrm{d}(\mathrm{~b} C+\mathrm{d} D)]\} .
\end{aligned}
$$

In the term in \{ \}, the coefficient of $C$ is

$$
\begin{aligned}
& {\left[\left(a^{2}+d^{2}+a d+b c\right) b+(a d-b c) a\right] c-d(a-b)(a d-b c) } \\
&=(a+d)(d b-b \mathrm{~d}) \mathrm{c}-(a+d) \mathrm{d} x(a d-b c),
\end{aligned}
$$

and similarly the coefficient of $D$ is

$$
\begin{aligned}
& {\left[\left(a^{2}+d^{2}+a d+b c\right) \mathrm{d}+(a d-b c) \mathrm{c}\right] \mathrm{c}-\mathrm{d}(\mathrm{c}-\mathrm{d})(a d-b c) } \\
&=(a+d)(a \mathrm{~d}-c \mathrm{~b}) \mathrm{c}-(a+d) \mathrm{d}(a d-b c) .
\end{aligned}
$$

Hence the whole term in $\}$ is

$$
=(a+d)\{[(d \mathrm{~b}-b \mathrm{~d}) \mathrm{c}-\mathrm{d}(a d-b c) x] C+[(a \mathrm{~d}-\mathrm{cb}) \mathrm{c}-\mathrm{d}(a d-b c)] D\}
$$

which is readily reduced to
also

$$
(a+d)(\mathrm{ad}-\mathrm{bc})(-d C+c D)
$$

so that we have

$$
\mathrm{ad}-\mathrm{bc}=(a+d)\left\{c x^{2}+(d-a) x-b\right\}
$$

$$
R S^{\prime}-R^{\prime} S=\frac{(\lambda-1)(a+d)^{2}}{a d-b c}(d C-c D)\left[c x^{2}+(d-a) x-b\right]
$$

which is the required value of $R S^{\prime}-R^{\prime} S$; and there is no difficulty in obtaining the other two formule,

$$
\begin{aligned}
& R \lambda+S=\left(\lambda^{2}-1\right)(c x+d) \\
& R^{\prime} \lambda+S^{\prime}=(\lambda-1)(a+d)(C x+D)
\end{aligned}
$$

the verification is thus completed.
To show how the formula was directly obtained, we have

$$
\begin{aligned}
\frac{A x+B}{C x+D} & =\frac{A}{C}-\frac{A D-B C}{C} \frac{1}{C x+D} \\
& =\frac{A}{C}+\beta x \text { suppose }
\end{aligned}
$$

the equation then is

$$
\phi x-\phi x_{1}=\frac{A}{C}\left(x-x_{1}\right)+\left(x-x_{1}\right) \beta x .
$$

Hence, if $x_{1}, x_{2}, x_{3}, \ldots$ denote the successive functions $\mathfrak{T} x, \Im^{3} x, \mathscr{I}^{3} x$, \&c., we have

$$
\begin{aligned}
& \phi x_{1}-\phi x_{2}=\frac{A}{C}\left(x_{1}-x_{2}\right)+\left(x_{1}-x_{2}\right) \beta x_{1}, \\
& \phi x_{2}-\phi x_{3}=\frac{A}{C}\left(x_{2}-x_{3}\right)+\left(x_{2}-x_{3}\right) \beta x_{2},
\end{aligned}
$$

whence adding, and neglecting $\phi x_{\infty}$ and $x_{\infty}$, we have

$$
\phi x=\frac{A}{C} x+\left[\left(x-x_{1}\right) \beta x+\left(x_{1}-x_{2}\right) \beta x_{1}+\left(x_{2}-x_{3}\right) \beta x_{2}+\ldots\right],
$$

where the term in [ ], regarding therein $x_{1}, x_{2}, x_{3}, \ldots$ as given functions of $x$, is itself a given function of $x$; and it only remains to sum the series.

Starting from
and writing

$$
x_{1}=9 x=\frac{a x+b}{c x+d}
$$

$$
\lambda+\frac{1}{\lambda}=\frac{a^{2}+d^{2}+2 b c}{a d-b c}
$$

then the $n$th function is given by the formula

$$
\begin{aligned}
x_{n}=9_{n} x & =\frac{\left(\lambda^{n+1}-1\right)(a x+b)+\left(\lambda^{n}-\lambda\right)(-d x+b)}{\left(\lambda^{n+1}-1\right)(c x+d)+\left(\lambda^{n}-\lambda\right)(c x-a)} \\
& =\frac{\left(\lambda^{n+1}-1\right) \mathrm{a}+\left(\lambda^{n}-\lambda\right) \mathrm{b}}{\left(\lambda^{n+1}-1\right) \mathrm{c}+\left(\lambda^{n}-\lambda\right) \mathrm{d}} \\
& =\frac{\lambda^{n} P+Q}{\lambda^{n} R+S^{\prime}}
\end{aligned}
$$

if $P=\lambda \mathrm{a}+\mathrm{b}, Q=-\mathrm{a}-\lambda \mathrm{b}$, and as before $R=\lambda \mathrm{c}+\mathrm{d}, S=-\mathrm{c}-\lambda \mathrm{d}$.
I stop to remark that $\lambda$ being real, then if $\lambda>1$ we have $\lambda^{n}$ very large for $n$ very large, and $x^{n}=\frac{P}{R}$ which is independent of $n$; the value in question is

$$
x_{n}=\frac{\lambda(a x+b)+(-d x+b)}{\lambda(c x+d)+(c x-a)},
$$

which, observing that the equation in $\lambda$ may be written

$$
\frac{\lambda a-d}{c(\lambda+1)}=\frac{b(\lambda+1)}{\lambda d-a},
$$

is, in fact, independent of $x$, and is $=\frac{\lambda a-d}{c(\lambda+1)}$ or $\frac{b(\lambda+1)}{\lambda d-a}$; we have $x_{n-1}=x_{n}$, or calling each of these two equal values $x$, we have

$$
x=\frac{a x+b}{c x+d},
$$

which is the same equation as is obtainable by the elimination of $\lambda$ from the equations

$$
x=\frac{\lambda a-d}{c(\lambda+1)}=\frac{b(\lambda+1)}{\lambda d-a} .
$$

The same result is obtained by taking $\lambda<1$ and consequently $x_{n}=\frac{Q}{S}$.
We find

$$
\begin{aligned}
x_{n-1}-x_{n} & =\frac{\lambda^{n-1} P+Q}{\lambda^{n-1} R+S}-\frac{\lambda^{n} P+Q}{\lambda^{n} R+S}, \\
& =\frac{-\lambda^{n-1}(\lambda-1)(P S-Q R)}{\left(\lambda^{n-1} R+S\right)\left(\lambda^{n} R+S\right)},
\end{aligned}
$$

where

$$
P S-Q R=-\left(\lambda^{2}-1\right)(\mathrm{a} d-\mathrm{b} c)=-\left(\lambda^{2}-1\right)(a+d)\left\{c x^{2}+(d-a) x-b\right\} ;
$$

and therefore

Also

$$
x_{n-1}-x_{n}=\frac{(\lambda-1)\left(\lambda^{2}-1\right)(a+d)\left\{c x^{2}+(d-a) x-b\right\} \lambda^{n}}{\lambda\left(\lambda^{n-1} R+S\right)\left(\lambda^{n} R+S\right)} .
$$

$$
\beta x_{n-1}=-\frac{A D-B C}{C} C \frac{1}{x_{n-1}+D^{\prime}},
$$

where

$$
C x_{n-1}+D=\frac{C\left(\lambda^{n-1} P+Q\right)+D\left(\lambda^{n-1} R+S\right)}{\lambda^{n-1} R+S}=\frac{R^{\prime} \lambda^{n}+S^{\prime}}{R \lambda^{n-1}+S}
$$

where

$$
\begin{aligned}
R^{\prime} & =\frac{C P}{\lambda}+\frac{D R}{\lambda},=C\left(\mathrm{a}+\frac{\mathrm{b}}{\lambda}\right)+D\left(\mathrm{c}+\frac{\mathrm{d}}{\lambda}\right) \\
S^{\prime \prime} & =C Q+D S,=C(-\mathrm{a}-\mathrm{b} \lambda)+D(-\mathrm{c}-\mathrm{d} \lambda)
\end{aligned}
$$

viz.

$$
R^{\prime}=W+\frac{1}{\lambda} Z, \quad S^{\prime}=-W-\lambda Z
$$

where $Z$ and $W$ denote $a C+c D$ and $b C+d D$ as before.
We hence obtain

$$
\begin{aligned}
\left(x_{n-1}-x_{n}\right) \beta x_{n}= & \frac{-(A D-B C)}{C} \\
& \times \frac{(\lambda-1)\left(\lambda^{2}-1\right)(a+d)\left\{c x^{2}+(d-a) x-b\right\}}{\lambda}\left(R \lambda^{n}+S\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right) \\
= & \frac{-(A D-B C)}{C} \\
& \times \frac{(\lambda-1)\left(\lambda^{2}-1\right)(a+d)\left\{c x^{2}+(d-a) x-b\right\}}{\lambda\left(R S^{\prime}-R^{\prime} S\right)} \frac{\left(R S^{\prime}-R^{\prime} S\right) \lambda^{n}}{\left(R \lambda^{n}+S\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right)}
\end{aligned}
$$

or, substituting for $R S^{\prime}-R^{\prime} S$ its value in the denominator, this is

$$
\begin{aligned}
\left(x_{n-1}-x_{n}\right) \beta x_{n} & =-\frac{A D-B C}{C} \frac{(a d-b c)\left(\lambda^{2}-1\right)}{(a+d) \lambda(c D-d C)} \frac{\left(R S^{\prime}-R^{\prime} S\right) \lambda^{n}}{\left(R \lambda^{n}+S^{\prime}\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right)} \\
& =-\frac{\sqrt{ }\left\{(a-d)^{2}+4 b c\right\}(A D-B C)}{C(c D-d C)} \frac{\left(R S^{\prime}-R^{\prime} S\right) \lambda^{n}}{\left(R \lambda^{n}+S\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right)}
\end{aligned}
$$

and thence

$$
\phi x=\frac{A}{\bar{C}} x-\frac{\sqrt{ }\left\{(a-d)^{2}+4 b c\right\}(A D-B C)}{C(c D-d C)} \Sigma \frac{\left(R S^{\prime}-R^{\prime} S\right) \lambda^{n}}{\left(R \lambda^{n}+S\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right)},
$$

the summation extending from 1 to $\infty$.
Now the before-mentioned integral formula gives

$$
\begin{aligned}
& \frac{1}{1+k \lambda^{n}}=\frac{1}{2}-\int \frac{\sin (n \log \lambda+\log k) t d t}{\sinh \pi t} \\
& \frac{1}{1+k^{\prime} \lambda^{n}}=\frac{1}{2}-\int \frac{\sin \left(n \log \lambda+\log k^{\prime}\right) t d t}{\sinh \pi t}
\end{aligned}
$$

Taking the difference, and then writing $k=\frac{R}{S}, k=\frac{R^{\prime}}{S^{\prime}}$, we have under the integral sign

$$
\sin \left(n \log \lambda+\log \frac{R}{S}\right) t-\sin \left(n \log \lambda+\log \frac{R^{\prime}}{S^{\prime}}\right) t
$$

which is

$$
=2 \sin \frac{1}{2}\left(\log \frac{R S^{\prime}}{R^{\prime} S^{\prime}}\right) t \cos \left(n \log \lambda+\frac{1}{2} \log \frac{R R^{\prime}}{S S^{\prime}}\right) t
$$

which attending to the before-mentioned values of $\xi, \eta, \zeta$ is

$$
=2 \sin \xi t \cos (2 n \zeta-\zeta+\eta) t
$$

and the formula thus is

$$
\frac{S}{R \lambda^{n}+S}-\frac{S^{\prime}}{R^{\prime} \lambda^{n}+S^{\prime \prime}},=-\frac{\left(R S^{\prime}-R^{\prime} S\right) \lambda^{n}}{\left(R \lambda^{\prime \prime}+S\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right)}=-\int \frac{2 \sin \xi t \cos (2 n \zeta-\zeta+\eta) t d t}{\sinh \pi t} .
$$

We have here

$$
\cos (2 n \zeta-\zeta+\eta) t=\cos 2 n \zeta t \cos (\eta-\zeta) t-\sin 2 n \zeta t \sin (\eta-\zeta) t
$$

whence summing from 1 to $\infty$ by means of the formula

$$
\begin{aligned}
& \cos 2 \zeta t+\cos 4 \zeta t+\ldots=-\frac{1}{2} \\
& \sin 2 \zeta t+\sin 4 \zeta t+\ldots=\frac{1}{2} \cot \zeta t,
\end{aligned}
$$

(which series however are not convergent), the numerator under the integral sign becomes

$$
\sin \xi t\{-\cos (\eta-\zeta) t-\cot \zeta t \sin (\eta-\zeta) t\}
$$

which is

$$
=-\frac{\sin \xi t \sin \eta t}{\sin \zeta t}
$$

and the formula thus is

$$
\Sigma_{\frac{\left(R S^{\prime \prime}-R^{\prime} S\right) \lambda^{n}}{\left(R \lambda^{n}+S^{\prime}\right)\left(R^{\prime} \lambda^{n}+S^{\prime}\right)}=-\int \frac{\sin \xi t \sin \eta t d t}{\sin \xi t \sinh \pi t} ; ~}^{\text {解 }}
$$

and we therefore find

$$
\phi x=\frac{A}{C} x+\frac{\sqrt{ }\left\{(a-d)^{2}+4 b c\right\}(A D-B C)}{C(c D-d C)} \int \frac{\sin \xi t \sin \eta t d t}{\sin \xi t \sinh \pi t},
$$

which is the result in question.
The solution is a particular one; calling it for a moment ( $\phi x$ ), then, if the general solution be $\phi x=\Phi x+(\phi x)$, it at once appears that we must have $\Phi x-\Phi x_{1}=0$; and as it has been shown that $\frac{R S^{\prime}}{R^{\prime} S}$ is a function of $x$ which remains unaltered by the change of $x$ into $x_{1}$, this is satisfied by assuming $\Phi x=f\binom{R S^{\prime \prime}}{R^{\prime} S}$, an arbitrary function of $\frac{R S^{\prime \prime}}{R^{\prime} S^{\prime}}$. Hence we may to the foregoing expression of $\phi x$ add this term $f\binom{R S^{\prime}}{R^{\prime} S}$.

Postscript. The new formula

$$
9^{n} x=\frac{\left(\lambda^{n+1}-1\right)(a x+b)+\left(\lambda^{n}-\lambda\right)(-d x+b)}{\left(\lambda^{n+1}-1\right)(c x+d)+\left(\lambda^{n}-\lambda\right)(\quad c x-a)}
$$

where

$$
\lambda+\frac{1}{\lambda}=\frac{a^{2}+d^{2}+2 b c}{a d-b c}
$$

C. x .
for the $n$th repetition of $9 x,=\frac{a x+b}{c x+d}$, is a very interesting onc. It is to be remembered that, when $n$ is even the numerator and denominator each divide by $\lambda-1$, but when $n$ is odd they each divide by $\lambda^{2}-1$; after such division, then further dividing by a power of $\lambda$, they each consist of terms of the form $\lambda^{a}+\frac{1}{\lambda^{a}}$, that is, they are each of them a rational function of $\lambda+\frac{1}{\lambda}$. Substitnting and multiplying by the proper power of $a d-b c$, the numerator and denominator become each of them a rational and integral function of $a, b, c, d$ of the order $n+1$ when $n$ is even, but of the order $n$ when $n$ is odd; in the former case, however, the numerator and denominator each divide by $a+d$, so that ultimately, whether $n$ be even or odd, the order is $=n$ as it should be.

For example, when $n=\mathbf{2}$, the value is

$$
\frac{\left(\lambda^{3}-1\right) a+\left(\lambda^{2}-\lambda\right) b}{\left(\lambda^{3}-1\right) c+\left(\lambda^{3}-\lambda\right) d},=\frac{\left(\lambda^{2}+\lambda+1\right) a+\lambda b}{\left(\lambda^{2}+\lambda+1\right) c+\lambda d},=\frac{\left(\lambda+\frac{1}{\lambda}+1\right) a+b}{\left(\lambda+\frac{1}{\lambda}+1\right) c+d}
$$

or, as this may be written,

$$
=\frac{\left(\lambda+\frac{1}{\lambda}+2\right) a-a+b}{\left(\lambda+\frac{1}{\lambda}+2\right) c-c+d}
$$

where, observing that

$$
\lambda+\frac{1}{\lambda}+2=\frac{(a+d)^{\prime}}{a d-b c}, \quad-\mathrm{a}+\mathrm{b}=-(\mathrm{a}+\mathrm{d}) x, \quad-\mathrm{c}+\mathrm{d}=-(a+d)
$$

the numerator and denominator each divide by $a+d$, and the final value is

$$
=\frac{(a+d)(a x+b)-(a d-b c) x}{(a+d)(c x+d)-(a d-b c)},=\frac{\left(a^{2}+b c\right) x+b(a+d)}{c(a+d) x+b c+d^{2}},
$$

which is the proper value of $9^{2} x$. But, when $n=3$, the value is

$$
\frac{\left(\lambda^{4}-1\right) a+\left(\lambda^{3}-\lambda\right) b}{\left(\lambda^{4}-1\right) c+\left(\lambda^{3}-\lambda\right) d^{\prime}},=\frac{\left(\lambda^{2}+1\right) a+\lambda b}{\left(\lambda^{2}+1\right) c+\lambda d^{2}},=\frac{\left(\lambda+\frac{1}{\lambda}\right) a+b}{\left(\lambda+\frac{1}{\lambda}\right) c+d}
$$

and this is
or finally

$$
=\frac{\left(a^{2}+d^{2}+2 b c\right)(a x+b)+(a d-b c)(-d x+b)}{\left(a^{2}+d^{2}+2 b c\right)(c x+d)+(a d-b c)(\quad c x-a)}
$$

$$
=\frac{\left(a^{3}+2 a b c+b c d\right) x+b\left(a^{3}+a d+b c+d^{3}\right)}{c\left(a^{2}+a d+b c+d^{2}\right) x+\left(a b c+2 b c d+d^{3}\right)}
$$

which is the proper value of $\mathfrak{I}^{3} x$.

## 687.

## NOTE ON THE FUNCTION $9 x=a^{2}(c-x) \div\left\{c(c-x)-b^{2}\right\}$.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 338-340.]

Starting from the general form

$$
9 x=\frac{\alpha x+\beta}{\gamma x+\delta}
$$

we have

$$
\Im^{n} x=\frac{\left(\lambda^{n+1}-1\right)(\alpha x+\beta)+\left(\lambda^{n}-\lambda\right)(-\delta x+\beta)}{\left(\lambda^{n+1}-1\right)\left(\gamma^{x}+\delta\right)+\left(\lambda^{n}-\lambda\right)(\gamma x-\alpha)},
$$

where

$$
\lambda+\frac{1}{\lambda}=\frac{a^{2}+\delta^{2}+2 \beta \gamma}{\alpha \delta-\beta \gamma}
$$

For the function in question

$$
9 x=\frac{a^{2}(c-x)}{c(c-x)-b^{2}},
$$

(a form which presents itself in the problem of the distribution of electricity upon two spheres), the values of $\alpha, \beta, \gamma, \delta$ are

$$
\alpha=-a^{2}, \quad \beta=a^{2} c, \quad \gamma=-c, \quad \delta=c^{2}-b^{2} ;
$$

the equation for $\lambda$ therefore is

$$
\lambda+\frac{1}{\lambda}=\frac{a^{4}+\left(c^{2}-b^{2}\right)^{2}-2 a^{2} c^{2}}{a^{2} b^{3}} ;
$$

or, what is the same thing,

$$
\frac{(\lambda+1)^{2}}{\lambda}=\frac{\left(a^{2}+b^{2}-c^{2}\right)^{2}}{a^{2} b^{2}} .
$$

Suppose that $a, b, c$ are the sides of a triangle the angles whereof are $A, B, C$; then $c^{2}=a^{2}+b^{2}-2 a b \cos C$, or we have

$$
\frac{(\lambda+1)^{2}}{\lambda}=4 \cos ^{2} C \text {; }
$$

or, writing this under the form

$$
\sqrt{ }(\lambda)+\frac{1}{\sqrt{ }(\lambda)}=2 \cos C
$$

the value of $\lambda$ is at once seen to be $=e^{2 i c}$; and it is interesting to obtain the expression of the $n$th function in terms of the sides and angles of the triangle.

The numerator and the denominator are
where

$$
\begin{aligned}
& \lambda^{n} P+Q \\
& \lambda^{n} R+S
\end{aligned}
$$

$$
\begin{aligned}
& P=\lambda(\alpha x+\beta)+(-\delta x+\beta), \quad R=\lambda(\gamma x+\delta)+\quad \gamma x-\alpha, \\
& Q=-\quad(\alpha x+\beta)-\lambda(-\delta x+\beta), \quad S=-\quad(\gamma x+\delta)-\lambda(\gamma x-\alpha) .
\end{aligned}
$$

Hence, writing the numerator and the denominator in the forms

$$
\begin{aligned}
& \lambda^{\frac{1 n}{n}} P+\lambda^{-\frac{1 n}{2}} Q, \\
& \lambda^{\frac{1 n}{2}} R+\lambda^{-\frac{1}{2} n} S,
\end{aligned}
$$

these are

$$
\begin{aligned}
& (P+Q) \cos n C+(P-Q) i \sin n C \\
& (R+S) \cos n C+(R-S) i \sin n C
\end{aligned}
$$

viz. they are

$$
\begin{aligned}
& (\lambda-1)(\alpha+\delta) x \cos n C+(\lambda+1)\{(\alpha-\delta) x+2 \beta\} i \sin n C, \\
& (\lambda-1)(\alpha+\delta) \cdot \cos n C+(\lambda+1)\{2 \gamma x-(\alpha-\delta)\} i \sin n C,
\end{aligned}
$$

or, observing that $\frac{\lambda-1}{\lambda+1}=i \tan C$ and removing the common faetor $i(\lambda+1)$, they may be written

$$
\begin{aligned}
& \tan C(\alpha+\delta) x \cos n C+\{(\alpha-\delta) x+2 \beta\} \sin n C, \\
& \tan C(\alpha+\delta) \cdot \cos n C+\{2 \gamma x-(\alpha-\delta)\} \sin n C .
\end{aligned}
$$

Substituting for $\alpha, \beta, \gamma, \delta$ their values, these are

$$
\begin{aligned}
& \tan C\left\{\left(c^{2}-a^{2}-b^{2}\right) x \cos n C\right\}+\left\{\left(b^{2}-a^{2}-c^{2}\right) x+2 a^{2} c\right\} \sin n C, \\
& \tan C\left\{\left(c^{2}-a^{2}-b^{2}\right) \cdot \cos n C\right\}+\left\{-2 c x-\left(b^{2}-a^{2}-c^{2}\right)\right\} \sin n C, \\
= & \tan C\{-a b \cos C x \cos n C \quad\}+\left\{-a c \cos B \cdot x+a^{2} c\right\} \sin n C, \\
& \tan C\{-a b \cos C x \cos n C\}+\{-c x+a c \cos B \quad\} \sin n C, \\
= & x\{-a b \sin C \cos n C-a c \cos B \sin n C\}+a^{2} c \sin n C, \\
- & c x \sin n C \quad+\{a c \cos B \sin n C-a b \sin C \cos n C\} ;
\end{aligned}
$$

$$
\text { NOTE ON THE FUNCTION } 9 x=\alpha^{2}(c-x) \div\left\{c(c-x)-b^{2}\right\}
$$

or, writing herein $b \sin C=c \sin B$, these are

$$
\begin{array}{ll}
-a c x\{\sin B \cos n C+ & \cos B \sin n C\} \\
-c x \sin n C \quad+a c\{\cos B \sin n C-\sin B \cos n C\}
\end{array}
$$

whence finally

$$
9^{n} x=\frac{a^{2} \sin n C-a x \sin (n C+B)}{a \sin (n C-B)-x \sin n C}
$$

As a verification, writing $n=1$, we have

$$
\begin{aligned}
9 x & =\frac{a^{2} \sin C-a x \sin A}{a \sin (C-B)-x \sin C} \\
& =\frac{a^{2} c-a c x \frac{\sin A}{\sin C}}{a c \frac{\sin (C-B)}{\sin C}-c x},
\end{aligned}
$$

or observing that

$$
a c \frac{\sin (C-B)}{\sin C}=c^{2}-b^{2}
$$

(for this is $\sin A \sin (C-B)=\sin ^{2} C-\sin ^{2} B$ ), we have

$$
\mathcal{G} x=\frac{a^{2}(c-x)}{c^{2}-b^{2}-c x}
$$

as it should be. If in the formula for $9^{n} x$ we write $x=0$, we have a formula given in the Senate-House Problems, January 14, 1878: it was thus that I was led to investigate the general expression.

## 688.

## GEOMETRICAL CONSIDERATIONS ON A SOLAR ECLIPSE.

[From the Quarterly Journal of Pure and Applied Mathematics, vol. xv. (1878), pp. 340-347.]

I consider, from a geometrical point of view, the phenomena of a solar eclipse over the earth generally; attending at present only to the penumbral cone, the vertex of which I denote by $V$. It is convenient to regard the earth as fixed, and the sun and moon as moving each of them with its proper motion, and also with the diurnal motion. The penumbral cone meets the earth's surface in a curve which may be called the penumbral curve; viz. when the cone is not completely traversed by the earth's surface, (that is, when only some of the generating lines of the cone meet the earth's surface), the penumbral curve is a single (convex or hour-glassshaped) oval; separated, as afterwards mentioned, into two parts, one of them lying away from the sun, and having no astronomical significance; but when the cone is completely traversed by the earth's surface, then the penumbral curve consists of two separate (convex) ovals; one of them lying away from the sun and having no astronomical significance, the other lying towards the sun. The intermediate case is when the cone just traverses the earth's surface, or is touched internally by the earth's surface; the penumbral curve is then a figure of eight, one portion of which lies away from the sun, and has no astronomical significance: there is another limiting case when the cone is touched externally by the earth's surface, the penumbral curve being then a mere point.

It is necessary to consider on the earth's surface a curve which may for shortness be termed the horizon; viz. this is the curve of contact of the cone, vertex $V$, circumscribed about the earth; it is a small circle nearly coincident with the great circle, which is the intersection by a plane through the centre of the earth at right angles to the line from this point to the centre of the sun.

Regarding $V$ as a point in the heavens, capable of being viewed notwithstanding the interposition of the moon; the horizon, as above defined, is the curve separating
the portions of the earth's surface for which $V$ is visible and invisible respectively. The horizon does or does not meet, the penumbral curve, according as this last consists of a single oval or of two distinct ovals; viz. in the latter case the horizon lies between the two ovals, in the former case the horizon traverses the area of the oval (separating this area iuto two parts), thus meeting the oval, or penumbral curve, in two points, or say these points separate the oval into two parts; from any point of the one part $V$ is visible, from any point of the other part $V$ is invisible; and from each of the two points themselves $V$ is visible as a point on the horizon in the ordinary sense of the word; that is, there is an exterior contact of the sun and moon visible on the horizon. It is to be observed that, in the limiting cases where the penumbral curve is a mere point and a figure of eight respectively, the horizon passes through the mere point and through the node of the figure of eight respectively.

The two points of intersection of the penumbral carve with the horizon may for shortness be termed critic points. The lines which present themselves in a diagram of a solar eclipse, (see Nautical Almunac) are the "northern and south lines of simple contact," say for shortness the "limits"; viz. these are the envelope or, geometrically, a portion of the envelope of the penumbral curve; and the lines of "eclipse begins or ends at sunrise or sunset," say for shortness the critic lines; viz. these are the locus of the critic points.

The point $V$ considered as a point in the heavens is a point occupying a position intermediate between those of the centres of the sun and moon; hence referring it to the surface of the earth by means of a line drawn from the centre, its position on the earth's surface is nearly coincident with that point to which the sun is then vertical; and its motion on the earth's surface is from east to west approximately along the paralle! of latitude $=$ sun's declination, and with a velocity of approximately $15^{\circ}$ per hour. For any given position of $V$ on the earth's surface, describing with a given angular radius nearly $=90^{\circ}$ a small circle (nearly a great circle), this is the horizon; as $V$ moves upon the surface of the earth, the horizon envelopes a curve which is very nearly a parallel, angular radius =sun's declination (there are two such curves in the northern and southern hemispheres respectively, but I attend only to one of them in the proper hemisphere, as will be explained), say this is the horizon-envelope; the horizon in each of its successive positions is thus a curvilinear tangent (nearly a great circle) to this horizon-envelope. If for a given position of $V$, and also for the consecutive position we consider the corresponding horizons, these intersect in a point $K$ on the horizon-envelope, and the horizon for $V$ is the circle centre $V$ and angular radius $V K ; K$ is a point which is very nearly upon, and which may be taken to be upon, the meridian through $V$; the horizon may be regarded as a tangent which sweeps round the horizon-envelope; to each position thereof there corresponds a position of $V$, and consequently also a penumbral curve; and (when this is a single oval) the horizon meets it in two points, which are the critic points. It is to be added that, if for a given position of the horizon we consider as well $K$ as the opposite point $K_{1}$, (viz., $K_{1}$ lies on the great circle $K V$ ), then the points $K$ and $K_{1}$ divide the horizon into two portions; for any point on one of these portions
$V$ (considered as a point in the heavens) is rising, for a point on the other of them it is setting; and for the points $K$ and $K_{1}$ respectively it is moving horizontally; that is, first rising and then setting, or vice versâ.

A solar eclipse is of one of two classes; viz. either the penumbral cone completely traverses the earth, so that towards the middle of the eclipse the penumbral curve consists of two separate ovals: or the penumbral cone does not completely traverse the earth, so that throughout the eclipse the penumbral curve consists of a single oval only. In the former case, we have to consider the commencement, during which the penumbral curve passes from a mere point to a figure of eight: the middle, during which it passes from a figure of eight through two ovals to a figure of eight: and the termination, during which it passes from a figure of eight to a mere point. In the latter case, we consider the whole eclipse during which the penumbral curve passes from a mere point through a single oval to a mere point.

In an eclipse of the first class: for the commencement, the penumbral curve is at first a mere point (point of first contact); it then becomes a convex oval, each oval in the first instance inclosing the preceding ones, so that there is not any intersection of two consecutive ovals. We come at last to an oval which is touched north by its consecutive oval, and to an oval which is tonched south by its consecutive oval (I presume that the contacts north and south do not take place on the same oval, but I am not sure); and after this, the ovals assume the hour-glass form, each oval intersecting the consecutive oval in two points north and two points south; the ovals thus beginning to form an envelope or limit. There are on each of the ovals two critic points, and we have thus a critic curve commencing at the mere point (point of first contact) and extending in each direction from this point. The point, where an oval is touched by the consecutive oval, is not so far as appoars a critic point; that is, the critic curve does not at this point unite itself with the envelope or limit. But the critic curve comes subsequently to unite itself each way with the limit; and, since clearly it cannot intersect the limit, it will at each of these points touch the limit; that is, we have a critic curve extending each way from the point of first contact until it touches the northern limit and until it touches the southern limit. Observe that the penumbral curve, as being at first a mere point or an indefinitely small oval, does not at first contain within itself the point $K$ or $K_{1}$ : it can only come to do this by passing through a position where the curve passes through $K$ or $K_{1}$; viz. $K$ or $K_{1}$ would then be a critic point; and I assume for the present that this does not take place. The critic curve at the point of first contact is a curve "eclipse begins at sumrise," and as not coming to pass through a point or $K_{1}$, it cannot alter its character; that is, the critic curve, as extending each way from the point of first contact until it comes to touch the northerm and southern limits respectively, is a curve "eclipse begins at sumrise"; at the terminal points in question, there is a mere contact of the sun and moon, so that they are points, where the eclipse begins and simultancously ends at sunrise. Continuing the series of ovals until we arrive at the figure of eight, there are on each of them two critic points, which ultimately unite in the node of the figure of eight; these constitute a critic curve, extending each way from the node of the figure of eight to
the contacts with the northern and southern limits respectively. There is, as before, no passage through a point $K$ or $K_{1}$, the curve in question thus retains throughout the same character; and by consideration of the two terminal points it at once appears that it is a curve "eclipse ends at sunrise." The above-mentioned critic curves form together an oval touching the northern and southern limits respectively; say this is the sunrise oval.

The termination of the eclipse is similar to this, only the events happen in the reverse order; we have a critic line starting from the node of the figure of eight and extending each way until it comes to touch the northern and southern limits respectively, viz. this is the line "eclipse begins at sunset"; and then, extending each way from the points of contact to reunite itself at the point of last contact, this being the line "eelipse ends at sunset," and the two portions together form an oval touching the northern and southern limits respectively; say this is the sunset oval. It is to be noticed that certain portions of the two limits are generated as the envelope of the penumbral curve during the commencement and during the termination of the eclipse.

For the middle of the eclipse; the penumbral curve, in the first instance a figure of eight, breaks up into two ovals, but only one of these is attended to; and ultimately the oval unites itself with another oval so as to give rise to a new figure of eight. There is thus throughont the middle of the eclipse a single oval ; this has, north and south, an envelope which joins itself on to the portions enveloped during the latter part of the commeucement and the former part of the termination of the eclipse, and constitutes therewith the northern and southern limits respectively, viz. each of these is considered as extending from a point of contact with the sunrise oval to a point of contact with the sunset oval.

The line $K_{1} V K$, or say the meridian line through $V$, travels westwardly, while the penumbral curve travels eastwardly; the two come to touch each other, and there are then two intersections which ultimately come to the northern and southern limits respectively: the locus of these is a line of "eclipse commences at midday"; as the motion continues, the points of intersection move away from the two limits respectively and ultimately unite at the point where the line $K V K_{1}$ again touches the penumbral curve; the locus is the line of "eelipse terminates at midday," the two lines together forming an oval which touches the northern and southern limits respectively and which may be termed the midday oval. In all that precedes, no distinction has been made between the two portions of the horizon-envelope, or the points $K$ and $K_{1}$, and either curve and point indifferently may be alone attended to.

Considcring now an eclipse of the second kind, the penumbral curve is at first a mere point (the point of first contact) and it then becomes an oval, the successive ovals not at first intersecting each other, but each oval inclosing within itself the preceding ones. Any oval is met by the corresponding horizon in two points $P$ and $P^{\prime}$, at first coinciding with each other at the point of first contact, and then separating from each other, one of them, say $l$, moving down towards and ultimately arriving at one of the horizon-envelopes, say to fix the ideas the southern one (which curve C. x .
is henceforth selected as being, and is called, the horizon-envelope, and the points on this curve are taken to be the points $K$ ), viz. $P$ is then a point $K$ on the penumbral curve, I eall it $K_{1}$. The successive ovals will in the meantime have begon to intersect each other so as to give rise to a northern limit; this will touch the critic line (loeus of $P, P^{\prime}$ ), and we have a portion of the eritie line extending from the point of first contact, in one direetion to the point of contact with the northern limit, and in the other direction to the point $K_{1}$ on the horizon-envelope; this is the line "celipse begins at sumrise." As the horizon continues to sweep on, the other point $P^{\prime}$, which has not yet reached the horizon-envelope, will gradually approach and ultimately arrive at the horizon-envelope, say at the point $K_{3}$; we have thus a second portion of the critic line extending from the contact with the northern envelope to the point $K_{3}$; this is the line "celipse ends at sunrise." The horizon continuing to sweep on, the point $P$ beginning with the position $K_{1}$, which is now on the other side of the point of contact of the horizon with the horizon-envelope, will trace out a portion of the critic curve extending from $K_{1}$ to a seeond point of contact with the northern limit; this will be the line of "eclipse begins at sunset." And, finally, the point $P$ from the last-mentioned point of contact, and the point $P^{\prime}$ from its position $K_{2}$, which is now on the other side of the point of contact of the horizon with the horizon-envelope, (that is, $P, P^{\prime}$ have now each passed throngh the point of contaet of the horizon with the horizon-envelope, and are both of them on the same side thereof, viz. the side opposite to their original side), will come to unite at the point of the last contact; we have thus a fourth portion of the critic curve extending from $K_{2}$ to the second point of contact with the northern limit, viz. this is the line "eclipse ends at sunset." The deseription will be more intelligible by means of the figure, in which $1^{\prime} 1^{\prime}, 2,2^{\prime}, \ldots, 8,8^{\prime}$ represent successive corresponding

positions of the points $P, P^{\prime}$, the successive positions of the horizon being given by the right lines $11^{\prime}, 22^{\prime}, \& c$., all of them tangents to the dotted circle or horizon-envelope.

The entire critic line is thus a figure of eight, twice touching the horizon-envelope
and also twiee touching the limit. If we consider, as before, the intersections of $K V$ with the corresponding penumbral curve, this will be a curve extending from $K_{1}$ so as to touch the limit, and thence onward to $K_{2}$, the portion from $K_{1}$ to the contact with the limit being the line "eclipse begins at transit," and the portion from the limit to $K_{2}$ the line "eclipse ends at transit." I say "transit" instead of midday, since for a circumpolar place the phenomenon may happen at one or the other transit of the sun over the meridian. It is to be remarked, that the node of the figure of eight is a point, such that the eelipse there begins at sunrise and ends at sunset; this point does not appear to be an important one in the geometrical theory.

The two loops of the critic line may be of very unequal magnitudes, and in particular one of them may actually vanish; viz. the points $K_{1}$ and $K_{2}$ then coincide together, and the critic curve is a closed cuspidal curve touching the horizon-envelope at the cusp; moreover, instead of two contacts with the limit there is one proper contact, and an improper contact at the cusp, that is, the limit simply passes through the cusp. And through this special separating case, we pass to the case where, instead of the figure of eight, we have a single oval, not touching the horizon-envelope (viz. the points $K_{1}, K_{2}$ have become imaginary), but still touching the limit twice; this is a distinct type for an eclipse of the second class.

And, similarly, in an eclipse of the first class, where the points $K_{1}, K_{2}$ do not in general exist (viz. geometrically they are imaginary), these points may present themselves in the first instance as two coincident points, viz. instead of the sunrise oval or the sunset oval (as the case may be), we have then a cuspidal curve; or they may be two real points, viz. instead of the same oval, we have then a figure of eight touching the horizon-envelope twice, and also touching each of the two limits. These are thus the several cases.

When the Earth traverses the penumbral cone, the critic curve is

1. A pair of ovals:
2. An oval and a cuspidate oval:
3. An oval and a figure of eight.

Aurl when the Earth does not traverse the penumbral cone, the critic curve is
4. A figure of eight :
5. A cuspidate oval:
6. An oval.

To whieh may be added the transition case which separates 1 and 4 , viz. here the Earth just has an internal contact with the penumbral cone, and the critic curve is
7. Two ovals touching each other.

But of course 2, 5, and 7 are so special that they may be disregarded altogether; and 3 and 6 are of rare occurrence. I have not sufficiently examined the conditions for the occurrence of these forms 3 and $6 ; \mathrm{my}$ attention was called to them, and indeed to the whole theory, by a question proposed by Prof. Adams in the Cambridge Smith's Prize Examination for 1869.

## 689.

## ON THE GEOMETRICAL REPRESENTATION OF IMAGINARY variables by a real correspondence of Two planes.

[From the Proceedings of the London Mathematical Society, vol. Ix. (1878), pp. 31-39. Read December 13, 1877.]

In my recently published paper, "Geometrical Illustration of a Theorem relating to an Irrational Function of an Imaginary Variable," Proceedings of the London Mathematical Society, t. viII. (1877), pp. 212-214, [627], I remark as follows:-"If we have $v$ a function of $u$ determined by an equation $f(u, v)=0$, then to any given imaginary value $x+i y$ of $u$ there belong two or more values, in general imaginary, of $v$; and for the complete understanding of the relation between the two imaginary variables we require to know the series of values $x^{\prime}+i y^{\prime}$ which correspond to a given series of values $x+i y$ of $v, u$ respectively. We must, for this purpose, take $x, y$ as the coordinates of a point $P$ in a plane $\Pi$, and $x^{\prime}, y^{\prime}$ as the coordinates of a corresponding point $P^{\prime}$ in another plane $\Pi^{\prime \prime}$;-and I then proceed to consider the particular case where the equation between $u, v$ is $u^{2}+v^{2}=u^{2}$, that is, where

$$
(x+i y)^{2}+\left(x^{\prime}+i y^{\prime}\right)^{2}=u^{2} .
$$

The general case is that of an equation $(*)(u, 1)^{m}(v, 1)^{n}=0$, where to each given value, real or imaginary, of $u$, there correspond $n$ real or imaginary values of $v$; and to each given value, real or imaginary, of $v$, there correspond $m$ real or imaginary values of $u$. And then, writing $u=x+i y$ and $v=x^{\prime}+i y^{\prime}$, and regarding $(x, y),\left(x^{\prime}, y^{\prime}\right)$ as the coordinates of the points $P, P^{\prime}$ in the two planes $\Pi, \Pi^{\prime}$ respectively, we have a real ( $\dot{n}, n$ ) correspondence between the two planes; viz. to each real point $P$ in the first plane there correspond $n$ real points $P^{\prime}$ in the second plane, and to each real point $P^{\prime}$ in the second plane there correspond $m$ real points $P$ in the first plane. But such real correspondence of two plancs does not of necessity arise from an equation between the two imaginary variables $u, v$; and the
question of the real correspondence of two planes may be considered in itself, without any reference to such origin.

I was under the impression that the theory was a known one; but I have not found it anywhere set ont in detail. It is to be noticed that, although intimately connected with, it is quite distinct from (and seems to me to go beyond) that of a Riemann's surface. Riemann represents the value $u,=x+i y$, by a point $P$ whose coordinates are $x, y$; but he considers $u^{\prime},=x^{\prime}+i y^{\prime}$, as a given imaginary value attached to the point $P$, without representing this value by a point $P^{\prime}$, coordinates $x^{\prime}, y^{\prime}$.

I proceed to consider the general theory of the real ( $m, n$ ) correspondence. Points in the first plane are denoted by the unaccented letters $P, Q, .$. ; and the corresponding points in the second plane are in general denoted by the same letters accented; but there are ${ }_{6}$ as will be explained, special points $V, W$ where the letters are interchanged; viz. to the points $V$ or $W$ in the first plane correspond points $W^{\prime}$ or $V^{\prime}$ in the second plane.

1. To a point $P$ there correspond in general $n$ distinct points $P^{\prime}$; and as $P$ varies continuously, each of the points $P^{\prime}$ also varies continuously.
2. There are certain points $V$ called branch-points (Verzweigungspunkte), such that to each point $V$ there correspond two united points, represented by ( $W^{\prime}$ ), and $n-2$ other distinct points $W^{\prime}$. The points ( $W^{\prime}$ ) are called cross-points, and the number of them is of course equal to that of the branch-points $V$.

It is throughont assumed that a point denoted by a letter other than $V$ is not a point $V$.
3. If the point $P$, moving continuously, describe a closed curve so as to return to its original position, then, if this curve includes within it no point $V$ (or all the points $V)^{*}$, each of the corresponding points $P^{\prime}$ will describe continuously a closed curve returning into its original position. Supposing that the curve described by $P$ is an oval (non-autotomic closed curve), and taking this to be in the first instance an indefinitely small oval, then the curves described by the points $P^{\prime}$ will in the first instance be each of them an indefinitely small oval; but it is worth while to notice how, as the oval described by $P$ increases, any one of the ovals described by a point $P^{\prime}$ may become antotomic; viz. if the oval described by $P$ passes through two points $Q, Q$ of the $m$ points $Q$ which correspond in the first plane to the same $Q^{\prime}$ in the second plane, then $Q^{\prime}$ will be a node in the closed curve described by that point $P^{\prime}$ which in the course of its motion comes to pass through $Q^{\prime}$. This curve is in general an inloop curve composed of two loops, one wholly within the other (united at the point $Q^{\prime}$ ), and such that they each include one and the same point $V^{\prime}$ (viz. $V^{\prime}$ is included within the inner loop): as to this, sec post, Nos. 9 and 10. It will be observed that this node $Q$ is not a point ( $W^{\prime}$ ) nor any other special point of the second planc.

[^6]4. Consider, as before, $P$ as describing a closed curve which does not include within it any point $V$, and the corresponding points $P^{\prime}$ as describing each of them a elosed curve. As the curve deseribed by $P$ approaches a point $V$, the curves deseribed by two of the points $P^{\prime}$ will approach the corresponding point ( $W^{\prime}$ ); and when the eurve deseribed by $P$ passes through $V$, the curves described by the two points $P^{\prime}$ will unite together at this point $\left(W^{\prime}\right)$ as a node; viz. they will form a figure of eight*, the crossing being at the cross-point ( $W^{\prime}$ ), which corresponds to the branch-point $V$. Aud, corresponding to the closed curve described by $P$, we have this figure of eight (replacing two of the original $n$ closed curves), and $n-2$ closed curves described by the other points $P^{Y}$.
5. Supposing, next, that the closed curve described by $P$ (instead of passing through the point $V$ ) includes within it the point $V$, then the figure of eight transforms itself into a twice-indented oval*. There are on this curve two of the points $P^{\prime}$ which correspond to the given point $P$; and as $P$, moving continuously in its closed curve, roturns to its original position, the first of these points $P^{\prime}$, moving continuously along a portion of the curve, comes to coincide with the original position of the second point $P^{\prime}$; while the second point $P^{\prime}$, moving continuously along the remaining portion of the curve, comes to coincide with the original position of the first point $P^{\prime}$; viz. the two portions of the curve are described by the two points $P^{\prime}$ respectively. The curve may thus be regarded as a bifid curve, belonging to these two points $P^{\prime}$. And, corresponding to the closed curve described by $P$, we have this bifid curve belonging to the two points $P^{\prime}$, and $n-2$ single closed curves belonging to the other $n-2$ points $P^{\prime}$ respectively.
6. If the elosed curve described by $P$ (including within it a point $V$ ) comes to pass through a second point $V$, the effect will be a new node at the corresponding point ( $W^{\prime}$ ); viz. at this point ( $W^{\prime}$ ) either the bifid curve unites itself with one of the single curves, or two of the single curves unite together, or the bifid curve there cuts itself. And, if the curve described by $P$ comes to include within it this second point $V$, then in the three cases respectively:-the bifid curve takes to itself the single curve, so that the system then is a trifid curve and $n-3$ single curves; or the two single curves give rise to a bifid curve, so that the system is two bifid curves and $n-4$ single curves: or, lastly, the bifid curve breaks up into two single curves, so that the system resumes its original form of $n$ single curves.
7. We thus see how the closed curve described by $P$, including within it certain of the points $V$, may be such as to have corresponding to it an $\alpha$-fid curve, a $\beta$-fid curve, $\& c$., $(\alpha+\beta+\ldots=n)$; viz. an $\alpha$-fid curve contains upon it $\alpha$ of the points $P^{\prime}$ which correspond to the original position of $P$; and then, as $P$ describes

[^7]continuously its closed curve, returning to its original position, each of these points $P^{\prime}$ describes a portion of the $\alpha$-fid curve, passing from its original position to the original position of a point $P^{\prime}$ next to it upon the $\alpha$-fid curve; and the like as to a $\beta$-fid curve, \&c. The numbers $\alpha, \beta, \ldots$ are not of necessity unequal, and we may have sets of equal numbers in any manner. It is hardly necessary to remark that, if the curve described by $P$ passes through any point or points $V$, then two of the curves described by the points $P^{\prime}$ will unite together, or it may be that one of these will cut itself at the corresponding point or points ( $W^{\prime}$ ); and further that, as in No. 3, if the curve described by $P$ passes through two or more of the points $Q$ which correspond to the same point $Q^{\prime}$, then any such point $Q^{\prime}$ will present itself as a node upon the curve belonging to some point, or set of points, $P^{\prime}$. But the order of succession in which the original $n$ single curves unite themselves together into multifid curves, or again break up into single curves, cannot, it would appear, be explained in any general manuer, and would in each case depend on the nature of the particular correspondence.
8. We may consider the case where the closed curve described by $P$ cuts itself. The curve may here be considered as made up of two or more ovals, or, to use a more appropriate term, say loops, each such loop being a curve not cutting itself; and the case is thus reducible to that before considered, where the curve does not cut itself. Thus, to fix the ideas, let the curve be a figure of eight, the initial position of $P$ being at the crossing, and let neither of the loops contain within it a point $V$. Then, as $P$ passes continuously along one of the loops, returning to its original position, cach of the corresponding points $P^{\prime}$ describes a closed curve, which will be in the nature of a loop, viz. the initial and final directions of the motion of $P$ not being continuous with each other, the initial and final directions of the motions of each point $P^{\prime}$ will not be continuous with each other, or there will be at the point $P^{\prime}$ an abrupt change in the direction of the curve. Similarly, as $P^{\prime}$ describes the other loop of the figure of eight, each of the points $P^{\nu}$ will describe another loop; and the two loops belonging to the same point $P^{\prime}$ will unite together so as to form a figure of eight; viz. to the figure of eight described by $P$ there will correspond figures of eight described by the $n$ points $P^{\prime}$ respectively.
9. But consider next the case where the two loops of the curve described by $P$ include each of them one and the same point $V$. This implies that one of the two loops lies inside the other, or that the curve is what has been called an inloop curve. As $P$, which is in the first instance taken to be at the node, passes continuously along one of the loops and returns to its original position, there are two of the points $P^{\prime}$ such that the first of these passes from its original position to the original position of the second, and the second of them passes from its original position to the original position of the first of them. We have thus two arcs between these two points $P^{\prime}$; but inasmuch as the initial and the final directions of motion of the point $P$ are not continuous with each other, these two arcs are not continuous in direction at the two points $P^{\prime}$, but at each of these points $P^{\prime}$ the two arcs meet at an angle. As $P$ describes the other loop, we have in like manner two arcs between the same two points $P^{\prime}$, these arcs at each of the points $P^{\prime}$ moeting at an
angle; but they join on to the first-mentioned two arcs in such manner as to form two ovals intersecting each other in the two points $P^{\prime}$. Corresponding to the inloop curve described by $P$, we have this pair of intersecting ovals described by two of the points $P^{\prime}$, and $n-2$ other curves described by the other points $P^{\prime}$, and being each of them (I assume) an inloop curve.
10. If we attend ouly to one of the two intersecting ovals, we have in the first plane an inloop curve, and corresponding thereto in the second plane an oval passing through two of the points $P^{\prime}$ which correspond to the node $P$ of the inloop curve. Interchanging the two planes, and writing $Q$ instead of $P$, we have in the first plane an oval passing through two of the points $Q$ which correspond to a point $Q^{\prime}$; and corresponding to this oval we have in the sccond planc an inloop curve having this point $Q$ for its node, viz. these are the corresponding figures mentioned in No. 3.
11. Consider a given point $Q$; and let the corresponding points $Q^{\prime}$ be called (selecting the suffixes at pleasure) $Q_{1}{ }^{\prime}, Q_{2}{ }^{\prime}, \ldots, Q_{n}{ }^{\prime}$. Taking then a point $O$ indefinitely near to $Q$, the corresponding points $O^{\prime}$ will be indefinitely near to $Q_{1}^{\prime}, Q_{2}^{\prime}, \ldots, Q_{n}^{\prime}$ respectively, and they will be called $O_{1}^{\prime}, O_{2}^{\prime}, \ldots, O_{n}^{\prime}$ aceordingly. It is to be observed that by the indefinitely near point $O$ is meant a point such that the distance from $O$ to $Q$ is indefinitely small in comparison with the distance of either of these points from any point $V$; so that we cannot have from $Q$ to $O$ two indefinitely short paths including between them a point $V$; or say so that the indefinitely short path from $Q$ to $O$ is determinate.

Procceding in this manner from $Q$ to $O$, and so through a succession of indefinitely near points to a distant point $S$, we seem to determine the suffixes of the corresponding points $S^{\prime}$; but, by what precedes, it appears that such determination for a point $S$ is dependent on the path from $Q$ to $S$; and consequently that we do not thus obtain a proper determination of the suffixes of the points $S^{\prime}$. In fact, if we were to pass from $Q$ by a path including one or more of the points $V$ back to $Q$, we should obtain for the several points $Q^{\prime}$ respectively suffixes which are in general different from the suffixes originally given to these points respectively.
12. The difficulty is got over as follows:-Considering as before the given point $Q$, and calling the corresponding points $Q_{1}{ }^{\prime}, Q_{2}^{\prime}, \ldots, Q_{n}{ }^{\prime}$ at pleasure, we pass from $Q$ to the indefinitely near point $O$, and thence, by so many paths chosen at pleasure, to the several branch-points $V$; these paths from $O$ to the several points $V$ are callerl barriers. To fix the ideas, we may consider these as non-autotomic non-intersecting lines drawn from $O$ to the several points $V$. Consider the barrier from $O$ to one of these points $V$; as $P$ passes along this barrier from $O$ to $V$, two of the corresponding points $P^{\prime}$ will pass from two of the corresponding points $O^{\prime}$ to the corresponding cross-point ( $W^{\prime}$ ); the paths of these two points are called the counter-barrier. corresponding to the barrier in question; and we have thus in the second plane a system of counter-barriers, each drawn from two points $O^{\prime}$ to meet in a point ( $W^{\prime}$ ). By what precedes, the points $O^{\prime}$ have each of them a determinate suffix; a counterbarrier is thus drawn from two points with given suffixes, suppose $O_{1}^{\prime}$ and $O_{2}^{\prime}$, to a
point ( $W^{\prime}$ ), and this may be distinguished accordingly as a counter-barrier 12; and in like manner the cross-point ( $W^{\prime}$ ) through which it passes will be called a crosspoint ( $W_{12}{ }^{\prime}$ ); and the barrier corresponding hereto, and the branch-point $V$ at which it terminates, will in like manner be called a barrier 12, and a branch-point $V_{12}$. Each barrier and branch-point will thus have a pair of suffixes; and the corresponding counter-barrier and cross-point will have the same pair of suffixes. It is to be observed that two or more of these corresponding figures may very well have the same pair of suffixes; but that such corresponding figures must be distinguished from each other; thus, if there are two branch-points $V_{12}$, these may be distinguished as the branch-points $\alpha V_{12}$ and $\beta V_{12}$, and the barriers, counter-barriers, and cross-points by means of these same letters $\alpha$ and $\beta$, (or otherwise), as may be convenient. It would seem that not only the number of the points $V$ must be even, but the number of each set of points $V_{12}$ must also be even (see post, No. 15).
13. It is also to be noticed that the determination of the suffixes of the several points $V$, \&c., depends first upon the arbitrary choice of the suffixes of the points $Q^{\prime}$, and next on the choice of the system of barriers; but that, these being assumed, the suffixes of the several points $V, \& c$., are completely determinate.
14. Taking now any point $S$ whatever, and supposing that $P$ moves from $Q$ continuously to $S$ by a path which does not meet a barrier, the points $P^{\prime}$ will move from the several points $Q^{\prime}$ to the several points $S^{\prime}$ by paths not meeting the counterbarriers; viz. to each point $S^{\prime}$ there will be a path from some point $Q^{\prime}$; and giving to such point $S^{\prime}$ the suffix of the point $Q^{\prime}$, the suffixes of the several points $S^{\prime}$ which correspond to any point whatever, $S$, will be completely determined. The determination depends of course on the assumptions referred to No. 13, but not in anywise on the position of the point $S$.

It will be noticed that, as all the points $V$ are connected together by the barriers, the only closed paths from a point to itself are paths not including any, or including all, of the points $V$; and that between such paths there is no real distinction.
15. Consider a point $P$ moving continuously in any manner. The several corresponding points $P_{a}^{\prime}, P_{2}^{\prime}, \ldots, P_{n}^{\prime}$ will each of them move continuously, but the suffixes interchange; viz. when $P$ arrives at and then passes over a barrier $\alpha \beta$, the corresponding points $P_{a}^{\prime}$ and $P_{\beta}^{\prime}$ will each arrive at the corresponding counter-barrier $\alpha \beta$, and, on passing over this, $P_{a}^{\prime}$ will be changed into $P_{\beta^{\prime}}^{\prime}$ and $P_{\beta}^{\prime}$ into $P_{a}^{\prime}$, the other points $P^{\prime}$ remaining unchanged; and the like in other cascs. This in fact includes the whole or the greater part of the foregoing theory. Thus, if $P$ describe a closed curve not cutting any barrier, there will be no change of suffix; and when $P$ returns to its original position each of the corresponding points $P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{n}^{\prime}$ will describe a closed curve, returning to its original position. But suppose that $P$ describes a closed curve, cutting once only a barrier 12; suppose that the path is from $P$ to $Q$, and then crossing the barrier to $R$, and thence again to $P ; P_{1}^{\prime}$ passes to $Q_{1}^{\prime}$, and then crossing the counter-barrier it passes from $R_{2}^{\prime}$ to $P_{2}^{\prime}$; while at the same time $P_{2}^{\prime}$ passes to $Q_{2}^{\prime}$, and then crossing the counter-barrier it passes from $R_{1}^{\prime}$ to $P_{1}^{\prime}$; c. x .
viz. we have $P_{1}^{\prime}, P_{2}^{\prime}$ describing the two portions of a bifid curve. If there were only a single branch-point $V_{13}$, and therefore only a single barrier $O V_{12}$, then we might have through $P$ a closed curve cutting $O V_{13}$ once only, and including within it the point $O$, but not including within it the point $V_{12}$; and here there ought not to be a bifid curve, but the points $P_{1}^{\prime}, P_{2}^{\prime \prime}$ ought to describe each of them a single curve. But suppose there are two points $V_{12}$, and consequently two barriers $O V_{12}$ (meeting in 0 ); then the closed curve, meeting once only a barrier 12, (viz. it meets only one such barrier, and that once only), must include within one and only one of the two points $V_{12}$; and in this case there ought to be a bifid curve. It is by such reasoning as this that I infer the foregoing theorem (No. 12), that the number of each set of points $V_{12}$ is even.
16. We may consider how the suffixes are affected when, instead of the original system of barriers, we have a new system of barriers. I suppose that we have in the two cases respectively the same point $Q$, and the same suffixes for the points $Q_{1}{ }^{\prime}, Q_{2}{ }_{2}, \ldots, Q_{n}{ }^{\prime}$ which correspond thereto. In the first case, passing from $Q$ to an indefinitely near point $O$, say the red $O$, we draw from this point to the several points $V$ a set of barriers, say the red barriers; while in the second case, passing from $Q$ to an indefinitely near point $O$, say the blue $O$, we draw from this point to the several points $V$ a set of barriers, say the blue barriers; and we then proceed as before, viz. in the first ease, drawing from $Q$ to the point $S$ a curve which does not meet any of the red barriers, we determine accordingly the suffixes (say the red suffixes) of the several corresponding points $S^{\prime}$; and in the second case, drawing in like manner from $Q$ to $S$ a curve which does not meet any of the blue barriers, we determine accordingly the suffixes (say the blue suffixes) of the same points $S^{\prime}$. Now the curve drawn from $Q$ to $S$ so as not to cut any of the red barriers, and which is used for the determination of the red suffixes of the several points $S^{\prime}$, will in general cut certain of the blue barricrs; and, by examining the suffixes of the blue barriers which are thus cut, we determine the bluc suffixes of the same points $S^{\prime}$; the result of course depending only on the situation of $S$ in one or other of the regions formed by the red barriers and the blue barriers conjointly. In particular, the point $S$ may be so situate that we can from $Q$ to $S$ draw a curve not meeting any red barrier or any blue barrier; and in this case the red suffixes and the blue suffixes are identical.
17. We may imagine the first plane as consisting of $n$ superimposed planes or sheets, say the shects $1,2, \ldots, n$. Each barrier 12 is considered as a line drawn in the two shects 1 and 2 ; and so on in other cases. The point $P$ is considered as a set of superimposed points $P_{1}, P_{2}, \ldots, P_{n}$ moving in the several sheets respectively; under the convention that $P_{1}$ moving in the sheet 1 , and coming to cross a barrier 12, passes into the shect 2 and becomes $P_{2}$; and the like in other cases. And this being so, we say that to a point $P$, considered as a point $P_{a}$ in the sheet $a$, there corresponds in the second plane one and only one point $P_{a}^{\prime}$; and that $P$ moving continuously in any manner (subject to the change of sheet as just explained), each of the $n$ corresponding points $P^{\prime}$ will also move continuously, and so that each such point $P_{a}^{\prime}$ will return
to its original position, upon the corresponding point $P_{a}$ returning to its original position and sheet. This is, in fact, Riemann's theory, only instead of the points $P^{\prime}$ we must speak of the values $x^{\prime}+i y^{\prime}$ of the irrational function of $x+i y$.
18. Everything is of course symmetrical as regards the two planes; we have therefore, in the second plane, a system of points $V^{\prime}$ and of barriers, and in the first plane a system of points ( $W$ ) and of counter-barriers. To a given point $P^{\prime}$ in the second plane there correspond $m$ points $P$ in the first plane; and we can (the determination depending on the system of barriers in the second plane) assign to the $m$ points suffixes, thereby distinguishing them as the corresponding points $P_{1}, P_{2}, \ldots, P_{m}$. And we may imagine the second plane as consisting of $m$ superimposed planes or sheets, say the sheets $1,2,3, \ldots, m$; the general theorem then is that to a point $P$ or $P^{\prime}$ in either plane, considered as a point $P_{a}$ or $P_{a}^{\prime}$ in the sheet $\alpha$ or $\alpha^{\prime}$, there corresponds in the other plane one and only one point $P_{a}^{\prime}$ or $P_{a^{\prime}}$; and that the firstmentioned point in either plane moving continuously in any manner (subject to the proper change of sheet), the corresponding point in the other plane will also move continuously, and will return to its original position and shect, upon the firstmentioned point returning to its original position and sheet.
19. In all that precedes it has been assumed that, to a branch-point $V$, there correspond two united points represented by ( $W^{\prime}$ ) and $n-2$ distinct points $W^{\prime}$; the cases of a point ( $W^{\prime}$ ) composed of three or more united points, or of the points $W^{\prime}$ miting themselves in sets in any other manner, would give rise to further specialities.

## 690.

## ON THE THEORY OF GROUPS.

[From the Proceedings of the London Mathematical Society, t. Ix. (1878), pp. 126-133. Read May 9, 1878.]

I Recapitulate the general theory so far as is necessary in order to render intelligible the quasi-geometrical representation of it which will be given.

Let $\alpha, \beta, .$. be functional symbols each operating upon one and the same number of letters, and producing as its result the same number of functions of these letters. For instance, $\alpha(x, y, z)=(X, Y, Z)$, where the capitals denote each of them a given function of $(x, y, z)$.

Such symbols are susceptible of repetition and combination;
or

$$
\alpha^{2}(x, y, z)=\alpha(X, Y, Z)
$$

$$
\beta \alpha(x, y, z)=\beta(X, Y, Z)
$$

in each case equal to three given functions of $(x, y, z)$; and similarly for $\alpha^{3}, \alpha^{3} \beta$, etc.
The symbols are not in general commutative, $\alpha \beta$ not $=\beta \alpha$; but they are associative, $\alpha \beta \cdot \gamma=\alpha \cdot \beta \gamma$, each $=\alpha \beta \gamma$, which has thus a determinate meaning.

Unity as a functional symbol denotes that the letters are unaltered,
whence

$$
1(x, y, z)=(x, y, z)
$$

$$
1 \alpha=\alpha 1=\alpha
$$

The functional symbols may be substitutions; $\alpha(x, y, z)=(y, z, x)$, the same letters in a different order. Substitutions can be represented by the notation $\frac{y z x}{z x y}$, the substitution which changes $x y z$ into $y z x$, or, as products of cyclical substitutions, $\alpha=\frac{y z x w v u}{\mid x y z u v w},=(x y z)(u w)$, the product of the cyclical substitutions $x$ into $y, y$ into $z$, $z$ into $x$, and $u$ into $w$, $w$ into $u$, the letter $v$ being unaltered.

A set of symbols $\alpha, \beta, \gamma, \ldots$, such that the product $\alpha \beta$ of each two of them (in each order, $\alpha \beta$ and $\beta \alpha$ ) is a symbol of the set, is a group. It is easily seen that 1 is a symbol of every group, and we may therefore give the definition in the form that a set of symbols $1, \alpha, \beta, \gamma, \ldots$ satisfying the foregoing condition is a group. When the number of symbols (or terms) is $=n$, then the group is of the order $n$; and each symbol $\alpha$ is such that $a^{n}=1$, so that a group of the order $n$ is in fact a group of symbolical $n$th roots of unity.

A group is defined by means of the laws of combinations of its symbols. For the statement of these we may either (by the introduction of powers and products) diminish as much as may be the number of distinct functional symbols; or else, using distinct letters for the several terms of the group, employ a square diagram, as presently mentioned.

Thus, in the first mode, a group is $1, \beta, \beta^{2}, \alpha, \alpha \beta, \alpha \beta^{2},\left(\alpha^{2}=1, \beta^{3}=1, \alpha \beta=\beta^{2} \alpha\right)$, where observe that these conditions imply also $\alpha \beta^{2}=\beta \alpha$.

Or in the second mode, calling the symbols ( $1, \alpha, \beta, \alpha \beta, \beta^{3}, \alpha \beta^{2}$ ) of the same group ( $1, \alpha, \beta, \gamma, \delta, \epsilon$ ), or, if we please, $(a, b, c, d, e, f)$, the laws of combination are given by one or other of the square diagrams:

|  | 1 | a | $\beta$ | $\gamma$ | $\delta$ | $\epsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | a | $\beta$ | $\gamma$ | $\delta$ | $\epsilon$ |
| a | $a$ | 1 | $\gamma$ | $\beta$ | $\epsilon$ | $\delta$ |
| $\beta$ | $\beta$ | $\epsilon$ | $\delta$ | $a$ | 1 | $\gamma$ |
| $\gamma$ | $\gamma$ | $\delta$ | $\epsilon$ | 1 | a | $\beta$ |
| $\delta$ | $\delta$ | $\gamma$ | 1 | $\epsilon$ | $\beta$ | $a$ |
| $\epsilon$ | $\epsilon$ | $\beta$ | a | $\delta$ | $\gamma$ | 1 |


| $a$ | $b$ | $c$ | $d$ | $e$ | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $b$ | $a$ | $d$ | $c$ | $f$ | $e$ |
| $c$ | $f$ | $e$ | $b$ | $a$ | $d$ |
| $d$ | $e$ | $f$ | $a$ | $b$ | $e$ |
| $e$ | $d$ | $a$ | $f$ | $c$ | $b$ |
| $f$ | $c$ | $b$ | $c$ | $d$ | $a$ |

where, taking for greater symmetry the second form of the square, observe that the square is such that no letter occurs twice in the same line, or in the same column (or what is the same thing, each of the lines and of the columns contains all the letters). But this is not sufficient in order that the square may represent a group; the square must be such that the substitutions by means of which its several lines are derived from any line thereof are (in a different order) the same substitutions by which the lines are derived from a particular line, or say from the top line. These, in fact, are:
where, for shortness, $a b$, ace, \&c., are written instead of ( $a b$ ), (ace), \&e., to denote the cyelical substitutions $a$ into $b, b$ into $a$; and $a$ into $c, c$ into $e, e$ into $a$, \&c.; and it is at once seen that by the same substitutions the lines may be derived from any other line.

It will be noticed that in the foregoing substitution-group each substitution is regular, that is, composed of cyclical substitutions each of the same number of letters; and it is easy to see that this property is a general one; each substitution of the substitution-group must be regular.

By what precedes, the group of any order composed of the functional symbols is replaced by a substitution-gromp upon a set of letters the number of which is equal to the order of the group, and wherein all the substitutions are regular.

The general theory being thus explained, I endeavour to form a substitutiongroup with the twelve letters abcdefghijkl; and I assume that there is one substitution, such as abc.def.ghi.jkl, and another substitution, such as agj.bfi.cek.dhl. Observe that, if the twelve letters are to be thus arranged in two different ways as a set of four triads, without repetition of any duad, all the ways in which this can be done are essentially similar, and there is no loss of generality in taking the two sets of triads to be those just written down. But the substitution to be formed with either set of triads will be different according as any triad thereof, for instance agj, is written in this form or in the reversed form ajg. There are thus in all sixteen substitutions which can be formed with the first set of triads, and sixteen substitutions which can be formed with the second set of triads; and the relation of a triad of the first set to a triad of the second set is by no means independent of the selection of the triads out of the two sets respectively. To show this, take the two substitutions quite at random; suppose they are those written down above, say

$$
\alpha=a b c . d e f . g h i . j k l, \quad \beta=a g j . b f i . c e k . d h l ;
$$

and perform these in succession on the primitive arrangement $\Omega=a b c d e f g h i j k l$. The operation stands thus:
whence

$$
\begin{aligned}
\beta \alpha \Omega & =\text { fegkihllbjcda }, \\
\alpha \Omega & =\text { bcaefdhighlj, } \\
\Omega & =a b c d e f g h i j k l,
\end{aligned}
$$

$$
\beta a,=a f h b e i j c g l . d k,
$$

is not a regular substitution; and, by what precedes, $\alpha, \beta$ cannot belong to a group.
But take the substitutions to be
then we have

$$
\alpha \text { (as before) }=a b c . d e f . g h i . j k l, \quad \beta=a j g . b i f . c e k . d h l \text {, }
$$

$$
\begin{aligned}
\beta \alpha \Omega & =i e j k b h l f a c d g, \\
\alpha \Omega & =b c a e f d h i g k l j, \\
\Omega & =a b c d e f g h i j k l,
\end{aligned}
$$

whenee

$$
\beta z=a i \cdot b e \cdot c j \cdot d k \cdot f^{\prime} h \cdot g l,
$$

a regular substitution; and, for anything that appears to the contrary, $\alpha, \beta$ may belong to a group. It is convenient to mention at once that these two substitutions do, in fact, give rise to a group; viz. the square diagram is

| $a$ | $b$ | c | d | $e$ | $f$ | $g$ | $h$ | $i$ | $j$ | $k$ | $l$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b$ | c | $a$ | $e$ | $f$ | $d$ | $h$ | $i$ | $g$ | $k$ | $l$ | $j$ |
| c | $a$ | $b$ | $f$ | $d$ | - | $i$ | 9 | $h$ | $l$ | $j$ | $k$ |
| $d$ | $l$ | $h$ | $a$ | $g$ | $j$ | $e$ | c | $k$ | $f$ | $i$ | $b$ |
| $\because$ | $j$ | $i$ | $b$ | $h$ | $k$ | $f$ | a | $l$ | d | $g$ | $c$ |
| $f$ | $k$ | $g$ | $c$ | $i$ | $l$ | d | $b$ | $j$ | $e$ | $h$ | $a$ |
| $y$ | $f$ | $k$ | $l$ | c | $i$ | $j$ | ${ }^{\text {a }}$ | $b$ | $a$ | $e$ | $h$ |
| $n$ | d | $l$ | $j$ | ${ }^{\text {a }}$ | 9 | $k$ | $e$ | c | $b$ | $f$ | $i$ |
| $i$ | e | 5 | $k$ | $b$ | $h$ | $l$ | $f$ | ${ }^{a}$ | c | $d$ | $g$ |
| $j$ | $i$ | $e$ | $h$ | $k$ | $b$ | $a$ | $\ell$ | $f$ | $g$ | c | $d$ |
| $k$ | $g$ | $f$ | $i$ | $l$ | c | $b$ | $j$ | ${ }^{\text {d }}$ | $h$ | ${ }^{a}$ | $e$ |
| $l$ | $h$ | $d$ | g | $j$ | ${ }^{a}$ | $c$ | $k$ | e | $i$ | $b$ | $f$ |

and the substitutions, obtained therefrom by writing successively each line over the top line, are

$$
\begin{aligned}
& 1=1 \text {, } \\
& a b c . d e f . g h i . j k l \quad \alpha, \\
& a c b . d f e \cdot g i h . j l k \quad \alpha^{2} \text {, } \\
& \text { ad .bl.ch.eg.fj.ili } \quad \beta^{2} \alpha \beta^{2} \text {, } \\
& \text { weh.bjd.cil.fkg } \beta \alpha^{2} \text {, } \\
& \text { afl.bkh.cgd.eij } \beta^{2} \alpha \text {, } \\
& a g j . b f i \text {. cke. dlh } \quad \beta^{2} \text {, } \\
& \text { whe. } b d j \text {. cli .fgk } \beta \alpha^{2} \beta \alpha^{2} \text {, } \\
& a i \text {. be.cj.dk.fl.gl } \beta a \text {, } \\
& \text { ajg. bif.cek. dhl } \beta \text {, } \\
& a k . b g . c f . d i . e l . h j \quad \beta^{2} \alpha^{2} \text {, } \\
& \text { alf.bkh. cdg.eji } \quad \beta^{2} \alpha \beta^{2} \alpha \text {. }
\end{aligned}
$$

To explain the theory, I introduce the notion of a hemipolyhedron, or say a hemihedron, viz. this is a figure obtained from a polyhedron by the removal of certain faces. In a polyhedron cach edge occurs twice (more properly it occurs in the two forms $a b$ and $b a$ ), as belonging to two faces; but in a hemihedron one of these faces must always be removed, so that the edge may occur once only; and again (what is apparently, although not really, a different thing), we may remove two intersecting faces, leaving their edge of intersection; this edge is, in fact, then considered as a bilateral face $a b=a b . b a$, just as $a b c$ is a trilatcral face $a b c=a b . b c . c a$. Thus, if in a prism we remove the lateral faces, leaving the lateral edges, and leaving also the terminal faces, we have a hemihedron: thus, the prism being trilateral, say the faces of the hemihedron are $a b c, d e f, a d, b e, c f$, where $a d, b e, c f$ are the edges regarded as bilateral faces. And, for the present purpose, abc denotes the cyclical substitution a into $b, b$ into $c$, $c$ into $a$; and ad denotes in like manner the cyclical substitution (or interchange) $a$ into $d, d$ into $a$.

But the hemihedron about to be considered has no bilateral faces; it is, in fact, the figure composed of the 8 triangular faces of the octo-hexahedron or figure obtained by truncating the summits of a hexahedron (or of an octahedron) so as to obtain a polyhedron of 8 triangular faces and 6 square faces, representing the faces of the octahedron and the hexahedron respectively. The faces of the octo-hexahedron may be taken to be

$$
\begin{array}{lllll}
\text { abc, } & d e f, & g h i, & j k l, & \\
\text { ajg, } & \text { bif, } & \text { cek, } & \text { dhl, } & \\
\text { cbfe, } & \text { fild, } & \text { hgjl, } & \text { jack, agib, } & \text { klde, }
\end{array}
$$

(where I observe in passing that the symbols are written in such manner that each edge $a b$ occurs under the two opposite forms $a b$ in $a b c$ and $b a$ in agib). And then, omitting the square faces, represented by the third line, we have the hemihedron, wherein as before abc denotes the cyclical substitution $a$ into $b, b$ into $c, c$ into $a$; and so for the other faces.

I represent this by a diagram, the lines of which were red and black, and they

will be thus spoken of, but the black lines are in the woodcut continuous lines, and the red lines broken lines: each face indicates a cyclical substitution, as shown by the arrows. The figure should be in the first instance drawn with the arrows, but without the letters, and these may then be affixed to the several points in a perfectly arbitrary manner; but I have in fact affixed them in such wise that the group given
by the diagram, as presently appearing, may (instead of being any other equivalent group) be that group which contains the before-mentioned substitution

$$
\alpha=a b c . d e f . g h i . j k l, \text { and } \beta=a j g . b i f . c e k . d h l .
$$

Observe that in the diagram, considering the lines to be drawn as shown by the arrows, there is from any given point whatever only one black line, and only one red line. Let $B$ denote motion along a black line, $R$ motion along a red line (always from a point to the next point); then $B^{2}$ will denote motion along two black lines successively, $B R$ (any such symbol being read always from right to left) will denote motion first along a red line, and then along a black line, and so in other cases; a symbol or "route" $\ldots R^{\beta} B^{\alpha}$ has thus a perfeetly definite signification, determining the path when the initial point is given.

The diagram has the property that every route, leading from any one letter to itself, leads also from every other letter to itself; or say a route leading from $a$ to $a$, leads also from $b$ to $b$, from $c$ to $c, \ldots$, from $l$ to $l$; and we can thus in the diagram speak absolutely (that is, without restriction as to the initial point) of a route as leading from a point to itself, or say as being equal to unity; it is in virtue of this property that the diagram gives a group.

For, assuming the property, it at once follows (1) that two routes, each leading say from the point $a$ to the same point $f$, lead also from any other point $b$ to one and the same point $g$. Such routes are said to be equivalent, or equal to each other; and the number of distinct rontes (including the route unity) is thus equal to the numbers of the letters, viz. we have only the routes from $a$ to $a$, to $b, \ldots$, to $l$, respectively; (2) a route, leading from a point $a$ to a point $f$, leads from any other point $b$ to a different point $y$; and (3) two routes, leading from the same point $a$ to different points $b$ and $c$, lead also from any other point $f$ to different points $k$ and $l$. Hence a given route leads from the several points abc...l successively to the same series of points taken in a different order, or we thus obtain a new arrangement of the points; and dealing in this manner successively with the routes from $a$ to $a$, to $b, \ldots$, to $l$, we obtain so many distinct arrangements, beginning with the letters $a, b, c, \ldots, l$ respectively, such that in no two of them does the same letter occupy the same place; we thus obtain a square of 12 such as that already written down, and which is, in fact, the same square, the several routes of course corresponding to the substitutions of the square. The hemihedron thus gives the foregoing group of 12.

Observe that the diagram is composed of the four black triangles representing the substitution $a b c . d e f . g h i . j k l$, and of the four red triangles representing the substitution ajg. bif.cek.dhl; viz. these are independent substitutions which by their powers and products serve to express all the substitutions of the group; that they are sufficient appears by the diagram itself, in that every point thereof is (by black and red lines) connected with every other point thereof. The group might have contained three or more independent substitutions, and the diagram would then have contained the like number of differently coloured sets of lines. The essential eharacters are that the lines of any given colour shall form polygons of the same number of sides (but for different

$$
\text { c. } \mathrm{x} \text {. }
$$

colours the polygons may have different numbers of sides; in particular, for any given colour or colours, the polygons may be bilaterals, represented each by a line with a double arrow pointing opposite ways); that there shall be from each point only one line of the same colour; that every point shall be connected with every other point; and finally, that every route leading from one point to itself shall lead also from every other point to itself. When these conditions are satisfied the foregoing investigation in fact shows that the diagram, or say the hemihedron, gives rise to a group.

It may be remarked that we can, if we please, introduce into the diagram a set of lines of a new colour to represent any dependent substitution of the group; thus, in the example considered, a substitution is aeh.bjd.cil.fhg, and if we draw these triangles in green (the arrows being from $a$ to $e, e$ to $h, h$ to $a$, \&e.), then there will be from each point one blaek line, one red line, and one green line; any route $\ldots G^{\gamma} R^{\beta} B^{a}$ will thus be perfectly definite, and will have the same properties as a route composed of black and red lines only; and the theory thus subsists without alteration.

I remark, in conclusion, that the group of 12 considered above is, in fact, the group of 12 positive substitutions upon 4 letters $a b c d$; viz. the substitutions are 1 , $a b c, a c b, a b d, a d b, a c d, a d c, b c d, b d c, a b . c d, a c . b d, a d . b c$; the groups each contain unity, three substitutions of the order (or index) 2, and 8 substitutions of the order (or index) 3, and their identity can be easily verified.

## 691.

## NOTE ON MR MONRO'S PAPER "ON FLEXURE OF SPACES."

[From the Proceedings of the London Mathematical Society, vol. ix. (1878), pp. 171, 172. Read June 13, 1878.]

Consider an element of surface, surrounding a point $P$; the flexure of the element may be interfered with by the continuity round $P$, and it is on this account proper to regard the element as cut or slit along a radius drawn from $P$ to the periphery of the element. This being understood, we have the well-known theorem that, considering in the neighbourhood of the origin elements of the surfaces

$$
z=\frac{1}{2}\left(a x^{2}+2 h x y+b y^{2}\right), \quad \text { and } \quad z^{\prime}=\frac{1}{2}\left(a^{\prime} x^{\prime 2}+2 h^{\prime} x^{\prime} y^{\prime}+b^{\prime} y^{\prime 2}\right),
$$

these will be applicable the one on the other, provided only $a b-h^{2}=a^{\prime} b^{\prime}-h^{\prime 2}$. But in connexion with Mr Monro's paper it is worth while to give the proof in detail.

It is to be shown that $z, z^{\prime}$ denoting the above-mentioned functions of $(x, y)$ and ( $x^{\prime}, y^{\prime}$ ) respectively, it is possible to find (for small values) $x^{\prime}, y^{\prime}$ functions of $x, y$ such that identically

$$
d x^{\prime 2}+d y^{\prime 2}+d z^{\prime 2}=d x^{2}+d y^{2}+d z^{2} .
$$

The solution is taken to be $x^{\prime}=x+\xi, y^{\prime}=y+\eta$, where $\xi, \eta$ denote cubic functions of $x, y$. We have then, attending only to the terms of an order not exceeding 3 in $x, y$,

$$
\begin{aligned}
d x^{2}+d y^{2}+2(d x d \xi+d y d \eta)+\left\{\left(a^{\prime} x\right.\right. & \left.+h^{\prime} y\right) d x \\
& \left.=\left(h^{\prime} x+b^{\prime} y\right) d y\right\}^{2} \\
& =d x^{2}+d y^{2}+\{(a x+h y) d x+(h x+b y) d y\}^{2}
\end{aligned}
$$

so that the terms $d x^{2}+d y^{2}$ disappear; and then writing

$$
d \xi=\frac{d \xi}{d x} d x+\frac{d \xi}{d y} d y, \quad d \eta=\frac{d \eta}{d x} d x+\frac{d \eta}{d y} d y
$$

the equation will be satisfied identically as regards $d x, d y$ if only

$$
\begin{aligned}
2 \frac{d \xi}{d x} & =(a x+h y)^{2}-\left(a^{\prime} x+h^{\prime} y\right)^{2} \\
\frac{d \xi}{d y}+\frac{d \eta}{d x} & =(a x+h y)(h x+b y)-\left(a^{\prime} x+h^{\prime} y\right)\left(h^{\prime} x+b^{\prime} y\right) \\
2 \frac{d \eta}{d y} & =(h x+b y)^{2}-\left(h^{\prime} x+b^{\prime} y\right)^{2}
\end{aligned}
$$

Calling the terms on the right-hand side $2 \mathfrak{A}, \mathfrak{B}, 2 \mathfrak{G}$ respectively, we have

$$
\frac{d^{2} \mathfrak{A}}{d y^{2}}-\frac{d^{2} \mathfrak{B}}{d x d y}+\frac{d^{2} \mathfrak{G}}{d x^{2}}=0,
$$

that is,

$$
\left(h^{2}-h^{\prime 2}\right)+\left(h^{2}-h^{\prime 2}\right)-\left\{\left(a b+h^{2}\right)-\left(a^{\prime} b^{\prime}+h^{\prime 2}\right)\right\}=0,
$$

or, what is the same thing,

$$
a^{\prime} b^{\prime}-h^{\prime 2}=a b-h^{2}
$$

a relation which must exist between the constants $(a, b, h)$ and $\left(a^{\prime}, b^{\prime}, h^{\prime}\right)$.
It is easy to find the actual values of $\xi, \eta$; viz. these are

$$
\begin{aligned}
& \xi=\frac{1}{6}\left(a^{2}-a^{\prime 2}\right) x^{3}+\frac{1}{2}\left(a h-a^{\prime} h^{\prime}\right) x^{2} y+\frac{1}{2}\left(h^{2}-h^{\prime 2}\right) x^{2} y+\frac{1}{6}\left(b h-b^{\prime} h^{\prime}\right) y^{3}, \\
& \eta=\frac{1}{6}\left(a h-a^{\prime} h^{\prime}\right) x^{3}+\frac{1}{2}\left(h^{2}-h^{\prime 2}\right) x^{2} y+\frac{1}{2}\left(b h-b^{\prime} h^{\prime}\right) x^{2} y+\frac{1}{6}\left(b^{2}-b^{\prime 2}\right) y^{3},
\end{aligned}
$$

or, what is the same thing, we have

$$
\xi=\frac{1}{24} \frac{d \Omega}{d x}, \quad \eta=\frac{1}{24} \frac{d \Omega}{d y},
$$

where

$$
\begin{aligned}
\Omega & =\left(a^{2}-a^{\prime 2}\right) x^{4}+4\left(a h-a^{\prime} h^{\prime}\right) x^{3} y+6\left(h^{2}-h^{\prime 2}\right) x^{2} y^{2}+4\left(b h-b^{\prime} h^{\prime}\right) x y^{3}+\left(b^{2}-b^{\prime 2}\right) y^{4}, \\
& =\left(a x^{2}+2 h x y+b y^{2}\right)^{2}-\left(a^{\prime} x^{2}+2 h^{\prime} x y+b^{\prime} y^{2}\right)^{2}=4\left(z^{2}-z^{\prime 2}\right),
\end{aligned}
$$

in virtue of the relation $a b-h^{2}=a^{\prime} b^{\prime}-h^{\prime 2}$. The resulting values $x^{\prime}=x+\xi, y^{\prime}=y+\eta$ are obviously the first terms of two series which, if continued, would contain higher powers of $(x, y)$.

## 692.

## ADDITION TO THE MEMOIR ON THE TRANSFORMATION OF ELLIPTIC FUNCTIONS.

[From the Philosophical Transactions of the Royal Society of London, vol. clxix. Part II. (1878), pp. 419-424. Received February 6,-Read March 7, 1878.]

I have recently succeeded in completing a theory considered in my "Memoir on the Transformation of Elliptic Functions," Phil. Trans., vol. clxiv. (1874), pp. 397-456, [578],--that of the septic transformation, $n=7$. We have here

$$
\frac{1-y}{1+y}=\frac{1-x}{1+x}\left(\frac{\alpha-\beta x+\boldsymbol{\gamma} x^{2}-\delta x^{3}}{\alpha+\beta x+\boldsymbol{\gamma} x^{2}+\delta x^{3}}\right)^{2},
$$

a solution of

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-v^{8} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{8} \cdot x^{2}}},
$$

where $\frac{1}{M}=1+\frac{2 \beta}{\alpha}$; and the ratios $\alpha: \beta: \gamma: \delta$, and the $u v$-modular equation are determined by the equations

$$
\begin{aligned}
u^{4} \alpha^{2} & =v^{2} \delta^{2}, \\
u^{8}\left(2 \alpha \gamma+2 \alpha \beta+\beta^{2}\right) & =v^{2}\left(\gamma^{2}+2 \gamma \delta+2 \beta \delta\right), \\
\gamma^{2}+2 \beta \gamma+2 \alpha \delta+2 \beta \delta & =v^{2} u^{2}\left(2 \alpha \gamma+2 \beta \gamma+2 \alpha \delta+\beta^{2}\right), \\
\delta^{2}+2 \gamma \delta & =v^{2} u^{10}\left(\alpha^{2}+2 \alpha \beta\right) ;
\end{aligned}
$$

or, what is the same thing, writing $\alpha=1$, the first equation may be replaced by $\delta=\frac{u^{7}}{v}$, and then, $a, \delta$ having these values, the last three equations determine $\beta, \gamma$ and the modular equation. If instead of $\beta$ we introduce $M$, by means of the relation
$\frac{1}{M}=1+2 \beta$, that is, $2 \beta=\frac{1}{M}-1$, then the last equation gives $2 \gamma=u^{4} v^{3}\left(\frac{1}{M}-\frac{u^{4}}{v^{4}}\right)$; and $\alpha, \beta, \gamma, \delta$ having these values, we have the residual two equations

$$
\begin{aligned}
u^{6}\left(2 \alpha \gamma+2 \alpha \beta+\beta^{2}\right) & =v^{2}\left(\gamma^{2}+2 \gamma \delta+2 \beta \delta\right) \\
\gamma^{2}+2 \beta \gamma+2 \alpha \delta+\beta \delta & =v^{2} u^{2}\left(2 \alpha \gamma+2 \beta \gamma+2 \alpha \delta+\beta^{2}\right)
\end{aligned}
$$

viz. each of these is a quadric equation in $\frac{1}{M}$; hence eliminating $\frac{1}{M}$, we have the modular equation; and also (linearly) the value of $\frac{1}{M}$, and thence the values of $\alpha, \beta, \gamma, \delta$ in terms of $u, v$.

Before going further it is proper to remark that, writing as above $\alpha=1$, then if $\delta=\beta \gamma$, we have

$$
\begin{aligned}
& 1-\beta x+\gamma x^{2}-\delta x^{3}=(1-\beta x)\left(1+\gamma x^{2}\right), \\
& 1+\beta x+\gamma x^{2}+\delta x^{8}=(1+\beta x)\left(1+\gamma x^{3}\right),
\end{aligned}
$$

and the equation of transformation becomes

$$
\frac{1-y}{1+y}=\frac{1-x}{1+x}\left(\frac{1-\beta x}{1+\beta x}\right)^{2}
$$

viz. this belongs to the cubic transformation. The value of $\beta$ in the cubic transformation was taken to be $\beta=\frac{u^{3}}{v}$, but for the present purpose it is necessary to pay attention to an omitted double sign, and write $\beta= \pm \frac{u^{3}}{v}$; this being so, $\delta=\beta \gamma$, and giving to $\gamma$ the value $\mp u^{4}, \delta$ will have its foregoing value $=\frac{u^{7}}{v}$. And from the theory of the cubic equation, according as $\beta=\frac{u^{3}}{v}$ or $=-\frac{u^{3}}{v}$, the modular equation must be

$$
u^{4}-v^{4}+2 u v\left(1-u^{2} v^{2}\right)=0 \text {, or } u^{4}-v^{4}-2 u v\left(1-u^{2} v^{2}\right)=0 \text {. }
$$

We thus see $\dot{a}$ priori, and it is easy to verify that the equations of the septic transformation are satisfied by the values

$$
\begin{aligned}
& \alpha=1, \beta=\frac{u^{3}}{v}, \gamma=u^{4}, \delta=\frac{u^{7}}{v}, \text { and } u^{4}-v^{4}+2 u v\left(1-u^{2} v^{2}\right)=0 \\
& \alpha=1, \beta=-\frac{u^{3}}{v}, \gamma=-u^{4}, \delta=\frac{u^{7}}{v}, \text { and } u^{4}-v^{4}-2 u v\left(1-u^{9} v^{3}\right)=0
\end{aligned}
$$

and it hence follows that in obtaining the modular equation for the septic transformation, we shall meet with the factors $u^{4}-v^{4} \pm 2 u v\left(1-u^{i} v^{2}\right)$. Writing for shortness $u v=\theta$, these factors are $u^{4}-v^{4} \pm 2 \theta\left(1-\theta^{2}\right)$; the factor for the proper modular equation is $u^{8}+v^{8}-\Theta$, where

$$
\Theta=8 \theta-28 \theta^{2}+56 \theta^{3}-70 \theta^{4}+56 \theta^{3}-28 \theta^{6}+8 \theta^{7}
$$

viz. the equation $\left(1-u^{8}\right)\left(1-v^{8}\right)-(1-u v)^{8}=0$ is $u^{8}+v^{8}-\Theta=0$; and the modular equation, as obtained by the elimination from the two quadric equations, presents itself in the form

$$
\left(u^{4}-v^{4}+2 \theta-2 \theta^{3}\right)^{2}\left(u^{4}-v^{4}-2 \theta+2 \theta^{3}\right)^{2}\left(u^{8}+v^{8}-\Theta\right)=0
$$

Proceeding to the investigation, we substitute the values

$$
\alpha=1, \beta=\frac{1}{2}\left(\frac{1}{M}-1\right), \gamma=\frac{1}{2} u^{3} v^{2}\left(\frac{1}{M}-\frac{u^{4}}{v^{4}}\right), \delta=\frac{u^{7}}{v}
$$

in the residual two equations, which thus become

$$
\begin{aligned}
& \frac{1}{M^{2}}\left(1-v^{8}\right) \quad+\frac{2}{M}(1-u v)^{3}(1+u v) \\
&+\left\{\left(1-u^{8}\right)-4(1-u v)\left(1+\frac{u^{7}}{v}\right)\right\}=0 \\
& \frac{1}{M^{3}}\left\{-u^{2} v^{2}(1-u v)^{3}(1+u v)\right\}+\frac{2}{M}\left\{u^{2} v^{2}\left(1-u u^{8}\right)+\frac{u^{3}}{v}\left(1+u^{2} v^{2}\right)\left(u^{4}-v^{4}\right)\right\} \\
&+\left\{\frac{u^{14}}{v^{2}}+6 \frac{u^{7}}{v}\left(1-u^{2} v^{2}\right)-u^{2} v^{2}\right\}=0
\end{aligned}
$$

the first of which is given p. 432 of the "Memoir," [Coll. Math. Papers, vol. Ix., p. 150]. Calling them
we have

$$
\left(a, b, c \gamma\left(\frac{1}{M}, 1\right)^{2}=0,\left(a^{\prime}, b^{\prime}, c^{\prime} \gamma \frac{1}{M}, 1\right)^{2}=0\right.
$$

$$
\frac{1}{M^{2}}: \frac{2}{M}: 1=b c^{\prime}-b^{\prime} c: c a^{\prime}-c^{\prime} a: a b^{\prime}-a^{\prime} b
$$

and the result of the elimination therefore is

$$
\left(c a^{\prime}-c^{\prime} a\right)^{3}-4\left(b c^{\prime}-b^{\prime} c\right)\left(a b^{\prime}-a^{\prime} b\right)=0
$$

Write as before $u v=\theta$. In forming the expressions ca' - c'a, \&c., to avoid fractions we must in the first instance introduce the factor $v^{3}$ : thus

$$
\begin{aligned}
v^{2}\left(\mathrm{ca}^{\prime}-\mathrm{c}^{\prime} \mathrm{a}\right)= & v\left\{v\left(1-u^{8}\right)-4(1-\theta)\left(v+u^{7}\right)\right\}\left\{-\theta^{2}(1+\theta)(1-\theta)^{3}\right\} \\
& -\left\{u^{14}+6 u^{6} \theta\left(1-\theta^{2}\right)-v^{2} \theta^{2}\right\}\left\{1-v^{8}\right\}, \\
= & -\theta^{2}(1+\theta)(1-\theta)^{3}\left\{v^{2}(-3+4 \theta)+u^{8}\left(-4 \theta+3 \theta^{3}\right)\right\} \\
& -\left\{u^{14}+6 u^{6}\left(\theta-\theta^{3}\right)-v^{2} \theta^{2}\right\}\left(1-v^{8}\right) ;
\end{aligned}
$$

but instead of $\theta^{2} v^{2}$ writing $u^{2} v^{4}$, the expression on the right-hand side becomes divisible by $u^{2}$; and we find

$$
\begin{aligned}
\frac{v^{2}}{u^{2}}\left(c a^{\prime}-c^{\prime} a\right)= & -(1+\theta)(1-\theta)^{3}\left\{v^{s}(-3+4 \theta)+u^{4}\left(-4 \theta^{3}+3 \theta^{4}\right)\right\} \\
& -\left\{u^{12}+6 u^{4}\left(\theta-\theta^{3}\right)-v^{4}\right\}\left(1-v^{8}\right)
\end{aligned}
$$

and thence

$$
-\frac{v^{2}}{u^{2}}\left(\mathrm{ca}-\mathrm{e}^{\prime} \mathrm{a}\right)=u^{12}+u^{4}\left(6 \theta-10 \theta^{3}+11 \theta^{4}-6 \theta^{5}-8 \theta^{6}+10 \theta^{7}-4 \theta^{8}\right)
$$

Similarly we have

$$
+v^{4}\left(-4+10 \theta-8 \theta^{2}-6 \theta^{3}+11 \theta^{4}-10 \theta^{3}+6 \theta^{5}\right)+v^{12}
$$

$$
\begin{aligned}
& \frac{v^{2}}{u^{2}}\left(\mathrm{bc}^{\prime}-\mathrm{b}^{\prime} \mathrm{c}\right)=u^{12}\left(5-5 \theta+4 \theta^{-2}-5 \theta^{3}+2 \theta^{4}\right)+u^{4}\left(9 \theta-16 \theta^{2}+\theta^{3}+10 \theta^{4}+\theta^{5}-16 \theta^{6}+9 \theta^{7}\right) \\
& \quad+v^{4}\left(2-5 \theta+4 \theta^{2}-5 \theta^{3}+5 \theta^{4}\right) \\
& \begin{array}{l}
\frac{v^{2}}{u^{2}} \\
(\mathrm{ab}
\end{array} \\
&
\end{aligned}
$$

say these values are

$$
u^{12}+p u^{4}+q v^{4}+v^{12}, \quad \lambda u^{12}+\mu u v^{4}+\nu v^{4}, \quad \rho u^{4}+\sigma v^{4}+\tau v^{12} .
$$

The required equation is thus

$$
0=\left(u^{12}+p u^{4}+q v^{4}+v^{12}\right)^{2}-4\left(\lambda u^{12}+\mu u^{4}+\nu v^{4}\right)\left(\rho u^{4}+\sigma v^{4}+\tau v^{12}\right),
$$

viz. the function is
or say it is

$$
\begin{aligned}
& u^{9} \\
+ & u^{18}(2 p-4 \lambda \rho) \\
+ & u^{8}\left(2 q \theta^{4}+p^{2}-4 \lambda \sigma \theta^{4}-4 \mu \rho\right) \\
+ & \left(2 \theta^{12}+2 p q \theta^{4}-4 \lambda \tau \theta^{12}-4 \mu \sigma \theta^{4}-4 \nu \rho \theta^{4}\right) \\
+ & v^{8}\left(2 p \theta^{4}+q^{2}-4 \mu \tau \theta^{4}-4 \nu \sigma\right) \\
+ & v^{16}(2 q-4 \nu \tau) \\
+ & v^{24},
\end{aligned}
$$

$$
=\left(1, b, c, d, e, f, 1 \nmid u^{94}, u^{16}, u^{6}, 1, v^{8}, v^{16}, v^{984}\right) .
$$

Supposing that this has a factor $u^{8}-\Theta+v^{8}$, the form is

$$
\left(u^{16}+B u^{6}+C+D v^{8}+v^{18}\right)\left(u^{8}-\Theta+v^{s}\right) ;
$$

and comparing coefficients we have

$$
\begin{array}{r}
B-\Theta=b, \\
C-\Theta B+\theta^{s}=c, \\
D \theta^{\mathrm{s}}-\Theta C+B \theta^{\mathrm{s}}=d, \\
\theta^{\mathrm{s}}-\Theta D+C=e \\
-\Theta+D=f,
\end{array}
$$

where $\Theta$ has the before-mentioned value

$$
=\left(8,-28,+56,-70,+56,-28,+8 \gamma \theta, \theta^{z}, \theta^{3}, \theta^{4}, \theta^{5}, \theta^{6}, \theta^{7}\right) .
$$

From the first, second, and fifth equations, $B=b+\Theta, C=c+\Theta B-\theta^{8}, D=f+\Theta$; and
the third and fourth equations should then be verified identically. Writing down the coefficients of the different powers of $\theta$, we find

$$
\begin{aligned}
2 p & =0+12 \quad 0-20+22-12-16+20-8\left(\theta^{0}, \ldots, \theta^{8}\right) \\
-4 \lambda \rho & =0-20+20-36+60-44+36-28+8 \\
b & =0-8+20-56+82-56+20-80
\end{aligned}
$$

that is,

$$
B=-8 \theta^{2}+12 \theta^{4}-8 \theta^{6}
$$

and in precisely the same way the fifth equation gives

$$
D=-8 \theta^{2}+12 \theta^{4}-8 \theta^{6}
$$

We find similarly $C$ from the second equation: writing down first the coefficients of $p^{2}, 2 q \theta^{4},-4 \lambda \sigma \theta^{4}$, and $-4 \mu \rho$, the sum of these gives the coefficients of $c$; and then writing underneath these the coefficients of $B \Theta$ and of $-\theta^{8}$, the final sum gives the coefficients of $C$ : the coefficients of each line belong to ( $\theta^{0}, \theta^{1}, \ldots, \theta^{16}$ ).

$$
\begin{aligned}
& 00360-120+132+28-316+361-20-340+396-144-112+164-80+16 \\
& -8+20-16-12+22-200+12 \\
& -40+140-212+140+80-188+168-92-64+176-164+80-16 \\
& -36+64-40+60-72+280+68-100+36 \\
& 0000+64-208+352-272-160+463-160-272+352-208+64 \quad 0 \quad 0 \quad 0 \\
& 000-64+224-352+224+160-392+160+224-352+224-6400000 \\
& -\quad 1 \\
& \begin{array}{llllllllllll}
0 & 0 & 0 & 0+16 & 0-48 & 0+70 & 0-48 & 0+16 & 0 & 0 & 0 & 0
\end{array} \text {, }
\end{aligned}
$$

that is,

$$
C=16 \theta^{4}-48 \theta^{6}+70 \theta^{3}-48 \theta^{10}+16 \theta^{12}
$$

and in precisely the same way this value of $C$ would be found from the fourth equation. There remains to be verified only the fourth equation $(D+B) \theta^{3}-\Theta C=d$, that is,

$$
2 \theta^{3}\left(-8 \theta^{2}+12 \theta^{4}-8 \theta^{6}\right)-\Theta C=(2-4 \lambda \tau) \theta^{12}+(2 p q-4 \mu \sigma-4 \nu \rho) \theta^{4}
$$

and this can be effected without difficulty.
The factor of the modular equation thus is

$$
u^{16}+v^{16}+\left(-8 \theta^{2}+12 \theta^{4}-8 \theta^{6}\right)\left(u^{8}+v^{8}\right)+16 \theta^{4}-48 \theta^{6}+70 \theta^{8}-48 \theta^{10}+16 \theta^{12}
$$

C. x .
viz. this is

$$
\begin{aligned}
& \left(u^{8}+v^{8}\right)^{4}+\left(-4 \theta^{2}+6 \theta^{4}-4 \theta^{8}\right) 2\left(u^{8}+v^{4}\right)+16 \theta^{4}-48 \theta^{6}+68 \theta^{8}-48 \theta^{10}+16 \theta^{r 2} \\
= & \left(u^{8}+v^{8}-4 \theta^{2}+6 \theta^{4}-4 \theta^{6}\right)^{2} \\
= & \left\{\left(u^{4}-v^{4}\right)^{2}-4 \theta^{2}\left(1-\theta^{2}\right)^{2}\right\}^{2},
\end{aligned}
$$

that is,

$$
\left\{u^{4}-v^{4}-2 \theta\left(1-\theta^{2}\right)\right\}^{2}\left\{u^{4}-v^{4}+2 \theta\left(1-\theta^{3}\right)\right\}^{2} ;
$$

or the modular equation is

$$
\left\{u^{4}-v^{4}-2 \theta\left(1-\theta^{2}\right)\right\}^{2}\left\{u^{4}-v^{4}+2 \theta\left(1-\theta^{2}\right)\right\}^{2}\left(u^{8}+v^{8}-\Theta\right)=0 ;
$$

viz. the first and second factors beloug to the cubic transformation; and we have for the proper modular equation in the septic transformation $u^{s}+v^{8}-\Theta=0$, or what is the same thing $\left(1-u^{8}\right)\left(1-v^{8}\right)-(1-\theta)^{s}=0$, that is, $\left(1-u^{8}\right)\left(1-v^{s}\right)-(1-u v)^{8}=0$, the known result; or, as it may also be written,

$$
\left(\theta-u^{8}\right)\left(\theta-v^{8}\right)+7 \theta^{2}(1-\theta)^{2}\left(1-\theta+\theta^{2}\right)^{2}=0
$$

The value of $M$ is given by the foregoing relations

$$
\frac{1}{\overline{M^{2}}}: \frac{2}{M}: 1=\lambda u^{12}+\mu u^{4}+\nu v^{4}:-\left(u^{12}+p u^{4}+q v^{4}+v^{12}\right): \rho u^{4}+\sigma v^{4}+\tau v^{12}
$$

but these can be, by virtue of the proper modular equation $u^{8}+v^{s}-\Theta=0$, reduced into the form

$$
\frac{1}{M^{2}}: \frac{2}{M}: 1=7\left(\theta-u^{8}\right): 14\left(\theta-2 \theta^{2}+2 \theta^{3}-\theta^{4}\right):-\theta+v^{8}
$$

viz. the equality of these two sets of ratios depends upon the following identities,

$$
\begin{aligned}
&\left(-\theta+v^{8}\right)\left(u^{19}+p u^{4}\right.\left.+q v^{4}+v^{19}\right)+14\left(\theta-2 \theta^{2}+2 \theta^{3}-\theta^{4}\right)\left(\rho u^{4}+\sigma v^{4}+\tau v^{12}\right) \\
&=\left\{-\theta u^{4}+(1-\theta)\left(-4-\theta+5 \theta^{2}-\theta^{3}-4 \theta^{4}\right) v^{4}+v^{12}\right\}\left(u^{8}-\Theta+v^{8}\right), \\
&-7\left(\theta-u^{8}\right)\left(\rho u^{4}+\sigma v^{4}+\tau v^{1^{2}}\right)-\left(\theta-v^{8}\right)\left(\lambda u^{12}+\mu u^{4}+\nu v^{4}\right) \\
&=\left\{\left(2 \theta+5 \theta^{2}+3 \theta^{3}-2 \theta^{4}-2 \theta^{5}\right) u^{4}+\left(2+2 \theta-3 \theta^{2}-5 \theta^{3}-2 \theta^{4}\right) v^{13}\right\}\left(u^{8}-\Theta+v^{8}\right), \\
&-2\left(\theta-2 \theta^{3}+2 \theta^{3}-\theta^{4}\right)\left(\lambda u^{12}+\mu u^{4}+v v^{4}\right)+\left(u^{8}-\theta\right)\left(u^{12}+p u^{4}+q v^{4}+v^{12}\right) \\
&=\left\{u^{12}+\theta(1-\theta)\left(3+5 \theta+3 \theta^{2}\right) u^{4}-\theta v^{4}\right\}\left(u^{8}-\Theta+v^{8}\right),
\end{aligned}
$$

which can be verified without difficulty: from the last-mentioned system of values, replacing $\theta$ by its value $u v$, we then have

$$
\frac{1}{M^{2}}: \frac{2}{M}: 1=7 u\left(v-u^{z}\right): 14 u v(1-u v)\left(1-u v+u^{2} v^{2}\right):-v\left(u-v^{7}\right),
$$

which agree with the values given p. 482 of the "Memoir"; and the analytieal theory is thus completed.

## 693.

## A TENTH MEMOIR ON QUANTICS.

[From the Philosophical Transactions of the Royal Society of London, vol. clxix., Part II. (1878), pp. 603—661. Received June 12,—Read June 20, 1878.]

The present Memoir, which relates to the binary quintic $(*)(x, y)^{5}$, has been in hand for a considerable time: the chief subject-matter was intended to be the theory of a canonical form which was discovered by myself and is bricfly noticed in Salmon's Higher Algebra, 3rd Ed. (1876), pp. 217, 218; writing $a, b, c, d, e, f, g, \ldots, u, v, w$ to denote the 23 covariants of the quintic, then $a, b, c, d, f$ are connected by the relation

$$
f^{2}=-a^{3} d+a^{2} b c-4 c^{3} ;
$$

and the form contains these covariants thus connected together, and also $e$; it, in fact, is

$$
\left(1,0, c, f, a^{2} b-3 c^{2}, a^{2} e-2 c f^{\prime}(x, y)^{5} .\right.
$$

But the whole plan of the Memoir was changed by Sylvester's discovery of what I term the Numerical Gencrating Function (N.G.F.) of the covariants of the quintic. and my own subsequent establishment of the Real Generating Function (R.G.F.) of the same covariants. The effect of this was to enable me to establish for any given degree in the cocfficients and order in the variables, or as it is conveuient to express it, for any given deg-order whatever, a selected system of powers and products of the covariants, say a system of "segregates": these are asyzygetic, that is, not comected together by any linear equation with numerical coefficients; and they are also such that every other combination of covariants of the same deg-order, say every "congregate" of the same deg-order, can be expressed (and that, obviously, in one way only) as a linear function, with numerical coefficients, of the segregates of that deg-order. The number of congregates of a given deg-order is precisely equal to the number of the independent syzygios of the same deg-order, so that these syzygies give in effect the congregates in terms of the segregates: and the proper form in which to exhibit the
syzygies is thus to make each of them give a single congregate in terms of the segregates: viz. the left-hand side can always be taken to be a monomial congregate $a^{*} b^{A} \ldots$ or, to avoid fractions, a numerical multiple of such form; and the right-hand side will then be a linear function, with numerical coefficients, of the segregates of the same deg-order. Supposing such a system of syzygies obtained for a given degorder, any covariant function (rational and integral function of covariants) is at once expressible as a linear function of the segregates of that deg-order: it is, in fact, only necessary to substitute therein for every monomial congregate its value as a linear function of the segregates. Using the word covariant iu its most general sense, the conclusion thus is that every covariant can be expressed, and that in one way only, as a linear function of segregates, or say in the segregate form.

Reverting to the theory of the canonical form, and attending to the relation

$$
f^{2}=-a^{3} d+a^{2} b c-4 c^{3}
$$

it thereby appears that every covariant multiplied by a power of the quintic itself $a$, can be expressed, and that in one way only, as a rational and integral function of the covariants $a, b, c, d, e, f$, linear as regards $f$ : say every covariant multiplied by a power of a can be expressed, and that in one way only, in the "standard" form: as an illustration, take

$$
a^{2} h=6 a c d+4 b c^{2}+e f .
$$

Conversely, an expression of the standard form, that is, a rational and integral function of $a, b, c, d, e, f$, linear as regards $f$, not explicitly divisible by $a$, may very well be really divisible by a power of $a$ (the expression of the quotient of course containing one or more of the higher covariants $g, h, \& c$. .), and we say that in this case the expression is divisible, and has for its divided form the quotient expressed as a rational and integral function of covariants. Observe that in general the divided form is not perfectly definite, only becoming so when expressed in the before-mentioned segregate form, and that this further reduction ought to be made. There is occasion, however, to consider these divided forms, whether or not thus further reduced; and moreover it sometimes happens that the non-segregate form presents itself, or can be expressed, with integer numerical coefficients, while the coefficients of the corresponding segregate form are fractional.

The canonical form is pectuliarly convenient for obtaining the expressions of the several derivatives (Gordan's Uebereinanderschiebungen) $(a, b)^{2},(a, b)^{2}$, \&c., (or as I propose to write them $a b 1, u b 2, \& c$.), which can be formed with two covariants, the same or different, as rational and integral functions of the several covariants. It will be recollected that in Gordan's theory these derivatives are used in order to establish the system of the 23 covariants: but it seems preferable to have the system of covariants, and by means of them to obtain the theory of the derivatives.

I mention at the end of the Memoir two expressions (one or both of them due to Sylvester) for the N.G.F. of a binary sextic.

The several points above adverted to are considered in the Memoir; the paragraphs are numbered consceutively with those of the former Memoirs upon Quanties.

The Numerical and Real Generating Functions. Art. Nos. 366 to 374 , and Table No. 96.
366. I have, in my Ninth Memoir (1871) [462], given what may be called the Numerical Generating Function (N.G.F.) of the covariants of a quartic; this was

$$
A(x)=\frac{1-a^{6} x^{12}}{1-a x^{4} \cdot 1-a^{2} x^{4} \cdot 1-a^{2} \cdot 1-a^{3} \cdot 1-a^{3} x^{6}},
$$

the meaning being that the number of asyzygetic covariants $a^{\theta} x^{\mu}$, of the degree $\theta$ in the coefficients and order $\mu$ in the variables, or say of the deg-order $\theta . \mu$, is equal to the coefficient of $a^{\theta} x^{\mu}$ in the development of this function. And I remarked that the formula indicated that the covariants were made up of ( $a x^{4}, a^{3} x^{4}, a^{2}, a^{3}, a^{3} x^{6}$ ), the quartic itself, the Hessian, the quadrinvariant, the cubinvariant, and the cubicovariant, these being connected by a syzygy $a^{5} x^{12}$ of the degree 6 and order 12. Calling these covariants $a, b, c, d, e$, so that these italic small letters stand for covariants,

Deg-order.

$$
\begin{array}{ll}
1.4 & a, \\
2.0 & b, \\
2.4 & c, \\
3.0 & d, \\
3.6 & e,
\end{array}
$$

then it is natural to consider what may be called the Real Generating Function (R.G.F.): this is

$$
\frac{1-e^{2}}{1-a .1-b .1-c .1-d .1-e}
$$

the development of this contains, as it is easy to see, only terms of the form $a^{a} b^{\beta} c^{\gamma} d^{\delta}$ and $a^{a} b^{\beta} c^{r} d^{\delta} e$, each with the coefficient +1 , so that the number of terms of a given deg-order $\theta . \mu$ is equal to the coefficient of $a^{\theta} x^{\mu}$ in the first-mentioned function: and these terms of a given deg-order represent the asyzygetic covariants of that deg-order: any other covariant of the same deg-order is expressible as a linear function of them. For instance, deg-order 6.12, the terms of the R.G.F. are $a^{3} d, a^{2} b c, c^{3}$ : there is one more term $e^{2}$ of the same deg-order; hence $e^{2}$ must be a linear function of these: and in fact

$$
e^{2}=-a^{3} d+a^{2} b c-4 c^{3},
$$

viz. this is the equation

$$
\mathbb{W}^{2}=-U^{3}, J+U^{3} I H-4 H^{3} .
$$

367. Sylvester obtained an expression for the N.G.F. of the quintic: this is

$$
\begin{aligned}
& \boldsymbol{a}^{0} \cdot 1 \\
& +a^{3} \cdot x^{3}+x^{5}+x^{9} \\
& +a^{4} \cdot x^{4}+x^{8} \\
& +a^{3} \cdot x+x^{3}+x^{7}-x^{11} \\
& +u^{6} \cdot x^{2}+x^{4} \\
& +u^{7} \cdot x+x^{5}-x^{9} \\
& +a^{8} . \quad x^{2}+x^{4} \\
& +u^{9} \cdot x^{5}+x^{5}-x^{7} \\
& +a^{10} . x^{2}+x^{4}-x^{10} \\
& +a^{11} \cdot x+x^{3}-x^{9} \\
& +a^{12} . \quad x^{2}-x^{8}-x^{10} \\
& +u^{13} . \quad x .-x^{7}-x^{9} \\
& +a^{14} . x^{4}-a^{5}-x^{3} \\
& +a^{15} .-x^{7}-x^{8} \\
& +a^{16} . \quad x^{2}-x^{6}-x^{10} \\
& +u^{17}-x^{7}-x^{4} \\
& +a^{18} . \quad 1-x^{4}-x^{8}-x^{10} \\
& +a^{19} .-x^{5}-x^{7} \\
& +t^{20} \cdot-x^{2}-x^{6}-x^{8} \\
& +a^{23} \cdot-x^{11} \\
& 1-u x^{5} .1-u^{2} x^{2} .1-a^{2} x^{6} .1-a^{4} .1-u^{8} .1-a^{12} ;
\end{aligned}
$$

viz. expanding this function in ascending powers of $a, x$, then, if a term is $N a^{\theta} x^{\mu}$, this means that there are precisely $N$ asyzygetic covariants of the deg-order $\theta . \mu$.
368. It is known that the number of the irreducible covariants of the binary quintic is $=23$; representing these by the letters $a, b, c, d, e, f, g, h, i, j, k, l, m$, $n, o, p, q, r, s, t, u, v, w$, ( $u$ the quintic itself), the deg-orders of these, and the references* to the tables which give them are
[" See also the paper, 143 , in the second volume of this collection.]

| Deg-order. |  | ab. M | Iem. |
| :---: | :---: | :---: | :---: |
| 1.5 | $a$. | 13 | 2 |
| 2.2 | $b$ | 14 | " |
| „. 6 | c | 15 | " |
| 3.3 | $d$ | 16 | " |
| 0.5 | $e$ | 17 | " |
| „. 9 | $f$ | 18 | " |
| 4.0 | $g$ | 19 | " |
| .. 4 | $h$ | 20 | " |
| ,. 6 | $i$ | 21 | " |
| 5.1 | $j$ | 22 | " |
| „. 3 | $k$ | 23 | " |
| ,. 7 | $l$ | 24 | " |
| 6.2 | $m$ | 83 | 8 |
| \%. 4 | $n$ | 84 | " |
| 7.1 | $o$ | 90* | 9 |
| ". 5 | $p$ | 91 | " |
| 8.0 | $q$ | 25 | 2 [See also paper 14:3] |
| ". 2 | $r$ | 92 | 9 |
| 9.3 | $s$ † |  |  |
| 11.1 | $t$ | 94 | 9 |
| 12.0 | $n$ | 29 | 3 |
| 13.1 | $v$ | 95 | 9 |
| 18.0 | $w$ | 29A |  |

Starting from the foregoing expression of the N.G.F. of the quintic, we can, instead of each term $a^{\theta} x^{\mu}$, introduce a covariant or product of covariants of the proper deg-order $\theta . \mu$ : the mode of cloing this depends of course on the different admissible partitions of $\theta, \mu$, and it is for some of the terms very indeterminate: for instance, $a^{5} x^{11}$ is $a i$, $b f$, or $c e$. I found it possible to perform the whole process so as to satisfy a condition which will be presently referred to; and I found
[* See vol. vir. of this collection, p. 348.]

+ See end of Memoir. The $S$ of Table 93 has the value $-90(D, M)+16 B O-7 G K$, but it is better to use the simple value $-(D, \lambda)$; and the $S$ of the present Memoir has this value, say $S=-(d, m)$.

$$
\begin{aligned}
& \text { R.G.F. of quintic= } \\
& 1.1-b^{5} \\
& +d .1-a g^{2} \\
& +e .1-b^{2} \\
& +f .1-b \\
& +h .1-a g^{2} \\
& +i .1-b^{2} g \\
& +j .1-a g^{2} \\
& +k .1-b^{2} \\
& +l .1-b g \\
& +m .1-a g^{2} \\
& +n .1-b^{3} g \\
& +0.1-b^{3} \\
& +p .1-b^{2} g \\
& +r .1-b^{2} g \\
& +d j .1-a g^{2} \\
& +s .1-a b g \\
& +h j .1-a g^{2} \\
& +j^{2} \cdot 1-a g^{2} \\
& +j k .1-b^{2} g \\
& \text { Deg.orders. } \\
& 0.0-10.10 \\
& 3.3-12.5 \\
& 3.5-7.9 \\
& 3.9-5.11 \\
& \text { 4.4-13. } 9 \\
& \text { 4.6-12. } 10 \\
& 5.1-14 \text {. } 6 \\
& \text { 5.3-9. } 7 \\
& \text { 5.7-11. } 9 \\
& 6.2-15.7 \\
& \text { 6.4-14. 8 } \\
& \text { 7.1-13. } 7 \\
& \text { 7.5-15. 9 } \\
& \text { 8.2-16. 6 } \\
& \text { 8.4-17. 9 } \\
& \text { 9.3-16.10 } \\
& \text { 9.5-18.10 } \\
& \text { 10.2-19. } 7 \\
& +t .1-b^{3} \\
& \text { 10.4-18. 8 } \\
& +j m .1-a g^{2} \\
& \text { 11.1-17. } 7 \\
& +j o .1-b g \\
& \text { 11.3-20. 8 } \\
& +v .1-b^{5} \\
& \text { 12.2-18. 4 } \\
& +j s .1-b g \\
& \text { 13.1-23.11 } \\
& +j t .1-g \\
& \text { 14.4-20. } 6 \\
& +w .1-a \\
& \text { 16.2-20. 2 } \\
& \text { 18.0-19. 5 } \\
& 1-a .1-b .1-c .1-y .1-q .1-u \text {, }
\end{aligned}
$$

where observe that each negative term of the numerator is equal to a positive term multiplied by a power or product of terms $a, b, g$, contained in the denominator: this is the condition above referred to. The expansion thus consists only of terms each with the coefficient +1 ; for instance, a part of the function is

$$
\frac{s(1-a b g)}{1-a .1-b .1-c .1-g .1-q .1-u}, \quad=\frac{s}{1-c .1-q .1-u} \cdot \frac{1-a b g}{1-a .1-b .1-g},
$$

where the first factor is the entire series of terms $s c^{\delta} q^{6} u^{\zeta}$, and the second factor is the series of terms $a^{a} b^{\beta} g^{\gamma}$ omitting only those terms which are divisible by $a b g$ : and in the product of the two factors the terms are all distinct, so that the coefficients are still each $=1$. The same thing is true for every other pair of numerator terms: and since the terms arising from each such pair are distinct from each other, in the expansion of the entire function the coefficients are each $=+1$. Hence (as in the case of the quartic) for any given deg-order, the terms in the expansion of the R.G.F. may be taken for the asyzygetic covariants of that deg-order; and if there are any other terms of the same deg-order, each of these must be a linear function, with numerical coefficients, of these asyzygetic covariants: thus deg-order 6.14, the expansion contains only the terms $a^{2} h, a c d, b c^{2}$; there is besides a term of the same deg-order, ef, which is not a term of the expansion, and hence ef must be a linear function of $a^{2} h, a c d, b c^{2}$; we in fact have $e f=a^{2} h-6 a c d-4 b c^{2}$.

The terms in the expansion of the R.G.F. may be called "segregates," and the terms not in the expansion "congregates"; the theorem thus is: every congregate is a linear function, with determinate numerical coefficients, of the segregates of the same deg-order:
369. I stop to remark that the numerator of the R.G.F. may be written in the more compendious form

$$
\begin{aligned}
& \left(1-b^{5}\right)(1-v)+\left(1-b^{3}\right)(o+t)+\left(1-b^{2}\right)(e+k)+(1-b) f \\
+ & \left(1-a g^{2}\right)\left(d+h+j+n a+d j+h j+j^{2}+j m\right) \\
+ & (1-b g)(l+j o+j s) \\
+ & \left(1-b^{2} g\right)(i+n+p+j k) \\
+ & (1-a b g) s \\
+ & (1-g) j t \\
+ & (1-a) w
\end{aligned}
$$

but the first-mentioned form is, I think, the more convenient one.
370. It is to be noticed that the positive terms of the numerator are unity, the seventeen covariants $d, e, f, h, i, j, k, l, m, n, o, p, r, s, t, v, w$, and the products of $j$ by ( $d, h, j, k, m, o, s, t$ ), where $j^{2}$ is reckoned as a product; in all, 26 terms. Disregarding the negative terms of the numerator the expansion would consist of these 26 terms, each multiplied by every combination whatever $a^{a} b^{\beta} c^{\gamma} g^{8} q^{\alpha} u^{5}$ of the denominator terms $a, b, c, g, q, u$ (which for this reason might be called "ritcrative"): the effect of the negative terms of the numerator is to remove fiom the expansion certain of the terus in question, thereby diminishing the number of the segregates: thus as regards the terms belonging to unity, any one of these which contains the factor $b^{5}$ is not a segregate but a congregate: and so as regards the terms belonging to $d$, any one of these which contains the factor $a y^{2}$ is a congregate: and the like in other cases.

For a given deg-order we have a certain number of segregates and a certain number of congregates: and the number of independent syzygies of that deg-order is c. X .
precisely equal to the number of congregates: viz. each such syzygy may be regarded as giving a congregate in terms of the segregates: we have on the left-hand side a congregate, or, to avoid fractions, a numerical multiple of the congregate, and on the right-hand side a linear function, with numerical coefficients, of the segregates.
371. The syzygy is irreducible or reducible; and in the latter case it is, or is not, simply divisible: viz. if the congregate on the left-hand side contains any eongregate factor (the other factor being literal), then the syzygy is reducible: it is, in fact, obtainable from the syzygy (of a lower deg-order) which gives the value of such congregate factor. But there are here two cases; multiplying the lower syzygy by the proper factor, the right-hand side may still contain segregates only, and then no further step is required: the original syzygy is nothing else than this lower syzygy, each side multiplied by the factor in question, and it is accordingly said to be simply divisible (S.D.). But contrariwise, the right-hand side, as multiplied, may contain congregates which have to be replaced by their values in terms of the segregates of the same deg-order: the resulting expression is then no longer explicitly divisible by the introduced factor: and the original syzygy, although arising as above from a lower syzygy, is not this lower syzygy each side multiplied by a factor: viz. it is in this case not simply divisible.

For example (see the subsequent Table No. 96, under the indicated deg-orders) (6.6), from the syzygy

$$
9 d^{2}=a j-b^{3}+2 b h-c g,
$$

we deduce (7.11) the syzygy

$$
9 a d^{s}=a^{2} j-a b^{3}+2 a b h-a c g
$$

which (all the terms on the right-hand being segregates) requires no further reduction: it is a reducible and simply divisible syzygy. But we have (6.8) a syzygy giving $d e$, and also (6.10) a syzygy giving $e^{2}$; multiplying the former of these by $e$ or the latter of them by $d$, we obtain values of $d e^{2}$, but in each case the right-hand sides contain terms which are not segregates, and have thus to be further reduced; the final formula (9.13) is

$$
3 d e^{3}=-4 a^{2} b j+3 a^{2} d g+4 a b^{4}-8 a b^{2} h+4 a b c g-12 b^{2} c d
$$

which is not divisible by any factor: the syzygy is thus reducible, but not simply divisible.

A syzygy, which is not in the sense explained reducible, is said to be irreducible.
372. The number of irreducible syzygies is obviously finite: it has, however, the large value 179 as appears from the annexed diagram, showing the congregates determined by these several syzygies, and the deg-orders of the syzygies:-


[^8]Observe as regards the foregoing diagram, that $d j^{2}$ is irreducible (since neither $d j$ nor $j^{3}$ is segregate), and similarly $j^{2} h, j^{3}, \& \in$., are irreducible: we have thus the last or $j^{2}$ column of the diagram.

The simply divisible syzygies are infinite in number, as are also the reducible syzygies not simply divisible. There is obviously no use in writing down a simply divisible syzygy; but as regards the reducible syzygies not simply divisible, these require a calculation, and it is proper to give them as far as they bave been obtained.

373. The following Table, No. 96, replaces Tables 88 and 89 of my Ninth Memoir. The arrangement is nccording to deg-orders, and the table is complete up to the deg-order 8.40: it shows for each deg-order the segregate covariants, and also the congregate covariants (if any), and the syzygies which are the expressions of these in terms of the segregates. When there are only segregates these are given in the same horizontal line with the deg-order; for instance, $|5.9| a b^{2}, a h$, $c d$, shows that for the deg-order 5.9 the only corariants are the segregates $a b^{2}, a h, c d$; but when there are also congregates, the segregates are arranged in the same horizontal line with the deg-order, and the congregates, each in its own horizontal line together with its expression as a linear function of the segregates: thus $|$| 5.11 | ${ }^{*}$ | $\frac{a i}{} c e$ |
| :--- | :--- | :--- |
| $b f$ | $-1+1$ |  | , the segregates are $a i$, $c e$, and there is a congregate $b f$ which is a linear function of these $=-a i+c e$. The table gives the irreducible syzygies and also the reducible syzygies which are not simply divisible, but the simply divisible syzygies are indicated each by a reference to the divided syzygy which oecurs previously in the table.
374. Any syzygy might of course be directly verified by substituting for the several covariants contained therein their expressions in terms of the coefficients and facients of the quintie. But it is to be remarked that among the syzygies, or easily deducible from them, we have (6.18) the before-mentioned equation $f^{2}=-a^{3} d+a^{2} b c-4 c^{3}$, and also a set of 17 syzygies, the left-hand sides of which are the covariants $g, h, \ldots, u, v, w$, each multiplied by $a$ or $a^{2}$, and which lead ultimately to the standard expressions of these covariants respectively, viz. cach covariant multiplied by a proper power of $a$ can be expressed as a rational and integral function of $a, b, c, d, e, f$, linear as regards $f$. Supposing them thus expressed, a far more simple verification of any syzygy would consist in substituting therein for the several covariants their expressions in the standard form, reducing if necessary by the equation $f^{2}=-a^{3} d+a^{2} b c-4 c^{3}$ : but of course, as to the syzygies used for obtaining the standard forms, this is only a rerification if the standard forms have been otherwise obtained, or are assumed to be correct.

The 17 syzygies above referred to are
Deg-ord.
$6.10 \quad a^{2} g=12 a b d+4 b^{2} c+e^{2}$,
$6.14 \quad a^{2} h=6 a c d+4 b c^{2}+e f$,
$5.11 \quad a i=-\quad b j+c e$,
6.6
$a j=\quad b^{3}-2 b h+c g+9 d^{2}$,
$6.8 \quad a k=-2 b i+3 d e$,
$6.12 \quad a l=2 c i-3 d f$,
$7.7 a m=-2 b^{2} d-c j+3 d h$,
$7.9 \quad a n=\quad b^{2} e-6 b l-2 c k-f g$,
$8.6 \quad u_{0}=\quad 2 b n+e j$,
$8.10 \quad a p=-2 c n-f j$,
$9.5 \quad a q=-2 b: j+b d g-12 d m+h j$,
$9.7 \quad a r=\quad b k+b p-c o+h k$,
$10.8 \quad a s=3 b d k+3 d p+2 i m$,
$12.6 \quad a t=\quad b j k+j p-2 m n$,
13.5 $\quad 18 a u=2 a g q+b^{2} g j+6 b m j-6 d j^{2}-g h j+n o$,
$14.6 \quad 3 a v=\quad 2 b^{3} q-8 b^{2} j^{2}-2 b^{2} g m+6 b d g j-12 b m^{2}+3 e t$,
$19.5 \quad 18 a w=3 b^{2} g t+b^{2} q o-4 b j^{2} o-b g m o+18 b m t+3 d g j o-18 d j t-3 g h t-6 m^{2} 0$,
the last four of these being, however, beyond the limits of the table: the expressions of $g, h, i$ are here in the standard form: the standard forms of the other covariants $j, k, \ldots, u, v, w$, will be given further on.

Table No. 96 (Segregates, Congregates, and Syzygies).


Table No. 96 (continued).


T'able No. 96 (continued).


Table. No. 96 (continued).

| Deg-ord. | Congs. | Segregates. |  |
| :---: | :---: | :---: | :---: |
| $\begin{array}{r} 7.25 \\ 27 \\ 29 \\ 31 \\ 33 \\ 35 \end{array}$ |  | $\begin{array}{ll} a^{d} e, & a^{a} c f^{\prime} \\ a^{3} b, & a^{3} c^{z} \\ a^{4} f \\ a^{s} c & \\ a^{7} & \end{array}$ |  |
| $\text { 8. } \begin{aligned} & 0 \\ & 2 \\ & 4 \\ & 6 \end{aligned}$ |  | $\begin{aligned} & g^{\prime}, \quad q \\ & r \\ & b^{2} g, \quad b m, \quad d j, \quad g h \end{aligned}$ |  |
|  |  | $\begin{array}{ccc} a c, & b n, & g i \\ \hline+1 & -3 & -1 \\ +1 & -2 & \end{array}$ |  |
| 8 | $u d^{2}$ <br> eh: <br> $h^{2} .3$ | $a b j, ~ a d j, ~ b^{4}, b^{\text {² }}$, ${ }^{\text {acg, }} \quad c m$ |  |
|  |  | $\begin{aligned} & -4+3+4-6+2 \\ & +4-3-4+8-1+12 \end{aligned}$ | S.D. 6.6, $d^{2}$ |
| 10 | $\begin{aligned} & \quad{ }^{*} \\ & \text { bule } \\ & \text { dl. } 9 \\ & f j \\ & h i .3 \end{aligned}$ | $a b k$, aeg, ap, $b^{2 i}$, cn |  |
|  |  |  | S.D. 6.8, de |
| 12 |  | $a^{2} b g, \quad a^{2} m, \quad a b^{2} d, \quad a c j, \quad b^{3} c, \quad b c h, \quad c^{2} g$ |  |
|  |  | $\begin{array}{cccccc} -1 & -2 & +1 & -2 & +2 & \\ +1 & -1 & -1 & +4 & -6 & +2 \\ - & -1 & . & +1 & -2 & +1 \end{array}$ | $\begin{aligned} & \text { S.D. } 7.7, d h \\ & \text { S.D. } 6.10, e^{2} \\ & \text { S.D. } 6.6, d^{2} \end{aligned}$ |
| 14 | $\begin{array}{r} * \\ a b^{2} e \\ a d i \\ a c h \\ b d f \\ c d p \end{array}$ | $a^{2} n, a b l, ~ a c k, ~ a f g, ~ b c i$ |  |
|  |  |  | $\begin{aligned} & \text { S.D. } 7.9, \quad b^{2} e \\ & \text { S.D. } 7.9, d i \\ & \text { S.D. } 7.9, e h \\ & \text { S.D. } 6.12, d f \\ & \text { S.D. } 6.8, d e \end{aligned}$ |
| 16 | $\quad *$$c^{*} d^{2}$$a e i$$b e f$$c e^{z}$$f 1.3$ | $a^{3} j, \quad a^{2} b^{3}, \quad a^{2} b h, \quad a^{2} c g, \quad a b c d, \quad b^{2} c^{2}, \quad c^{2} h$ |  |
|  |  | $+1-1+2-1 \quad-3-6+6$ | $\begin{aligned} & \text { S.D. } 6.6, d^{2} \\ & \text { S.D. } 7.11, e i \\ & \text { S.D. 6.14, ef } \\ & \text { S.D. } 6.10, e^{2} \end{aligned}$ |
|  |  |  |  |

Table No. 96 (continued).

C. x .

Table No. 96 (continued).


Table No. 96 (concluded).

| Deg-ord. | Congs. | Segregates. |  |
| :---: | :---: | :---: | :---: |
| 11. $\begin{array}{r}1 \\ 3\end{array}$ |  | $\begin{array}{lll} g o, & t \\ b g j & d g^{2}, & d q, \quad j m \end{array}$ |  |
|  | * | $b^{2} o, \quad b g k, \quad b s, \quad e g^{2}, \quad e q, \quad g p$ |  |
|  | $\begin{aligned} & d r \cdot 18 \\ & h o \cdot 3 \\ & j n \\ & k m \cdot 6 \end{aligned}$ | $\begin{array}{lllll} -2+5-6 & -3+3 \\ -2+11-24 & : & -3+6 \\ +1 & -3+6 & 0 & +1 & -2 \\ -2+5 & +12 & . & -3+3 \end{array}$ |  |
| $\text { 12. } 0$ |  | $\begin{array}{lll} g^{3}, & g^{3} q, \quad u \\ g r, & j o \end{array}$ |  |
|  | * | $b^{2} g^{2}, \quad b^{2} q, \quad b g m, \quad b j^{2}, \quad d g j, \quad g^{2} h, \quad h g$ |  |
|  | $\begin{aligned} & k_{0} \\ & m^{2} .12 \end{aligned}$ | $\begin{array}{llllllll}\cdot & -2 & -2 & -4 & +3 & & \\ \cdot & +2 & +1 & +4 & -3 & . & -3\end{array}$ |  |
| 13. 1 |  | $g^{2} j, \quad j q, \quad v \quad$ l |  |
|  | * | $b g o, \quad b t, \quad g^{2} k, \quad g s, \quad k g$ |  |
|  | $\begin{aligned} & j r .2 \\ & m o .2 \end{aligned}$ | $\begin{aligned} & \text {. } \\ & \cdot 2 \\ & -4\end{aligned} \cdot+1-1$ |  |
| $\text { 14. } \begin{array}{r} 0 \\ 2 \end{array}$ |  | $b y^{3}, \quad b g q, \quad b u, g^{9} m, g j^{2}, \quad m q, \quad o^{2}$ |  |
|  | * |  |  |
|  | $\begin{aligned} & d g o \\ & d t .18 \\ & m r .12 \end{aligned}$ | $\begin{array}{lllll} +1 & +2 & -1 & +6 & +3 \\ +1 & +2 & & -1 & +3 \end{array}$ | S.D. $10.4, d o$ |

Theory of the Canonical Form. Art. Nos. 375 to 381, and Tables Nos. 97 and 98.
375. As the small italic letters have been used to represent the covariants, different letters are required for the coefficients of the quintic: using also new letters for the facients, I take the quintic to be (a, b, c, d, e, f $\chi \xi, \eta)^{5}$. Considering a linear transformation of $\frac{1}{a}(a, b, e, d, e, f X \xi, \eta)^{3}$, viz.

$$
\frac{1}{a}(a, b, c, d, e, f \gamma \xi-b \eta, a \eta)^{s},
$$

this is

$$
\begin{aligned}
& \left.\quad \begin{array}{rrrrrr}
\xi & 5 \xi^{4} \eta & 10 \xi^{3} \eta^{2} & 10 \xi^{2} \eta^{3} & 5 \xi \eta^{4} & \eta^{5} \\
= & 1 & -\mathrm{b} & +\mathrm{b}^{2} & -\mathrm{b}^{3} & +\mathrm{b}^{4} \\
& +\mathrm{b} \\
+\mathrm{b}( & 1 & -2 \mathrm{~b} & +3 \mathrm{~b}^{2} & -4 \mathrm{~b}^{3} & \left.+5 \mathrm{~b}^{4}\right) \\
+\mathrm{ac}( & & 1 & -3 \mathrm{~b} & +6 \mathrm{~b}^{2} & \left.-10 \mathrm{~b}^{3}\right) \\
+\mathrm{a}^{2} \mathrm{~d}( & & & 1 & -4 b & \left.+10 b^{2}\right) \\
+\mathrm{a}^{3} \mathrm{e}( & & & & 1 & -5 \mathrm{~b}) \\
+\mathrm{a}^{4} \mathrm{f}( & & & & & 1
\end{array}\right)
\end{aligned}
$$

which is


The values of $a, b, c, d, e, f$, considered for a moment as denoting the leading coefficients of the several covariants ultimately represented by these letters respectively, arc

| $a$ | $b$ | $c$ | $d$ | $e$ | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a | $\mathrm{ae}+1$ | $\mathrm{ac}+1$ | $\mathrm{ace}+1$ | $\mathrm{a}^{2} \mathrm{f}+1$ | $\mathrm{a}^{2} \mathrm{~d}+1$ |
|  | $\mathrm{bd}-4$ | $\mathrm{~b}^{2}-1$ | $\mathrm{ad}^{2}-1$ | $\mathrm{abe}+5$ | $\mathrm{abc}-3$ |
|  | $\mathrm{c}^{2}+3$ |  | $\mathrm{~b}^{2} \mathrm{e}-1$ | $\mathrm{acd}+2$ | $\mathrm{~b}^{3}-2$ |
|  |  |  | $\mathrm{bcd}+2$ | $\mathrm{~b}^{2} \mathrm{~d}+8$ |  |
| $\mathrm{c}^{3}-1$ | $\mathrm{bc}^{2}-10$ |  |  |  |  |

satisfying, as they should do, the relation

$$
f^{2}=-a^{5} d+a^{2} b c-4 c^{3}
$$

Hence forming the values of $a^{2} b-3 c^{2}$ and $a^{2} e-2 c f$, it appears that the value of the last-mentioned quintic function is

$$
\left(1,0, c, f, a^{2} b-3 c^{2}, a^{2} e-2 c f \gamma \xi, \eta\right)^{5}
$$

Writing herein $x, y$ in place of $\xi, \eta$, and now using $a, b, c, d, e, f$ to denote, not the leading coefficients but the covariants themselves ( $a$ denoting the original quintic, with $\xi, \eta$ as facients), we have the form

$$
A=\left(1,0, c, f, a^{2} b-3 c^{2}, a^{2} e-2 c f(x, y)^{5},\right.
$$

a new quintic, which is the canonical form in question: the covariants hereof (reckoning the quintic itself as a covariant) will be written $A, B, C, \ldots, V, W$, and will be spoken of as capital covariants.
376. The fundamental property is: Every capital covariant, say $I$, has for its leading coefficient the corresponding covariant $i$ multiplied by a power of $a$ : and this follows as an immediate consequence of the foregoing genesis of $A$. The covariant $i$ of the form

$$
\frac{1}{a}(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}, \mathrm{e}, \mathrm{f} \chi \xi, \eta)^{\mathrm{s}}
$$

has a leading coefficient

$$
=\frac{1}{a^{4}}\left(a^{2} c f-a^{2} d e+\& c .\right),
$$

which, when $a, b, c, d, e, f, \ldots, i$ denote leading coefficients, is $=i$ multiplied by a power of $a$ : and upon substituting for the quintic the linear transformation thereof

$$
\left(1,0, c, f, a^{2} b-3 c^{2}, a^{2} e-2 c f \gamma \xi, \eta\right)^{5},
$$

(observing that, in the transformation $\xi, \eta$ into $\xi-b \eta, a \eta$, the determinant of substitution is $=a$ ), the value is still $=i$ multiplied by a power of $a$; or using the relation $a=$ a, say the value is $=i$ multiplied by a power of $a$. Now the covariant $i$ is the same function of the covariants $a, b, c, d, e, f$ that the leading coefficient $i$ is of the leading coefficients $a, b, c, d, e, f$; hence, the italic letters now denoting covariants, the leading coefficient still is $=i$ multiplied by a power of $a$ : which is the above-mentioned theorem.
377. To show how the transformation is carried out, consider, for example, the covariant B. This is obtained from the corresponding covariant of (a, b, c, d, e, f $\chi \xi, \eta)^{5}$, that is,

$$
\left(\left.\begin{array}{|c|c|cc|}
\hline \text { ae } & 1 & \text { af } & \text { l } \\
\text { bd }-4 & \text { be }-3 & 1 \\
\mathrm{c}^{2} & \text { ce }-4 & \text { cd }+1 & \mathrm{~d}^{2}+3
\end{array} \right\rvert\, \begin{array}{l}
\gamma, \eta, \eta)^{2}, \\
\hline
\end{array}\right.
$$

by changing the variables, and for the coefficients
writing

$$
a, b, c, d, \quad e, \quad f
$$

thus the coefficients are

$$
1, \quad 0, \quad c, \quad f, \quad a^{2} b-3 c^{2}, \quad a^{2} e-2 c f
$$

$$
\begin{array}{ccc}
\quad \text { First. } & \text { Second. } & \text { Third. } \\
\begin{array}{c}
1\left(a^{2} b-3 c^{2}\right)
\end{array} & 1\left(a^{2} e-2 c f\right) & -4 c\left(a^{2} b-3 c^{3}\right) \\
+3 c^{2} & +2 c f & +3 f^{2} \\
=\quad a^{2} b & =a^{2} e & =-4 a^{2} b c+12 c^{3} \\
& & +3\left(-a^{3} d+a^{2} b c-4 c^{3}\right) \\
& & =a^{2}(-3 a d-b c)
\end{array}
$$

and we have thus the expression of $B$ (see the Table No. 97); and similarly for the other capital covariants $C, D, \ldots, V, W$ : in every case the coefficients are obtained in the standard form, that is, as rational and integral functions of $a, b, c, d, e, f$, linear as regards $f$.
378. It will be observed that there is in each case a certain power of a which explicitly divides all the coefficients and is consequently written as an exterior factor: disregarding these exterior factors, the leading coefficients for $B, C, D, E, F$ are $l, c, a d, e, f$ respectively; that for $G$ is $12 a b d+4 b^{\circ} c+e^{2}$, which must be $=g$ multiplied by a power of $a$, and (in Table 97) is given as $=a^{2} g$; similarly, that for $H$ is $6 a c d+4 b c^{2}+e f$, which must be $=h$ multiplied by a power of $a$, and is given as $=a^{2} h$ : and so in the other eases. The index of $a$ is at once obtained by means of the deg-order, which is in each case inserted at the foot of the coefficient.

For $A, B, C, E, F$ there is no power of $a$ as an interior factor: and for the invariants $G, Q, U$ we may imagine the interior factor thrown together with the exterior factor, ( $G=a^{f} g, \& \mathrm{c}$.) : whence disregarding the exterior factors, we may say that for $A, B, C, E, F, G, Q, U$ the standard forms are also "divided" forms. But take any other covariant-for instance, $D$ : the leading coefficient is ad, having the interior factor $a$; and this being so it is found that all the following coefficients will divide by $a$ (the quotients being of course expressible only in terms of the covariants subsequent to $f$ ): thus the second coefficient of $D$ is $-b f+c e$, and (5.11) we have $-l f+c e=a i$, or the coefficient divided by $a$ is $=i$; and so for the other coefficients of $D$; or throwing out the factor $a$, we obtain for $D$ an expression of the form ( $d, i, \ldots\rangle x, y)^{3}$, see the Table 98: this is the "divided" form of $D$ : and we have similarly a divided form for every other capital covariant. All that has been required is that each coefficient of the divided form shall be expressed as a rational and integral function of the covariants $a, b, c, \ldots, v, w$ : and the form is not hereby made definite: to render it so, the coefficient must be expressed in the segregate form. But there is frequently the disadvantage that we thus introduce fractions; for instance, the last coefficient of $D$ is $=-c i+d f$, where to get rid of the congregate term $d f$ we have ( 6.12 ) , $3 d f=-a l+2 c i$, and the segregate form of the coefficient is $=-\frac{1}{3} a l+\frac{2}{3} c i$.
379. We have in regard to the canonical form, a differential operator which is analogous to the two differential operators $x d_{y}-\left\{x d_{y}\right\}, y d_{x}-\left\{y d_{x}\right\}$ considered in the Introductory Memoir (1854), [139]. Let $\delta$ denote a differentiation in regard to the constants under the conditions

$$
\begin{aligned}
& \delta a=0, \\
& \delta b=e, \\
& \delta c=3 f \\
& \delta d=\frac{1}{a}(-l f+c e),(=i), \\
& \delta e=-6 a d-10 b c, \\
& \delta f=2 u^{2} b-18 c^{2},
\end{aligned}
$$

which (as is at once verified) are consistent with the fundamental relation

$$
f^{2}=-a^{3} d+a^{2} b c-4 c^{3}
$$

then it is easy to verify that

$$
\left(x \frac{d}{d y}-4 c y \frac{d}{d x}-\delta\right) A=0 ;
$$

and this being so, any other covariant whatever, expressed in the like standard form, is reduced to zero by the operator

$$
x \frac{d}{d y}-4 c y \frac{d}{d x}-\delta ;
$$

and we have thus the means of calculating the covariant when the leading coefficient is known.

Thus, considering the covariant $B$, the expression of which has just been obtained, $=\left(B_{0}, B_{1}, B_{2}{ }^{\chi}(x, y)^{2}\right.$, suppose : the equation to be satisfied is

$$
\begin{gathered}
x\left(B_{1} x+2 B_{2} y\right) \\
-4 c y\left(\quad 2 B_{0} x+B_{1} y\right) \\
-x^{2} \delta B_{0}-x y \delta B_{1}-y^{2} \delta B_{2}=0,
\end{gathered}
$$

viz. we have

$$
\begin{aligned}
B_{1}-\delta B_{0} & =0, \\
2 B_{2}-8 c B_{0}-\delta B_{1} & =0, \\
-4 c B_{1}-\delta B_{2} & =0 ;
\end{aligned}
$$

which (omitting, as we may do, the outside factor $a^{2}$ ) are satisfied by the foregoing values $B_{0}, B_{1}, B_{2}=b, e,-3 a d-b c$. And if we assume only $B_{0}=b$, then the first equation gives at once the value $B_{1}=e$, the second equation then gives $B_{2}=-3 a d-3 b c$; and the third equation is satisfied identically, viz. the equation is

$$
-4 c e+\delta(3 a d+b c)=0
$$

that is,

$$
\begin{aligned}
& -4 c e=-4 c e \quad=0 \\
& +c \delta b \quad+c . e \\
& +b \delta e \quad+b .3 f \\
& +3 a \delta d+3(-b f+c e)
\end{aligned}
$$

which is right.
Of course every invariant must be reduced to zero by the opcration $\delta$ : thus we have, see the Table No. 97,

$$
\begin{aligned}
a^{2} g= & 12 a b d \\
& +4 b^{2} c \\
& +1 e^{2}
\end{aligned}
$$

and thence

$$
\begin{array}{rlrl}
a^{2} \delta g= & (12 a d+8 b c) \delta b= & (12 a d+8 b c) e & =+12+8 \\
& +4 b^{2} & . \delta c & +4 b^{2} \\
& +12 a b & . \delta d & +12 b(-b f+c e) \\
& +2 e & . \delta e & +2 e(-6 a d-10 b c) \\
& +12 & -12+12 \\
& -12 & -20,
\end{array}
$$

which is $=0$, as it should be.
380. As already remarked, the leading cocfficients of $H, I, J, \& c$., are each of them equal to a power of a multiplied by the corresponding covariant $h, i, j, \ldots$; hence, supposing these leading coefficients, or, what is the same thing, the standard expressions of the covariants $h, i, j, \ldots, v, w$ to be known, we can calculate the values of $\delta h, \delta i, \delta j, \ldots, \delta v, \delta w(=0$, since $w$ is an invariant) : and the operation $\delta$, instead of being applicable only to the forms containing $a, b, c, d, e, f$, becomes applicable to forms containing any of the covariants. The values of $\delta a, \delta b, \ldots, \delta v, \delta w$ can, it is clear, be expressed in terms of segregates; and this is obviously the proper form: but for $\delta r$, $\delta t$, and $\delta v$, for which the segregate forms are fractional, I have given also forms with integer coefficients. The entire series is

```
Deg-order.
    \(2.8 \quad \delta a=0\),
    \(3.5 \delta b=e\),
    \(3.9 \quad \delta c=3 f\),
    \(4.6 \quad \delta d=i\),
    \(4.8 \delta e=-6 a d-10 b c\),
    \(4.12 \quad \delta f=2 a^{2} b-18 c^{2}\),
    \(5.3 \delta g=0\),
    \(5.7 \quad \delta h=2 b e-4 l\),
    \(5.9 \quad \delta i=-2 a b^{2}+2 a h-18 c d\),
    \(6.4 \quad \delta j=-n\),
    \(6.6 \delta k=-2 a j+6 b^{3}-9 b h+3 c g\),
    \(6.10 \delta l=-3 a b d-7 b^{2} c+7 c h\),
    \(7.5 \delta m=-b k-p\),
    7.7 \(\delta n=4 c j\),
    \(8.4 \delta o=b^{2} g+6 b m-6 d j-\dot{g} h\),
    \(8.8 \delta p=8 a b j-5 a d g-10 b^{4}+15 b^{2} h-5 b c g+10 c m\),
    \(9.3 \quad \delta q=0\),
    \(9.5 \quad \delta r=\frac{1}{2}\left(a q+6 b^{2} j-5 b d g-j h\right), \quad=2 b^{2} j-2 b d g-6 d m\),
\(10.6 \delta s=-2 a g j+2 b^{3} g+3 b^{2} m+21 b d j-4 b g h+2 c g^{2}-3 c q\),
\(12.4 \delta t=\frac{1}{2}\left(b g m+4 b j^{2}-3 d g j-h q\right), \quad=-b^{2} q+h q+6 m^{2}\),
\(13.3 \quad \delta u=0\),
\(14.4 \quad \delta v=\frac{1}{8}(-5 b g r-10 b j o+5 g j k-12 j s-9 n q),=-6 d t-6 m r+n q\),
\(19.3 \quad \delta w=0\).
```

It is obvious that for every covariant whatever written in the denumerate form ( $\left.I_{0}, I_{1}, \ldots \gamma x, y\right)^{2}$, the second coefficient is equal to the first coefficient operated upon by $\delta$; so that the foregoing formulæ give, in fact, the second coefficients of the several covariants.
381. It is worth noticing how very much the formulæ of Table No. 97 simplify themselves, if one of the covariants $b, c, d, e$ vanishes, in particular, if $b$ vanishes. Suppose $b=0$; writing also (although this makes but little difference) $a=1$, we have

$$
\begin{aligned}
a & =1, \\
b & =0, \\
c & =c, \\
d & =d, \\
e & =e, \\
f^{2} & =-d-4 c^{3}, \\
g & =e^{2}, \\
h & =6 c d+e f, \\
i & =c e \\
j & =9 d^{3}+c e^{2}, \\
k & =3 d e, \\
l & =-3 d f+2 c^{2} e, \\
m & =9 c d^{2}+3 d e f-c^{2} e^{2}, \\
n & =-6 c d e-e^{2} f, \\
o & =9 d^{2} e+c e^{3}, \\
p & =-9 d^{3} f+12 c^{2} d e+c e^{2} f, \\
q & =-54 c d^{3}-27 d^{3} e f+18 c^{2} d e^{2}+c e^{3} f, \\
r & =9 c d^{2} e+3 d e^{2} f-c^{2} e^{3}, \\
s & =-27 d^{3} f+54 c^{2} d^{2} e+9 c d e^{2} f-2 c^{3} e^{3}, \\
t & =-81 d^{4} f-6 d^{3} e^{3}+216 c^{3} d^{3} e+54 c d^{2} e^{3} f-24 c^{3} d e^{3}-c^{2} e^{4} f, \\
u & =-27 d^{3}-18 c d^{3} e^{2}-4 d^{2} e^{3} f+c^{2} d e^{4}, \\
v & =-81 d^{4} e f-6 d^{2} e^{4}+216 c^{3} d^{3} e^{2}+54 c d^{2} e^{3} f-24 c^{3} d e^{4}-1 c^{2} e^{5} f, \\
w & \text { (not calculated). }
\end{aligned}
$$

These values are very convenient for the verification of syzygies, \&c. Take, for instance, the before-mentioned relation $\delta v=-6 d t-6 m r+n q$, that is, if $V=\left(V_{0}, V_{1} \chi x, y\right)$, then $V_{1}=-6 d t-6 m r+n q$ : calculating the three products on the right-hand side, observing
c. X .
that $f^{3}$ when it occurs is to be replaeed by its value $-d-4 c^{3}$, and taking their sum, the figures are as follows:
where the last column is, in faet, what $V_{1}$ beeomes on writing therein $a=1, b=0$. The verification would not of course apply to terms which contain $b$; thus, (13.3), a derived syzygy is $j r=b t+m o$; and the foregoing values give, as they should do, $j r=m o$ : we might for the verifieation of most of the terms in $b$ use values $a, b, c, d$, $e, f^{2}=1, b, 0, d, e,-d$ : the only failure would be for terms containing $b c$.

Table No. 97 (Covariants of $A$, in the $a f$ - or standard forms: $W$ is not given).
The several covariants are-

$$
\begin{aligned}
& A=\left(\begin{array}{l|l|l|l|l|l|}
\hline 1 & 0 & c+10 & f+10 & \begin{array}{l}
a^{2} b+5 \\
c^{2}-15
\end{array} & \begin{array}{l}
a^{2} e+1 \\
c f-2
\end{array} \\
0.0 & 1.3 & 2.6 & 3.9 & 4.12 & 5.15
\end{array}\right. \\
& B=a^{2}\left(\left.\begin{array}{|l|l|l|}
\hline b+1 & e+1 & a d-3 \\
b c-1
\end{array} \right\rvert\,(x x, y)^{2}\right. \\
& C=\left(\begin{array}{ll|l|l|l|l|l|l|}
\hline c+1 & f+1 & a^{2} b+3 \\
c^{2}-15
\end{array}\right)
\end{aligned}
$$

Table No. 97 (continued).


| $E=a^{2}($ | $e+1$ | $\begin{aligned} & a d-6 \\ & a^{\circ} b c-10 \end{aligned}$ | $\begin{aligned} & b f-12 \\ & c e+2 \end{aligned}$ | $\begin{aligned} & a^{2} b^{2}-8 \\ & a c d-36 \\ & a^{0} b c^{2}+12 \\ & , \quad e f-2 \end{aligned}$ | $\begin{aligned} & a^{2} b e-5 \\ & a d f-24 \\ & a^{2} b c f-4 \\ & , c^{2} e+2 \end{aligned}$ | $\begin{aligned} & a^{3} b d-6 \\ & a^{2} b^{2} c-2 \\ & , e^{2}-1 \\ & a c^{2} d+18 \\ & a^{0} b c^{3}+6 \\ & , c e f+2 \end{aligned}$ | ( $2 x, y)^{\text {s }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3.5 | 4.8 | . 11 | 6.14 | 7.17 | 8.20 |  |



$G=a^{4} \quad$| $a b d+12$ |
| :--- |
| $a^{4} b^{2} c+4$ |
| ,$e^{2}+1$ |
| 0 |
| $=a^{2} g$ |

6.10

Table No. 97 (continued).

| $H=a^{2}($ | $\begin{gathered} a c d+6 \\ a^{a} b c^{2}+4 \\ , e f+1 \end{gathered}$ $=a^{2} h$ | $\begin{aligned} & a^{2} b e+2 \\ & a d f+12 \\ & a^{2} b c f-8 \\ & , c^{2} e-8 \end{aligned}$ | $\begin{aligned} & a^{2} b^{3} c+4 \\ & " e^{2}+1 \\ & a c^{2} d-36 \\ & a^{0} b c^{3}-24 \\ & , c e f-6 \end{aligned}$ | $\begin{aligned} & a^{3} d e+2 \\ & a^{2} b^{2} f+4 \\ & , b c e-6 \\ & a c d f-12 \\ & a^{0} b c^{2} f-8 \\ & , c^{3} e+8 \end{aligned}$ | $\begin{aligned} & a^{4} b^{3}+2 \\ & " d^{2}+6 \\ & a^{3} b c d-2 \\ & a^{2} b^{2} c^{2}-8 \\ & , b e f-3 \\ & ,{ }_{2} c^{2}+1 \\ & a c^{3} d+6 \\ & a^{0} b c^{4}+4 \\ & , c^{2} e f+1 \end{aligned}$ | ${ }^{(x, y)}{ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 6.14 | 7.17 | 8.20 | 9.23 | 10.26 |  |


| $I=a^{3}($ | $\begin{aligned} & b f-1 \\ & c e+1 \end{aligned}$ | $\begin{aligned} & a^{2} b^{2}-2 \\ & a c d-6 \\ & a^{0} b c^{2}+8 \\ & , \quad e f-2 \end{aligned}$ |  | $\begin{aligned} & a^{3} b d-20 \\ & a c^{2} d+60 \end{aligned}$ | $\begin{aligned} & a^{3} d e-5 \\ & a^{2} b^{2} f+5 \\ & , b c e-5 \\ & a c d f+30 \\ & a^{0} b c^{2} f+5 \\ & , c^{c} e-5 \end{aligned}$ | $\begin{aligned} & a^{4} b^{3}+2 \\ & { }^{2} d^{2}-12 \\ & a^{3} b c d-2 \\ & a^{2} b^{2} c^{2}-6 \\ & , c^{2}-2 \\ & a c^{3} d-30 \\ & a^{2} d b^{4}-8 \\ & , c^{2} e f-2 \end{aligned}$ | $a^{4} b^{2} e+1$ <br> $a^{9} b d f+3$ <br> ,,cde -5 <br> $a^{2} b^{2} c f+1$ <br> ,,$c^{8} e-5$ <br> , $e^{2} f-1$ <br> $a c^{2} d f-3$ <br> $a^{0} b c^{9} f-1$ <br> , $c^{4} e+1$ | ( $\left.\chi^{2}, y\right)^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5.11 | 6.14 | 7.17 | 8.20 | 9.23 | 10.26 | 11.29 |  |

Table No. 97 (continued).

| $\boldsymbol{K}=a^{*}($ | $\begin{aligned} & a d e+3 \\ & a^{0} b^{2} f+2 \\ & ,, b c e-2 \end{aligned}$ $=a^{2} k$ | $\begin{aligned} & a^{2} b^{3}+4 \\ & " d^{2}-18 \\ & a b c d-18 \\ & a^{0} b^{2} c^{2}-16 \\ & " b e f-5 \\ & " c e^{2}+1 \end{aligned}$ | $\begin{aligned} & a^{2} b^{2} e+1 \\ & a b d f+6 \\ & a c d e-15 \\ & a^{0} b^{2} c f-2 \\ & , b c^{2} e-2 \\ & " e^{2} f-1 \end{aligned}$ | $\begin{aligned} & a^{3} b^{2} d+6 \\ & a^{2} b^{3} c+2 \\ & " c d^{2}-18 \\ & a b c^{2} d-30 \\ & a d e f-9 \\ & a^{0} b^{2} e^{3}-8 \\ & , b c e f-5 \\ & , c^{2} e^{2}+3 \end{aligned}$ | ( $7 x, y)^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 7.13 | 8.16 | 9.19 | 10.22 |  |


| $L=a^{2}($ | $\left\|\begin{array}{l} a d f-3 \\ a^{0} b c f-2 \\ , c^{2} e+2 \end{array}\right\|$ $=a^{2} l$ | $\left\lvert\, \begin{aligned} & a^{3} b d-3 \\ & a^{2} b^{2} c-7 \\ & a c^{2} d+42 \\ & a^{0} b c^{3}+28 \\ & , c e f+7 \end{aligned}\right.$ | $\begin{aligned} & a^{3} d e-12 \\ & a^{2} b^{2} f-9 \\ & , b c e+9 \\ & a c d f+63 \\ & a^{0} b c^{2} f+42 \\ & , c^{3} e-42 \end{aligned}$ | $\begin{aligned} & a^{4} b^{3}-6 \\ & , d^{2}-39 \\ & a^{3} b c d+40 \\ & a^{2} b^{2} c^{2}+59 \\ & , b e f+7 \\ & , \quad c e^{2}-1 \\ & a c^{3} d-210 \\ & a^{0} b c^{4}-140 \\ & ,, c^{2} e f-35 \end{aligned}$ | $\left\{\begin{array}{l} a^{4} b^{2} e-1 \\ a^{3} b d f+39 \\ ,=c d e-14 \\ a^{2} b^{2} c f+16 \\ , \quad b c^{2} e-12 \\ , \# e^{2} f+1 \\ a c^{2} d f-105 \\ a^{0} b c^{3} f-70 \\ , c^{4} e+70 \end{array}\right.$ | $\begin{aligned} & a^{5} b^{2} d+15 \\ & a^{4} b^{3} c-9 \\ & ,, c d^{2}+18 \\ & a^{3} b c^{2} d-33 \\ & , d^{2} f-3 \\ & a^{2} b^{2} c^{3}+15 \\ & , b c e f+21 \\ & , c^{2} e^{2}-12 \\ & a c^{4} d+126 \\ & a^{2} b c^{5}+84 \\ & , c^{3} e f+21 \end{aligned}$ | $\begin{aligned} & a^{5} b d e-7 \\ & a^{4} b^{3} f-7 \\ & ,, b^{2} c e+14 \\ & , d^{2} f+12 \\ & a^{3} b c d f+23 \\ & , c^{2} d e-26 \\ & a^{2} b^{2} c^{2} f+25 \\ & , b c^{3} e-53 \\ & , c e^{2} f-7 \\ & a c^{3} d f+21 \\ & a^{0} b c^{4} f+14 \\ & ,, c^{3} e-14 \end{aligned}$ | $\|$$a^{6} b^{4}-2$ <br> ,,$b d^{2}+3$ <br> $a^{5} b^{2} c d+10$ <br> ,,$d e^{2}+2$ <br> $a^{4} b^{3} c^{2}+13$ <br> ,$b^{2} e f+4$ <br> ,,$b c e^{2}-2$ <br> ,,$c^{2} d^{2}-15$ <br> $a^{3} b c^{3} d-28$ <br> ,$c d e f-7$ <br> $a^{2} b^{2} c^{4}-19$ <br> ,,$b c^{2} e f-10$ <br> ,,$c^{3} e^{2}+5$ <br> $a c^{5} d-6$ <br> $a^{0} b c^{6}-4$ <br> ,,$c^{4} e f-1$ | $\langle x, y)^{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 7.17 | 8.20 | 9.23 | 10.26 | 11.29 | 12.32 | 13.35 | 14.38 |  |


| $M=a^{4}($ | $\begin{aligned} & a^{3} b^{2} d-2 \\ & a^{2} b^{3} c-1 \\ & , \quad c d^{2}+9 \\ & a b c^{3} d+12 \\ & , d e f+3 \\ & a^{0} b^{2} c^{3}+4 \\ & , \quad b c e f+2 \\ & , c^{2} e^{2}-1 \end{aligned}$ $=a^{4} m$ | $\begin{aligned} & a^{3} b d e-1 \\ & a^{2} b^{3} f-1 \\ & " b^{2} c e+2 \\ & " d^{2} f+9 \\ & a b c d f+12 \\ & , c^{2} d e-12 \\ & a^{0} b^{2} c^{2} f+4 \\ & " b c^{3} e-8 \\ & " c e^{2} f-1 \end{aligned}$ | $\begin{aligned} & a^{4} b^{4}-1 \\ & , b d^{2}+3 \\ & a^{3} b^{2} c d+6 \\ & ,, d e^{2}+1 \\ & a^{2} b^{3} c^{2}+5 \\ & , b^{2} e f+2 \\ & " b c e^{2}-1 \\ & , c^{2} d^{2}-9 \\ & a b c^{3} d-12 \\ & ", c d e f-3 \\ & a^{0} b^{2} c^{4}-4 \\ & , b c^{2} e f-2 \\ & , c^{3} e^{2}+1 \end{aligned}$ | ( $(x, y)^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | . 22 | 11.25 | 12.28 |  |

Table No. 97 (continued).


Table No. 97 (continued).

$$
Q=a^{6} \left\lvert\, \begin{array}{lr}
a^{4} b^{3} & - \\
", b^{2} d^{2}+18 \\
a^{3} b^{3} c d+22 \\
, b d e^{3}+ & 3 \\
" c d^{3}-54 \\
a^{2} b^{4} c^{2}+ & 12 \\
, b^{3} e f+ & 5 \\
", b^{2} c e^{2}- & 4 \\
", b c^{2} d^{2}-108 \\
" d^{2} e f-27 \\
a b^{2} c^{3} d-72 \\
, b c d e f-36 \\
" c^{2} d e^{3}+18 \\
a^{0} b^{3} c^{4}-16 \\
, b^{2} c^{2} e f-12 \\
, b c^{3} e^{2}+ & 12 \\
, c^{3} e^{3} f+1 \\
=a^{6} q
\end{array}\right.
$$

14.30

13.27
14.30

15.33

| 9 | $a^{5} b^{4} d+15$ | $a^{5} b^{3} d e-6$ | $a^{6} b^{6}-2$ |
| :---: | :---: | :---: | :---: |
| 7 | , $62 l^{3}-27$ | , $d^{3} e-27$ | ,$b^{3} d^{2}+9$ |
| 12 | $a^{4} b^{5} c+3$ | $a^{4} b^{3} f-3$ | , $d^{4}$ - 27 |
| 27 | , $b^{2} c d^{2}-99$ | , $b^{\dagger} c e+9$ | $a^{5} b^{4} c d+18$ |
| 2 | $\ldots{ }^{\text {, }} d^{2} e^{2}-18$ | ,, $b^{2} d^{2} f$ - 9 | , $b^{2} d e^{2}+6$ |
| 6 | $a^{3} b^{3} c^{2} d-114$ | ,,bcd ${ }^{2} e-18$ | ,,$b c d^{3}-54$ |
| 54 | , $b^{2} d e f$ - 33 | $a^{3} b^{3} c d f$ - 9 | $a^{4} b^{3} c^{2}+15$ |
| 54 | , $b$ bcde ${ }^{2}+12$ | ,, $b^{2} c^{2} d e+24$ | , $b^{4} e f+6$ |
| 36 | $\ldots c^{2} d^{3}+162$ | ,, $b d e^{2} f+3$ | ,,$^{3} c^{2} l^{2}-36$ |
| 72 | $a^{2} b^{4} c^{2}-24$ | , $c d^{3} \dot{f}+81$ | , $b^{3} c e^{2}-6$ |
| 9 | , $b^{3} \mathrm{cef}-9$ | , ${ }^{\text {cde }}{ }^{3}-3$ | , $b^{2} c^{2} d^{2}-27$ |
| 8 | \# $b^{2} c^{2} e^{2}+9$ | $a^{2} b^{4} c^{2} f^{\prime}+6$ | , $b$ bd $2 e f-9$ |
| 24 | ,, $b c^{3} d^{2}+394$ | ,, $b^{3} c^{3} e-18$ | , $c d^{2} e^{2}-9$ |
| 6 | , $c d^{2} e f+69$ | , $b^{2} c c^{2} f-9$ | $a^{3} b^{3} c^{3} l-54$ |
| 2 | $a b^{2} c^{4} d+216$ | ,, $b c^{2} \hat{l}^{2} f+162$ | , $l^{2} c d e f-27$ |
|  | ,, $b c^{2} d \underline{l} f+120$ | ,, $6 c^{2} e^{3}+3$ | ,, $b c^{2} d e^{2}+3$ |
|  | , $c^{3} d e^{2}-54$ | , $c^{2} d^{2} e-162$ | , $c^{3} d^{3}-54$ |
|  | $a^{0} b^{3} c^{3}+48$ | $a b^{2} c^{3} d f+108$ | ,, $1 e^{3} f^{*}-2$ |
|  | ,, $b^{2} c^{3} p f+36$ | , bct $d e-216$ | $a^{2} b^{4} c^{4}-24$ |
|  | ",bc ${ }^{4} e^{2}-36$ | ", $c^{2} d e^{2} f-27$ | , $b^{3} c e^{2} f^{-}-21$ |
|  | ${ }_{n} c^{2} e^{3} f-3$ | $a^{0} b^{3} c^{5} f^{5}+24$ | , $b^{2} c^{3} e^{2}+21$ |
|  |  | , $b^{2} c^{5} e-72$ | ,, $b c^{+} d^{2}-108$ |
|  |  | ,"bc ${ }^{3} e^{2} f-18$ | ,"bce ${ }^{3} f+2$ |
|  |  | ", $c^{4} e^{3}+6$ | ", $c^{\prime \prime} d^{\prime \prime} e f$ - 27 |
|  |  |  | ${ }^{2} b^{2} c^{2} d-72$ |
|  |  |  | ,, $6 c^{3} d e j-36$ |
|  |  |  | , $c^{4} d e^{2}+18$ |
|  |  |  | $a^{0} b^{3} c^{6}-16$ |
|  |  |  | , $b^{2} c^{4} e f-12$ |
|  |  |  | ,, $6 c^{5} e^{2}+12$ |
|  |  |  | , $c^{3} e^{3} f+1$ |

17.39

Table No. 97 (continued).


Table No. 97 (concluded).
$V=a^{10}\left(\begin{array}{lllll}a^{6 b^{8}} & -4 & a^{6} b^{7} e & - & 2 \\ b^{5} d^{2} & -12 & x, y)^{2}\end{array}\right.$

$$
a^{3} b^{6} c d+20
$$

$\begin{array}{ll}, b^{4} d e^{2} & +23 \\ , & b^{3} c d^{3} \\ +108\end{array}$
,$b d^{3} e^{2}+81$
$a^{4} b^{7} c^{2}+28$
$" b^{6} e f^{+}+15$
$\begin{array}{ll}, b^{5} c e^{2} & -20 \\ b^{4} c^{2} d^{2} & +168\end{array}$
", $b^{3} d^{2} e f+78$
" $b^{2} c d^{2} e^{2}-72$
$", b c^{2} d^{4} \quad-324$
,${ }^{4} d^{4} e f+d^{2}-81$
$d^{2} e^{4}-6$
$a^{3} b^{3} c^{3} d+16$
,$b^{4} c d e f+8$
$b^{3} c^{2} d e^{2}-112$
$" b^{2} c^{3} d^{3}-864$
,$b^{2} d e^{3} f-18$
,$b c d^{3} e f-432$
$\begin{array}{ll}" \text { bcd }{ }^{3} e f & -432 \\ " b c d e^{4} & +7\end{array}$
$\begin{array}{ll}: c^{2} d^{3} e^{2} & +216 \\ a^{2} b^{6} c^{4} & -32\end{array}$
$b^{3} c d e^{2} f+208$
, $b^{2} c^{2} d^{3} f+1728$
, $b^{2} c^{2} d e^{3}-40$
, $b c^{3} d^{3} e-3456$
,$\quad b d e^{4} f-3$
,$\quad c e^{3} e^{2} f-432$
"cdes +1
$a^{2} b^{4} c^{2} e^{2} f-\quad 20$
$=, b^{3} c^{3} d^{2} f+1008$
,$b^{3} c^{3} e^{3}+20$
,$b^{2} c^{4} \cdot d^{2} e-3024$
,$b^{2} c^{4}+d^{2} e-3024$
,$b^{2} c e^{4} f+5$
$", b c^{2} d^{2} e^{2} f-756$
,$b c^{2} e^{5}-1$
,$c^{3} d^{2} e^{3}+252$
$a b^{4} c^{4} d f+288$
,, $b^{3} c^{5} d e-1152$
", $b^{2} c^{3} d e^{2} f-432$
", $b c^{4} d e^{3}+288$
, $c^{2} d e^{4} f^{+}+18$
$a^{0} b^{5} b^{6}+32$
,$b^{4} c^{6} p-160$
,$b^{3} c^{4} e^{2} f-\quad 80$
$", b^{2} c^{5} e^{3}+80$
,$b c^{3} e^{4} f^{2}+10$

| $=a^{4} r$ | $" b c^{3} e^{4}$ | + |
| :--- | :--- | :--- |
| $" c^{4} e^{3}$ | - | 2 |

22.46
23. 49

Table No. 98. Covariants of $A$, divided and (except as to a few coeffieients) segregate.
$A$ and $B$ as given in Table 97 were divided and segregate.
$C$ was divided but not segregate: the divided and segregate form is

$D$ divided and segregate is
an integer non-segregate form of the fractional coefficient is

$$
\begin{aligned}
& c i-1 \\
& d f+1
\end{aligned}
$$

$E$ was divided but not segregate: the divided and segregate form is


Table No. 98 (continued).
$F$ was divided but not segregate: the divided and segregate form is
$\div 3$ where for an integer non-segregate value of the fractional coefficient, see the original form of $F$.
$G$ as an invariant was divided and segregate, $G=a^{6} g$.
$H$ divided and segregate is

$$
4.0
$$

$$
\div 3 \quad \div 3
$$


where the fractional coefficients are $=$

| $a d e+2$ | $a^{2} b^{3}+2$ |
| :---: | :--- |
| $a^{0} b^{2} f+4$ | ,$d^{2}+6$ |
| ,$b c e-6$ | $a b c d-2$ |
| ,$c l+4$ | $a^{n} b^{2} c^{2}-8$ |
|  | ,$b e j^{7}-3$ |
|  | ,$c^{2} h+1$ |
|  | ,$c e^{2}+1$ |

Table No. 98 (contimued).
$I$ divided and segregate is

| $I=u^{3}($ |  |  |  |  | $\div 3$ | $\div 3 \div$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $i+1$ | $\begin{gathered} a b^{2}-2 \\ " h+2 \\ a_{c} \cdot c d-18 \end{gathered}$ | $\begin{aligned} & a l+5 \\ & a_{c}^{\circ} c i-15 \end{aligned}$ | $a^{2} b d-20$ $a^{0} c^{2} c_{l}+60$ | $a^{2} k-5$ $a^{2} b i-25$ $a c l-30$ $a^{0} c^{2} i+45$ | $\begin{aligned} & a^{4} j-4 \\ & a^{3} b^{3}+10 \\ & , \quad b h-8 \\ & ,{ }^{2} g+4 \\ & a^{2} b c d-6 \\ & a b c^{2}-18 \\ & , c^{2} h-6 \\ & a^{0} c^{3} d-54 \end{aligned}$ | $\begin{aligned} & a^{3} b^{2} e+3 \\ & , b b+9 \\ & ,{ }^{c} k-5 \\ & \# f g-3 \\ & a^{2} b c i-8 \\ & a b^{2} c f-9 \\ & , b c^{2} e-15 \\ & \Rightarrow c^{2} l+3 \\ & a^{0} c^{3} i-3 \end{aligned}$ | ${ }^{\gamma}(x, y)^{6}$, |
|  | 4.6 | 5.9 | 6.12 | 7.15 | 8.18 | 9.21 | 10.24 |  |

where the fractional coefficients are $=$

| $a^{2} d e-5$ | $a^{3} b^{3}+2$ | $a^{3} b^{2} e+1$ |
| :---: | :---: | :---: |
| $a b^{2} f+5$ | , $d^{2}-12$ | $a^{2} b d f+3$ |
| , bce - 5 | $a^{2} b c c l-2$ | , $c d e-5$ |
| $a^{0} c^{2} i-5$ | $a b^{2} c^{2}-6$ | $a b^{2} c f+1$ |
| , cdf $\mathrm{c}+30$ | , $c^{2} h-2$ | , ${ }^{2} c^{2} e-5$ |
|  | , $c e^{2}-2$ | , $e^{2} f-1$ |
|  | $a^{0} c^{3} d-18$ | $a^{0} c^{3} i+1$ |
|  |  | ,, ${ }^{2} d f-3$ |

$J$ divided and segregate is

$$
J=\boldsymbol{a}^{7}(j,-n \gamma x, y)^{2} .
$$

$5.6 \quad 6.4$
$k$ divided and segregate is

Table No. 98 (continued).
$L$ divided and (as to first six coefficients) segregate is

where the fractional coefficients are $=$

$$
\begin{array}{c|c}
a^{2} b^{3}-6 & a^{2} b^{2} e-1 \\
, d^{2}+3 & a b d f+39 \\
a b c d+26 & \# c d e-22 \\
a^{0} b^{2} c^{2}+31 & a^{4} b^{2} c f+16 \\
, b e f+7 & , b c^{2} e-4 \\
, c^{2} h-7 & , c^{2} l+19 \\
, c e^{2}-1 & \# c f h-8 \\
, f l-14 & , e^{2} f+1
\end{array}
$$

the last two coefficients have not been reduced to the segregate form.
$M$ divided and segregate is

$$
M=a^{8}\left(\begin{array}{|c|c|c|}
\hline \begin{array}{c}
m+1 \\
b-1 \\
p-1
\end{array} & \begin{array}{c}
a b j-1 \\
a d g+1 \\
{ }^{\circ} c m-1
\end{array} \\
\hline 6.5 & 8.8
\end{array}(x \cdot y)^{2} .\right.
$$

Table No. 98 (continued).
$N$ divided and segregate is

| $N=a^{7}($ | $n+1$ | $c j+4$ | $\begin{aligned} & a p-6 \\ & c-6 \end{aligned}$ | $\begin{aligned} & a^{2} h j-4 \\ & ,{ }^{\prime} h_{y}+4 \\ & a b^{4}+8 \\ & , b^{2} h-12 \\ & , b c g+4 \\ & , \quad c m-8 \\ & a^{0} c^{2} j-4 \end{aligned}$ | $\begin{aligned} & a^{8} o+1 \\ & a^{2} b n-1 \\ & a c p+2 \\ & a^{0} c^{2} n+1 \end{aligned}$ | ( $(x, y)^{2}$. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 6.4 | . 7 | . 10 | 9.13 | 0.16 |  |

$O$ divided and segregate is

$$
O=a^{10}\left(\begin{array}{|c|c|}
\hline o+1 & \begin{array}{l}
b^{2} g+1 \\
b m+6 \\
d f-6 \\
g h-1
\end{array} \\
\frac{8.4}{} & (X x, y)^{1} . \\
8.1
\end{array}\right.
$$

$P$ divided and (as to first three coefficients) segregate is

the last three coefficients have not been reduced to the segregate form.

Table No. 98 (continued).
$Q$ as an invariant was divided and segregate, $Q=a^{12} q$.
8.0
$R$ divided and segregate is

where the fractional coefficients are $=$

| $b^{2} j+2$ | $b d k+3$ |
| :--- | :--- |
| $b d g-2$ | $b e j+1$ |
| $d m-6$ | $c r+1$ |
|  | $d e g-1$ |
|  | $d p+3$ |

$s$ divided and (as to the first three coefficients) segregate is

but the last coefficient is neither segregate nor integer:

Table No. 98 (concluded).
$T$ divided and segregate is

where the fractional coefficient is $=$

$$
\begin{gathered}
b^{2} q-1 \\
h q+1 \\
m^{2}+6
\end{gathered}
$$

$U$ as an invariant was divided and segregate, $U=a^{18} \quad u$.
12.0
$Y$ divided and segregate is

where the fractional coefficient is $=$

$$
\begin{aligned}
& d t-6 \\
& m r-6 \\
& n q+1
\end{aligned}
$$

$W$ as an invariant was divided and segregate, $W=a^{27} w$.
18.0

Derivatives. Art. Nos. 382 , to 384, and Tables Nos. 99 and 100.
382. I call to mind that any two covariants $a, b$, the same or different, give rise to a set of derivatives $(a, b)^{1},(a, b)^{2},(a, b)^{2}, \& c$., or, as I propose to write them, $a b 1, a b 2, a b 3, \& e .$, viz.:

$$
\begin{aligned}
& a b 1=d_{x} a \cdot d_{y} b-\quad d_{y} a \cdot d_{x} b, \\
& a b 2=d_{x}{ }^{2} a \cdot d_{y}{ }^{2} b-2 d_{x} d_{y} a \cdot d_{x} d_{y} b+\quad d_{y}{ }^{2} a \cdot d_{x}{ }^{2} b, \\
& a b 3=d_{x}{ }^{3} a \cdot d_{y}{ }^{3} b-3 d_{x}{ }^{2} d_{y} a \cdot d_{x} d_{y}{ }^{2} b+3 d_{x} d_{y}{ }^{2} a \cdot d_{x}{ }^{2} d_{y} b-d_{y}{ }^{3} a \cdot d_{x}{ }^{3} b, \\
& \text { \&e. } ;
\end{aligned}
$$

or, as these are symbolically written,

$$
a b 1=\overline{12} a_{1} b_{2}, \quad a b 2=\overline{12}^{2} a_{1} b_{3}, \quad a b 3=\overline{12}^{3} a_{1} b_{2}, \& e^{2} ;
$$

where

$$
12=\xi_{1} \eta_{2}-\xi_{2} \eta_{1}, \quad=\frac{d}{d x_{1}} \frac{d}{d y_{2}}-\frac{d}{d x_{2}} \frac{d}{d y_{1}}
$$

the differentiations $\frac{d}{d x_{1}}, \frac{d}{d y_{1}}$ applying to the $a_{1}$ and the $\frac{d}{d x_{2}}, \frac{d}{d y_{2}}$ applying to the $b_{2}$, but the suffixes being ultimately omitted: hence if $\theta$ be the index of derivation, the derivative is thus a linear function of the differential coefficients of the order $\theta$ of the two covariants $a$ and $b$ respectively: and we have the general property that any sueh derivative, if not identically vanishing, is a covariant. If the $a$ and the $b$ are one and the same covariant, then obviously every odd derivative is $=0$; so that in this case the only derivatives to be considered are the even derivatives aa2, aa4, \&c.: moreover, if the index of derivation $\theta$ exceeds the order of either of the component eovariants, then also the derivative is $=0$ : in particular, neither of the covariants must be an invariant. The degree of the derivative is evidently equal to the sum of the degrees of the component covariants; the order is equal to the sum of the orders less twice the index of derivation.
383. It was by means of the theory of derivatives that Gordan proved (for a binary quantic of any order) that the number of covariants was finite, and, in the particular case of the quintie, established the system of the 23 covariants. Starting from the quantic itself $a$, then the system of derivatives aa2, aa4, \&c., must include among itself all the covariants of the second degree, and if the entire system of these is, suppose, $b, c$, \&c., then the derivatives $a b 1, a b 2, \& c ., a c 1, a c 2$, \&e., must inelude among them all the covariants of the third degree, and so on for the higher degrees; and in this way, limiting by general reasoning the number of the independent eovariants of each degree obtained by the suceessive steps, the foregoing conclusion is arrived at. But returning to the quintic, and supposing the system of the 23 covariants established, then knowing the deg-order of a derivative we know that it must be a linear function of the segregates of that deg-order; and we thus confirm, $\dot{d}$ posteriori, the results of the derivation theory. I annex the following Table No. 99, showing all the derivatives which present themselves, and for each of them the c. x .
covariants as well congregate as segregate of the same deg-order: the congregates are distinguished each by two prefixed dots, ..bf, \&c. No further explanation of the arrangement is, I think, required. We see from the table in what manner the different covariants present themselves in connexion with the derivation-theory. Thus starting with the quintic itself $a$, we have the two derivatives $a a 4$, $a a 2$, which are in fact the covariants of the second degree (deg-orders $\mathbf{2 . 2}$ and 2.6 respectively) $b$ and $c$. For the third degree we have the derivatives $a b 2, a b 1, a c 5, a c 4, a c 3, a c 2$, $a c 1$ : the deg-order of ac5 is 3.1 , and there being no covariants of this deg-order, $a c 5$ must, it is elear, vanish identically: $a b 2$ and $a c 4$ are each of them of the deg-order 3.3 , but for this deg-order we have only the covariant $d$, and hence $a b 2$ and act must be each of them a numerical multiple of $d$; similarly, deg-order 3.5, $a b 1$ and $a c 3$ must be each of them a numerical multiple of $e$; deg-order 3.7, ac2 must be a numerical multiple of $a b$; and deg-order 3.9, ac1 must be a numerical multiple of $f$ : the 7 derivatives, which primet fucie might give, each of them, a covariant of the third degree, thus give in fact only the 3 covariants $d, e, f$; and in order to show according to the theory of derivations that this is so, it is necessary to prove- $1^{\circ}$, that $a c 5=0 ; 2^{\circ}$, that act and ab2 differ only by a numerical factor; $3^{\circ}$, that $a b 1$ and $a c 3$ differ only by a numerical factor; $4^{\circ}$, that $a c 2$ is a numerical multiple of $a b$ : which being so, we have the 3 new covariants. The table shows that
for degrees $\quad \frac{2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24}{2, ~}$ No. of derivatives $=\frac{2}{2}, 7,19,29,41,46,52,46,44,35,26,19,17,12,13,6,6,3,3,1,1,0,1$ so that the whole number of derivatives is 429 , giving the 22 covariants $b, c, \ldots, w$. While it is very remarkable that (by general reasoning, as already mentioned, and with a very small amount of calculation) Gordan should have been able in effect to show this, the great excess of the number of derivatives over that of the covariants seems a reason why the derivations ought not to be made a basis of the theory.

It is to be remarked that we may consider derivatives $p q 1, p q 2, \& c$., where $p, q$ instead of being simple covariants are powers or products of covariants, but that these may be made to depend upon the derivatives formed with the simple covariants. (As to this see my paper "On the Derivatives of Three Binary Quantics," Quart. Math. Journal, t. xv. (1877), pp. 157-168, [681].)

Table No. 99 (Index Table of Derivatives).


Table No. 99 (continued).

| Deg. | 4 |  |  |  |  |  |  | 5 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ord. | 0 | 2 | 4 | 6 | 8 | 10 | 12 |  | 1 | 3 | 5 | 7 | 9 | 11 | 13 |
|  | $g$ |  | $b^{2}$ $h$ | $i$ | $a d$ $b c$ | ae | $a^{2} b$ $c^{2}$ |  | $j$ | $k$ | $\begin{aligned} & a g \\ & b d \end{aligned}$ | $\begin{aligned} & b e \\ & l \end{aligned}$ | $\begin{gathered} a b^{2} \\ a h \end{gathered}$ | $a i$ $. . b f$ | $\begin{aligned} & a^{2} d \\ & a b c \end{aligned}$ |
|  | ad | 3 | 2 | 1 |  |  |  |  |  |  |  |  | $c d$ | ce |  |
|  | ae 5 | 4 | 3 | 2 | 1 |  |  | $a h$ | 4 | 3 | 2 | 1 |  |  |  |
|  | $a f$ |  | 5 | 4 | 3 | 2 | 1 | $a i$ | 5 | 4 | 3 | 2 | 1 |  |  |
|  | $b b \quad 2$ |  |  |  |  |  |  | $b d$ | 2 | 1 |  |  |  |  |  |
|  | $b c$ |  | 2 | 1 |  |  |  | $b e$ |  | 2 | 1 |  |  |  |  |
|  | cc 6 |  | 4 |  | 2 |  |  | $b f$ |  |  |  | 2 | 1 |  |  |
|  |  |  |  |  |  |  |  | cd |  | 3 | 2 | 1 |  |  |  |
|  |  |  |  |  |  |  |  | ce | 5 | 4 | 3 | 2 | 1 |  |  |
|  |  |  |  |  |  |  |  | cf |  | 6 | 5 | 4 | 3 | 2 | 1 |

19 derivs.
29 derivs.


41 derivs.

Table No. 99 (continued).


46 derivs.

Table No. 99 (continued).

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline Deg. \& \& \& \& \& \& 8 \& \& \& \\
\hline \multirow[t]{3}{*}{Ord.} \& \& 0 \& 2 \& 4 \& 6 \& 8 \& 10 \& 12 \& 14. \\
\hline \& \& \[
\begin{aligned}
\& g^{2} \\
\& q
\end{aligned}
\] \& \(\boldsymbol{r}\) \& \begin{tabular}{l}
\(b^{2} g\) \\
\(b m\) \\
\(d j\) \\
\(g h\)
\end{tabular} \& \begin{tabular}{l}
\(a s\) \\
\(b n\)
\[
\begin{aligned}
\& \ldots d k \\
\& \ldots e j \\
\& g i
\end{aligned}
\]
\end{tabular} \& \begin{tabular}{l}
\(a b j\) \\
\(a d g\) \\
\(b^{4}\) \\
\(b^{2} h\) \\
\(b c g\) \\
. \(b d^{2}\) \\
cm \\
. . ek \\
. . \(h^{2}\)
\end{tabular} \& \begin{tabular}{l}
\(a b k\) \\
aeg \\
\(a p\) \\
\(b^{2} i\) \\
. . bde \\
cn
\[
\begin{aligned}
\& \ldots d l \\
\& \ldots f j \\
\& \ldots h i
\end{aligned}
\]
\end{tabular} \& \begin{tabular}{l}
\(a^{2} b g\) \\
\(a^{2} m\) \\
\(a b^{2} d\) \\
acj \\
. . adh \\
\(b^{3} c\) \\
bch \\
. . \(b e^{2}\) \\
\(c^{2} g\) \\
\(\ldots c d^{2}\) \\
. . el \\
. . \(f k\) \\
. \(i^{2}\)
\end{tabular} \& \[
\begin{aligned}
\& a^{2} n \\
\& \ldots a b^{2} e \\
\& a b l \\
\& a c k \\
\& \ldots a d i \\
\& \ldots a e h \\
\& a f g \\
\& b c i \\
\& \ldots b d f \\
\& \ldots c d e
\end{aligned}
\] \\
\hline \& \begin{tabular}{l}
ao \\
\(a p\) \\
\(b m\) \\
\(b n\) \\
\(c m\) \\
cn \\
\(d j\) \\
\(d k\) \\
\(d l\) \\
ej \\
ek \\
el \\
fj \\
\(f k\) \\
\(f l\) \\
\(h h\) \\
\(h i\) \\
\(i i\)
\end{tabular} \& 5
2

3
3

4

6 \& | 4 |
| :--- |
| 1 |
| 2 |
| 4 |
| 1 |
| 2 |
| 3 |
| 5 |
| 7 |
| 4 | \& \[

$$
\begin{aligned}
& 1 \\
& 3 \\
& 1 \\
& 2 \\
& 3 \\
& \\
& 1 \\
& 3 \\
& 1 \\
& 2 \\
& 4 \\
& \hline
\end{aligned}
$$

\] \& | 2 |
| :--- |
| 1 2 |
| 2 |
| 1 |
| 3 |
| 3 |
| 5 |
| 2 | \& | 1 |
| :--- |
| 1 |
| 1 |
| 2 |
| 1 |
| 2 |
| 4 |
| 1 |
| 2 | \& | 1 |
| :--- |
| 1 |
| 3 | \& 2 \& 1 <br>

\hline
\end{tabular}

52 derivs.
a tenth memoir on quantics.
Table No. 99 (continued).

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
Deg. \\
Ord.
\end{tabular}} \& \multicolumn{7}{|c|}{9} \\
\hline \& \& 1 \& 3 \& 5 \& 7 \& 9 \& 11 \\
\hline \& \& \(g j\) \& bo \(g k\) 8 \& \begin{tabular}{l}
\(a y^{2}\) \\
\(a q\) \\
\(b^{2} j\) \\
\(b d g\)
\[
\ldots d m
\] \\
\(h j\)
\end{tabular} \& \(a r\)
\[
\begin{aligned}
\& \ldots b^{2} k \\
\& b e g \\
\& b p \\
\& c o \\
\& \ldots d n \\
\& \ldots e m \\
\& g l \\
\& \ldots h k \\
\& \ldots i j
\end{aligned}
\] \& \begin{tabular}{l}
\(a b^{2} g\) \\
\(a b m\) \\
adj \\
\(a g h\) \\
\(b^{3} d\) \\
\(b c j\) \\
. . \(b d h\) \\
\(c d g\)
\[
\ldots d^{3}
\] \\
.. en \\
. . ik
\end{tabular} \& \begin{tabular}{l}
\(a^{2} o\) \\
\(a b n\) \\
. . adk \\
. . aej \\
agi \\
. . \(b^{3} e\) \\
\(b^{2} l\) \\
bck \\
. . \(b d i\) \\
. . beh \\
. . bfg \\
ceg \\
\(c p\) \\
. . \(d^{2} e\) \\
. . \(f m\) \\
. . \(h l\)
\end{tabular} \\
\hline \& \begin{tabular}{l}
\(a r\) \\
bo \\
\(b p\) \\
co \\
\(c p\) \\
\(d m\) \\
\(d n\) \\
em \\
en \\
\(f m\) \\
\(f n\) \\
\(h j\) \\
\(h k\) \\
\(h l\) \\
\(i j\) \\
\(i k\) \\
il
\end{tabular} \& \begin{tabular}{l}
1 \\
\\
5 \\
2 \\
3 \\
4 \\
4 \\
\\
3 \\
\hline 6
\end{tabular} \&  \& \begin{tabular}{l}
1 \\
1 \\
1 \\
3 \\
1 \\
1 \\
2 \\
4 \\
1 \\
3 \\
1 \\
2 \\
4
\end{tabular} \& \begin{tabular}{l}
2 \\
1 \\
2 \\
3 \\
2 \\
1 \\
3
\end{tabular} \& 1

1
2
1
1
2 \& 1

1 <br>
\hline
\end{tabular}

46 derivs.

Table No. 99 (continued).

| Deg. <br> Ord. |  | 10 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 2 | 4 | 6 | 8 | 10 | 12 |
|  |  |  | $\begin{aligned} & \hline b g^{2} \\ & b q \\ & g m \\ & j^{2} \end{aligned}$ | $\begin{aligned} & b r \\ & \ldots d o \\ & g n \\ & j k \end{aligned}$ | agj <br> $b^{3} g$ <br> $b^{2} m$ <br> ${ }^{b d j}$ <br> bgh <br> $c g^{2}$ <br> $c q$ $\begin{aligned} & \ldots d^{2} g \\ & \ldots e o \\ & \ldots h m \\ & \ldots k^{2} \end{aligned}$ | abo <br> $a g k$ <br> as <br> $b^{2} n$ <br> . . $b d k$ <br> . . bej <br> $b g i$ <br> $c r$ $\begin{aligned} & \ldots d e g \\ & \ldots d p \\ & \ldots h n \\ & \ldots i m \\ & \ldots j l \end{aligned}$ | $a^{2} g^{2}$ <br> $a^{2} q$ <br> $a b^{2} j$ <br> abdg <br> ..adm <br> $a h j$ <br> $\ldots b^{s}$ <br> $b^{3} h$ <br> $b^{2} c g$ <br> . $b^{2} c^{2}$ <br> bcm <br> . . bek <br> .. $b h^{2}$ <br> cdj <br> cgh $\begin{aligned} & \ldots d^{2} h \\ & \ldots e^{2} g \\ & \ldots e p \\ & \ldots f o \\ & \ldots i n \\ & \ldots k l \end{aligned}$ | $a^{2} r$ <br> $\cdots a b^{2} k$ <br> abeg <br> $a b p$ <br> aco <br> .. $a d n$ <br> .. aem <br> agl <br> .. $a h k$ <br> .. aij <br> $b^{3} i$ <br> . . $b^{2} d e$ <br> bcn <br> . . bdl <br> . . $b f j$ <br> . . bhi <br> ..cdk <br> .. cej <br> cgi <br> $\ldots d^{2} i$ <br> . . deh <br> . . $d j g$ |
|  | ${ }^{\text {as }}$ |  | 3 | 2 | 1 |  |  |  |
|  | $b r$ | 2 | 1 |  |  |  |  |  |
|  | cr |  |  | 2 | 1 |  |  |  |
|  | do |  | 1 |  |  |  |  |  |
|  | ${ }^{\text {dp}}$ |  | 3 | 2 | 1 |  |  |  |
|  | eo |  |  | 1 |  |  |  |  |
|  | ep | 5 | 4 | 3 | 2 | 1 |  |  |
|  | fo |  |  |  |  | 1 |  |  |
|  | $f p$ |  |  | 5 | 4 | 3 | 2 | 1 |
|  | ${ }^{\text {hm }}$ |  | 2 | 1 |  |  |  |  |
|  | $\stackrel{h}{n}$ | 4 | 3 | 2 | 1 |  |  |  |
|  | ${ }^{\text {i }}$ |  |  | 2 | 1 |  |  |  |
|  | in |  | 4 | 3 | 2 | 1 |  |  |
|  | $j k$ |  | 1 |  |  |  |  |  |
|  | $j l$ |  |  |  | 1 |  |  |  |
|  | $k k$ |  | 2 |  |  |  |  |  |
|  | $k l$ |  |  | 3 | 2 | 1 |  |  |
|  | $u$ |  | 6 |  | 4 |  | 2 |  |

44 derivs.

Table No. 99 (continued).


35 derivs.

Table No. 99 (continued).


26 derivs.
C. . X .

Table No. 99 (continued).


19 derivs.

Table No. 99 (continued).


Table No. 99 (continued).


13 derivs.

Table No. 99 (continued).


6 derivs.
6 derivs.
3 derivs.

Table No. 99 (concluded).

384. The Canonical form (using the divided expressions, Table No. 98) is peculiarly convenient for the calculation of the derivatives. Some attention is required in regard to the numerical determination: it will be observed that $A$ is given in the standard form $\left(A_{0}, A_{1}, A_{2}, A_{3}, A_{4}, A_{5} 久 x, y\right)^{5}$, while the other covariants are given in the denumerate forms $B=\left(B_{0}, B_{1}, B_{2} X x, y\right)^{2}$ \&c.: these must be converted into the other form $B=\left(B_{0}, \frac{1}{2} B_{1}, B_{2}(x, y)^{2}, C=\left(C_{0}, \frac{1}{6} C_{1}, \frac{1}{15} C_{2}, \frac{1}{20} C_{3}, \frac{1}{15} C_{4}, \frac{1}{6} C_{5}, C_{8} X x, y\right)^{6}, \& c\right.$. , the numerical coefficients being of course the reciprocals of the binomial coefficients. We thus have, for instance, the leading coefficients,

$$
\text { l.c. of } A C 2=A_{0} \cdot \frac{1}{15} C_{2}-2 . A_{1} \cdot \frac{1}{6} C_{1}^{\prime}+A_{2} . C_{0},
$$

but

$$
" \quad \# B C 2=B_{0} \cdot \frac{1}{15} C_{2}-2 \cdot \frac{1}{2} B_{1} \cdot \frac{1}{6} C_{1}+B_{2} . C_{0} .
$$

Moreover, as regards the covariants AA2, AA4, \&c., we take what are properly the half-values,

$$
\begin{aligned}
& \text { l.c. of } A A 2=A_{0} A_{2}-A_{1}{ }^{2} \quad \text { (instead of } A_{0} A_{2}-2 A_{1} A_{1}+A_{2} A_{0} \text { ), } \\
& " \quad A A 4=A_{0} A_{4}-4 A_{2} A_{3}+3 A_{2}{ }^{2} \text { (instead of } A_{0} A_{4}-4 A_{1} A_{3}+6 A_{2} A_{2}-4 A_{3} A_{1}-A_{4} A_{0} \text { ), } \\
& \text { \&c., }
\end{aligned}
$$

and similarly

$$
\text { l.c. of } \begin{aligned}
& B B 2=B_{0} B_{2}-\left(\frac{1}{2} B_{1}\right)^{2}, \\
" \quad & C C 2=C_{0} \cdot \frac{1}{15} C_{2}-\left(\frac{1}{6} C_{1}\right)^{2}, \\
& \& c .
\end{aligned}
$$

Any one of these leading coefficients, for instance l.c. of $A C 2$, is cqual to the corresponding covariant derivative, multiplied, it may be, by a power of $a$ : the index of this power being at once found by comparing the deg-orders, these in fact differing by a multiple of 1.5 the deg-order of $a$. Thus

$$
\begin{aligned}
& a a 2, A_{0} A_{2}-A_{1}^{2}, \\
& \text { deg-orders are } 2.6,2.6: \text { or } \mu a 2=A_{0} A_{2}-A_{1}^{2}, \\
& a a 4, A_{0} A_{4}-4 A_{1} A_{2}+3 A_{2}^{2} \text {, deg-orders are 2.2, 4.12: or } \omega u 4=\frac{1}{a^{2}}\left(A_{0} A_{4}-4 A_{1} A_{3}+3 A_{2}^{2}\right) ;
\end{aligned}
$$

we have in fact

$$
\begin{array}{cr}
A_{0} A_{2}-A_{1}{ }^{2}=1 \cdot c-0^{2}=c & : \text { and } a a 2=c, \\
A_{0} A_{4}-4 A_{1} A_{3}+3 A_{2}{ }^{2}=1 \cdot\left(a^{2} b-3 c^{2}\right)-4.0 \cdot f+3 \cdot c^{2},=a^{2} b: \text { and } a a 4=b .
\end{array}
$$

As another instance, and for the purpose of showing how the calculation is actually effected, consider the derivative $c h 2$, which is to be calculated from the leading coefficient of $\mathrm{CH2},=C_{n} \cdot \frac{1}{6} H_{2}-2 \cdot \frac{1}{8} C_{1} \cdot \frac{1}{4} H_{1}+\frac{1}{15} C_{2} . H_{0}$ : this is

$$
\begin{aligned}
= & c\left(\frac{1}{6} a^{2} g-2 a b d-c h\right) \\
& -2 \cdot \frac{1}{2} f\left(\frac{1}{2} b e-l\right) \\
& +\left(\frac{1}{5} a^{2} b-c^{2}\right) h
\end{aligned}
$$

= column next written down; but this eolumn eontains eongregate terms whieh have to be replaced by their segregate values (see Table No. 96, deg-order 8.16); and we thus obtain

viz. the terms other than those divisible by $a^{2}$ all disappear: we may either abbreviate the calculation by omitting them $a b$ initio, or retain them for the sake of the verification afforded by their disappearance. The faetor $a^{2}$ divides out, and the final result is

$$
c h 2=\frac{1}{3} a j-\frac{1}{3} b^{3}+\frac{11}{30} b h-\frac{1}{6} c g,
$$

which is the proper segregate expression of the derivative ch2: of course, we have deg-order $\mathrm{CH} 2=8.16$, deg-order $c h 2=6.6$, and the difference is 2.10 , the double of l.j, so that the factor $a^{2}$ is as it ought to be.

Table No. 100 (The Derivatives up to the Sixth Order).
Degree 2.

$$
\begin{array}{l|l|l|l}
2.2 & b & \frac{2.6}{a a 4} & +1
\end{array}
$$

Degree 3.


Degree 4.

Table No． 100 （continued）．

| 4.8 | $a d$ | $b c$ | 4.10 | $a e$ | 4.12 | $a^{2} b$ | $c^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a e 1$ | $-\frac{6}{5}$ | -2 | $a f 2$ | +1 | $a f 1$ | $+\frac{2}{9}$ | -2 |
| $a f 3$ | $+\frac{59}{42}$ | $-\frac{5}{6}$ |  |  |  |  |  |
| $c c 2$ | $+\frac{1}{4}$ | $-\frac{1}{20}$ |  |  |  |  |  |

Degree 5.

| 5.1 | $j$ | 5.3 | $k$ | 5.5 | $a g \quad b d$ | 5.7 | $b e$ | $l$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a h 4$ | ＋ 2 | ah 3 | $+\frac{1}{2}$ | ah 2 | $+\frac{1}{6}-2$ | $a h 1$ | －2 | $-4$ |
| ai 5 | $-\frac{5}{3}$ | $a i 4$ | $+\frac{1}{3}$ | ai 3 | ＋0－2 | $a i 2$ | 0 | $+\frac{1}{3}$ |
| $b d 2$ | $-\frac{1}{3}$ | $b d 1$ | －$\frac{1}{6}$ | be 1 | $-\frac{1}{2}+\frac{24}{5}$ | $b f^{2}$ | $-\frac{7}{36}$ | ＋ 1 |
|  | $-\frac{8}{8}$ | $b e 2$ | $-\frac{3}{5}$ | $c d 2$ | $0-\frac{2}{15}$ | $c d 1$ | 0 | $+\frac{1}{6}$ |
|  |  | cd 3 | $+\frac{3}{20}$ | ce 3 | $-\frac{1}{20}-\frac{18}{5}$ | $c e 2$ | $\frac{1}{5}$ | $-\frac{2}{3}$ |
|  |  | ce 4 | $+\frac{2}{25}$ | df5 | $-\frac{1}{72}+\frac{8}{83}$ | df 4 | $-\frac{1}{90}$ | $+\frac{43}{318}$ |
|  |  | of 6 | $-\frac{19}{18}$ |  |  |  |  |  |


| 5.9 | $a b^{2}$ | $a h$ | c | 5.11 |  | ce | 5.13 |  | ${ }^{2} d \quad a b c$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a{ }^{1} 1$ | $-\frac{1}{3}$ | $+\frac{1}{3}$ | ＋ | $d f 2$ |  | $+\frac{1}{180}$ | df 1 |  | $\frac{1}{2}-\frac{5}{8}$ |
| ${ }^{\text {b }} 1$ | $+\frac{2}{9}$ | －$\frac{1}{2}$ | ＋ |  |  |  |  |  |  |
| ce 1 | 0 | －$\frac{1}{2}$ | $+$ |  |  |  |  |  |  |
| $d f 3$ |  | $-\frac{11}{120}$ |  |  |  |  |  |  |  |

Degree 6.

| 6.0 |  | 6.2 | $b g$ | $m$ | 6.4 | $n$ | 6.6 | aj | $b^{3}$ | $b h$ | cg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ci 6 | 0 | ak 3 | 0 | － 4 | aj 1 | － 1 | a 1 | －$\frac{2}{3}$ | ＋ 2 | － 3 | ＋ 1 |
|  |  | al 5 | 0 | ＋ 20 | $a k 2$ | $+\frac{1}{3}$ | al 3 | $-\frac{18}{35}$ | ＋${ }^{\frac{2}{7}}$ | －$\frac{5}{7}$ | ＋${ }^{3}$ |
|  |  | bh 2 | $-\frac{1}{3}$ | －2 | al 4 | $-\frac{1}{36}$ | $b i 1$ | －$\frac{1}{3}$ | ＋${ }^{5}$ | －$\frac{1}{2}$ | 0 |
|  |  | ch 4 | $\frac{1}{10}$ | $-\frac{2}{8}$ | $b h 1$ | $+\frac{1}{2}$ | ch 2 | ＋$\frac{1}{3}$ | －$\frac{1}{3}$ | ＋$\frac{17}{36}$ | －$\frac{1}{6}$ |
|  |  | $c i 5$ | 0 | $+\frac{2}{3}$ | $b^{2} 2$ | $+\frac{1}{3}$ | ci 3 | －$\frac{1}{6}$ | $-\frac{1}{30}$ | ＋$\frac{11}{3}$ | ＋${ }^{7}$ |
|  |  | $d d 2$ | 0 | $+\frac{1}{10}$ | ch 3 | $+\frac{3}{10}$ | $d e 1$ | $-\frac{2}{15}$ | ＋$\frac{3}{15}$ | ＋$\frac{1}{15}$ | －$\frac{1}{5}$ |
|  |  | $d e 3$ | 0 | －$\frac{5}{5}$ | ci 4 | $+\frac{1}{15}$ | $d f 3$ | ＋$\frac{59}{378}$ | $-\frac{143}{378}$ | ＋${ }^{\frac{4}{7} \text { 晹 }}$ | $-\frac{139}{756}$ |
|  |  | ee 4 | －1 | －$\frac{48}{28}$ | de 2 | －$\frac{1}{3}$ | $e e^{2}$ | －$\frac{4}{25}$ | $+\frac{4}{25}$ | －部昜 | ＋${ }^{\frac{9}{23}}$ |
|  |  | $f f 8$ | $-\frac{5}{32}$ | $-\frac{98}{887}$ | $e f 5$ | $-\frac{88}{63}$ | ef 4 | $+\frac{236}{315}$ | －$\frac{4}{105}$ | $+\frac{10}{83}$ | $-\frac{71}{105}$ |
|  |  |  |  |  |  |  | $f f 6$ | －$\frac{1589}{6898}$ | $+\frac{2873}{1938}$ | ＋$\frac{3.383}{15878}$ | －${ }^{51597}$ |
|  | c． x |  |  |  |  |  |  |  |  |  | $50$ |

Table No. 100 (concluded).

$$
\begin{aligned}
& \begin{array}{c|cc|c|cccc}
6.8 & a k & b i & 6.10 & a^{2} g & a b d & b^{2} c & c h \\
\hline a l 2 & -\frac{4}{21} & +\frac{1}{21} & a l 1 & 0 & -\frac{3}{6} & -1 & +1 \\
c h 1 & +\frac{1}{8} & +\frac{1}{3} & c i 1 & 0 & -\frac{1}{2} & +\frac{1}{6} & -\frac{1}{6} \\
c i 2 & +\frac{1}{6} & +\frac{4}{35} & d f 1 & 0 & -\frac{1}{8} & +\frac{1}{3} & -\frac{1}{3} \\
d f 2 & -\frac{11}{108} & -\frac{1}{57} & e f 2 & +\frac{1}{36} & +\frac{7}{5} & -\frac{19}{45} & -\frac{4}{5} \\
e f 3 & +\frac{32}{315} & +\frac{64}{315} & f f 4 & +\frac{1}{432} & -\frac{53}{756} & +\frac{89}{756} & -\frac{8}{83}
\end{array} \\
& \begin{array}{c|ccc|c|cccc}
6.12 & a b e & a l & c i & 6.14 & a^{2} b^{2} & a^{2} h & a c d & b c^{2} \\
\hline e f 1 & \frac{2}{9} & -\frac{2}{6} & -\frac{6}{5} & & f f^{2} & -\frac{4}{81} & +\frac{1}{38} & +\frac{5}{6} \\
\hline & -\frac{2}{8}
\end{array}
\end{aligned}
$$

which is complete to the sixth degree. I had calculated the derivatives up to the tenth degree, but the results were not in the segregate form.

On the form of the Numerical Generating Functions: the N.G.F. of a Sextic.
Art. Nos. 385, 386.
385. It is to be remarked that the R.G.F. is derived not from the fraction in its least terms, which is algebraically the most simple form of the N.G.F., but from a form which contains common factors in the numerator and denominator: thus for the quadric, the cubic, and the quartic, writing down the two forms (identical in the case of the quadric) these are-

Quadric

$$
\text { N.G.F. }=\frac{1}{1-a x^{2} .1-a^{2}} .
$$

Cubic

$$
\text { N.G.F. }=\frac{1-a x+a^{2} x^{2}}{1-a^{4} \cdot 1-a x^{3} \cdot 1-a x} \quad=\frac{1-a^{6} x^{6}}{1-a^{4} \cdot 1-a x^{3} \cdot 1-a^{2} x^{2} \cdot 1-a^{3} x^{4}} .
$$

Quartic

$$
\text { N.G.F. }=\frac{1-a x^{2}+a^{9} x^{4}}{1-a^{2} \cdot 1-a^{3} \cdot 1-a x^{4} \cdot 1-a x^{2}} \quad=\frac{1-a^{6} x^{12}}{1-a^{2} \cdot 1-a^{3} \cdot 1-a x^{4} \cdot 1-a^{2} x^{4} \cdot 1-a^{3} x^{6}} .
$$

For the quintic the two forms are, N.G.F. $=$

| $(1$ |  |  | $-a^{8}$ |  |  | $\left.+a^{12}\right) x^{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $+(-1$ |  | $+a^{4}$ | $+2 a^{6}$ |  |  | $\left.-a^{12}\right) a x^{1}$ |
| $+($ | $+a^{2}$ |  |  | $-a^{8}$ |  | $\left.+a^{10}\right) x^{2}$ |
| $+(-1$ |  | $+a^{4}$ | $+a^{6}$ | $+a^{8}$ | $-a^{10}$ | $\left.-a^{12}\right) a x^{3}$ |
| $+(+1$ | $+a^{2}$ | $-a^{4}$ | $-a^{8}$ | $-a^{8}$ |  | $\left.+a^{12}\right) a^{2} x^{4}$ |
| $+($ | $-a^{2}$ | $+a^{4}$ |  |  | $-a^{10}$ |  |
| $+(+1$ |  |  | $-2 a^{3}$ | $-a^{3} x^{5}$ |  |  |
| $+(-1$ |  |  | $+a^{6}$ |  | $\left.+a^{12}\right) a^{2} x^{6}$ |  |
|  |  |  | $\left.-a^{12}\right) a^{3} x^{7}$ |  |  |  |

divided by

$$
1-a^{4} .1-u^{6} .1-u^{8} .1-a x^{5} .1-a x^{3} .1-a x ;
$$

and

| ( 1 |  |  |  |  |  |  |  |  | $\left.+a^{18}\right) x^{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $($ |  | $a^{4}$ | $+a^{4}$ |  | $+a^{19}$ | $+a^{12}$ |  |  | ) $a x$ |
| ( |  | $a^{\text {s }}$ | $+a^{\text {a }}$ | $+a^{8}$ | $+a^{19}$ |  | $+u^{14}$ |  | $\left.-a^{18}\right) a^{2} x^{2}$ |
| ( 1 | $+a^{2}$ | $+a^{4}$ |  | $+a^{9}$ |  |  |  |  | ) $a^{3} x^{3}$ |
| ( i | $+a^{2}$ | $+a^{4}$ | $+a^{6}$ |  | $+a^{19}$ |  | $-u^{14}$ |  | ) $a^{4} x^{4}$ |
| ( 1 |  | $+a^{4}$ | $+a^{6}$ |  |  |  |  | $-a^{18}$ | ) $a^{3} x^{5}$ |
| 1 | $a^{2}$ |  |  |  |  | $-a^{12}$ | $-a^{14}$ |  | ) $a^{2} x^{8}$ |
| ( |  | $a^{4}$ |  | $-a^{8}$ |  | $-a^{12}$ | - $a^{14}$ | $-a^{16}$ | $\left.-a^{18}\right) a x^{7}$ |
| $($ |  |  |  | . | $-a^{10}$ | $-a^{12}$ | $-a^{14}$ | $-a^{10}$ | $\left.-a^{18}\right) a^{2} x^{8}$ |
| $($ |  | $-a^{4}$ |  | $-a^{8}$ | $-a^{10}$ | $-4^{12}$ | $-a^{14}$ |  | ) $a^{3} x^{9}$ |
| $($ |  |  | $-a^{6}$ | $-a^{8}$ |  | - $\mathrm{a}^{12}$ | $-a^{14}$ |  | ) $a^{4} x^{10}$ |
| (-1 |  |  |  |  |  |  |  |  | $\left.-a^{19}\right) a^{5} x^{11}$ |

divided by

$$
1-u^{4} .1-a^{8} .1-u^{12} .1-a x^{5} .1-u^{2} x^{2} .1-a^{2} x^{6}:
$$

this last being in fact equivalent to that used for the determination of the R.G.F.
386. For the sextic the forms are, N.G.F. $=$

| $(1$ | $+a$ |  | $-a^{3}$ | $-a^{4}$ | $-a^{5}$ |  | $+a^{7}$ | $\left.+a^{8}\right) x^{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(-1$ | $-a$ | $+a^{2}$ | $+2 a^{3}$ | $+2 a^{4}$ | $+a^{8}$ |  | $-a^{7}$ | $\left.-a^{8}\right) a x^{2}$ |
| $(-1$ |  | $+a^{2}$ | $+a^{3}$ | $+a^{4}$ | $+a^{5}$ |  | $-a^{7}$ | $\left.-a^{8}\right) a x^{4}$ |
| $(1$ | $+a$ |  | $-a^{3}$ | $-a^{4}$ | $-a^{5}$ | $-a^{8}$ |  | $\left.+a^{8}\right) a^{2} x^{6}$ |
| $(1$ | $+a$ |  | $-a^{3}$ | $-2 a^{4}$ | $-2 a^{5}$ | $-a^{6}$ | $+a^{7}$ | $\left.+a^{8}\right) a^{2} x^{8}$ |
| $(-1$ | $-a$ |  | $+a^{3}$ | $+a^{4}$ | $+a^{5}$ |  | $-a^{7}$ | $\left.-a^{8}\right) a^{3} x^{30}$ |

divided by

$$
1+a .1-a^{2} .1-a^{3} .1-a^{4} .1-a^{5} .1-a x^{6} .1-a x^{4} .1-a x^{2} ;
$$

and

| ( 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\left.+a^{15}\right) x^{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| + ( 1 |  | $+a^{2}$ |  | $+a^{4}$ | $+e^{5}$ |  | $+a^{7}$ |  | $+a^{9}$ |  |  |  |  |  | $a^{3} x^{2}$ |
| + 1 |  | $+a^{2}$ | $+a^{3}$ | $+a^{4}$ | $+a^{5}$ | $+a^{6}$ | $+a^{7}$ | $+a^{8}$ | $+a^{9}$ |  | $+a^{11}$ |  |  |  | $a^{2} x^{4}$ |
| + ( 1 | $+a$ |  | $+2 a^{3}$ |  | $+a^{5}$ | $+a^{8}$ |  | $+a^{8}$ |  |  |  |  | $-a^{13}$ |  | $a^{3} x^{6}$ |
| $+(\quad+r g$ |  | $+a$ |  | +a | 4.5 |  |  |  |  | -a | 10.5 | -a | 12.5 | $-a$ | 14.5 ) $a^{2.5} x^{8}$ |
| $+($ |  | $+a^{2}$ |  |  |  |  | $-a^{z}$ |  | $-a^{9}$ | $-a^{10}$ |  | $-2 a^{12}$ |  | $-a^{44}$ | $\left.-a^{15}\right) a^{2} x^{10}$ |
| $+($ |  |  |  | $-a^{4}$ |  | $-a^{6}$ | $-a^{7}$ | $-a^{8}$ | $-a^{9}$ | $-a^{10}$ | $-a^{11}$ | $-a^{12}$ | $-a^{13}$ |  | $a^{3} x^{12}$ |
| $+($ |  |  |  |  |  | $-a^{6}$ |  | $-a^{8}$ |  | $-a^{10}$ | $-a^{11}$ |  | $-a^{13}$ |  | $\left.-a^{15}\right) a^{2} x^{14}$ |
| $+(-1$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\left.-a^{15}\right) a^{5} x^{18}$ |

divided by

$$
1-a^{2} .1-a^{4} .1-a^{5} .1-a^{10} .1-a x^{6} .1-a^{2} x^{4} .1-a^{2} x^{8}
$$

where observe that in the middle term, although for symmetry $a^{* s}(=\sqrt{a})$ has been introduced into the expression, the coefficient is really rational, viz. the term is

$$
\left(a^{3}+a^{5}+a^{7}-a^{13}-a^{15}-a^{17}\right) x^{8} .
$$

The second form or one equivalent to it is due to Sylvester: I do not know whether he divided out the common factors so as to obtain the first form. I assume that it would be possible from this second form to obtain a R.G.F., and thence to establish for the 26 covariants of the sextic a theory such as has been given for the 23 covariants of the quintic: but I have not entered upon this question.

Table No. 93 bis (The covariant $S$, adopted form $=-(D, M)$ ).
In this Table, $a, b, c, d, e, f$ denote, as in the tables of former memoirs, the coefficients of the quintic form ( $a, b, c, d, e, f \emptyset x, y)^{5}$.

| $S=($ | $a^{3} b^{0} c^{3} f^{3}$ | $a^{3} b^{0} c^{2} d f^{3}-$ | $a^{3} b^{0} c d^{2} f^{3}+$ | $a^{3} b^{0} d^{3} f^{3}$ | ( $x$ x, $y)^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $c^{2} d e f^{2}+15$ | $c^{2} e^{2} f^{2}+3$ | $c d e^{2} f^{2}-6$ | $d^{d^{2}} e^{2} f^{2}-6$ |  |
|  | $c^{2} e^{3} f-9$ | $c d^{2} e f^{2}+24$ |  | $d e^{4} f+6$ |  |
|  | $c d^{3} f^{2}-9$ | $c d e^{3} f-42$ | $d^{2} e e^{2}-3$ | $e^{6}$ |  |
|  | $c d^{2} e^{2} f$ - 6 | $c e^{5}+18$ | $d^{2} e^{3} f+6$ | $a^{2} b c d^{2} f^{3}-15$ |  |
|  | $c d e^{t}+9$ | $d^{4} f^{2}-18$ | $d e^{5}-3$ | $c d e e^{2} f^{2}+30$ |  |
|  | $d^{4} e f+9$ | $d^{3} e^{2} f+33$ | $a^{2} b^{2} d^{2} f^{3}-3$ | ce $e^{4} f-15$ |  |
|  | $d^{3} e^{3}-7$ | $d^{2} e^{4}-15$ | $d e^{2} f^{3}+6$ | $t^{3} e f^{2}+15$ |  |
|  | $a^{2} b^{2} c^{2} f^{3}+6$ | $a^{2} b^{2} c d f^{3}+6$ | $e^{4} t^{\prime}-3$ | $d^{2} e^{3} f-30$ |  |
|  | cdef ${ }^{2}-30$ | $c e^{2} f^{2}-6$ | , b $c^{2} d f^{3}-24$ | $d e^{5}+15$ |  |
|  |  | $d^{2} e f^{2}-24$ | $c^{2} e^{2} f^{2}+24$ | , $b^{0} c^{3} d f^{3}+9$ |  |
|  | $d^{3} f^{2}+9$ | $2 e^{3} f+42$ | $c d^{2} 2 f^{2}+78$ | ".c3e $e^{2} f^{2}-9$ |  |
|  | $d^{2} e^{2} f+6$ | $e^{5}-18$ | cde ${ }^{3} f-108$ | $c^{2} d^{2} e f^{2}-21$ |  |
|  | $d e^{4}-9$ | , ${ }^{6} c^{3} f^{3}+3$ | $c^{5}{ }^{5}+30$ | $c^{2} d e^{3} j+15$ |  |
|  | \#b $c^{3} e f^{2}-15$ | $c^{2} d e f^{2}-78$ | $d^{4} f^{2}-24$ | $c^{2} e^{5}+6$ |  |
|  | $c^{2} d^{2} f^{2}+21$ | $c^{2} e^{2} f+69$ | $d^{3} e^{2} f+24$ | $c d^{1} f^{2}+3$ |  |
|  | $c^{2} d e^{2} f-6$ | $c d^{3} f^{2}+93$ | \# $b^{0} c^{6} f^{3}+18$ | $c d^{3} e^{2} f+21$ |  |
|  | $c^{2} e^{4}+18$ | $c d^{2} e^{2} f$ - 51 | $t^{3} d e f^{2}-93$ | $c d^{2} e^{4}-24$ |  |
|  | $c d^{3} e f+30$ | cdet ${ }^{\text {t }}$ - 33 | $c^{3} e^{3} y^{3}+21$ | $d^{5} e f$ - 9 |  |
|  | $c d^{2} e^{3}-51$ | $d^{d} e f-57$ | $c^{2} d d^{2}+36$ | $d^{4} e^{3}+9$ |  |
|  | $d^{5} f=36$ | $d^{1} e^{3}+54$ | $c^{2} d^{2} e^{2} f+123$ | $a b^{3} d^{2} f^{3}+9$ |  |
|  | $d^{4} e^{2}+39$ | ${ }^{\prime}, b^{0} c^{4}+f^{2}+24$ | $c^{2} d e^{4}-51$ | de $e^{2} f^{2}-18$ |  |
|  | ,, $b^{0} c^{4} d f^{2}-3$ | $\mathrm{c}^{3} d^{2} f^{2}-36$ | cd ${ }^{\text {ef }}$ - 111 | - $e^{4} \dot{f}+9$ |  |
|  | " $c^{4} e^{2} f+45$ | $c^{3} d e^{2} f-9$ | $c d^{3} e^{3}+39$ | ,, $b^{2} c^{2} d f^{3}+6$ |  |
|  | $c^{3} d^{2} e f-84$ | $c^{3} e^{4}-54$ | $d^{0} t^{\circ}+27$ | $c^{2} e^{2} f^{2}-6$ |  |
|  | $c^{3} d d^{3}-63$ | $c^{2} d^{3} e f+24$ | $d^{5} e^{3}-9$ | $c t^{2} 2 f^{2}+6$ |  |
|  | $c^{2} d^{4} f+45$ | $c^{2} d^{2} e^{3}+129$ | $a b^{3} c d f^{3}+42$ | $c d e e^{3} f-24$ |  |
|  | $c^{2} d^{3} e^{2}+150$ | $c d^{5} f+9$ | $\mathrm{ce}^{2} \mathrm{f}^{2}-42$ | ce $e^{5}+18$ |  |
|  | $c d^{5} e-117$ | $c d^{3} e^{2}-114$ | $d^{2} 2 f^{2}-69$ | $d^{4} f^{2}-45$ |  |
|  | $w^{*}+27$ | $d^{6} e^{6}+27$ | $d e^{3} f+96$ | $d^{3} e^{2} f+96$ |  |
|  | $a^{1} b^{4} f^{3}-6$ | $a^{1} b^{4} d f^{3}-3$ | $e^{5}-27$ | d $d^{2} e^{8}-51$ |  |
|  | $d e f^{2}+15$ | $e^{2} f^{2}+3$ | , $b^{2} c^{2} f^{3}-33$ | , $b c^{4} f^{3}-9$ |  |
|  | $e^{3} f$ - 9 | , $b^{3} c^{2} f^{3}-6$ | $c^{2} d e f^{2}+51$ | " $c^{3} d e f^{2}-30$ |  |
|  | $\# b^{3} c^{2} e f^{2}+30$ | $c d e f^{2}+108$ | $c^{2} e^{3} j^{2}+48$ | $c^{3} e^{3} j^{2}+66$ |  |
|  | $c d^{2} f^{2}-15$ | $c^{3} s^{3}-96$ | cdif ${ }^{2}+9$ | $c^{2} d f^{2}+84$ |  |
|  | $c d e^{2} f+24$ | $d^{3} f^{2}-21$ | $c d^{2} e^{2} j^{\prime}-147$ | $c^{2} d^{2} d^{2} e^{2} j^{\prime}-36$ |  |
|  | $c e^{4}-45$ | $d^{2} e^{2} f^{2}-48$ | clle ${ }^{4}+39$ | $c^{2} d e^{4}-102$ |  |
|  | $d^{3} e f-66$ | $d e^{t}+63$ | $d^{4} e f+78$ | cdef ${ }^{\text {d }}$ - 174 |  |
|  | $d^{2} e^{3}+72$ | , $b^{2} c^{3} e f^{22}-24$ | $d^{3} e^{3}-45$ | $\mathrm{cef}^{3} e^{3}+210$ |  |
|  | \# $b^{2} c^{3} d f^{2}-21$ | $6^{2} d^{2} f-123$ | , $b c^{4} e f^{2}+57$ | $d^{16} f_{2}+63$ |  |
|  | $c^{3} e^{2} f-96$ | $c^{2} d e^{2} f+147$ | $c^{3} d^{2} f^{2}-24$ | $d^{\frac{1}{e} e^{2}}-72$ |  |
|  | $c^{2} d^{2} e f+36$ | $c^{2} e^{4}+66$ | $c^{3} d d^{2} f-78$ | , $b^{0} c^{5} f^{\prime 2}{ }^{2 \prime 2}+36$ |  |
|  | $c^{2} d e^{3}+213$ | $c d^{3}{ }^{2} f+78$ | $c^{3} e^{4}-{ }^{60}$ | $c^{4} d^{2} f^{2}-45$ |  |
|  | $c d^{\prime} f+120$ | $c d^{2} f^{3}-186$ | $c^{2} d^{3} e f+36$ | $c^{4} 4 e^{2} f^{\prime}-120$ |  |
|  | $c d^{3} e^{2}-303$ | $d^{5} f+51$ | $c^{2} d^{2} e^{3}+108$ | $4^{4} e^{4}-6$ |  |
|  | $d^{5} e+51$ | $d^{4} e^{2}-9$ | $c t^{5} j^{\circ}-24$ | $v^{3} d^{3} \cdot f^{\prime}+204$ |  |

(continued on next page.)
(continued from last pege.)

|  |  |  |  |
| :---: | :---: | :---: | :---: |

I remark that I calculated the first two coefficients $S_{0}, S_{1}$, and deduced the other two $S_{2}$ from $S_{1}$, and $S_{3}$ from $S_{0}$, by reversing the order of the letters (or which is the same thing, interchanging $a$ and $f, b$ and $e, c$ and $d$ ) and reversing also the signs of the numerical coefficients. This process for $S_{2}, S_{3}$ is to a very great extent a verification of the values of $S_{0}, S_{1}$. For, as presently mentioned, the
terms of $S_{0}$ form subdivisions such that in each subdivision the sum of the numerical coefficients is $=0$ : in passing by the reversal process to the value of $S_{3}$, the terms are distributed into an entirely new set of subdivisions, and then in each of these subdivisions the sum of the numerical coefficients is found to be $=0$; and the like as regards $S_{1}$ and $S_{2}$.

If in the expressions for $S_{0}, S_{1}, S_{2}, S_{3}$ we first write $d=e=f=1$, thus in effect combining the numerical coefficients for the terms which contain the same powers in $a, b, c$, we find

$$
\begin{aligned}
S_{0}= & a^{3}\left(-2 c^{3}+6 c^{2}-6 c+2\right) \\
& +a^{2}\left\{b^{2}\left(6 c^{2}-12 c-6\right)+b\left(-15 c^{3}+33 c^{2}-21 c+3\right)\right. \\
& \left.+b^{0}\left(42 c^{4}-147 c^{3}+195 c^{2}-117 c+27\right)\right\} \\
& +a\left\{b^{4} .0+b^{3}\left(30 c^{2}-36 c+6\right)+b^{2}\left(-117 c^{3}+249 c^{2}-183 c+51\right)\right. \\
& \left.+b\left(9 c^{9}+138 c^{4}-378 c^{3}+330 c^{3}-99 c\right)+b^{0}\left(-63 c^{6}+165 c^{5}-147 c^{4}+45 c^{3}\right)\right\} \\
& +a^{0}\left\{b^{6} .2+b^{5}(-15 c+3)+b^{4}\left(75 c^{2}-69 c+24\right)+b^{3}\left(-9 c^{4}-167 c^{3}+225 c^{2}-87 c-2\right)\right. \\
& +b^{2}\left(72 c^{5}+48 c^{4}-186 c^{3}+96 c^{2}\right)+b\left(-126 c^{8}+201 c^{5}-87 c^{4}\right) \\
& \left.+b^{0}\left(27 c^{8}-45 c^{7}+20 c^{6}\right)\right\} ;
\end{aligned}
$$

which for $c=1$ becomes

$$
=2 b^{6}-12 b^{5}+30 b^{4}-40 b^{3}+30 b^{2}-12 b+2, \text { that is, } 2(b-1)^{8},
$$

and for $b=1$ becomes $=0$.

$$
\begin{aligned}
S_{3}= & a^{3}\left(0 c^{2}+0 c+0\right) \\
& +a^{3}\left\{b^{3}(0 c+0)+b\left(3 c^{3}-9 c^{2}+9 c-3\right)+b^{0}\left(24 c^{4}-99 c^{3}+153 c^{3}-105 c+27\right)\right\} \\
& +a\left\{b^{4} .0+b^{3}\left(-6 c^{2}+12 c-6\right)+b^{2}\left(-24 c^{3}+90 c^{2}-108 c+42\right)\right. \\
& \left.+b\left(33 c^{4}-90 c^{3}+54 c^{2}+30 c-27\right)+b^{0}\left(-27 c^{6}+78 c^{3}-66 c^{4}+6 c^{3}+9 c^{2}\right)\right\} \\
& +a^{0}\left\{b^{5}(3 c-3)\right. \\
& +b^{4}(-15 c+15)+b^{8}\left(6 c^{3}-12 c^{2}+36 c-30\right) \\
& +b^{2}\left(9 c^{5}-42 c^{4}+84 c^{3}-108 c^{2}+57 c\right)+b\left(9 c^{6}-54 c^{5}+96 c^{4}-51 c^{3}\right) \\
& \left.+b^{0}\left(9 c^{7}-9 c^{6}\right)\right\}:
\end{aligned}
$$

which for $c=1$ becomes $=0$.

$$
\begin{aligned}
S_{3}= & a^{3}(0 c+0) \\
& +a^{2}\left\{b^{2} .0+b\left(0 c^{2}+0 c+0\right)+b^{0}\left(18 c^{4}-72 c^{3}+108 c^{2}-72 c+18\right)\right\} \\
& +a\left\{b^{3}(0 c+0)+b^{2}\left(-33 c^{3}+99 c^{2}-99 c+33\right)+b\left(57 c^{4}-162 c^{3}+144 c^{2}-30 c-9\right)\right. \\
& \left.+b^{0}\left(-60 c^{5}+207 c^{4}-261 c^{3}+141 c^{2}-27 c\right)\right\} \\
& +a^{0}\left\{b^{5} .0+b^{4}\left(15 c^{3}-30 c+15\right)+b^{3}\left(-54 c^{3}+102 c^{2}-42 c-6\right)\right. \\
& +b^{2}\left(123 c^{4}-297 c^{3}+243 c^{2}-87 c+18\right)+b\left(-27 c^{5}+102 c^{4}-96 c^{3}+21 c^{2}\right) \\
& \left.+b^{0}\left(27 c^{7}-66 c^{3}+51 c^{3}-12 c^{4}\right)\right\}:
\end{aligned}
$$

which for $c=1$ becomes $=0$.

$$
\begin{aligned}
S_{4}= & a^{3} \cdot 0 \\
& +a^{2}\left\{b(0 c+0)+b^{0}\left(0 c^{3}+0 c^{2}+0 c+0\right)\right\} \\
& +a\left\{b^{3} .0\right. \\
& +b^{2}\left(0 c^{2}+0 c+0\right)+b\left(-9 c^{4}+36 c^{3}-54 c^{2}+36 c-9\right) \\
& \left.+b^{0}\left(36 c^{5}-171 c^{4}+324 c^{3}-306 c^{2}+144 c-27\right)\right\} \\
& +a^{0}\left\{b^{4}(0 c+0)+b^{3}\left(7 c^{3}-21 c^{2}+21 c-7\right)+b^{2}\left(-39 c^{4}+135 c^{3}-171 c^{2}+93 c-18\right)\right. \\
& +b\left(66 c^{5}-243 c^{4}+333 c^{3}-201 c^{3}+45 c\right) \\
& \left.+b^{0}\left(-27 c^{7}+101 c^{6}-141 c^{3}+87 c^{4}-20 c^{3}\right)\right\}:
\end{aligned}
$$

which for $c=1$ becomes $=0$.
It follows that, for $c=d=e=f=1$, the value of the covariant $S$ is $=2(b-1)^{6} x^{3}$, which might be easily verified.

## 694.

## DESIDERATA AND SUGGESTIONS.

## No. 1. The theory of groups

[From the American Journal of Mathematics, t. I. (1878), pp. 50-52.]
Substitutions, and (in connexion therewith) groups, have been a good deal studied; but only a little has been done towards the solution of the general problem of groups. I give the theory so far as is necessary for the purpose of pointing out what appears to me to be wanting.

Let $\alpha, \beta, \ldots$ be functional symbols, each operating upon one and the same number of letters and producing as its result the same number of functions of these letters; for instance, $\alpha(x, y, z)=(X, Y, Z)$, where the capitals denote each of them a given function of $(x, y, z)$.

Such symbols are susceptible of repetition and of combination;

$$
\alpha^{2}(x, y, z)=\alpha(X, Y, Z) \text {, or } \beta \alpha(x, y, z)=\beta(X, Y, Z) \text {, }
$$

$=$ in each case three given functions of ( $x, y, z$ ); and similarly for $\alpha^{3}, a^{2} \beta$, \&c.
The symbols are not in general commutative, $\alpha \beta$ not $=\beta x$; but they are asssociative, $\alpha \beta \cdot \gamma=\alpha \cdot \beta \gamma$, each $=\alpha \beta \gamma$, which has thus a determinate signification.

The associativeness of such symbols arises from the circumstance that the definitions of $\alpha, \beta, \gamma, \ldots$ determine the meanings of $\alpha \beta, \alpha \gamma, \& c$.: if $\alpha, \beta, \gamma, \ldots$ were quasi-quantitative symbols such as the quaternion imaginaries $i, j, k$, then $\alpha \beta$ and $\beta \gamma$ might have by definition values $\delta$ and $\epsilon$ such that $a \beta \cdot \gamma$ and $\alpha \cdot \beta \gamma(=\delta \gamma$ and $\alpha \epsilon$ respectively) have unequal values.

Unity as a functional symbol denotes that the letters are unaltered, $1(x, y, z)=(x, y, z)$; whence $1 \alpha=\alpha 1=\alpha$.
C. x .

The functional symbols may be substitutions; $\alpha(x, y, z)=(y, z, x)$, the same letters in a different order: substitutions can be represented by the notation $\alpha=\frac{y z x}{x y z}$, the substitution which ehanges $x y z$ into $y z x$, or as products of cyclical substitutions, $\alpha=\frac{y z x w u}{x y z u w},=(x y z)(u w)$, the product of the cyelical interchanges $x$ into $y, y$ into $z$, and $z$ into $x$; and $u$ into $w, w$ into $u$.

A set of symbols $\alpha, \beta, \gamma, \ldots$, such that the product $\alpha \beta$ of eaeh two of them (in each order, $a \beta$ or $\beta a$ ), is a symbol of the set, is a group. It is easily seen that 1 is a symbol of every group, and we may therefore give the definition in the form that a set of symbols, $1, \alpha, \beta, \gamma, \ldots$ satisfying the foregoing condition is a group. When the number of the symbols (or terms) is $=n$, then the group is of the $n$th order; and each symbol $\alpha$ is sueh that $a^{n}=1$, so that a group of the order $n$ is, in fact, a group of symbolical $n$th roots of unity.

A group is defined by means of the laws of combination of its symbols: for the statement of these we may either (by the introduction of powers and products) diminish as much as may be the number of independent funetional symbols, or else, using distinet letters for the several terms of the group, employ a square diagram as presently mentioned.

Thus, in the first mode, a group is $1, \beta, \beta^{2}, \alpha, \alpha \beta, \alpha \beta^{2}\left(\alpha^{2}=1, \beta^{3}=1, \alpha \beta=\beta^{2} \alpha\right)$; where observe that these conditions imply also $\alpha \beta^{2}=\beta \alpha$.

Or, in the second mode, calling the same group ( $1, \alpha, \beta, \gamma, \delta, \epsilon$ ), the laws of combination are given by the square diagram

|  | 1 | a | $\beta$ | $\gamma$ | $\delta$ | $\epsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | a | $\beta$ | $\gamma$ | $\delta$ | $\epsilon$ |
| $\alpha$ | $a$ | 1 | $\gamma$ | $\beta$ | $\epsilon$ | $\delta$ |
| $\beta$ | $\beta$ | $\epsilon$ | $\delta$ | a | 1 | $\gamma$ |
| $\gamma$ | $\gamma$ | $\delta$ | $\epsilon$ | 1 | $\alpha$ | $\beta$ |
| $\delta$ | $\delta$ | $\gamma$ | 1 | $\epsilon$ | $\beta$ | a |
| $\epsilon$ | $\epsilon$ | $\beta$ | a | $\delta$ | $\gamma$ | 1 |

for the symbols $(1, \alpha, \beta, \gamma, \delta, \epsilon)$ are in fact $=\left(1, \alpha, \beta, a \beta, \beta^{2}, \alpha \beta^{2}\right)$.
The general problem is to find all the groups of a given order $n$; thus if $n=2$, the only group is $1, \alpha\left(\alpha^{2}=1\right)$; if $n=3$, the only group is $1, \alpha, \alpha^{2}\left(\alpha^{3}=1\right)$; if $n=4$, the groups are $1, \alpha, \alpha^{2}, \alpha^{3}\left(\alpha^{4}=1\right)$, and $1, \alpha, \beta, \alpha \beta\left(\alpha^{2}=1, \beta^{2}=1, \alpha \beta=\beta \alpha\right)$; if $n=6$, there are three groups, a group $1, \alpha, \alpha^{2}, \alpha^{3}, \alpha^{4}, \alpha^{5}\left(\alpha^{8}=1\right)$, and two groups $1, \beta, \beta^{2}, \alpha, \alpha \beta$,
$\alpha \beta^{2}\left(\alpha^{2}=1, \beta^{3}=1\right)$; viz. in the first of these $\alpha \beta=\beta \alpha$, while in the other of them (that mentioned above) we have $\alpha \beta=\beta^{2} \alpha, \alpha \beta^{2}=\beta \alpha$.

But although the theory as above stated is a general one, including as a particular case the theory of substitutions, yet the general problem of finding all the groups of a given order $n$, is really identical with the apparently less general problem of finding all the groups of the same order $n$, which can be formed with the substitutions upon $n$ letters; in fact, referring to the diagram, it appears that $1, a, \beta, \gamma, \delta, \epsilon$ may be regarded as substitutions performed upon the six letters $1, \alpha, \beta, \gamma, \delta, \epsilon$, viz. 1 is the substitution unity which leaves the order unaltered, $\alpha$ the substitution which changes $1 \alpha \beta \gamma \delta \epsilon$ into $\alpha \operatorname{l} \gamma \beta \epsilon \delta$, and so for $\beta, \gamma, \delta, \epsilon$. This, however, does not in any wise show that the best or the easiest mode of treating the general problem is thus to regard it as a problem of substitutions: and it seems clear that the better coursc is to consider the general problem in itself, and to deduce from it the theory of groups of substitutions.

Cambridge, 26th November, 1877.

## 1

No. 2. The theory of groups; graphical representation.
[From the American Journal of Mathematics, t. I. (1878), pp. 174-176.]
In regard to a substitution-group of the order $n$ upon the same number of letters, I omitted to mention the important theorem that every substitution is regular (that is, either cyclical or composed of a number of cycles each of them of the same order). Thus, in the group of 6 given in No. 1, writing $a, b, c, d, e, f$ in place of $1, a$, $\beta, \gamma, \delta, \epsilon$, the substitutions of the group are 1, ace.bfd, aec.bdf, ab.cd.ef, ad.be.cf, $a f . b c . d e$.

Let the letters be represented by points; a change $a$ into $b$ will be represented by a directed line (line with an arrow) joining the two points; and therefore a eycle $a b c$, that is, $a$ into $b, b$ into $c, c$ into $a$, by the three sides of the trilateral $a b c$, with the three arrows pointing accordingly, and similarly for the cycles abcd, \&c.: the cycle $a b$ means $a$ into $b, b$ into $a$, and we have here the line $a b$ with a twoheaded arrow pointing both ways; such a line may be regarded as a bilateral. A substitution is thus represented by a multilateral or system of multilaterals, each side with its arrow; and in the case of a regular substitution the multilaterals (if more than one) have each of them the same number of sides. To represent two or more substitutions we require different colours, the multilaterals belonging to any one substitution being of the same colour.

In order to represent a group we need to represent only independent substitutions thereof; that is, substitutions such that no one of them can be obtained from the others by compounding them together in any manner. I take as an example a group
of the order 12 upon 12 letters, where the number of independent substitutions is =2. See the diagram, wherein the continuous lines represent blaek lines, and the dotted lines, red lines.


The diagram is drawn, in the first instance, with the arrows but without the letters, which are then affixed at pleasure; viz. the form of the group is quite independent of the way in which this is done, though the group itself is of course dependent upon it. The diagram shows two substitutions, each of them of the third order: one is represented by the black triangles, and the other by the dotted triangles. It will be obscrved that there is from each point of the diagram (that is, in the direction of the arrow) one and only one black line, and one and only one dotted line; henee a symbol $B$, "move along a black line," $B^{2}$, "move successively along two blaek lines," $B R$ (read always from right to left), " move first along a dotted line and then along a black line," has in every case a perfectly definite meaning and determines the path when the initial point is given; any such symbol may be spoken of as a "route."

| $a$ | $b$ | $c$ | $d$ | $e$ | $f$ | $g$ | $h$ | $i$ | $j$ | $k$ | $l$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $b$ | $c$ | $a$ | $e$ | $f$ | $d$ | $h$ | $i$ | $g$ | $k$ | $l$ | $j$ |
| $c$ | $a$ | $b$ | $f$ | $d$ | $e$ | $i$ | $g$ | $h$ | $l$ | $j$ | $k$ |
| $d$ | $l$ | $h$ | $a$ | $g$ | $j$ | $e$ | $c$ | $k$ | $f$ | $i$ | $b$ |
| $e$ | $j$ | $i$ | $b$ | $h$ | $k$ | $f$ | $a$ | $l$ | $d$ | $g$ | $c$ |
| $f$ | $k$ | $g$ | $c$ | $i$ | $l$ | $d$ | $b$ | $j$ | $e$ | $h$ | $a$ |
| $g$ | $f$ | $k$ | $l$ | $c$ | $i$ | $j$ | $d$ | $b$ | $a$ | $e$ | $h$ |
| $h$ | $d$ | $l$ | $j$ | $a$ | $g$ | $k$ | $e$ | $c$ | $b$ | $f$ | $i$ |
| $i$ | $e$ | $j$ | $k$ | $b$ | $h$ | $l$ | $f$ | $a$ | $c$ | $d$ | $g$ |
| $j$ | $i$ | $e$ | $h$ | $k$ | $b$ | $a$ | $l$ | $f$ | $g$ | $c$ | $d$ |
| $k$ | $g$ | $f$ | $i$ | $l$ | $c$ | $b$ | $j$ | $d$ | $h$ | $a$ | $e$ |
| $l$ | $h$ | $d$ | $g$ | $j$ | $a$ | $c$ | $k$ | $e$ | $i$ | $b$ | $f$ |

```
1
abc . def . ghi . jkl (= B)
acb . dfe . gill . jlk
ad.bl.ch.eg.fj.ik
aek.bjd . cil . fkg
afl.bkh . cgd . eij
agj . bfi . che . dul
ahe.bdj . cli . fyk
ai.be.cj.dk.fh.gl
ajg . bif . cek . dhl (=R)
ak.bg.cf.di.el.hj
alf . blk . cdg. eji
```

The diagram has a remarkable property, in virtue whereof it in fact represents a group. It may be seen that any route leading from some one point $a$ to itself, leads also from every other point to itself, or say from $b$ to $b$, from $c$ to $c, \ldots$, and from $l$ to $l$. We hence see that a route, applied in succession to the whole series of initial points or letters abcdefghijkl, gives a new arrangement of these letters, wherein no one of them occupies its original place; a route is thus, in effect, a substitution. Moreover, we may regard as distinct rontes, those which lead from $a$ to $a$, to $b$, to $c, \ldots$, to $l$, respectively. We have thus 12 substitutions (the first of them, which leaves the arrangement unaltered, being the substitution unity), and these 12 substitutions form a group. I omit the details of the proof; it will be sufficient to give the square obtained by means of the several routes, or substitutions, performed upon the primitive arrangement abcdefghijkl, and the cyclical expressions of the substitutions themselves: it will be observed that the substitutions are unity, 3 substitutions of the order (or index) 2 , and 8 substitutions of the order (or index) 3 .

It may be remarked that the group of 12 is really the group of the 12 positive substitutions upon 4 letters $a b c d$, viz. these are $1, a b c, a c b, a b d, a d b, a c d, a d c, b c d$, $b d c, a b . c d, a c . b d, a d . b c$.

Cambridge, 16th May, 1878.

## No. 3. The Newton-Fourier imaginary problem.

[From the American Journal of Mathematics, t. iI. (1879), p. 97.]
The Newtonian method as completed by Fourier, or say the Newton-Fourier method, for the solution of a numerical equation by successive approximations, relates to an equation $f(x)=0$, with real coefficients, and to the determination of a certain real root thereof $a$ by means of an assumed approximate real value $\xi$ satisfying prescribed conditions: we then, from $\xi$, derive a nearer approximate value $\xi_{1}$ by the formula $\xi_{1}=\xi-\frac{f(\xi)}{f^{\prime}(\xi)}$; and thence, in like manner, $\xi_{1}, \xi_{2}, \xi_{3}, \ldots$ approximating more and more nearly to the required root $a$.

In connexion herewith, throwing aside the restrictions as to reality, we have what I call the Newton-Fourier Imaginary Problem, as follows.

Take $f(u)$, a given rational and integral function of $u$, with real or imaginary coefficients; $\xi$, a given real or imaginary value, and from this derive $\xi_{1}$ by the formula $\xi_{1}=\boldsymbol{\xi}-\frac{f(\xi)}{f^{\prime}(\xi)}$, and thence $\xi_{1}, \xi_{2}, \xi_{3}, \ldots$ each from the preceding one by the like formula.

A given imaginary quantity $x+i y$ may be represented by a point the coordinates of which are $(x, y)$ : the roots of the equation are thus represented by given points
$A, B, C, \ldots$, and the values $\xi, \xi_{1}, \xi_{2}, \ldots$ by points $P, P_{1}, P_{2}, \ldots$ the first of which is assumed at pleasure, and the others each from the preceding one by the like given geometrical construction. The problem is to determine the regions of the plane such that, $P$ being taken at pleasure anywhere within one region, we arrive ultimately at the point $A$; anywhere within another region at the point $B$; and so for the several points representing the roots of the equation.

The solution is easy and clegant in the case of a quadric equation: but the next succeeding case of the cubic equation appears to present considerable difficulty.

Cambridge, March 3rd, 1879.

No. 4. The mechanical construction of conformable figures.
[From the American Journal of Mathematics, t. II. (1879), p. 186.]
Is it possible to devise an apparatus for the mechanical construction of conformable figures; that is, figures which are similar as regards corresponding infinitesimal areas? The problem is to connect mechanically two points $P_{1}$ and $P_{2}$ in such wise that $P_{1}$ (1) shall have two degrees of freedom (or be capable of moving over a plane area) its position always determining that of $P_{2}$ : (2) that if $P_{1}, P_{2}$ describe the infinitesimal lengths $P_{1} Q_{1}, P_{2} Q_{2}$, then the ratio of these lengths, and their mutual inclination, shall depend upon the position of $P_{1}$, but be independent of the direction of $P_{1} Q_{1}$ : or what is the same thing, that if $P_{1}$ describe uniformly an indefinitely small circle, then $P_{2}$ shall also describe uniformly an indefinitely small circle, the ratio of the radii, and the relative position of the starting points in the two circles respectively, depending on the position of $P_{3}$.

Of course a pentagraph is a solution, but the two figures are in this case similar; and this is not what is wanted. Any unadjustable apparatus would give one solution only: the complete solution would be by an apparatus containing, suppose, a flexible lamina, so that $P_{1}$ moving in a given right line, the path of $P_{2}$ could be made to be any given curve whatever.

Cambridge, July 9th, 1879.

## 695.

## A LINK-WORK FOR $x^{2}$ : EXTRACT FROM A LETTER TO MR. SYLVESTER.

[From the American Journal of Mathematics, t. I. (1878), p. 386.]
I suppose the following is substantially your link-work for $x^{2}$. I use a slot to make $D$ move in the line $O A$; but this could be replaced by proper link-work. Supposing $O$ and $A$ fixed; the line $O B$ is movable, and $I$ wanted to have the

distance $O B$ measured in a fixed direction. This can be done by a hexagon $O A B Q B^{\prime} A^{\prime}$ with equal sides, and two other equal links $B^{\prime} R, B R$ : then of course, if $O, R, Q$ are in lineâ, the hexagon will be symmetrical as to $O Q$, and $O B^{\prime}$ will be equal to $O B$, and $B^{\prime}$ may be made to move in the fixed line $O B^{\prime}$. If
then

$$
B O A=\frac{1}{2} \theta, \quad O A=A B=a, \quad A C=C D=\frac{1}{2} a,
$$

or

$$
O B=2 a \cos \frac{1}{2} \theta, \quad O D=a(1+\cos \theta)=2 a \cos ^{2} \frac{1}{2} \theta,
$$

$$
2 a \cdot O D=(O B)^{2} .
$$

November 30, 1877.

## 696.

## CALCULATION OF THE MINIMUM N.G.F. OF THE BINARY SEVENTHIC.

[From the American Journal of Mathematics, t. II. (1879), pp. 71-84.]
For the binary seventhic $(a, \ldots \chi x, y)^{7}$ the number of the asyzygetic covariants $(a, \ldots)^{\theta}(x, y)^{\mu}$, or say of the deg-order $(\theta . \mu)$, is given as the coefficient of $a^{\theta} x^{\mu}$ in the function

$$
\frac{1-x^{-2}}{1-a x^{7} .1-a x^{5} .1-a x^{3} .1-a x .1-a x^{-1} .1-a x^{-3} .1-a x^{-5} .1-a x^{-7}}
$$

developed in ascending powers of a. See my "Ninth Memoir on Quantics," Phil. Trans., t. clxı. (1871), pp. 17-50, [462].

This function is in fact

$$
=A(x)-\frac{1}{x^{2}} A\left(\frac{1}{x}\right),
$$

where, developing in ascending powers of $a$, the sccond term $-\frac{1}{x^{2}} A\left(\frac{1}{x}\right)$ contains only negative powers of $x$, and it may consequently be disregarded: the number of asyzygetic covariants of the deg-order $(\theta . \mu)$ is thus equal to the coefficient of $a^{\theta} x^{\mu}$ in the function $A(x)$, which function is for this reason called the Numerical Generating Function (N.G.F.) of the binary seventhic; and the function $A(x)$ expressed as a fraction in its least terms is said to be the minimum N.G.F.

According to a theorem of Professor Sylvester's (Proc. Royal Soc., t. xxviir. (1878), pp. 11-13), this minimum N.G.F. is of the form

$$
\frac{Z_{0}+a Z_{1}+a^{2} Z_{2}+\ldots+a^{36} Z_{36}}{1-a x .1-a x^{5} \cdot 1-a x^{5} \cdot 1-a x^{7} \cdot 1-a^{4} \cdot 1-a^{6} \cdot 1-a^{8} .1-a^{10} \cdot 1-a^{12}}
$$

where $Z_{0}, Z_{1}, \ldots, Z_{38}$ are rational and integral functions of $x$ of degrees not exceeding 14; and where, as will presently be seen, there is a symmetry in regard to the terms $Z_{0}, Z_{36} ; Z_{1}, Z_{35} ; \& c$., equidistant from the middle term $Z_{19}$, such that the terms $Z_{0}, \ldots, Z_{18}$ being known, the remaining terms $Z_{19}, \ldots, Z_{36}$ can be at once written down.

Using only the foregoing properties, I obtained for the N.G.F. an expression which I communicated to Professor Sylvester, and which is published, Comptes Rendus, t. LxxxviI. (1878), p. 505, but with an erroneous value for the coefficient of $a^{7}$ and for that of the corresponding term $a^{29 . *}$ The correct value is

Numerator of Minimum N.G.F. is $=$

$$
\begin{aligned}
& 1 \\
& +a\left(-x-x^{3}-x^{3}\right) \\
& +a^{2}\left(x^{2}+x^{4}+2 x^{6}+x^{8}+x^{10}\right) \\
& +a^{3}\left(-x^{7}-x^{3}-x^{11}-x^{13}\right) \\
& +a^{4}\left(2 x^{4}+x^{8}+x^{4}\right) \\
& +a^{5}\left(x+2 x^{3}-x^{9}-x^{11}\right) \\
& +a^{8}\left(-1+{ }^{1} 2 x^{2}-x^{4}-x^{5}-x^{10}+x^{12}\right) \\
& +a^{7}\left(4 x+x^{3}+3 x^{5}-x^{5}+x^{11}\right) \\
& +a^{8}\left(2-x^{2}-3 x^{8}-3 x^{8}-x^{10}-x^{12}\right) \\
& +a^{9}\left(x+3 x^{8}+x^{5}-x^{7}+2 x^{9}+2 x^{13}\right) \\
& +a^{10}\left(-1+4 x^{2}-x^{6}-2 x^{8}-2 x^{10}-x^{14}\right) \\
& +a^{11}\left(5 \dot{x}+3 x^{5}+2 x^{5}-x^{7}-2 x^{9}-x^{11}+x^{13}\right) \\
& +a^{12}\left(5+x^{2}-4 x^{6}-6 x^{6}-4 x^{10}-x^{12}+2 x^{14}\right) \\
& +a^{13}\left(x-4 x^{5}-4 x^{7}-x^{9}+x^{11}+4 x^{13}\right) \\
& +a^{14}\left(2+5 x^{2}+x^{4}+x^{6}-2 x^{8}+3 x^{12}-x^{14}\right) \\
& +a^{15}\left(3 x-x^{3}-x^{5}-7 x^{7}-5 x^{9}-x^{11}-x^{13}\right) \\
& +a^{16}\left(6+3 x^{2}+3 x^{4}-4 x^{5}-3 x^{8}-x^{19}+5 x^{14}\right) \\
& +a^{17}\left(-x-2 x^{3}-9 x^{5}-8 x^{7}-4 x^{3}-3 x^{11}+4 x^{13}\right) \\
& +a^{18}\left(2+6 x^{2}+x^{4}+2 x^{6}+2 x^{8}+x^{10}+6 x^{12}+2 x^{14}\right) \\
& +a^{19}\left(4 x-3 x^{3}-4 x^{5}-8 x^{7}-9 x^{9}-2 x^{11}-x^{13}\right) \\
& +a^{20}\left(5-x^{2}-3 x^{6}-4 x^{8}+3 x^{10}+3 x^{12}+6 x^{14}\right) \\
& +a^{1}\left(-x-x^{3}-5 x^{5}-7 x^{7}-x^{8}-x^{11}+3 x^{13}\right) \\
& +a^{22}\left(-1+3 x^{2}-2 x^{4}+x^{8}+x^{10}+5 x^{12}+2 x^{14}\right) \\
& +a^{23}\left(4 x+x^{3}-x^{3}-4 x^{7}-4 x^{9}+x^{13}\right)
\end{aligned}
$$

- The existence of these errors was pointed out to me by Professor Sylvester in a letter dated 13th November, 1878.
c. x .

$$
\begin{aligned}
& +a^{24}\left(2-x^{2}-4 x^{4}-6 x^{5}-4 x^{8}+x^{30}+5 x^{24}\right) \\
& +a^{25}\left(x-x^{3}-2 x^{5}-x^{7}+2 x^{9}+3 x^{11}+5 x^{13}\right) \\
& +a^{25}\left(-1-2 x^{4}-2 x^{8}-x^{8}+4 x^{10}-x^{4}\right) \\
& +a^{2 \pi}\left(2 x+2 x^{5}-x^{7}+x^{9}+3 x^{41}+x^{18}\right) \\
& +a^{28}\left(-x^{2}-x^{4}-3 x^{6}-3 x^{8}-x^{12}+2 x^{44}\right) \\
& +a^{2}\left(x^{3}-x^{5}+3 x^{5}+x^{11}+4 x^{18}\right) \\
& +a^{30}\left(x^{2}-x^{4}-x^{6}-x^{10}+2 x^{12}-x^{14}\right) \\
& +a^{31}\left(-x^{3}-x^{5}+2 x^{11}+x^{13}\right) \\
& +a^{32}\left(1+x^{8}+2 x^{10}\right) \\
& +a^{28}\left(-x-x^{2}-x^{5}-x^{2}\right) \\
& +a^{34}\left(x^{4}+x^{6}+2 x^{8}+x^{20}+x^{12}\right) \\
& +a^{35}\left(-x^{0}-x^{11}-x^{13}\right) \\
& +u^{35}, x^{24} \text {. }
\end{aligned}
$$

Denominator (as mentioned before) is

$$
=1-a x .1-a x^{3} .1-a x^{5} .1-a x^{7} .1-a^{4} .1-a^{6} .1-a^{8} .1-a^{10} .1-a^{12} .
$$

The method of calculation is as follows: write for a moment

$$
\phi(a, x)=\frac{1-x^{-2}}{1-a x^{7} \cdot 1-a x^{5} .1-a x^{3} .1-a x .1-a x^{-1} .1-a x^{-9} .1-a x^{-5} .1-a x^{-7}} ;
$$

then $\phi(a, x)$, developed in ascending powers of $a$, and rejecting from the result all negative powers of $x$, is

$$
=\frac{Z_{0}+a Z_{1}+\ldots+a^{36} Z_{26}}{1-a x .1-a x^{3} .1-a x^{5} .1-a x^{7} .1-a^{4} .1-a^{6} .1-a^{9} .1-a^{10} .1-a^{19}},
$$

developed in like manner in ascending powers of $a$; for the determination of the $Z$ s up to $Z_{18}$ we require only the development of $\phi(a, x)$ up to $a^{18}$; and, assuming that cach $Z$ is at most of the degree 14 in $x$, we require the coefficients of the different powers of $a$ in $\phi(a, x)$ only up to $x^{14}$. Assuming then that $\phi(a, x)$ developed in ascending powers of $a$, up to $a^{18}$, rejecting all negative powers of $x$, and all positive powers greater than $x^{14}$, is
we have

$$
X_{0}+a X_{1}+\ldots+a^{18} X_{19}=\frac{Z_{0}+a Z_{1}+\ldots+a^{18} Z_{18}}{1-a x .1-a x^{3} .1-a x^{8} \cdot 1-a x^{2} .1-a^{4} \cdot 1-a^{6} \cdot 1-a^{8} \cdot 1-a^{10} \cdot 1-a^{19}},
$$

or say

$$
\begin{aligned}
& Z_{0}+a Z_{1}+\ldots+a^{18} Z_{18}=1-a^{6} .1-a^{8} .1-a^{8} .1-a^{10} .1-a^{12} . \\
& 1-a x .1-a x^{3} .1-a x^{5} .1-a x^{7} .\left(X_{0}+a X_{1}+\ldots+a^{18} X_{18}\right) ;
\end{aligned}
$$

viz. developing herc the right-hand side as far as $a^{18}$, but in each term rejecting the powers of $x$ above $a^{14}$, the coefficients of the several powers $a^{0}, a^{1}, \ldots, a^{18}$ give the
required values $Z_{0}, Z_{1}, \ldots, Z_{18}$. We require, therefore, only to know the values of these functions $X_{0}, X_{1}, \ldots, X_{18}$.

To make a break in the calculation, it is convenient to write

$$
1-a x .1-a x^{3} .1-a x^{3} .1-a x^{7}\left(X_{0}+a X_{1}+\ldots+a^{18} X_{18}\right)=Y_{0}+a Y_{1}+\ldots+a^{18} Y_{18} ;
$$

putting then

$$
1-a x .1-a x^{3} .1-a x^{3} .1-a x^{7}=1-a p+a^{3} q-a^{3} r,
$$

where (up to $x^{14}$ )

$$
\begin{aligned}
& p=x+x^{3}+x^{3}+x^{7}, \\
& q=x^{4}+x^{6}+2 x^{8}+x^{10}+x^{13}, \\
& r=x^{9}+x^{11}+x^{13},
\end{aligned}
$$

we have

$$
Y_{0}+a Y_{1}+a^{2} Y_{2}+\ldots+a^{18} Y_{18}=\left(1-a p+a^{2} q-a^{3} r\right)\left(X_{0}+a X_{1}+a^{2} X_{2}+\ldots+a^{18} X_{18}\right) .
$$

The values of $Y_{0}, Y_{1}, \ldots, Y_{18}$ then are

$$
=\begin{array}{rrrrrr}
Y_{0} & Y_{3} & Y_{2} & Y_{3} & \cdots & Y_{18} \\
\hline X_{0} & X_{1} & X_{2} & X_{3} & X_{18} \\
& -p X_{0} & -p X_{1} & -p X_{2} & -p X_{17} \\
& & +q X_{0} & +q X_{1} & +q X_{16} \\
& & & -r X_{0} & -r X_{15}
\end{array}
$$

the values being taken to $x^{14}$ only; and we then have

$$
Z_{0}+a Z_{1}+a^{2} Z_{2}+\ldots+a^{18} Z_{18}=1-a^{4} .1-a^{8} .1-a^{8} .1-a^{10} .1-a^{13}\left(Y_{0}+a Y_{1}+\ldots+a^{18} Y_{18}\right) ;
$$

viz. the values of $Z_{0}, Z_{1}, \ldots, Z_{18}$ are

$$
\begin{aligned}
& =\begin{array}{llllllllll}
Z_{0} & Z_{1} & Z_{2} & Z_{3} & Z_{4} & Z_{5} & Z_{8} & Z_{7} & Z_{8} & Z_{9} \\
Y_{0} & Y_{1} & Y_{2} & Y_{3} & Y_{4} & Y_{5} & Y_{6} & Y_{7} & Y_{3} & Y_{9}
\end{array} \\
& -Y_{0} \quad-Y_{1} \quad-Y_{2} \quad-Y_{3} \quad-Y_{4}-I_{5} \\
& -Y_{0} \quad-Y_{1} \quad-Y_{3}-Y_{3} \\
& -Y_{0}-Y_{1} \\
& =\begin{array}{lllllllll}
Z_{10} & Z_{11} & Z_{12} & Z_{13} & Z_{15} & Z_{15} & Z_{18} & Z_{17} & Z_{18} \\
\overline{Y_{10}} & Y_{11} & Y_{12} & Y_{13} & Y_{14} & Y_{15} & Y_{18} & Y_{17} & Y_{18}
\end{array} \\
& -Y_{8}-Y_{7}-Y_{8}-Y_{3} \quad-Y_{10} \quad-Y_{11}-Y_{12} \quad-Y_{13} \quad-Y_{14} \\
& -Y_{4}-Y_{5} \quad-Y_{6}-Y_{7} \quad-Y_{8} \quad-Y_{9} \quad-Y_{10} \quad-Y_{11} \quad-Y_{12} \\
& -Y_{2}-Y_{3} \quad-Y_{5}-Y_{5} \quad-Y_{6} \quad-Y_{7} \quad-Y_{8} \quad-Y_{9} \quad-Y_{10} \\
& +2 Y_{0}+2 Y_{1}+2 Y_{2}+2 Y_{2}+2 Y_{4} \\
& +2 Y_{0}+2 Y_{1}+2 Y_{2} \\
& +Y_{0} \text {. }
\end{aligned}
$$

The rule of symmetry, before referred to, is that the coefficient $Z_{36-p}$ of $u^{36-p}$ is obtained from the coefficient $Z_{p}$ of $a^{p}$ by changing cach power $x^{7}$ into $x^{14-q}$, the coefficients being unaltered; in particular $Z_{18}$, the coefficient of $a^{18}$, must remain
unaltered when each power $x^{9}$ is changed into $x^{34-q}$; and the verification thus obtained of the value

$$
Z_{18}=2+6 x^{2}+x^{4}+2 x^{5}+2 x^{8}+x^{10}+6 x^{12}+2 x^{14}
$$

is in fact almost a complete verification of the whole work. Some other verifications, which present themselves in the course of the work, will be referred to further on.

We have, therefore, to calculate the coefficients $X_{0}, X_{1}, \ldots, X_{18}$; the function $\phi(a, x)$ regarded as a function of $a$ is at once decomposed into simple fractions; viz. we have

$$
\begin{aligned}
\phi(a, x) & =\frac{1-x^{-2}}{1-a x^{2} \cdot 1-a x^{3} \cdot 1-a x^{3} \cdot 1-a x \cdot 1-a x^{-1} \cdot 1-a x^{-3} \cdot 1-a x^{-3} \cdot 1-a x^{-7}} \\
& =\frac{x^{54}}{1-x^{4} \cdot 1-x^{6} \cdot 1-x^{8} \cdot 1-x^{10} \cdot 1-x^{12} \cdot 1-x^{14}} \frac{1}{1-a x^{7}} \\
& -\frac{x^{40}}{1-x^{2} \cdot 1-x^{4} \cdot 1-a^{6} \cdot 1-x^{8} \cdot 1-x^{10} \cdot 1-x^{1^{12}}} \frac{1}{1-a x^{5}} \\
& +\frac{x^{28}}{1-x^{2} \cdot\left(1-x^{4}\right)^{4} \cdot 1-x^{6} \cdot 1-x^{8} \cdot 1-x^{10}} \frac{1}{1-a x^{3}} \\
& -\frac{x^{18}}{1-x^{2} \cdot\left(1-x^{4}\right)^{2} \cdot\left(1-x^{8}\right)^{2} \cdot 1-x^{8}} \frac{1}{1-a x} \\
& +\frac{x^{10}}{1-x^{2} \cdot\left(1-x^{4}\right)^{2} \cdot\left(1-x^{8}\right)^{2} \cdot 1-x^{8}} \frac{1}{1-a x^{-1}} \\
& -1 \frac{x^{4}}{1-x^{2} \cdot\left(1-x^{4}\right)^{2} \cdot 1-x^{8} \cdot 1-x^{8} \cdot 1-x^{10}} \frac{1}{1-a x^{-3}} \\
& +\frac{1}{1-x^{2} \cdot 1-x^{4} \cdot 1-x^{8} \cdot 1-x^{8} \cdot 1-x^{10} \cdot 1-x^{12}} \frac{1}{1-a x^{-5}} \\
& -\frac{x^{-3}}{1-x^{4} \cdot 1-x^{6} \cdot 1-x^{8} \cdot 1-x^{10} \cdot 1-x^{12} \cdot 1-x^{14}} \frac{1}{1-a x^{-7}} .
\end{aligned}
$$

In order to obtain the expansion of $\phi(a, x)$ in the assumed form of an expansion in ascending powers of $a$, we must of course expand the simple fractions $\frac{1}{1-a x^{7}}$, \&c., in ascending powers of $a$, but it requires a little consideration to see that we must also expand the $x$-coefficients of these simple fractions in ascending powers of $x$. For instance, as regards the term independent of $a$, here developing the several coefficients as far as $x^{18}$, the last five terms give (see post)

$$
\begin{aligned}
& -\quad x^{18} \\
& -x^{4}-x^{8}-3 x^{8}-4 x^{10}-8 x^{12}-11 x^{14}-18 x^{16}-24 x^{18} \\
& 1+x^{2}+2 x^{4}+3 x^{6}+5 x^{8}+7 x^{10}+11 x^{13}+14 x^{14}+20 x^{16}+26 x^{18} \\
& \begin{array}{llllllllll} 
& -x^{-2} & .-x^{3}- & x^{4}-2 x^{6}-2 x^{8}-4 x^{10}- & 4 x^{12}- & 6 x^{14}- & 7 x^{16}-10 x^{18} \\
=-x^{-2}+1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
\end{aligned}
$$

viz. the sum is $=1-x^{-2}$ as it should be*.

[^9]The expansion is required only as far as $x^{14}$ : the first four terms are therefore to be disregarded, and, writing for shortness

$$
\begin{aligned}
& E=\frac{1}{1-x^{2} \cdot\left(1-x^{4}\right)^{2}\left(1-x^{6}\right)^{2} \cdot 1-x^{8}}, \\
& F=\frac{1}{1-x^{3} \cdot\left(1-x^{4}\right)^{2} \cdot 1-x^{8} \cdot 1-x^{5} \cdot 1-x^{10}}, \\
& G=\frac{1}{1-x^{2} \cdot 1-x^{4} \cdot 1-x^{6} \cdot 1-x^{8} \cdot 1-x^{10} \cdot 1-x^{12}}, \\
& H=\frac{1}{1-x^{4} \cdot 1-x^{6} \cdot 1-x^{6} \cdot 1-x^{10} \cdot 1-x^{12} \cdot 1-x^{14}},
\end{aligned}
$$

we have

$$
\phi(a, x)=\frac{x^{10} E}{1-a x^{-1}}-\frac{x^{\triangleleft} F}{1-a x^{-3}}+\frac{G}{1-a x^{-5}}-\frac{x^{-2} H}{1-a x^{-7}},
$$

which is

$$
\begin{aligned}
= & x^{10} E\left(1+a x^{-1}+a^{2} x^{-2}+\ldots\right) \\
& -x^{4} F^{\prime}\left(1+a x^{-3}+a^{2} x^{-6}+\ldots\right) \\
& +G\left(1+a x^{-5}+a^{2} x^{-10}+\ldots\right) \\
& -x^{-2} H\left(1+a x^{-7}+a^{2} x^{-14}+\ldots\right),
\end{aligned}
$$

where the several scries are to be continued up to $a^{18}$, and, after substituting for $E, F, G, H$ their expansions in ascending powers of $x$, we are to rejcct negative powers of $x$, and also powers higher than $x^{14}$. The functions $E, F, G, H$ contain each of them only even powers of $x$, and it is casy to see that we require the expansions up to $x^{52}, x^{64}, x^{104}$ and $x^{142}$ respectively. For the sake of a verification, $I$ in fact calculated $E, F$ up to $x^{8 s}$ and $G, H$ up to $x^{142}$ : viz. we have

$$
\left(1-x^{6}\right) E=\left(1-x^{10}\right) F_{,},
$$

from the coefficients of $E$ we have those of $\left(1-x^{6}\right) E$, and in the process of calculating $F$ we have at the last step but one the coefficients of $\left(1-x^{10}\right) F$, the agreoment of the two sets being the verification; similarly,

$$
\left(1-x^{9}\right) G=\left(1-x^{14}\right) H
$$

gives a verification. The process for the calculation of $E$,

$$
=\frac{1}{1-x^{2} \cdot\left(1-x^{8}\right)^{2}\left(1-x^{6}\right)^{2} \cdot 1-x^{8}},
$$
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is as follows:

| $\left(1-x^{2}\right)^{-1}$ | Ind. $x$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
|  |  |  | 1 | 1 | 2 | 2 | 3 | 3 | 4 | 4 | 5 | 5 |
| $\left(1-x^{4}\right)^{-1}$ | 1 | 1 | 2 | 2 | 3 | 3 |  | 4 |  | 5 | 6 | 6 |
|  |  |  | 1 | 1 | 3 | 3 | 6 | 6 | 10 | 10 | 15 | 15 |
| $\left(1-x^{4}\right)^{-1}$ | 1 | 1 | 3 | 3 | 6 | 6 | 10 | 10 |  | 15 | 21 | 21 |
|  |  |  |  | 1 | 1 | 3 | 4 | 7 | 9 | 14 | 17 | 24 |
| $\left(1-x^{s}\right)^{-1}$ | 1 | 1 | 3 | 4 | 7 | 9 | 14 | 17 | 24 | 29 | 38 | 45 |
|  |  |  |  | 1 | 1 | 3 | 5 | 8 | 12 | 19 | 25 | 36 |
| $\left(1-x^{8}\right)^{-1}$ | 1 | 1 | 3 | 5 | 8 | 12 | 19 | 25 | 36 | 48 | 63 | 81 |
|  |  |  |  |  | 1 | 1 | 3 | 5 | 9 | 13 | 22 | 30 |
| $E=\left(1-x^{s}\right)^{-1}$ | 1 | 1 | 3 | 5 | 9 | 13 | 22 | 30 | 45 | 61 | 85 | 111 |

the alternate lines giving the developments of the functions

$$
\left(1-x^{2}\right)^{-1}, \quad\left(1-x^{2}\right)^{-1}\left(1-x^{4}\right)^{-1}, \quad\left(1-x^{2}\right)^{-1}\left(1-x^{4}\right)^{-2}, \ldots
$$

which are the products of the $x$-functions down to any particular line. And in like manner we have the expansions of the other functions $F, G, H$ respectively. I give first the expansions of $E, F, G, H$; next the calculation of the $X^{\prime}$ 's then the calculation of the $Y^{\prime}$ 's: and from these the $Z$ 's up to $Z_{18}$, or coefficients of the powers $a^{0}, a^{1}, \ldots, a^{18}$ in the numerator of the N.G.F. are at once found; and the coefficients of the remaining powers $a^{19}, \ldots, a^{88}$ are then deduced, as already mentioned.

Writing in the formula $x=0$, we have, for the numerator of the N.G.F. of the invariants, the expression

$$
1-a^{6}+2 a^{8}-a^{10}+5 a^{12}+2 a^{14}+6 a^{16}+2 a^{18}+5 a^{20}-a^{22}+2 a^{24}-a^{26}+a^{32},
$$

agreeing with a result in my "Second Memoir on Quantics," Phil. Trans., t. cxlvi. (1856), [Number 141, vol. II. in this Collection, p. 266]; this, then, was a known result, and it affords a verification, not only of the terms in $x^{0}$, but also of those in $x^{14}$. Thus, in calculating the foregoing expression of the numerator, we obtain $Z_{4}=\left(2 x^{4}+x^{8}+x^{4}\right)$, viz. the term is

$$
a^{4}\left(2 x^{4}+x^{8}+x^{34}\right),
$$

and we thence have the corresponding term $a^{32}\left(1+x^{8}+2 x^{10}\right)$, which, when $x=0$, becomes $=a^{32}$, a torm of the numerator for the invariants: and the term $1 x^{14}$ of $Z_{4}$

696] Calculation of the minimum n.g.f. of the binary seventhic. 415 is thus verified, viz. so soon as, in the calculation, we arrive at this term, we know that it is right, and the calculation up to this point is, to a considerable extent, verified. And similarly, in continuing the calculation, we arrive at other terms which are verified in the like manner.

Expansions of the Functions E, F, G, H.

| Ind. $x$ | $E$ | $F$ | $G$ | $H$ | Ind. $x$ | $E$ | $F$ | $G$ | $H$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 1 | 1 | 1 | 1 | 16 | 45 | 36 | 20 | 6 |  |
| 2 | 1 | 1 | 1 | 0 | 18 | 61 | 47 | 26 | 7 |  |
| 4 | 3 | 3 | 2 | 1 | 20 | 85 | 66 | 35 | 10 |  |
|  | 6 | 5 | 4 | 3 | 1 | 22 | 111 | 84 | 44 | 11 |
|  | 8 | 9 | 8 | 5 | 2 | 24 |  | 113 | 58 | 16 |
|  | 10 | 13 | 11 | 7 | 2 | 26 |  | 141 | 71 | 17 |
|  | 12 | 22 | 18 | 11 | 4 | 28 |  | 183 | 90 | 23 |
|  | 14 | 30 | 24 | 14 | 4 |  | 30 |  | 225 | 110 |

Calculation of the $X$ 's.
Ind. $x$ even or odd according as suffix $X$ is even or odd.
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|  | $0_{1}$ | $2_{3}$ | $4_{5}$ | $6_{7}$ | 89 | ${ }^{10} 11$ | ${ }^{12}{ }_{13}$ | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{X}_{6}=$ |  |  | 1 | 1 | 3 | 5 | 9 | 13 |
|  | - 24 | - 36 | - 47 | - 66 | - 84 | - 113 | - 141 | - 183 |
|  | 110 | 136 | 163 | 199 | 235 | 282 | 331 | 391 |
|  | - 86 | - 96 | - 115 | - 127 | - 149 | - 166 | - 191 | - 212 |
|  | 0 | + 4 | + 2 | + 7 | + 5 | + 8 | + 8 | $+\quad 9$ |
|  |  | 1 | 1 | 3 | 5 | 9 | 13 |  |
| $X_{7}=$ | - 47 | - 66 | - 84 | - 113 | - 141 | - 183 | - 225 |  |
|  | 199 | 235 | 282 | 331 | 391 | 454 | 532 |  |
|  | - 149 | - 166 | - 192 | - . 212 | - 245 | - 269 | - 307 |  |
|  | 3 . | + 4 | + 7 | $+\quad 9$ | + 10 | + 11 | $+\quad 13$ |  |
|  |  | 1 | 1 | 3 | 5 | 9 | 13 | 22 |
| $X_{8}=$ | - 66 | - 84 | - 113 | - 141 | - 183 | - 225 | - 284 | - 344 |
|  | 282 | 331 | 391 | 454 | 532 | 612 | 709 | 811 |
|  | - 212 | - 245 | - 269 | - 30\% | - 338 | - 382 | - 419 | - 472 |
|  | 4 | + 3 | +! 10 | + 9 | + 16 | + 14 | + 19 | $+17$ |
|  | 1 | 1 | 3 | 5 | 9 | 13 | 22 |  |
|  | - 113 | - 141 | - 183 | - 225 | - 284 | - 344 | - 425 |  |
|  | 454 | 532 | 612 | 709 | 811 | 931 | 1057 |  |
| $\boldsymbol{X}_{9}=$ | - 338 | - 382 | - 419 | - 472 | - 515 | - 576 | - 629 |  |
|  | 4 | + 10 | + 13 | + 17 | + 21 | + 24 | + 25 |  |
|  | 1 | 1 | 3 | 5 | 9 | 13 | 22 | 30 |
| , | - 141 | - 183 | - 225 | - 284 | - 344 | - 425 | - 508 | - 617 |
|  | 612 | 709 | 811 | 931 | 1057 | 1206 | 1360 | 1540 |
|  | - 472 | - 515 | - 576 | - 629 | - 699 | - 760 | - 843 | - 913 |
| $X_{10}=$ | 0 | + 12 | + 13 | + 23 | + 23 | + 34 | + 31 | $+\quad 40$ |
|  | 1 | 3 | 5 | 9 | 13 | 22 | 30 |  |
|  | - 225 | - 284 | - 344 | - 425 | - 508 | - 617 | - 729 |  |
|  | 931 | 1057 | 1206 | 1360 | 1540 | 1729 | 1945 |  |
|  | - 699 | - 760 | - 843 | - 913 | $-1007$ | - 1091 | -1197 |  |
| $X_{11}=$ | 8 | + 16 | + 24 | + 31 | + 38 | + 43 | + 49 |  |
|  | 1 | 3 | 5 | 9 | 13 | 22 | 30 | 45 |
|  | - 284 | $-344$ | - 425 | - 508 | $-617$ | - 729 | - 872 | - 1020 |
|  | 1206 | 1360 | 1540 | 1729 | 1945 | 2172 | 2432 | 2702 |
|  | - 913 | $-1007$ | - 1091 | $-1197$ | $-1293$ | - 1416 | $-1525$ | $-1663$ |
| $X_{12}=$ | 10 | + 12 | $+\quad 29$ | + 33 | + 48 | + 49 | + 65 | $+\quad 64$ |
|  |  |  |  |  |  |  |  |  |


|  | ${ }_{1}$ | $2_{3}$ | $4_{5}$ | 67 | $8_{9}$ | ${ }^{10} 11$ | ${ }^{12} 13$ | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 5 | 9 | 13 | 22 | 30 | 45 |  |
|  | - 425 | $-508$ | - 617 | - 729 | $-872$ | $-1020$ | $-1205$ |  |
|  | 1729 | 1945 | 2172 | 2432 | 2702 | 3009 | 3331 |  |
|  | $-1293$ | $-1416$ | $-1525$ | $-1663$ | $-1790$ | $-1945$ | - 2088 |  |
| $X_{13}=$ | 14 | $+\quad 26$ | $+\quad 39$ | + 53 | + 62 | + 74 | + 83 |  |
|  | 3 | 5 | 9 | 13 | 22 | - 30 | 45 | 61 |
|  | - 508 | - 617 | $-729$ | - 872 | $-1020$ | $-1205$ | $-1397$ | $-1632$ |
|  | 2172 | 2432 | 2702 | 3009 | 3331 | 3692 | 4070 | 4494 |
|  | $-1663$ | $-1790$ | $-1945$ | - 2088 | - 2265 | - 2426 | - 2623 | $-2807$ |
| $X_{14}=$ | 4 | + 30 | + 37 | + 62 | + 68 | + 91 | + 95 | $+116$ |
|  | 5 | 9 | 13 | 22 | 30 | 45 | 61 |  |
|  | - 729 | $-872$ | $-1020$ | $-1205$ | $-1397$ | $-1632$ | $-1877$ |  |
|  | 3009 | 3331 | 3692 | 4070 | 4494 | 4935 | 5427 |  |
|  | -2265 | $-2426$ | - 2 G 23 | - 2807 | $-3026$ | - 3232 | $-3479$ |  |
| $X_{15}=$ | 20 | + 42 | + 62 | + 80 | + 101 | + 116 | + 132 |  |
|  | 5 | 9 | 13 | 22 | 30 | 45 | 61 | 85 |
|  | - 872 | $-1020$ | $-1205$ | $-1397$ | $-1632$ | $-1877$ | $-2172$ | - 2480 |
|  | 3692 | 4070 | 4494 | 4935 | 5427 | 5942 | 6510 | 7104 |
|  | -2807 | $-3026$ | $-3232$ | - 3479 | $-3708$ | - 3981 | -4240 | - 4541 |
| $X_{16}=$ | 18 | $+33$ | + 70 | + 81 | $+117$ | + 129 | $+159$ | $+168$ |
|  | 9 | 13 | 22 | 30 | 45 | 61 | 85 |  |
|  | -1205 | $-1397$ | $-1632$ | $-1877$ | $-2172$ | $-2480$ | $-2846$ |  |
|  | 4935 | 5427 | 5942 | 6510 | 7104 | 7760 | 8442 |  |
|  | -3708 | $-3981$ | - 4240 | -4541 | $-4828$ | -5164 | $-5481$ |  |
| $X_{17}=$ | 31 | + 62 | + 92 | + 122 | $+149$ | + 177 | $+200$ |  |
|  | 9 | 13 | 22 | 30 | 45 | 61 | 85 | 111 |
|  | $-1397$ | $-1632$ | $-1877$ | -2172 | $-2480$ | -2846 | $-3228$ | - 3677 |
|  | 5942 | 6510 | 7104 | 7760 | 8442 | 9192 | 9975 | 10829 |
|  | - 4541 | -4828 | $-5164$ | $-5481$ | $-5850$ | $-6204$ | -6609 | - 6998 |
| $X_{18}=$ | 13 | + 63 | + 85 | + 137 | $+157$ | $+203$ | + 223 | + 265 |

Calculation of the Y's.
Ind. $x$ even or odd as suffix $X$ is even or odd.

| $0_{1}$ | ${ }^{2} 3$ | ${ }^{4} 5$ | ${ }_{5}{ }_{7}$ | ${ }^{8} 9$ | ${ }^{10}{ }_{11}$ | ${ }^{12}{ }_{13}$ | 14 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 |  |  |  |  |  |  |  |


$Y_{0}=$| 1 |  |  |  |
| :--- | :--- | :--- | :--- |
| -1 | -1 | -1 | -1 |



$Y_{4}=$| 1 | 0 | +2 | 0 | + | 1 | 0 | 0 | +1 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 4 | 5 | 4 |  |  |

$\begin{array}{rrrrrrr}-1 & -1 & -4 & -5 & -7 & -9 & -9 \\ & & & 1 & 2 & 4 & 6\end{array}$

$r_{s}=$|  |  |  |  | -1 | -1 |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | +1 | -1 | 0 | -1 | -1 | 0 |  |
|  | 4 | 2 | 7 | 5 | 8 | 7 | 9 |
|  | -1 | -3 | -6 | -10 | -13 | -16 | -17 |
|  | 1 | 1 | 5 | 5 | 11 | 10 |  |



|  | $0_{1}$ | 23 | $4_{5}$ | $6_{7}$ | 89 | ${ }^{10} 11$ | 1213 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 4 | 7 | 9 | 10 | 11 | 13 |  |
|  |  | - 4 | - 6 | -13 | -18 | - 22 | - 27 |  |
|  |  |  | 1 | 3 | 7 | 12 | 17 |  |
|  |  |  |  |  |  | - 1 | $-4$ |  |
| $Y_{7}=$ | 3 | 0 |  |  | -2 | 0 | - 1 |  |
|  | 4 | 3 | 10 | 9 | 16 | 14 | 19 | 17 |
|  |  | - 3 | $-7$ | $-14$ | - 23 | - 30 | - 37 | - 43 |
|  |  |  |  | 4 | 6 | 17 | 20 | 33 |
|  |  |  |  |  |  | - 1 | - 3 | - 6 |
| $r_{8}=$ | 4 | 0 | + 3 | - 1 | - 1 | 0 | - 1 | + 1 |
|  | 4 | 10 | 13 | 17 | 21 | 24 | 25 |  |
|  | - 4 | $-7$ | -- 17 | - 26 | - 38 | $-49$ | - 58 |  |
|  |  |  | 3 | 7 | 17 | 27 | 40 |  |
|  |  |  |  |  |  | - 4 | - 6 |  |
| $Y_{9}=$ | 0 | + 3 | - 1 | - 2 | 0 | - 2 | + 1 |  |
|  |  | 12 | 13 | 23 | 23 | 34 | 31 | 40 |
|  |  | - 4 | - 14 | -27 | -44 | $-61$ | - 75 | $-87$ |
|  |  |  | 4 | 7 | 21 | 29 | 52 | 61 |
|  |  |  |  |  |  | - 3 | - 7 | $-1$ |
| $Y_{10}=$ | 0 | + 8 | + 3 | + 3 | 0 | $-1$ | + 1 | 0 |
|  | 8 | 16 | 24 | 31 | 38 | 43 | 49 |  |
|  |  | -12 | -25 | - 48 | - 71 | - 93 | - 111 |  |
|  |  |  | 4 | 14 | 31 | 54 | 78 |  |
|  |  |  |  |  | - 4 | - 7 | - 17 |  |
| $Y_{11}=$ | 8 | + 4 | + 3 | - 3 | - 6 | - 3 | - 1 |  |
|  | 10 | 12 | 29 | 33 | 48 | 49 | 65 | 6 |
|  |  | - 8 | - 24 | -48 | - 79 | $-109$ | - 136 | -161 |
|  |  |  |  | 12 | 25 | 60 | 84 | 128 |
|  |  |  |  |  |  | - 4 | - 14 | - 27 |
| $Y_{12}=$ | 10 |  |  | - 3 | - 6 | - 4 | - 1 | $+$ |
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## 697.

## ON THE DOUBLE 9-FUNCTIONS.

[From the Joumal für die reine und angewandte Mathematik (Crelle), t. Lxxxvir. (1878), pp. 74-81.]

I have sought to obtain, in forms whieh may be useful in regard to the theory of the double 9 -functions, the integral of the elliptic differential equation

$$
\frac{d x}{\sqrt{a-x \cdot b-x \cdot c-x \cdot d-x}}+\frac{d y}{\sqrt{a-y \cdot b-y \cdot c-y \cdot d-y}}=0:
$$

the present paper has immediate reference only to this differential equation; but, on account of the design of the investigation, I have entitled it as above.

We may for the general integral of the above equation take a partieular integral of the equation

$$
\frac{d x}{\sqrt{a-x \cdot b-x \cdot c-x \cdot d-x}}+\frac{d y}{\sqrt{a-y \cdot b-y \cdot c-y \cdot d-y}} \pm \frac{d z}{\sqrt{a-z \cdot b-z \cdot c-z \cdot d-z}}=0
$$

viz. this particular integral, regarding therein $z$ as an arbitrary constant, will be the general integral of the first mentioned equation. And we may further assume that $z$ is the value of $y$ corresponding to the value $a$ of $x$.

I write for shortness

$$
\begin{aligned}
& a-x, b-x, c-x, d-x=a, b, c, d \\
& a-y, b-y, c-y, d-y=a_{1}, b_{1}, c_{1}, d_{1} ;
\end{aligned}
$$

and I write also ( $x y, b c, a d$ ), or more shortly ( $b c, a d$ ) to denote the determinant

$$
\left|\begin{array}{c}
1, x+y, x y \\
1, b+c, b c \\
1, a+d, a d
\end{array}\right|
$$

we have of course $(a d, b c)=-(b c, a d)$, and there are thus the three distinct determinants $(a d, b c),(b d, a c)$ and (cd, ab).

We have then for each of the functions

$$
\sqrt{\frac{a-z}{d-z}}, \quad \sqrt{\frac{b-z}{d-z}}, \quad \sqrt{\frac{c-z}{d-z}}
$$

a set of four equivalent expressions, the whole system being

$$
\begin{aligned}
& \sqrt{\frac{a-z}{d-z}}=\frac{\sqrt{a-b . a-c}\left\{\sqrt{\mathrm{adb}_{\mathrm{c}_{1}}}+\sqrt{\mathrm{a}_{2} \mathrm{~d}_{1} \mathrm{bc}}\right\}}{(b c, a d)}=\frac{\sqrt{a-b \cdot a-c}(x-y)}{\sqrt{\mathrm{adb}_{1} \mathrm{c}_{1}-\sqrt{\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}}}} \\
& =\frac{\sqrt{a-b \cdot a-c}\left\{\sqrt{\mathrm{abc}_{1} \mathrm{~d}_{1}}+\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c} \mathrm{~d}}\right\}}{(a-c) \sqrt{\mathrm{bdb}_{1} \mathrm{~d}_{1}}-(b-d) \sqrt{\mathrm{acc}_{2} \mathrm{c}_{1}}}=\frac{\sqrt{a-b \cdot a-c}\left\{\sqrt{\mathrm{acc}_{1} \mathrm{~d}_{1}}+\sqrt{\mathrm{a}_{2} \mathrm{c}_{1} \mathrm{bd}}\right\}}{(a-b) \sqrt{\mathrm{cdc}_{1} \mathrm{~d}_{1}-(c-d) \sqrt{\mathrm{aba}_{1} \mathrm{~b}_{1}}} ; ~ ; ~ ; ~} \\
& \sqrt{\frac{b-z}{d-z}}=\frac{\sqrt{\frac{a-b}{a-d}}\left\{(a-c) \sqrt{b \mathrm{db}_{1} \mathrm{~d}_{1}}+(b-d) \sqrt{\mathrm{aca} \mathrm{c}_{1} \mathrm{c}_{3}}\right\}}{(b c, a d)}=\frac{\sqrt{\frac{a-b}{a-d}\left\{\sqrt{\mathrm{abc}_{1} \mathrm{~d}_{1}}-\sqrt{\mathrm{a}_{2}} \overline{\mathrm{~b}_{1} \mathrm{c} \mathrm{~d}}\right\}}}{\sqrt{\mathrm{adb}_{1} \mathrm{c}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}}} \\
& =\frac{\sqrt{\frac{a-b}{a-d}}(c d, a b)}{(a-c) \sqrt{\mathrm{bdb}_{1} \mathrm{~d}_{1}}-(b-d) \sqrt{\mathrm{aca}_{1} \mathrm{c}_{1}}}=\frac{\sqrt{\frac{a-b}{a-d}}\left\{(a-d) \sqrt{\mathrm{bcb} \mathrm{~b}_{1} \mathrm{c}_{1}}+(b-c) \sqrt{\mathrm{ada}_{1} \mathrm{~d}_{1}}\right\}}{(a-b) \sqrt{\mathrm{cdc}_{1} \mathrm{~d}_{1}-(c-d) \sqrt{\mathrm{aba}_{1} \mathrm{~b}_{1}}} ;} ; \\
& \sqrt{\frac{c-z}{d-z}}=\frac{\sqrt{\frac{\overline{a-c}}{a-d}}\left\{(a-b) \sqrt{\mathrm{cdc}_{1} \mathrm{~d}_{1}}+(c-d) \sqrt{\mathrm{aba}_{1} \mathrm{~b}_{1}}\right\}}{(b c, a d)}=\frac{\sqrt{\frac{a-c}{a-d}}\left\{\sqrt{\mathrm{acb}_{1} \mathrm{~d}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{c}_{1} \mathrm{bd}}\right\}}{\sqrt{\mathrm{adb}_{1} \mathrm{c}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}}} \\
& =\frac{\sqrt{\frac{a-c}{a-d}}\left\{(a-d) \sqrt{b c b_{1} c_{1}}-(b-c) \sqrt{\mathrm{ada}_{1} \mathrm{~d}_{1}}\right\}}{(a-c) \sqrt{\mathrm{bdb}_{1} \mathrm{~d}_{1}-(b-d) \sqrt{a_{a a_{2} c_{1}}}}=\frac{\sqrt{\frac{a-c}{a-d}}(b d, a c)}{(a-b) \sqrt{c \operatorname{cdc}_{1} \mathrm{~d}_{1}}-(c-d) \sqrt{\mathrm{aba}_{1} \mathrm{~b}_{1}}} .}
\end{aligned}
$$

The expressions in the like fourfold form for the functions $\mathrm{sn}(u+v)$, $\mathrm{cn}(u+v), \operatorname{dn}(u+v)$ are given p. 63 of my Treatise on Elliptic Functions.

It is easy to verify first that the four expressions for the same function of $z$ are identical, and next that the expressions for the three several functions

$$
\sqrt{\frac{a-z}{d-z}}, \quad \sqrt{\frac{b-z}{d-z}}, \quad \sqrt{\frac{c-z}{d-z}},
$$

are consistent with each other. For instance, comparing the first and second expressions of $\sqrt{\frac{a-z}{d-z}}$, the equation to be verified is

$$
\mathrm{adb}_{1} \mathrm{c}_{1}-\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}=(x-y)(b c, a d),
$$

which is at once shown to be truc. Again comparing the first and second expressions for $\sqrt{\frac{b-z}{d-z}}$, we ought to have

$$
\left\{(a-c) \sqrt{b d b_{1} d_{1}}+(b-d) \sqrt{\mathrm{aca}_{1} \mathrm{c}_{1}}\right\}\left\{\sqrt{\mathrm{adb}_{1} \mathrm{c}_{1}}-\sqrt{\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}}\right\}=(b c, a d)\left\{\sqrt{\mathrm{abc}} \mathrm{c}_{1} d_{1}-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{~cd}}\right\} .
$$

Here the product on the left-hand side is

$$
=(a-c)\left\{b_{1} \mathrm{~d} \sqrt{\mathrm{abc} \mathrm{c}_{1}} \mathrm{~d}_{1}-\mathrm{bd}_{1} \sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{~cd}}\right\}+(b-d)\left\{-\mathrm{a}_{1} \mathrm{c} \sqrt{\mathrm{abc} c_{1} \mathrm{~d}_{1}}+a c_{1} \sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}}\right\}
$$

viz. this is

$$
=\sqrt{\mathrm{abc}_{1} \mathrm{~d}_{3}}\left\{(a-c) \mathrm{b}_{1} \mathrm{~d}-(b-d) \mathrm{a}_{1} \mathrm{c}\right\}-\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{~cd}}\left\{(a-c) \mathrm{bd}_{1}-(b-d) \mathrm{ac}_{1}\right\},
$$

and in this last expression the two terms in $\}$ are at once shown to be each $=(b c, a d)$; whence the identity in question.

Comparing in like manner the first expressions for $\sqrt{\frac{a-z}{d-z}}$ and $\sqrt{\frac{b-z}{d-z}}$ respectively, we have

$$
\begin{aligned}
& (b-d)(b c, a d)^{2} \frac{a-z}{d-z}=(a-b)(a-c)(b-d)\left\{\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{2} \mathrm{bc}+2 \sqrt{\mathrm{abcda} \mathrm{a}_{1} \mathrm{~b}_{2} \mathrm{c}_{1} \mathrm{~d}_{3}}\right\}, \\
& (d-a)(b c, a d)^{\frac{b}{2}} \frac{b-z}{d-z}= \\
& \quad-(a-b)\left\{(a-c)^{2} b d b_{1} \mathrm{~d}_{1}+(b-d)^{2} \mathrm{aca}_{1} \mathrm{c}_{1}+2(a-c)(b-d) \sqrt{\mathrm{abbeda}_{1} \mathrm{~b}_{2} \mathrm{c}_{1} \mathrm{~d}_{2}}\right\},
\end{aligned}
$$

whence, adding, the radical on the right-hand side disappears; the whole equation divides by $-(a-b)$, and omitting this factor, the relation to be verified is

$$
(b c, a d)^{2}=(a-c)^{2} b d b_{1} \mathrm{~d}_{1}+(b-d)^{2} \mathrm{aca}_{1} \mathrm{c}_{1}-(a-c)(b-d)\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right) ;
$$

the right-hand side is here

$$
=\left\{(a-c) \mathrm{b}_{1} \mathrm{~d}-(b-d) \mathrm{a}_{1} \mathrm{c}\right\}\left\{(a-c) \mathrm{bd}_{1}-(b-d) \mathrm{ac}_{1}\right\},
$$

and each of the two factors being $=(b c, a d)$, the identity is verified. It thus appears that the twelve equations are in fact equivalent to a single equation in $x, y, z$.

Writing in the several formulx $x=a, b, c, d$ successively, they become

$$
\begin{array}{rrrr}
x=a, & x=b, & x=c, & x=d, \\
\frac{a-z}{d-z}=\frac{\mathrm{a}_{1}}{\mathrm{~d}_{1}}, & -\frac{c-a}{d-b} \cdot \frac{\mathrm{~b}_{1}}{\mathrm{c}_{1}}, & -\frac{b-a}{d-c} \cdot \frac{\mathrm{c}_{1}}{\mathrm{~b}_{1}}, & a-b \cdot a-c \\
d-b \cdot d-c \\
\frac{b-z}{d-z}=\frac{\mathrm{b}_{1}}{\mathrm{a}_{1}}, & -\frac{c-b}{d-a} \cdot \frac{\mathrm{a}_{1}}{\mathrm{c}_{1}}, & \frac{b-a \cdot b-c}{d-a \cdot d-c} \cdot \frac{\mathrm{~d}_{1}}{\mathrm{~b}_{1}}, & -\frac{a-b}{d-c} \cdot \frac{\mathrm{c}_{1}}{\mathrm{a}_{1}}, \\
\frac{c-z}{d-z}=\frac{\mathrm{c}_{1}}{\mathrm{~d}_{1}}, & \frac{c-a \cdot c-b}{d-a \cdot d-b} \cdot \frac{\mathrm{~d}_{1}}{\mathrm{c}_{1}}, & -\frac{b-c}{d-a} \cdot \frac{\mathrm{a}_{1}}{\mathrm{~b}_{1}}, & -\frac{a-c}{d-b} \cdot \frac{\mathrm{~b}_{1}}{\mathrm{a}_{1}},
\end{array}
$$

viz. for $x=a$, the relation is $z=y$, but in the other three cases respectively the relation is a linear one, $z=\frac{\alpha y+\beta}{\gamma y+\delta}$.

Rationalising the first equation for $\sqrt{\frac{a-z}{d-z}}$, we have

$$
(b c, a d)^{2}(a-z)=(a-b)(a-c)(d-z)\left\{\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}+2 \sqrt{\mathrm{abcda}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{2}}\right\}
$$

and thence

$$
\begin{aligned}
\left\{(b c, a d)^{2}(a-z)-(a-b)(a-c)\right. & \left.(d-z)\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)\right\}^{2} \\
& =(a-b)^{2}(a-c)^{2}(d-z)^{2} .4 \mathrm{abcda} \mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} .
\end{aligned}
$$

Expanding, and observing that

$$
\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)^{2}=\left(\mathrm{adb}_{1} \mathrm{c}_{2}-\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)^{2}+4 a b c d a_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1}=(b c, a d)^{2}(x-y)^{2}+4 a b c d a_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1},
$$

the whole equation becomes divisible by $(b c, a d)^{2}$, and omitting this factor, the equation is

$$
(b c, a d)^{2}(a-z)^{2}-2(a-b)(a-c)(a-z)(d-z)\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)
$$

$$
+(a-b)^{2}(a-c)^{2}(d-z)^{2}(x-y)^{2}=0
$$

or, as this may also be written,

$$
\begin{aligned}
& z^{2}\left\{(b c, a d)^{2}-2(a-b)(a-c)\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} b c\right) \quad+(a-b)^{2}(a-c)^{2}(x-y)^{2}\right. \\
- & 2 z\left\{(b c, a d) a-(a-b)(a-c)\left(\operatorname{adb}_{1} c_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)(a+d)+(a-b)^{2}(a-c)^{2}(x-y)^{2} d\right\} \\
+\quad & \left\{(b c, a d) a^{2}-2(a-b)(a-c)\left(\operatorname{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} b c\right) a d \quad+(a-b)^{2}(a-c)^{2}(x-y)^{2} d^{2}\right\}=0 .
\end{aligned}
$$

This is really a symmetrical equation in $x, y, z$ of the form

$$
\begin{aligned}
& A \\
& +2 B(x+y+z) \\
& +C\left(x^{2}+y^{2}+z^{2}\right) \\
& +2 D(y z+z x+x y) \\
& +2 E\left(y^{2} z+y z^{2}+z^{2} x+z x^{2}+x^{2} y+x y^{2}\right) \\
& +4 F x y z \\
& +2 G\left(x^{2} y z+x y^{2} z+x y z^{2}\right) \\
& +H\left(y^{2} z^{2}+z^{2} x^{2}+x^{2} y^{2}\right) \\
& +2 I\left(x y^{2} z^{2}+x^{2} y z^{2}+x^{2} y^{2} z\right) \\
& +J x^{2} y^{2} z^{2}=0 ;
\end{aligned}
$$

the several coefficients boing symmetrical as rogards $b, c, d$, but the $a$ entering unsymmetrically: the actual values are

$$
\begin{aligned}
& A=\quad a^{4}\left\{b^{2} c^{2}+b^{2} d^{2}+c^{2} d^{2}-2 b c d(b+c+d)\right\}+2 a^{3} b c d(b c+b d+c d)-3 a^{2} b^{2} c^{2} d^{2}, \\
& B=2 a^{4} b c d-a^{3}\left(b^{2} c^{2}+b^{2} d^{2}+c^{2} d^{2}\right)+a b^{2} c^{2} d^{2} \text {, } \\
& C=-4 a^{2} b c d+a^{2}(b c+b d+c d)^{2}-2 a b c d(b c+b d+c d)+b^{2} c^{2} d^{2} \text {, } \\
& D=-a^{4}(b c+b d+c d)+a^{3}\left(b^{2} c+b c^{2}+b^{2} d+b d^{2}+c^{2} d+c d^{2}-2 b c d\right) \\
& +a^{2}\left\{b^{2} c^{2}+b^{2} d^{2}+c^{2} d^{2}-b c d(b+c+d)\right\}-b^{2} c^{2} d^{2}, \\
& E=\quad a^{8}(b c+b d+c d)-a^{2}\left(b^{2} c+b c^{2}+b^{2} d+b d^{2}+c^{2} d+c d^{2}\right)+a b c d(b+c+d), \\
& F=a^{4}(b+c+d)-a^{3}\left(b^{2}+c^{2}+d^{2}+b c+b d+c d\right)+6 a^{2} b c d \\
& -a\left\{b^{2} c^{2}+b^{2} d^{2}+c^{2} d^{2}+b c d(b+c+d)\right\}+b c d(b c+b d+c d), \\
& G=-a^{4}+a^{2}\left(b^{2}+c^{2}+d^{2}-b c-b d-c d\right)+a\left(b^{2} c+b c^{2}+b^{2} d+b d^{2}+c^{2} d+c d^{2}-2 b c d\right) \\
& -b c d(b+c+d) \text {, } \\
& H=\quad a^{4}-2 a^{3}(b+c+d)+a^{2}(b+c+d)^{2}-4 a b c d, \\
& I=a^{3}-a\left(b^{2}+c^{2}+d^{2}\right)+2 b c d, \\
& J=-3 a^{2}+2 a(b+c+d)+b^{2}+c^{2}+d^{2}-2(b c+b d+c d) \text {. } \\
& \text { c. } \mathrm{x} \text {. }
\end{aligned}
$$

It may be remarked by way of verification that the equation remains unaltered on substituting for $x, y, z, a, b, c, d$ their reciprocals and multiplying the whole by $a^{4} b^{2} c^{2} d^{2} x^{2} y^{2} z^{2}$.

I further remark that, writing $a=0$, we have

$$
\begin{aligned}
& A=0, \quad B=0, \quad C=b^{2} c^{2} d^{2}, \quad D=-b^{2} c^{2} d^{2}, \quad E=0, \quad F=b c d(b c+b d+c d) \\
& G=-b c d(b+c+d), \quad H=0, \quad I=2 b c d, \quad J=b^{2}+c^{2}+d^{2}-2(b c+b d+c d)
\end{aligned}
$$

and writing also
(whence

$$
\begin{gathered}
\epsilon=1, \quad-\delta=(b+c+d), \quad \gamma=b c+b d+c d, \quad-\beta=b c d, \\
\left.a-x . b-x . c-x . d-x=\beta x+\gamma x^{2}+\delta x^{3}+\epsilon x^{4}\right),
\end{gathered}
$$

we have the formula

$$
\begin{aligned}
& \beta^{2}\left(x^{2}+y^{2}+z^{2}-2 y z-2 z x-2 x y\right) \\
- & 4 \beta \gamma x y z \\
- & 2 \beta \delta x y z(x+y+z) \\
- & 4 \beta \epsilon x y z(y z+z x+x y) \\
+ & \left(\delta^{2}-4 \gamma \epsilon\right) x^{2} y^{2} z^{2}=0
\end{aligned}
$$

given p. 348 of my Elliptic Functions as a particular integral of the differential equation when the radical is $\sqrt{\beta x+\gamma x^{2}+\delta x^{3}+\epsilon x^{4}}$.

Let the equation in $(x, y, z)$ be called $u=0 ; u$ has been given in the form $u=\mathfrak{C} z^{2}-2 \mathfrak{B} z+\mathfrak{N}$, and we thence have $\frac{1}{2} \frac{d u}{d z}=\mathfrak{C} z-\mathfrak{B}$ which, in virtue of the equation $u=0$ itself, becomes $\frac{1}{2} \frac{d u}{d z}=\sqrt{\mathfrak{B}^{2}-\mathfrak{M C}}$; we find easily

$$
\mathfrak{B}^{2}-\mathfrak{2 c}=(a-b)^{2}(a-c)^{2}(a-d)^{2}\left\{\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)^{2}-(b c, a d)^{2}(x-y)^{2}\right\},
$$

or, attending to the relation
this is

$$
\begin{aligned}
\left(\mathrm{adb}_{1} \mathrm{c}_{1}+\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)^{2} & =\left(a d b_{1} \mathrm{c}_{1}-\mathrm{a}_{1} \mathrm{~d}_{1} \mathrm{bc}\right)^{2}+4 \mathrm{abcda}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{3} \\
& =(b c, a d)^{2}(x-y)^{2}+4 a b c d a_{1} b_{1} c_{1} \mathrm{~d}_{1}
\end{aligned}
$$

or we have

$$
\mathfrak{B}^{2}-\mathfrak{A}\left(\mathfrak{C}=4(a-b)^{2}(a-c)^{2}(a-d)^{2} \text { abcda }_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1}\right.
$$

$$
\frac{1}{4} \frac{d u}{d z}=(a-b)(a-c)(a-d) \sqrt{a b c d} \sqrt{a_{1} b_{2} c_{1} d_{3}} .
$$

Writing

$$
a-z, b-z, c-z, d-z=\mathrm{a}_{2}, \mathrm{~b}_{2}, \mathrm{c}_{2}, \mathrm{~d}_{2}
$$

we have of course the like formule

$$
\begin{aligned}
& \frac{1}{4} \frac{d u}{d x}=(a-b)(a-c)(a-d) \sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1}} \sqrt{\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{c}_{2} \mathrm{~d}_{2}}, \\
& \frac{1}{4} \frac{d u}{d y}=(a-b)(a-c)(a-d) \sqrt{\mathrm{abcd}} \sqrt{\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{c}_{2} \mathrm{~d}_{2}}
\end{aligned}
$$

and the equation $d u=0$ then gives

$$
\frac{d x}{\sqrt{\mathrm{abcd}}}+\frac{d y}{\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1}}}+\frac{d z}{\sqrt{\mathrm{a}_{2} \mathrm{~b}_{3} \mathrm{c}_{2} \mathrm{~d}_{2}}}=0
$$

as it should do. The differential equation might also have been verified directly from any one of the expressions for

$$
\sqrt{\frac{a-z}{d-z}}, \quad \sqrt{\frac{\overline{b-z}}{d-z}} \text { or } \sqrt{\frac{c-z}{d-z}} .
$$

Writing for shortness

$$
X=a-x . b-x \cdot c-x . d-x, \text { ete. }
$$

then the general integral of the differential equation

$$
\frac{d x}{\sqrt{ } X}+\frac{d y}{\sqrt{ } Y}+\frac{d z}{\sqrt{ } Z}=0
$$

by Abel's theorem is

$$
\left|\begin{array}{cccc}
x^{2}, & x, & 1, & \sqrt{ } X \\
y^{2}, & y, & 1, & \sqrt{ } Y \\
z^{2}, & z, & 1, & \sqrt{ } Z \\
w^{2}, & w, & 1, & \sqrt{ } W
\end{array}\right|=0
$$

where $w$ is the constant of integration: and it is to be shown that the value of $w$ which corresponds to the integral given in the present paper is $w=a$. Observe that writing in the determinant $w=a$, the determinant on putting therein $x=a$, would vanish whether $z$ were or were not $=y$; but this is on account of an extraneous factor $a-w$, so that we do not thus prove the required theorem that ( $w$ being $=a$ ) we have $y=z$ when $x=a$.

An equivalent form of Abel's integral is that there exist values $A, B, C$ such that

$$
\begin{aligned}
& A x^{2}+B x+C=\sqrt{ } X \\
& A y^{2}+B y+C=\sqrt{ } Y \\
& A z^{2}+B z+C=\sqrt{ } Z \\
& A w^{2}+B w+C=\sqrt{ } W
\end{aligned}
$$

or, what is the same thing, that we have identically

$$
\left(A \theta^{2}+B \theta+C\right)^{2}-\Theta=\left(A^{2}-1\right) \cdot \theta-x \cdot \theta-y \cdot \theta-z \cdot \theta-w
$$

We have therefore

$$
C^{2}-a b c d=\left(A^{2}-1\right) x y z w
$$

or say

$$
x y z w=\frac{C^{3}-a b c d}{A^{2}-1}
$$

which equation, regarding therein $A, B, C$ as determined by the three equations

$$
\begin{aligned}
& A x^{2}+B x+C=\sqrt{ } X \\
& A y^{2}+B y+C=\sqrt{ } Y \\
& A w^{2}+B w+C=\sqrt{ } W
\end{aligned}
$$

is a form of Abel's integral, giving $z$ rationally in terms of $x, y, w$.
Supposing that, when $x=a, z=y$ : then the last-mentioned integral gives

$$
a y^{2} w=\frac{C^{2}-a b c d}{A^{2}-1}
$$

where $A, C$ are now determined by the equations

$$
\begin{aligned}
& A a^{2}+B a+C=0 \\
& A y^{2}+B y+C=\sqrt{ } Y \\
& A w^{2}+B w+C=\sqrt{ } W
\end{aligned}
$$

and, imagining these values actually substituted, it is to be shown that the equation

$$
a y^{2} w=\frac{C^{2}-a b c d}{A^{2}-1}
$$

is satisfied by the value $w=a$.
We have

$$
\begin{aligned}
& A \cdot a-y \cdot a-w \cdot w-y=\quad(a-w) \sqrt{\bar{Y}}-\quad(a-y) \sqrt{\bar{W}} \\
& B \cdot a-y \cdot a-w \cdot w-y=(a-w)(a+w) \sqrt{\bar{Y}}-(a-y)(a+y) \sqrt{W} \\
& C \cdot a-y \cdot a-w \cdot w-y=(a-w) a w \quad \sqrt{\bar{Y}}-(a-y) a y \quad \sqrt{\bar{W}}
\end{aligned}
$$

or writing as before
and also

$$
a-y, b-y, c-y, d-y=\mathrm{a}_{1}, \mathrm{~b}_{1}, \mathrm{c}_{1}, \mathrm{~d}_{1}
$$

$$
a-w, b-w, c-w, d-w=\mathrm{a}_{3}, \mathrm{~b}_{3}, \mathrm{c}_{3}, \mathrm{~d}_{3}
$$

then $Y=a_{1} b_{1} c_{1} d_{1}, W=a_{3} b_{3} c_{3} d_{3}$, and the formulæ become

$$
\begin{aligned}
& A=\frac{1}{(w-y) \sqrt{a_{1} a_{3}}}\left\{\sqrt{a_{3} b_{1} c_{1} d_{1}}-\sqrt{a_{1} b_{3} c_{3} d_{3}}\right\} \\
& B=\frac{1}{(w-y) \sqrt{a_{1} a_{3}}}\left\{-(a+w) \sqrt{a_{3} b_{1} \mathrm{c}_{1} d_{3}}+(a+y) \sqrt{\mathrm{a}_{1} b_{3} c_{3} d_{3}}\right\}, \\
& C=\frac{1}{(w-y) \sqrt{a_{1} a_{3}}}\left\{a w \sqrt{a_{3} b_{1} c_{1} d_{1}}-a y \sqrt{a_{1} b_{3} c_{3} d_{3}}\right.
\end{aligned}
$$

If in these formulæ $w$ is indefinitely nearly $=a$, then $a_{3}$ is indefinitely small, so that $\sqrt{a_{3} b_{1} c_{1} d_{1}}$ may be neglected in comparison with $\sqrt{a_{1} b_{3} c_{3} d_{3}}$ : also $w-y$ may be put $=a_{1}$; the formule thus become

$$
A=-\frac{\sqrt{b_{3} \mathrm{c}_{3} \mathrm{~d}_{3}}}{\mathrm{a}_{1} \sqrt{\mathrm{a}_{3}}}, \quad B=(a+y) \frac{\sqrt{\mathrm{b}_{3} \mathrm{c}_{3} \mathrm{~d}_{3}}}{\mathrm{a}_{1} \sqrt{\mathrm{a}_{3}}}, \quad C=-a y \frac{\sqrt{\mathrm{~b}_{3} \mathrm{c}_{\mathrm{a}} \mathrm{~d}_{3}}}{\mathrm{a}_{1} \sqrt{\mathrm{a}_{3}}},
$$

where the values of $A, B, C$ are each of them indefinitely large on account of the factor $\sqrt{a_{3}}$ in the denominator; the value of $C$ is $C=a y A$, and substituting this value in the equation

$$
a y^{2} w=\frac{C^{2}-a b c d}{A^{2}-1},
$$

and then considering $A$ as indefinitely large, the equation becomes $a y^{2} w=a^{2} y^{2}$, that is, $w=a$; so that $w=a$ is a value of $w$ satisfying this equation.

Cambridge, 3 July, 1878.

## 698.

## ON A THEOREM RELATING TO COVARIANTS.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. Lxxxvir. (1878), pp. 82, 83.]

The theorem given by Prof. Sylvester, Crelle, vol. Lxxxv., p. 109, may be stated as follows: If for a binary quantic of the order $i$ in the variables, we consider the whole system of covariants of the degree $j$ in the coefficients, then

$$
\Sigma \theta(k+1)=\frac{\Pi(i+j)}{\Pi(i) \Pi(j)},
$$

where $\theta$ denotes the number of asyzygetic covariants of the order $\theta$ in the variables, the values of $\theta$ being $i j, i j-2, i j-4, \ldots, 1$ or 0 , according as $\ddot{i j}$ is odd or even.

In the case of the binary quintic $(a, \ldots\rangle x, y)^{5},(i=5)$, we have a series of verifications in the Table 88 of my "Ninth Memoir on Quantics," Phil. Trans. vol. clxa. (1871), [462]: viz. writing the small letters $a, b, c, \ldots, u, v, w$ (instead of the capitals $A, B$, etc.) to denote the covariants of the quintic, $a$, the quintie itself, degree 1 , order 5 , or as I express it, deg-order $1.5: b$, the covariant deg-order 2.2, etc., the whole series of deg-orders being

$$
\begin{array}{cccccccccccc}
a, & b, & c, & d, & e, & f, & g, & h, & i, & j, & k, & l \text {, } \\
1.5, & 2.2, & 2.6, & 3.3, & 3.5, & 3.9, & 4.0, & 4.4, & 4.6, & 5.1, & 5.3, & 5.7, \\
m, & n, & 0, & p, & q, & r, & s, & t, & u, & v, & w, \\
6.2, & 6.4, & 7.1, & 7.5, & 8.0, & 8.2, & 9.3, & 11.1, & 12.0, & 13.1, & 18.0,
\end{array}
$$

then the table shows for each deg-order, the several covariants of that deg-order, and
the number of them which are asyzygetic; for instance, $i=5$ as above, $j=6$, an extract from the table is

| $j$ | $k$ | $\theta$ |  | $(k+1) \theta$ |
| :---: | :---: | :---: | :---: | :---: |
| 6 | 30 | 1 | $a^{6}$ | 31 |
|  | 28 | 0 |  | 0 |
|  | 26 | 1 | $a^{4} c$ | 27 |
|  | 24 | 1 | $a^{3} f$ | 25 |
|  | 22 | 2 | $a^{4} b, a^{2} c^{2}$ | 46 |
|  | 20 | 2 | $a^{3} e$, acf | 42 |
|  | 18 | 3 | $a^{3} d, a^{2} b c, c^{3}, f^{2}$ | 57 |
|  | 16 | 2 | $a^{2} i, a b f, ~ a c e$ | 34 |
|  | 14 | 4 | $a^{2} b^{2}, a^{2} h, a c d, b c^{2}$, ef | 60 |
|  | 12 | 3 | $a b e, a l, c e, d f$ | 39 |
|  | 10 | 4 | $a^{2} g, a b d, b^{2} c, c h, e^{2}$ | 44 |
|  | 8 | 2 | $a k, b i, d e$ | 18 |
|  | 6 | 4 | $a j, b^{3}, b h, c g, d^{2}$ | 28 |
|  | 4 | 1 | $n$ | 5 |
|  | 2 | 2 | $b y, m$ | 6 |
|  | 0 | 0 |  | 0 |
| $\frac{\Pi(11)}{(5) \Pi(6)},$ |  |  |  |  |

where, for instance deg-order 6.14 , the covariants are $a^{2} b^{2}, a^{2} h, a c d, b c^{2}, e f$, but the number against these in the third column being (not 5 but) 4 , the meaning is that there exists between these five terms one syzygy, making the number of asyzygetic covariants of the deg-order 6.14 to be 4 . The second column thus in fact contains the several values of $k$, and the third column the corresponding values of $\theta$; whence, forming the several products $(k+1)$ as shown, the sum of these is as it should be $=462$.

Cambridge, 13 July, 1878.

## ON THE TRIPLE 9-FUNCTIONS.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. Lxxxvir. (1878), pp. 134-138.]

There should be in all 64 functions proportional to irrational algebraical functions of three independent variables $x, y, z$; there is no diffieulty in obtaining the expression of these 64 functions in the case of the system of differential equations connected with the integral

$$
\int d x: \sqrt{a-x . b-x . c-x . d-x . e-x . f-x . g-x . h-x} ;
$$

but this is not the general form of the system for the deficiency (Geschlecht) $p=3$; and I do not know how to deal with the general form: the present note relates therefore exclusively to the above-mentioned hyper-elliptic form.

## I.

If in the Memoir, Wcierstrass, "Theoric der Abel'schen Functionen," Crelle, t. LiII. (1856), pp. 285-380, we take $\rho=3$, and write $x, y, z ; u, v, w ; a, b, c, d, e, f, g$ instead of $x_{1}, x_{2}, x_{3} ; u_{1}, u_{2}, u_{3} ; a_{1}, a_{3}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}$; then, neglecting throughont mere constant factors, we have

$$
X=a-x . b-x . c-x . d-x . e-x . f-x . g-x,
$$

with the like values for $Y$ and $Z$ : the differential equations are

$$
\begin{aligned}
& d u=\frac{b-x \cdot c-x \cdot d x}{\sqrt{ } X}+\frac{b-y \cdot c-y \cdot d y}{\sqrt{ } Y}+\frac{b-z \cdot c-z \cdot d z}{\sqrt{ } Z}, \\
& d v=\frac{c-x \cdot a-x \cdot d x}{\sqrt{ } X}+\frac{c-y \cdot a-y \cdot d y}{\sqrt{ } Y}+\frac{c-z \cdot a-z \cdot d z}{\sqrt{ } Z}, \\
& d w=\frac{a-x \cdot b-x \cdot d x}{\sqrt{ } X}+\frac{a-y \cdot b-y \cdot d y}{\sqrt{ } Y}+\frac{a-z \cdot b-z \cdot d z}{\sqrt{ } Z},
\end{aligned}
$$

and if we write the single letters $A, B, C, D, E, F, G$ for al $(u, v, w)_{1}$, al $(u, v, w)_{2}$, al $(u, v, w)_{3}$, al $(u, v, w)_{4}$, al $(u, v, w)_{5}$, al $(u, v, w)_{5}$, al $(u, v, w)_{7}$ respectively, each of the capital letters thus denoting a function of ( $u, v, w$ ), the expressions of these functions in terms of $(x, y, z)$ are

$$
A=\sqrt{a-x \cdot b-x \cdot c-x}, \quad \text { (seven equations) }
$$

Similarly, instead of the 21 functions al $(u, v, w)_{1_{2}}, \ldots$, al $(u, v, w)_{g_{7}}$ writing $A B, \ldots, F G$, each of these binary symbols denoting in like manner a function of $(u, v, w)$, the definition of $A B$ is

$$
A B=A \nabla B-B \nabla A,
$$

where

$$
\nabla=\frac{d}{d u}+\frac{d}{d v}+\frac{d}{d w} ;
$$

we have
$b-c . c-a \cdot a-b \cdot \frac{d x}{\sqrt{X}}=\frac{a-y \cdot a-z}{x-y \cdot x-z}(b-c) d u+\frac{b-y \cdot b-z}{x-y \cdot x-z}(c-a) d v+\frac{c-y \cdot c-z}{x-y \cdot x-z}(a-b) d w$,

$$
\begin{array}{ll}
" & \frac{d y}{\sqrt{ } \boldsymbol{y}}=\frac{a-z \cdot a-x}{y-z \cdot y-x}(b-c) d u+\frac{b-z \cdot b-x}{y-z \cdot y-x}(c-a) d v+\frac{c-z \cdot c-x}{y-z \cdot y-x}(a-b) d w \\
& \frac{d z}{\sqrt{ } Z}=\frac{a-x \cdot a-y}{z-x \cdot z-y}(b-c) d u+\frac{b-x \cdot b-y}{z-x \cdot z-y}(c-a) d v+\frac{c-x \cdot c-y}{z-x \cdot z-y}(a-b) d w
\end{array}
$$

hence

$$
\begin{aligned}
\frac{b-c \cdot c-a \cdot a-b}{\sqrt{X}} \nabla x & =\frac{a-y \cdot a-z}{x-y \cdot x-z}(b-c)+\frac{b-y \cdot b-z}{x-y \cdot x-z}(c-a)+\frac{c-y \cdot c-z}{x-y \cdot x-z}(a-b), \\
& =-\frac{b-c \cdot c-a \cdot a-b}{x-y \cdot x-z}
\end{aligned}
$$

that is,

$$
\nabla x=\frac{-\sqrt{ } X}{x-y \cdot x-z}
$$

and similarly

$$
\nabla y=\frac{-\sqrt{ } Y}{y-x \cdot y-z}, \quad \nabla z=\frac{-\sqrt{ } Z}{z-x \cdot z-y} .
$$

Hence from the equation

$$
A=\sqrt{a-x \cdot a-y \cdot a-z}
$$

we have

$$
\nabla A=-\frac{1}{2} A\left(\frac{1}{a-x} \nabla x+\frac{1}{a-y} \nabla y+\frac{1}{a-z} \nabla z\right),
$$

that is,

$$
\nabla A=\frac{\frac{1}{2} A}{y-z \cdot z-x \cdot x-y}\left\{\frac{y-z}{a-x} \sqrt{X}+\frac{z-x}{a-y} \sqrt{ } Y+\frac{x-y}{a-z} \sqrt{Z}\right\}:
$$

and similarly
consequently

$$
\nabla B=\frac{\frac{1}{2} B}{y-z \cdot z-x \cdot x-y}\left\{\frac{y-z}{b-x} \sqrt{X}+\frac{z-x}{b-y} \sqrt{Y}+\frac{x-y}{b-z} \sqrt{Z}\right\}
$$

$$
A B=\frac{\frac{1}{2}(a-b) A B}{y-z \cdot z-x \cdot x-y}\left\{\frac{(y-z) \sqrt{ } X}{a-x \cdot b-x}+\frac{(z-x) \sqrt{ } Y}{a-y \cdot b-y}+\frac{(x-y) \sqrt{ } Z}{a-z \cdot b-z}\right\},
$$

c. X .
or substituting for $A$ and $B$ their values, and disregarding the constant factor $\frac{1}{2}(a-b)$, this is

$$
\begin{aligned}
A B=\frac{1}{y-z \cdot z-x \cdot x-y} & \{(y-z) \sqrt{a-y \cdot b-y \cdot a-z \cdot b-z \cdot c-x \cdot d-x \cdot e-x \cdot f-x \cdot g-x} \\
& +(z-x) \sqrt{a-z \cdot b-z \cdot a-x \cdot b-x \cdot c-y \cdot d-y \cdot e-y \cdot f-y \cdot g-y} \\
& +(x-y) \sqrt{a-x \cdot b-x \cdot a-y \cdot b-y \cdot c-z \cdot d-z \cdot e-z \cdot f-z \cdot g-z}\} .
\end{aligned}
$$

We have thus in all 21 equations, which exhibit the form of the Weierstrassian functions al $(u, v, w)_{12}, \ldots$, al $(u, v, w)_{07}$.

To complete the system, there should it is clear be 35 new functions al $(u, v, w)_{233}$, $\ldots$, al $(u, v, v)_{s a r}$, represented by $A B C, \ldots, E F G$, viz. the whole number of functions would then be

$$
7+\frac{7.6}{1.2}+\frac{7 \cdot 6.5}{1 \cdot 2 \cdot 3}(=7+21+35)=63,=64-1
$$

since the functions represent ratios of the 9 -functions.

## II.

Starting now with the radical

$$
\sqrt{a-x . b-x . c-x . d-x . e-x . f-x . g-x . h-x}
$$

composed of eight linear factors, and writing, as in my "Memoir on the double Y-functions," t. Lxxxv. (1878), pp. 214-245, [665]; a, b, c, d, e, f, g, h to denote these factors, and similarly $a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}$ and $a_{2}, b_{2}, c_{2}, d_{2}, e_{2}, f_{2}, g_{2}, h_{2}$ to denote $a-y, b-y$, etc., and $a-z, b-z$, etc., so that $X=\operatorname{abcdefgh}, Y=\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{\mathrm{g}} \mathrm{g}_{1} \mathrm{~h}_{1}$, $Z=\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{c}_{2} \mathrm{~d}_{2} \mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2} \mathrm{~h}_{2}$; then, instead of the Weierstrassian form, the differential equations may be taken to be

$$
\begin{aligned}
& d u=\frac{d x}{\sqrt{ } X}+\frac{d y}{\sqrt{ } Y}+\frac{d z}{\sqrt{ } Z} \\
& d v=\frac{x d x}{\sqrt{ } X}+\frac{y d y}{\sqrt{ } Y}+\frac{z d z}{\sqrt{ } Z} \\
& d w=\frac{x^{2} d x}{\sqrt{ } X}+\frac{y^{2} d y}{\sqrt{Y}}+\frac{z^{2} d z}{\sqrt{ } Z}
\end{aligned}
$$

We theu have 649 -functions and an $\omega$-function, viz. writing

$$
\theta=y-z \cdot z-x \cdot x-y,
$$

and then

$$
\begin{array}{cl}
\sqrt{a} & =\sqrt{\mathrm{aa}_{1} \mathrm{a}_{2}} \quad(8 \text { equations }) \\
\vdots & \vdots \\
\sqrt{a \overline{a b c}}=\frac{1}{\theta}\left\{(y-z) \sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{c}_{3} \mathrm{defgh}}+(z-x) \sqrt{\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{c}_{2} \mathrm{~b} \mathrm{bcd}_{1} \mathrm{e}_{1} \mathrm{f}_{1} g_{1} \mathrm{~h}_{1}}+(x-y) \sqrt{\mathrm{abca}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} d_{2} \mathrm{e}_{3} \mathrm{f}_{2} g_{2} \mathrm{~h}_{2}}\right\} \\
\vdots & \vdots
\end{array}
$$

the equations, which define the 9 -functions $A, B, \ldots, H, A B C, \ldots, F G H$, and the $\omega$-function $\Omega$, are

$$
\begin{array}{ccc}
A=\Omega \sqrt{ } a & (8 \text { equations) } \\
\vdots & \vdots & \\
A B C= & \Omega \sqrt{a b c} & (56 \text { equations) } \\
\vdots & \vdots &
\end{array}
$$

and one other relation which I have not as yet investigated.
As regards the algebraical relations between the 649 -functions, it is to be remarked that, selecting in a proper manner 8 of the functions, the square of any one of the other functions can be expressed as a linear function of the squares of the 8 selected functions. To explain this somewhat further, observe that, taking any 5 squares such as $(A B C)^{2}$, we can with these 5 squares form a linear combination which is rational in $x, y, z$. We have for instance, writing down the irrational part only,

$$
(A B C)^{2}=\frac{2}{\theta^{2}}\left\{\mathrm{abc}(z-x)(x-y) \sqrt{Y Z}+\mathrm{a}_{1} \mathrm{~b}_{2} \mathrm{c}_{1}(x-y)(y-z) \sqrt{Z X}+\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{c}_{2}(y-z)(z-x) \sqrt{X Y}\right\}
$$

and forming in all five such equations, then inasmuch as the coefficients abc, $\ldots$ of $(z-x)(x-y) \sqrt{Y Z}$ are each of them a cubic function containing terms in $x^{0}, x^{1}, x^{2}$, $x^{3}$, we have a determinate set of constant factors such that the resulting term in $(z-x)(x-y) \sqrt{\bar{Y} Z}$ will be $=0$; but the coefficients $\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1}, \ldots$ of $(x-y)(y-z) \sqrt{Z X}$ only differ from the first set of coefficients by containing $y$ instead of $x$, and the same set of constant factors will thus make the resulting term in $(x-y)(y-z) \sqrt{Z X}$ to be $=0$; and similarly the same set of constant factors will make the resulting term in $(y-z)(z-x) \sqrt{X Y}$ to be $=0$; viz. we have thus a set of constant factors, such that the whole irrational part will disappear. It seems to be in general true that the same set of constant factors will make the rational part integral; viz. the rational part is a function of the form $\frac{1}{\theta^{2}}$ multiplied by a rational and integral function of $x, y, z$, and if this rational and integral function divide by $\theta^{2}$, then the final result will be a rational and integral function, which, being symmetrical in $x, y, z$, is at once seen to be a linear function of the symmetrical combinations $1, x+y+z, y z+z x+x y, x y z$. Such a function is obviously a linear function of any four squares $A^{2}, B^{2}, C^{2}, D^{2}$; or the form is, linear function of five squares $(A B C)^{2}=$ linear function of four squares $A^{2}$, that is, any one of the five squares is a linear function of 8 squares.

As an instance, consider the three squares $(A B C)^{2},(A B D)^{2},(A B E)^{2}$, which are such that we have a linear combination which is rational: in fact, we have here in each function the pair of factors ab , which unites itself with $(z-x)(x-y) \sqrt{X \bar{Y}}$, viz. it is only the coefficient of $\mathrm{ab}(z-x)(x-y) \sqrt{X Y}$ which has to be made $=0$; the required combination is obviously

$$
(d-e)(A B C)^{2}+(e-c)(A B D)^{2}+(c-d)(A B E)^{2} .
$$

Here the irrational part vanishes and the rational part is found to be

$$
\begin{aligned}
& =\frac{1}{\theta^{2}}\left[\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{a}_{2} \mathrm{~b}_{2} \operatorname{fgh}(y-z)^{2}\left\{\begin{array}{r}
(d-e) \mathrm{c}_{1} \mathrm{c}_{2} \mathrm{de} \\
+(e-c) \mathrm{d}_{1} \mathrm{~d}_{2} \mathrm{ce} \\
+(c-d) \mathrm{c}_{1} \mathrm{e}_{2} \mathrm{dc}
\end{array}\right\}\right. \\
& +\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{abf}_{1 \mathrm{~g}_{1} \mathrm{~h}_{1}(\varepsilon-x)^{2}}\left\{\begin{array}{r}
(d-e) \mathrm{c}_{2} \mathrm{~cd}_{1} \mathrm{e}_{1} \\
+(e-c) \mathrm{d}_{2} \mathrm{dc}_{1} \mathrm{e}_{1} \\
+(c-d) \mathrm{e}_{2} \mathrm{ed}_{1} \mathrm{c}_{1}
\end{array}\right\} \\
& +\mathrm{aba}_{1} \mathrm{~b}_{1} \mathrm{f}_{2 \mathrm{~g}_{2}} \mathrm{~h}_{2}(x-y)^{2}\left\{\begin{array}{c}
(d-e) \mathrm{cc}_{1} \mathrm{~d}_{2} \mathrm{e}_{2} \\
+(e-c) \mathrm{dd}_{1} \mathrm{c}_{2} \mathrm{e}_{2} \\
+(c-d) \mathrm{ee}_{1} \mathrm{~d}_{2} \mathrm{c}_{2}
\end{array}\right\} \text {. }
\end{aligned}
$$

The three terms in \{ \} are here $=-(c-d)(d-e)(e-c)$ multiplied by $(z-x)(x-y)$, $(x-y)(y-z),(y-z)(z-x)$ respectively; hence the term in [ ] divides by $\theta$ and the result is

$$
\begin{aligned}
&=-\frac{(c-d)(d-e)(e-c)}{\theta} {\left[\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{fg} \mathrm{~h}(y-z)\right.} \\
&+ \mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{a} \mathrm{~b}_{1} g_{1} \mathrm{~h}_{1}(z-x) \\
&\left.+\mathrm{abb} \mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{2} \mathrm{~g}_{2} \mathrm{~h}_{2}(x-y)\right]
\end{aligned}
$$

or finally this is
multiplied by

$$
=-(c-d)(d-e)(e-c)
$$

$$
\left.\right\}
$$

that is, we have $(d-e)(A B C)^{2}+(e-c)(A B D)^{2}+(c-d)(A B E)^{2}=$ a sum of four squares, viz. we have here a linear relation between 7 squares.

I have not as yet investigated the forms of the relations between the products of pairs of 9 -functions.

Cambridge, 30 September, 1878.

## 700.

## ON THE TETRAHEDROID AS A PARTICULAR CASE OF THE 16-NODAL QUARTIC SURFACE.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. Lxxxvil. (1878), pp. 161-164.]

In the paper "Sur un cas particulier de la surface du quatrième ordre avec seize points singuliers," Crelle, t. Lxv. (1866), pp. 284-290, [356], I showed how the surface called the Tetrahedroid could be identified as a special form of Kummer's 16 -nodal quartic surface; but I was not then in possession of the simplified form of the equation of the 16 -nodal surface given in my paper "Note sur la surface du quatrième ordre douée de seize points singuliers et de seize plans singuliers," Crelle, t. lxxint. (1871), pp. 292, 293, [442]; see also my paper, "A third memoir on Quartic surfaces," Proc. Lond. Math. Soc. t. III. (1871), p. 250, [454, this Collection, t. viI., p. 281]. Using the equation last referred to, I resume therefore the consideration of the question.

Taking the constants $\alpha, \beta, \gamma, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \alpha^{\prime \prime}, \beta^{\prime \prime}, \gamma^{\prime \prime}$, such that
and writing also

$$
\alpha+\beta+\gamma=0, \quad \alpha^{\prime}+\beta^{\prime}+\gamma^{\prime}=0, \quad \alpha^{\prime \prime}+\beta^{\prime \prime}+\gamma^{\prime \prime}=0,
$$

$$
\begin{aligned}
M & =\alpha^{\prime} \alpha^{\prime \prime}(\beta-\gamma)+\beta^{\prime} \beta^{\prime \prime}(\gamma-\alpha)+\gamma^{\prime} \gamma^{\prime \prime}(\alpha-\beta) \\
& =\alpha^{\prime \prime} \alpha\left(\beta^{\prime}-\gamma^{\prime}\right)+\beta^{\prime \prime} \beta\left(\gamma^{\prime}-\alpha^{\prime}\right)+\gamma^{\prime \prime} \gamma\left(\alpha^{\prime}-\beta^{\prime}\right) \\
& =\alpha \alpha^{\prime}\left(\beta^{\prime \prime}-\gamma^{\prime \prime}\right)+\beta \beta^{\prime}\left(\gamma^{\prime \prime}-\alpha^{\prime \prime}\right)+\gamma \gamma^{\prime}\left(\alpha^{\prime \prime}-\beta^{\prime \prime}\right) \\
& =-\frac{1}{3}\left\{(\beta-\gamma)\left(\beta^{\prime}-\gamma^{\prime}\right)\left(\beta^{\prime \prime}-\gamma^{\prime \prime}\right)+(\gamma-\alpha)\left(\gamma^{\prime}-\alpha^{\prime}\right)\left(\gamma^{\prime \prime}-\alpha^{\prime \prime}\right)+(\alpha-\beta)\left(\alpha^{\prime}-\beta^{\prime}\right)\left(\alpha^{\prime \prime}-\beta^{\prime \prime}\right)\right\},
\end{aligned}
$$

(the equivalence of which different expressions for $M$ is verified without difficulty): writing also $X, Y, Z, W$ as current coordinates, the equation of the 16 -nodal surface is

$$
0=\left\{\begin{array}{l}
W^{2}\left(X^{2}+Y^{2}+Z^{2}-2 Y Z-2 Z X-2 X Y\right) \\
+2 W\left\{\alpha \alpha^{\prime} \alpha^{\prime \prime}\left(Y^{2} Z-Y Z^{2}\right)+\beta \beta^{\prime} \beta^{\prime \prime}\left(Z^{2} X-Z X^{2}\right)+\gamma \gamma^{\prime} \gamma^{\prime \prime}\left(X^{2} Y-X Y^{2}\right)+M X Y Z\right\} \\
+\left(\alpha \alpha^{\prime} \alpha^{\prime \prime} Y Z+\beta \beta^{\prime} \beta^{\prime \prime} Z X+\gamma \gamma^{\prime} \gamma^{\prime \prime} X Y\right)^{2},
\end{array}\right.
$$

where, $a, \beta, \gamma, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \alpha^{\prime \prime}, \beta^{\prime \prime}, \gamma^{\prime \prime}$ being connected as above, the number of constants is $=6$.

The equations of the 16 singular planes are

$$
\begin{array}{cc}
X=0, & Y^{r}=0, \\
\alpha\left(\gamma^{\prime} \gamma^{\prime \prime} Y-\beta^{\prime} \beta^{\prime \prime} Z\right)-W=0, & \beta\left(\alpha^{\prime} \alpha^{\prime \prime} Z-\gamma^{\prime} \gamma^{\prime \prime} X\right)-W=0, \\
\alpha^{\prime}\left(\gamma^{\prime \prime} \gamma Y-\beta^{\prime \prime} \beta Z\right)-W=0, & \beta^{\prime}\left(\alpha^{\prime \prime} \alpha Z-\gamma^{\prime \prime} \gamma X\right)-W=0, \\
\alpha^{\prime \prime}\left(\gamma \gamma^{\prime} Y-\beta \beta^{\prime} Z\right)-W=0, & \beta^{\prime \prime}\left(\alpha \alpha^{\prime} Z-\gamma \gamma^{\prime} X\right)-W=0, \\
Z=0, & W=0, \\
\gamma\left(\beta^{\prime} \beta^{\prime \prime} X-\alpha^{\prime} \alpha^{\prime \prime} Y\right)-W=0, & \beta \gamma X+\gamma \alpha Y+\alpha \beta Z=0, \\
\gamma^{\prime}\left(\beta^{\prime \prime} \beta X-\alpha^{\prime \prime} \alpha Y\right)-W=0, & \beta^{\prime} \gamma^{\prime} X+\gamma^{\prime} \alpha^{\prime} Y+\alpha^{\prime} \beta^{\prime} Z=0, \\
\gamma^{\prime \prime}\left(\beta \beta^{\prime} X-\alpha \alpha^{\prime} Y\right)-W=0, & \beta^{\prime \prime} \gamma^{\prime \prime} X+\gamma^{\prime \prime} \alpha^{\prime \prime} Y+\alpha^{\prime \prime} \beta^{\prime \prime} Z=0 .
\end{array}
$$

Writing $x, y, z, w$ as current coordinates, the equation of the Tetrahedroid is

$$
\begin{gathered}
m^{2} n^{2} f^{2} x^{4}+n^{2} l^{2} g^{2} y^{4}+l^{2} m^{2} h^{2} z^{4}+f^{2} g^{2} h^{2} w^{4} \\
+\left(l^{2} f^{2}-m^{2} g^{2}-n^{2} h^{2}\right)\left(l^{2} y^{2} z^{2}+f^{2} x^{2} w^{2}\right)+\left(-l^{2} f^{2}+m^{2} g^{2}-n^{2} h^{2}\right)\left(m^{2} z^{2} x^{2}+g^{2} y^{2} w^{2}\right) \\
+\left(-l^{2} f^{2}-m^{2} g^{2}+n^{2} h^{2}\right)\left(n^{2} x^{2} y^{2}+h^{2} z^{2} w^{2}\right)=0,
\end{gathered}
$$

where, inasmuch as $f, g, h, l, m, n$ enter homogeneously, the number of constants is $=5$.

The equations of the 16 singular planes, written in an order corresponding to that used for the 16 -nodal surface, are

$$
\begin{array}{rr|r|rrrr}
* & n y-m z+f w=0 & -n x & *+l z+g w=0 & m x-l y *+h w=0 & -f x-g y-h z \quad *=0 \\
f x-g y-h z * * & * & m x+l y & * & +h w=0 & -n x & *-l z+g w=0 \\
-m x-l y *+h w=0 & -f x+g y-h z & * & * & * & n y-m z-f w=0 \\
n x & n y+m z+f w=0 & -n x * & *+l z-g w=0 \\
n x+l z+g w=0 & * & * n y-m z+f w=0 & -f x-g y+h z \quad * & =0 & m x-l y * & * h w=0 .
\end{array}
$$

These equations can be made to agree each to each with those of the 10 singular planes of the 16 -nodal surface, provided that we have

$$
\frac{m}{\gamma}=\frac{n}{\beta^{\prime}}, \quad \frac{n}{\alpha^{\prime}}=\frac{l}{\gamma^{\prime}}, \quad \frac{l}{\beta^{\prime \prime}}=\frac{m}{\alpha^{\prime \prime}} ; \quad f=-l \alpha \alpha^{\prime} \alpha^{\prime \prime}, \quad g=-m \beta \beta^{\prime} \beta^{\prime \prime}, \quad h=-n \gamma \gamma^{\prime} \gamma^{\prime \prime},
$$

where observe that the first three equations give $\alpha^{\prime} \beta^{\prime \prime} \gamma=\alpha^{\prime \prime} \beta \gamma^{\prime}$, which is the relation between the constants when the 16 -nodal surface reduces itself to a tetrahedroid in the above manner. And if we then assume

$$
X=n y-m z+f w, \quad Y=-n x+l z+g w, \quad Z=m x-l y+h w, \quad W=-f x-g y-h z
$$

the 16 linear functions of $X, Y, Z, W$ will become mere constant multiples of the corresponding 16 linear functions of $x, y, z, w$; the constants, by which the several
functions of $x, y, z, w$ have to be multiplied in order to reduce them each to the corresponding linear function of $X, Y, Z, W$, being given by the table

$$
\begin{array}{cccc}
1, & 1, & 1, & 1, \\
\frac{1}{m \beta}(l \alpha-m \beta), & -\frac{a^{\prime} \alpha^{\prime \prime}}{m}(l \alpha-m \beta), & \frac{\alpha^{\prime} \alpha^{\prime \prime}}{n}(l \alpha-m \beta), & \frac{\beta \gamma}{\alpha^{\prime} \alpha^{\prime \prime}}\left(\beta^{\prime} \gamma^{\prime \prime}-\beta^{\prime \prime} \gamma^{\prime}\right), \\
\frac{\beta^{\prime \prime} \beta}{l}\left(m \beta^{\prime}-n \gamma^{\prime}\right), & \frac{1}{n \gamma^{\prime}}\left(m \beta^{\prime}-n \gamma^{\prime}\right), & -\frac{\beta^{\prime \prime} \beta}{n}\left(m \beta^{\prime}-n \gamma^{\prime}\right), & \frac{\gamma^{\prime} \alpha^{\prime}}{\beta^{\prime \prime} \beta}\left(\gamma^{\prime \prime} \alpha-\gamma \alpha^{\prime \prime}\right), \\
-\frac{\gamma \gamma^{\prime}}{l}\left(n \gamma^{\prime \prime}-l \alpha^{\prime \prime}\right), & \frac{\gamma \gamma^{\prime}}{m}\left(n \gamma^{\prime \prime}-l \alpha^{\prime \prime}\right), & \frac{1}{l \alpha^{\prime \prime}}\left(n \gamma^{\prime \prime}-l \alpha^{\prime \prime}\right), & \frac{\alpha^{\prime \prime} \beta^{\prime \prime}}{\gamma \gamma^{\prime}}\left(\alpha \beta^{\prime}-\alpha^{\prime} \beta\right) .
\end{array}
$$

For instance, we have

$$
\alpha\left(\gamma^{\prime} \gamma^{\prime \prime} Y-\beta^{\prime} \beta^{\prime \prime} Z\right)-W=\frac{1}{m \beta^{\prime}}(l \alpha-m \beta)(f x-g y-h z)
$$

viz. substituting for $Y, Z, W$ their values, the relation is

$$
\begin{array}{r}
m \alpha \beta \cdot \gamma^{\prime} \gamma^{\prime \prime}\left(\begin{array}{rr}
-n x & *+l z+g w) \\
-m \alpha \beta \cdot \beta^{\prime} \beta^{\prime \prime}\left(\begin{array}{rr}
( & m x-l y \\
-\quad & m \beta(-f x-g y-h z
\end{array}\right) \\
-\quad *)
\end{array}\right\}=(l \alpha-m \beta)(f x-g y-h z) .
\end{array}
$$

As regards the terms in $y, z$ and $w$, the identity is at once verified. As regards the term in $x$, we should have

$$
m \alpha \beta\left(-n \gamma^{\prime} \gamma^{\prime \prime}-m \beta^{\prime} \beta^{\prime \prime}\right)-(l \alpha-2 m \beta) f=0,
$$

viz. substituting for $f$ its value, $-l \alpha \alpha^{\prime} \alpha^{\prime \prime}=-m \alpha \alpha^{\prime} \beta^{\prime \prime}$, the equation divides by $m \alpha$ and we then have
that is,

$$
\beta\left(-n \gamma^{\prime} \gamma^{\prime \prime}-m \beta^{\prime} \beta^{\prime \prime}\right)+\alpha^{\prime} \beta^{\prime \prime}(l \alpha-2 m \beta)=0,
$$

$$
l a \alpha^{\prime} \beta^{\prime \prime}-m \beta \beta^{\prime \prime}\left(\beta^{\prime}+2 \alpha^{\prime}\right)-n \beta \gamma^{\prime} \gamma^{\prime \prime}=0
$$

or writing herein $m \beta^{\prime \prime}=l \alpha^{\prime \prime}, n \gamma^{\prime}=l \alpha^{\prime}$, and $\beta^{\prime}+2 \alpha^{\prime}=\alpha^{\prime}-\gamma^{\prime}$, the equation becomes $\alpha^{\prime} \alpha \beta^{\prime \prime}-\alpha^{\prime \prime} \beta\left(\alpha^{\prime}-\gamma^{\prime}\right)-\alpha^{\prime} \beta \gamma^{\prime \prime}=0$, that is, $\alpha^{\prime}\left(\alpha \beta^{\prime \prime}-\alpha^{\prime \prime} \beta\right)=\alpha^{\prime} \beta \gamma^{\prime \prime}-\alpha^{\prime \prime} \beta \gamma^{\prime}$; or writing herein $\alpha^{\prime \prime} \beta \gamma^{\prime}=\alpha^{\prime} \beta^{\prime \prime} \gamma$, the equation divided by $\alpha^{\prime}$ becomes $\alpha \beta^{\prime \prime}-\alpha^{\prime \prime} \beta=\beta \gamma^{\prime \prime}-\beta^{\prime \prime} \gamma$, which is true in virtue of $\alpha+\beta+\gamma=0$ and $\alpha^{\prime \prime}+\beta^{\prime \prime}+\gamma^{\prime \prime}=0$. And in like manner the scveral other identities may be verificd.

The equation $\alpha^{\prime} \beta^{\prime \prime} \gamma=\alpha^{\prime \prime} \beta \gamma^{\prime}$ might have been obtained as the condition of the intersection, in a common point, of four of the singular planes of the 16 -nodal surface; and when this equation is satisfied, there are in fact four systems cach of four planes, such that the four planes of a system meet in a common point: viz. we have

## Planes

$X=0, \quad \beta \gamma X+\gamma \alpha Y+\alpha \beta Z=0, \quad \gamma^{\prime}\left(\beta^{\prime \prime} \beta X-\alpha^{\prime \prime} \alpha Y\right)-W=0, \quad \beta^{\prime \prime}\left(\alpha \alpha^{\prime} Z-\gamma \gamma^{\prime} X\right)-W=0$, $Y=0, \gamma\left(\beta^{\prime} \beta^{\prime \prime} X-\alpha^{\prime} \alpha^{\prime \prime} Y\right)-W=0, \quad \beta^{\prime} \gamma^{\prime} X+\gamma^{\prime} \alpha^{\prime} Y+\alpha^{\prime} \beta^{\prime} Z=0, \quad \alpha^{\prime \prime}\left(\gamma \gamma^{\prime} Y-\beta \beta^{\prime} Z\right)-W=0$, $Z=0, \quad \beta\left(\alpha^{\prime} \alpha^{\prime \prime} Z-\gamma^{\prime} \gamma^{\prime \prime} X\right)-W=0, \quad \alpha^{\prime}\left(\gamma^{\prime \prime} \gamma Y-\beta^{\prime \prime} \beta Z\right)-W=0, \quad \beta^{\prime \prime} \gamma^{\prime \prime} X+\gamma^{\prime \prime} \alpha^{\prime \prime} Y+\alpha^{\prime \prime} \beta^{\prime \prime} Z=0$, $W=0, \quad \alpha\left(\gamma^{\prime} \gamma^{\prime \prime} Y-\beta^{\prime} \beta^{\prime \prime} Z\right)-W=0, \quad \beta^{\prime}\left(\alpha^{\prime \prime} \alpha Z-\gamma^{\prime \prime} \gamma X\right)-W=0, \quad \gamma^{\prime \prime}\left(\beta \beta^{\prime} X-\alpha \alpha^{\prime} Y\right)-W=0$,
meeting in points

$$
\begin{array}{cccc}
0, & -\beta, & \gamma, & \alpha^{\prime \prime} \beta \gamma^{\prime} \cdot \alpha, \\
\alpha^{\prime}, & 0, & -\gamma^{\prime}, & \alpha^{\prime \prime} \beta \gamma^{\prime} \cdot \beta^{\prime}, \\
-\alpha^{\prime \prime}, & \beta^{\prime \prime}, & 0, & \alpha^{\prime \prime} \beta \gamma^{\prime} \cdot \gamma^{\prime \prime}, \\
\beta^{\prime \prime} \cdot \alpha \alpha^{\prime} \alpha^{\prime \prime}, & \alpha^{\prime \prime} \cdot \beta \beta^{\prime} \beta^{\prime \prime}, & \gamma^{\prime \prime} \cdot \alpha^{\prime \prime} \beta \gamma^{\prime}, & 0,
\end{array}
$$

the four points being in fact the vertices of the tetrahedron formed by the four planes of the tetrahedroid. Observe that, if the singular planes of the 16 -nodal surface in their original order are

| 1, | 2, | 3, | 4, |
| ---: | ---: | ---: | ---: |
| 5, | 6, | 7, | 8, |
| 9, | 10, | 11, | 12, |
| 13, | 14, | 15, | 16, |

then the planes forming the last-mentioned four systems of planes are

$$
\begin{aligned}
& (1,8,11,14) \text {, } \\
& (2,7,12,13) \text {, } \\
& (3,6,9,16) \text {, } \\
& (4,5,10,15) \text {, }
\end{aligned}
$$

viz. they correspond each of them to a term which in the determinant formed with the 16 symbols would have the sign + .

The equation $\alpha^{\prime} \beta^{\prime \prime} \gamma=\alpha^{\prime \prime} \beta \gamma^{\prime}$ is evidently not unique. The triads ( $a, \beta, \gamma$ ), ( $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ ), ( $\alpha^{\prime \prime}, \beta^{\prime \prime}, \gamma^{\prime \prime}$ ) enter symmetrically into the equation of the 16 -nodal surface; by taking the singular planes of one of the surfaces in a different order, the equation would present itself under onc or other of the different forms

$$
\begin{array}{lll}
\alpha^{\prime} \beta^{\prime \prime} \gamma=\alpha^{\prime \prime} \beta \gamma^{\prime}, & \alpha^{\prime \prime} \beta \gamma^{\prime}=\alpha \beta^{\prime} \gamma^{\prime \prime}, & \alpha \beta^{\prime \prime} \gamma^{\prime \prime}=\alpha^{\prime} \beta^{\prime \prime} \gamma, \\
\alpha^{\prime} \beta \gamma^{\prime \prime}=\alpha^{\prime \prime} \beta^{\prime} \gamma, & \alpha^{\prime \prime} \beta^{\prime} \gamma=\alpha \beta^{\prime \prime} \gamma^{\prime}, & \alpha \beta^{\prime \prime} \gamma^{\prime}=\alpha^{\prime} \beta \gamma^{\prime \prime} .
\end{array}
$$

Cambridge, 9 December, 1878.

## 701.

## ALGORITHM FOR THE CHARACTERISTICS OF THE TRIPLE 9-FUNCTIONS.

[From the Journal für die reine hand angewandte Mathematik (Crelle), t. Lxxxvir. (1878), pp. 165-169.]

The characteristics of the triple 9 -functions may be represented, the 28 odd characteristics by the binary symbols or duads, 12,.., 78, and the even ones (other than $\begin{aligned} & 000 \\ & 000\end{aligned},=0$ ), say the $3 \overline{5}$ even characteristics, by the ternary symbols or triads $123, \ldots, 567$ : which triads may be regarded as abbreviations for the double tetrads 1238.4567, ... 5678.1234, the 8 being always attached to the expressed triad. The correspondence of the symbols is given by the diagram:

|  |  | 000 | 100 | 010 | 110 | 001 | 101 | 011 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 000 | 0 | 236 | 345 | 137 | 467 | 156 | 124 | 257 |
|  | 100 | 237 | 67 | 136 | 12 | 157 | 48 | 256 | 35 |
|  | 010 | 245 | 127 | 23 | 68 | 134 | 357 | 15 | 47 |
|  | 110 | 126 | 13 | 78 | 145 | 356 | 25 | 46 | 234 |
| . | 001 | 567 | 146 | 125 | 247 | 45 | 17 | 38 | 26 |
| 苞 | 101 | 147 | 58 | 246 | 34 | 16 | 123 | 27 | 367 |
| - | 011 | 135 | 347 | 14 | 57 | 28 | 36 | 167 | 456 |
|  | 111 | 346 | 24 | 56 | 235 | 37 | 267 | 457 | 18 |

C. X . Or, what is the same thing, it is

|  | 000 | 100 | 010 | 110 | 001 | 101 | 011 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 |  |  |  | 100 |  |  |  |  |
| 13 |  | 110 |  |  |  |  |  |  |
| 14 |  |  | 011 |  |  |  |  |  |
| 15 |  |  |  |  |  |  | 010 |  |
| 16 |  |  |  |  | 101 |  |  |  |
| 17 |  |  |  |  |  | 001 |  |  |
| 18 |  |  |  |  |  |  |  | 111 |
| 23 |  |  | 010 |  |  |  |  |  |
| 24 |  | 111 |  |  |  |  |  |  |
| 25 |  |  |  |  |  | 110 |  |  |
| 26 |  |  |  |  |  |  |  | 001 |
| 27 |  |  |  |  |  |  | 101 |  |
| 28 |  |  |  |  | 011 |  |  |  |
| 34 |  |  |  | 101 |  |  |  |  |
| 35 |  |  |  |  |  |  |  | 100 |
| 36 |  |  |  |  |  | 011 |  |  |
| 37 |  |  |  |  | 111 |  |  |  |
| 38 |  |  |  |  |  |  | 001 |  |
| 45 |  |  |  |  | 001 |  |  |  |
| 46 |  |  |  |  |  |  | 110 |  |
| 47 |  |  |  |  |  |  |  | 010 |
| 48 |  |  |  |  |  | 100 |  |  |
| 56 |  |  | 111 |  |  |  |  |  |
| 57 |  |  |  | 011 |  |  |  |  |
| 58 |  | 101 |  |  |  |  |  |  |
| 67 |  | 100 |  |  |  |  |  |  |
| 68 |  |  |  | 010 |  |  |  |  |
| 78 |  |  | 110 |  |  |  |  |  |


|  | 000 | 100 | 010 | 110 | 001 | 101 | 011 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 123 |  |  |  |  |  | 101 |  |  |
| 124 |  |  |  | , |  |  | 000 |  |
| 125 |  |  | 001 |  |  |  |  |  |
| 126 | 110 |  |  |  |  |  |  |  |
| 127 |  | 010 |  |  |  |  |  |  |
| 134 |  |  |  |  | 010 |  |  |  |
| 135 | 011 |  |  |  |  |  |  |  |
| 136 |  |  | 100 |  |  |  |  |  |
| 137 |  |  |  | 000 |  |  |  |  |
| 145 |  |  |  | 110 |  |  |  |  |
| 146 |  | 001 |  |  |  |  |  |  |
| 147 | 101 |  |  |  |  |  |  |  |
| 156 |  |  |  |  |  | 000 |  |  |
| 157 |  |  |  |  | 100 |  |  |  |
| 167 |  |  | $i$ |  |  |  | 011 |  |
| 234 |  |  |  |  |  |  |  | 110 |
| 235 |  |  |  | 111 |  |  |  |  |
| 236 |  | 000 |  |  |  |  |  |  |
| 237 | 100 |  |  |  |  |  |  |  |
| 245 | 010 |  |  |  |  |  |  |  |
| 246 |  |  | 101 |  |  |  |  |  |
| 247 |  |  |  | 001 |  |  |  |  |
| 256 |  |  |  |  |  |  | 100 |  |
| 2.57 |  |  |  |  |  |  |  | 000 |
| 267 |  |  |  |  |  | 111 |  |  |
| 345 |  |  | 000 |  |  |  |  |  |
| 346 | 111 |  |  |  |  |  |  |  |
| 347 |  | 011 |  |  |  |  |  |  |
| 356 |  |  |  |  | 110 |  |  |  |
| 357 |  |  |  |  |  | 010 |  |  |
| 367 |  |  |  |  |  |  |  | 101 |
| 456 |  |  |  |  |  |  |  | 011 |
| 457 |  |  |  |  |  |  | 111 |  |
| 467 |  |  |  |  | 000 |  |  |  |
| 567 | 001 |  |  |  |  |  |  |  |

by means of which the two-line-characteristic is at once found when the duad or triad is given.

The new algorithm renders unnecessary the Table I. of Weber's memoir "Theorie der Abel'schen Functionen voin Geschlecht 3" (Berlin, 1876). In fact, the system of six pairs corresponding to an odd characteristic such as 12 is

$$
13.23, \quad 14.24, \quad 15.25,16.26, \quad 17.27, \quad 18.28,
$$

and that corresponding to an even characteristic such as $123(=1238.4567)$ is

$$
12.38,13.28,18.23,45.67,46.57,47.56:
$$

so that all the $(28+35=) 63$ systems can be at once formed.
The odd characteristics correspond to the bitangents of a quartic curve, and as regards these bitangents the notation is, in fact, the notation arising out of Hesse's investigations and explained Salmon's Higher Plane Curves (2nd Ed. 1873), pp. 222-225. It may be noticed that the geometrical symbols corresponding to the before-mentioned two systems are:


Hence, selecting out of the first system any two pairs, we have a symbol $\square$ : but selecting out of the second system any two pairs, we have a symbol which is either $\square$ or $|||\mid$; so that in each case (Salmon, p. 224) the four bitangents are such that the eight points of contact lie on a conic.

The 28 bitangents of the general quartic curve

$$
\sqrt{x_{1} \xi_{1}}+\sqrt{x_{2} \xi_{2}}+\sqrt{x_{3} \xi_{3}}=0
$$

represented by the equations given by Weber, l.c., pp. 100, 101, and taken in the order in which they are there written down, have for their duad-characteristics

$$
\begin{array}{lllllllllllllllll}
18, & 28, & 38, & 23, & 13, & 12, & 48, & 14, & 58, & 15, & 68, & 16, & 78, & 17, & 24, & 34, & 25, \\
26, & 36, & 27, & 37, & 67, & 57, & 56, & 45, & 46, & 47 & & & &
\end{array}
$$

respectively. Taking out of any one of the 63 systems three pairs of bitangents at pleasure, these give rise to an equation of the curve of a form such as

$$
\sqrt{x_{1} \xi_{1}}+\sqrt{x_{2} \xi_{2}}+\sqrt{x_{3} \xi_{3}}=0
$$

701] ALGORITHM FOR THE CHARACTERISTICS OF THE TRIPLE 9-FUNCTIONS. 445 and the whole number of the forms of equation is thus $=1260$. The triads of pairs which enter into the same equation may be

making the whole number $=1260$, as already mentioned.
Cambridge, 7 December, 1878.

## 702.

## ON THE TRIPLE 9-FUNCTIONS.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. Lxxxvir. (1878), pp. 190-198.]

A quartic curve has the deficiency 3 , and depends therefore on the triple 9 -functions: and these, as functions of 3 arguments, should be connected with functions of 3 points on the curve; but it is easy to understand that it is possible, and may be convenient, to introduce a fourth point, and so regard them as functions of 4 points on the curve: thus in the circle, the functions $\cos u, \sin u$ may be regarded as functions of one point $\cos u=x, \sin u=y$, or as functions of two points,

$$
\cos u=x x_{1}+y y_{1}, \quad \sin u=x y_{1}-x_{1} y .
$$

And accordingly in Weber's memoir "Theorie der Abel'schen Functionen vom Geschlecht 3 ," (1876), see p. 156, the triple 9 -functions are regarded as functions of 4 points on the curve: viz. it is in effect shown that (disregarding constant factors) each of the 64 functions is proportional to a determinant, the four lines of which are algebraical functions of the coordinates of the four points respectively: the form of this determinant being different according as the characteristic of the 9 -function is odd or even, or say according as the 9 -function is odd or even. But the geometrical signification of these formulæ requires to be developed.

A quartic curve may be touched in six points by a cubic curve: but (Hesse, 1855*) there are two kinds of such tangent cubics, according as the six points of contact are on a conic, or are not on a conic; say we have a conic hexad of points on the quartic, and a cubic hexad of points on the quartic. In either case, three points of the hexad may be assumed at pleasure; we can then in 28 different ways determine the remaining three points of the conic hexad, and in 36 different

[^10]ways the remaining three points of the cubic hexad: or what is the same thing, there are 28 systems of cubics touching in a conic hexad, and 36 systems of cubics touching in a cubic hexad. The condition in order that four points of the quartic curve may belong to a hexad (conic or cubic) is given by an equation $\Omega=0$, where $\Omega$ is a determinant the four lines of which are algebraical functions of the coordinates of the four points respectively: but the form of such determinant is different according as the condition belongs to a conic hexad, or to a cubic hexad: we have thus 28 conic determinants and 36 cubic determinants, $\Omega$; and the 649 -functions are proportional to constant multiples of these determinants; viz. the odd functions correspond to the conic determinants, and the even functions to the cubic determinants.

First, as to the conic hexads: the points of a conic hexad lie in a conic with the two points of contact of some one of the bitangents of the quartic curve: so that, given any three points of the hexad, these together with the two points of contact of the bitangent determine a conic which meets the quartic in the remaining three points of the hexad. Suppose that $a, b, c, f, g, h$ are linear functions of the coordinates such that the equation of the quartic curve is

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0 ;
$$

then $a=0, b=0, c=0, f=0, g=0, h=0$ are six of the bitangents of the curve, and the bitangent $a=0$ touches the curve at the two points of intersection of this line with the conic $b g-c h=0$. The general equation of a conic through these two points $a=0, b g-c h=0$, may be written

$$
b y-c h+a(A x+B y+C z)=0
$$

where for $x, y, z$ we may if we please substitute any three of the six linear functions $a, b, c, f, g, h$, or any other linear functions of the coordinates $(x, y, z)$ : and the equation may also be written

$$
a f \pm(b g-c h)+a(A x+B y+C z)=0 .
$$

Adopting this latter form, and considering the intersections of the conic with the quartic, that is, considering the relation
as holding good, we have

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0
$$

$$
\begin{aligned}
& a f+b g-c h=-2 \sqrt{a f b g}, \\
& a f-b g+c h=-2 \sqrt{a f c h},
\end{aligned}
$$

and we thus have at pleasure one or other of the two equations

$$
\begin{aligned}
& -2 \sqrt{a f b y}+a(A x+B y+C z)=0, \\
& -2 \sqrt{a f c h}+a(A x+B y+C z)=0, \\
& -2 \sqrt{f b y}+\sqrt{a}(A x+B y+C z)=0, \\
& -2 \sqrt{f c h}+\sqrt{a}(A x+B y+C z)=0 .
\end{aligned}
$$

Hence the condition in order that the four points $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right),\left(x_{3}, y_{3}, z_{3}\right)$, $\left(x_{\mathrm{s}}, y_{d}, z_{\mathrm{s}}\right)$, assumed to be points of the quartic, may belong to the conic hexad, may be written

$$
\left.\left|\begin{array}{llll}
\sqrt{f_{1} b_{1} g_{1}}, & x_{1} \sqrt{a_{3}}, & y_{1} \sqrt{a_{1}}, & z_{1} \sqrt{a_{1}} \\
\sqrt{f_{2} b_{2} g_{2}}, & x_{2} \sqrt{a_{2}}, & y_{2} \sqrt{a_{2}}, & z_{2} \sqrt{a_{2}} \\
\sqrt{f_{3} b_{3} g_{3}}, & x_{3} \sqrt{a_{3}}, & y_{3} \sqrt{a_{3}}, & z_{2} \sqrt{a_{3}} \\
\sqrt{f_{3} b_{3} g_{4}}, & x_{4} \sqrt{a_{4}}, & y_{4} \sqrt{a_{4}}, & z_{3} \sqrt{a_{4}}
\end{array}\right| \begin{array}{llll}
\sqrt{f_{1} c_{1} h_{1}}, & x_{1} \sqrt{a_{1}}, & y_{1} \sqrt{a_{1}}, & z_{1} \sqrt{a_{1}} \\
\sqrt{f_{2} c_{4} h_{2}}, & x_{2} \sqrt{a_{2}}, & y_{2} \sqrt{a_{2}}, & z_{2} \sqrt{a_{2}} \\
\sqrt{f_{3} c_{3} h_{3}}, & x_{3} \sqrt{a_{3}} & y_{3} \sqrt{a_{3}}, & z_{3} \sqrt{a_{3}} \\
\sqrt{f_{4} c_{3} h_{4}}, & x_{4} \sqrt{a_{4}}, & y_{4} \sqrt{a_{4}}, & z_{4} \sqrt{a_{4}}
\end{array} \right\rvert\,=0,
$$

where, as before, the $x, y, z$ may be replaced by any three of the letters $a, b, c$, $f, g, h$, or by any other linear functions of ( $x, y, z$ ): and, moreover, although in obtaining the condition we have used for the quartic the equation

$$
\sqrt{\overline{a f}}+\sqrt{b g}+\sqrt{c h}=0,
$$

depending upon six bitangents, yet from the process itself it is clear that the condition can only depend upon the particular bitangent $a=0$ : calling the condition $\Omega=0$, all the forms of condition which belong to the same bitangent $a=0$, will be essentially identical, that is, the several determinants $\Omega$ will differ only by constant factors; or disregarding these constant factors, we have for the bitangent $a=0$, a single determinant $\Omega$, which may be taken to be any one of the determinants in question. And we have thus 28 determinants $\Omega$, corresponding to the 28 bitangents respectively.

Coming now to the cubic hexads, Hesse showed that the equation of a quartic curve could be (and that in 36 different ways) expressed in the form, symmetrical determinant $=0$, or say

$$
\left|\begin{array}{cccc}
a, & h, & g, & l \\
h, & b, & f, & m \\
g, & f, & c, & n \\
l, & m, & n, & d
\end{array}\right|=0,
$$

where ( $a, b, c, d, f, g, h, l, m, n$ ) are linear functions of the coordinates; and from each of these forms he obtains the equation of a cubic

$$
\left|\begin{array}{ccccc}
a, & h, & g, & l, & \alpha \\
h, & b, & f, & m, & \beta \\
g, & f, & c, & n, & \boldsymbol{\gamma} \\
l, & m, & n, & d, & \boldsymbol{\delta} \\
\alpha, & \beta, & \gamma, & \delta &
\end{array}\right|=0,
$$

containing the four constants $\alpha, \beta, \gamma, \delta$, or say the 3 ratios of these constants, touching the quartic in a cubic hexad of points: that the cubic does touch the quartic in six points appears, in fact, from Hesse's ideutity

$$
\left|\begin{array}{ccccc}
a, & h, & g, & l, & \alpha \\
h, & b, & f, & m, & \beta \\
g, & f, & c, & n, & \gamma \\
l, & m, & n, & d, & \delta \\
a, & \beta, & \boldsymbol{\gamma} & \delta & \delta
\end{array}\right|\left|\begin{array}{ccccc}
a, & h, & g, & l, & \alpha^{\prime} \\
h, & b, & f, & m, & \beta^{\prime} \\
g, & f, & c, & n, & \gamma^{\prime} \\
l, & m, & n, & d, & \delta^{\prime} \\
\boldsymbol{\alpha}^{\prime}, & \beta^{\prime}, & \boldsymbol{\gamma}^{\prime}, & \delta^{\prime}
\end{array}\right|\left|\begin{array}{ccccc}
a, & h, & g, & l, & \alpha \\
h, & b, & f, & m, & \beta \\
g, & f, & c, & n, & \boldsymbol{\gamma} \\
l, & m, & n, & d, & \delta \\
\alpha^{\prime}, & \beta^{\prime}, & \gamma^{\prime}, & \delta^{\prime}
\end{array}\right|\left|\begin{array}{cccc}
a, & h, & g, & l \\
h, & b, & f, & m \\
g, & f, & c, & n \\
l, & m, & n, & d
\end{array}\right|
$$

where $U$ is an easily calculated function of the second order in $a, b, c, d, f, g, h$, $l, m, n$, and also of the second order in the determinants $\alpha \beta^{\prime}-\alpha^{\prime} \beta$, etc.

We can obtain such a form of the equation of the quartic, from the beforementioned equation
viz. this equation gives

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0,
$$

$$
\left|\begin{array}{llll}
*, & h, & g, & a \\
h, & *, & f, & b \\
g, & f, & *, & c \\
a, & b, & c, & *
\end{array}\right|=0
$$

which is of the required form, symmetrical determinant $=0$; the equation is, in fact,

$$
a^{2} f^{3}+b^{2} g^{2}+c^{2} h^{2}-2 b c g h-2 c a h f-2 a b f g=0,
$$

which is the rationalised form of

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0,
$$

and we hence have the cubic

$$
\left|\begin{array}{ccccc}
*, & h, & g, & a, & \alpha \\
h, & * & f, & b, & \beta \\
g, & f, & *, & c, & \boldsymbol{\gamma} \\
a, & b, & c, & *, & \delta \\
\alpha, & \beta, & \gamma, & \delta, & *
\end{array}\right|=0,
$$

the developed form of which is

$$
\begin{gathered}
\alpha^{2} b c f+\beta^{2} c a y+\gamma^{2} a b h+\delta^{2} f g h \\
-(a \beta \gamma+f a \delta)(-a f+b g+c h) \\
-(b \gamma \alpha+g \beta \delta)(\quad a f-b g+c h) \\
-(c \alpha \beta+h \gamma \delta)(\quad a f+b g-c h)=0 .
\end{gathered}
$$

Considering the intersections with the quartic

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0,
$$

we have

$$
-a f+b g+c h, a f-b g+c h, a f+b g-c h=-2 \sqrt{b c g h},-2 \sqrt{c a h f},-2 \sqrt{a b f g},
$$

and the equation thus becomes

$$
(\alpha \sqrt{b c f}+\beta \sqrt{c a g}+\gamma \sqrt{a b h}+\delta \sqrt{f g h})^{2}=0
$$

c. x .
viz. for the points of the cubic hexad we have

$$
\alpha \sqrt{b c f}+\beta \sqrt{c a g}+\gamma \sqrt{a b h}+\delta \sqrt{f g h}=0,
$$

and hence the condition in order that the four points $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right),\left(x_{3}, y_{3}, z_{3}\right)$, ( $x_{4}, y_{4}, z_{4}$ ) may belong to the cubic hexad is

$$
\left|\begin{array}{llll}
\sqrt{b_{1} c_{1} f_{1}}, & \sqrt{c_{1} a_{3} g_{1}}, & \sqrt{a_{3} b_{1} h_{1}}, & \sqrt{f_{1} g_{2} h_{1}} \\
\sqrt{b_{2} c_{2} f_{2}}, & \sqrt{c_{2} l_{2} g_{2}}, & \sqrt{a_{2} b_{2} h_{2}}, & \sqrt{f_{2} g_{2} h_{2}} \\
\sqrt{b_{3} c_{3} f_{3}}, & \sqrt{c_{3} a_{3} g_{3}}, & \sqrt{a_{2} b_{3} h_{3}} & \sqrt{f_{3} g_{3} h_{3}} \\
\sqrt{b_{4} c_{4} f_{4}}, & \sqrt{c_{4} a_{4} g_{4}}, & \sqrt{a_{3} b_{3} h_{4}}, & \sqrt{f_{4} g_{3} h_{4}}
\end{array}\right|=0,
$$

viz. we have thus the form of the determinant $\Omega$ which belongs to a eubic hexad.
It is to be observed that the equation

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c \bar{c}}=0
$$

remaius unaltered by any of the interchanges $a$ and $f, b$ and $g, c$ and $h$; but we thus obtain only two cubic hexads; those answering to the equations

$$
\alpha \sqrt{b c f}+\beta \sqrt{c a g}+\gamma \sqrt{a b h}+\delta \sqrt{f g h}=0,
$$

and

$$
\alpha \sqrt{a g h}+\beta \sqrt{b h f}+\gamma \sqrt{c f g}+\delta \sqrt{a b c}=0,
$$

which give distinct hexads. The whole number of ways in which the equation of the quartic can be expressed in a form such as

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0
$$

attending only to the pairs of bitangents, and disregarding the interchanges of the two bitangents of a pair, is $=1260$, and hence the number of forms for the determinant $\Omega$ of a cubic hexad is the double of this, $=2520$, which is $=36 \times 70$ : but the number of distinct hexads is $=36$, and thus there must be for each hexad, 70 equivalent forms.

To explain this, observe that every even characteristic except $\begin{aligned} & 000 \\ & 000\end{aligned}$, and every odd characteristic, can be (and that in 6 ways) expressed as a sum of two different odd characteristics; we have thus (see Weber's Table I.) a system of ( $35+28=63$ hexpairs; and selecting at pleasure any three pairs out of the same hexpair, we have a system of $(63 \times 20=) 1260$ tripairs; giving the 1260 representations of the quartic in a form such as

$$
\sqrt{a f}+\sqrt{b g}+\sqrt{c h}=0 .
$$

Each even characteristic (not excluding $\begin{aligned} & 000 \\ & 000\end{aligned}$ ) can be in 56 different ways (Weber, p. 23) expressed as a sum of three different odd characteristics, and these are such that no two of them belong to the same pair, in any tripair; or we may say that each even characteristic gives rise to 56 hemi-tripairs. But a hemi-tripair can be in 5 different ways completed into a tripair; and we have thus, belonging to the same
even characteristic ( $56 \times 5=$ ) 280 tripairs, which are however 70 tripairs each taken 4 times. A tripair contains in all ( $2^{3}=$ ) 8 hemi-tripairs, but these divide themselves into two sets each of 4 hemi-tripairs such that for each hemi-tripair of the first set the three characteristics have a given sum, and for each hemi-tripair of the second set the three characteristics have a different given sum. Hence considering the 70 tripairs corresponding as above to a given even characteristic, in any one of the 70 tripairs, there is a set of 4 hemi-tripairs such that in each of them the sum of the three characteristics is equal to the given even characteristic; and taking the bitangents $f, g, h$ to correspond to any one of these hemi-tripairs, the bitangents which correspond to the other three hemi-tripairs will be $b, c, f ; c, a, g$ and $a, b, h$ respectively; and we thus obtain from any one of these one and the same representation

$$
\alpha \sqrt{b c f}+\beta \sqrt{c a g}+\gamma \sqrt{a b h}+\delta \sqrt{f g h}=0
$$

of the cubic hexad. And the 70 tripairs give thus the 70 representations of the same cubic hexad.

The whole number of hemi-tripairs is $36 \times 56=2016$ : it may be remarked that there exists a system of 288 heptads, each of 7 odd characteristics such that selecting at pleasure any 3 characteristics out of the heptad, we obtain always a hemi-tripair: we have thus in all $288 \times 35=10080$ hemi-tripairs: this is $=2016 \times 5$, or we have the 2016 hemi-tripairs each taken 5 times. Weber's Table II. exhibits 36 out of the 288 heptads.

I recall that in the algorithm derived from Hesse's theory the bitangents are represented by the duads $12,13, \ldots, 78$ formed with the eight figures $1,2,3,4,5$, $6,7,8$; these duads correspond to the odd characteristics as shown in the Table, and the table shows also triads corresponding to all the even characteristics except 000 000 .

Top line of characteristic.

|  | 000 | 100 | 010 | 110 | 001 | 101 | 011 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 |  | 236 | 345 | 137 | 467 | 156 | 124 | 257 |
| 100 | 237 | 67 | 136 | 12 | 157 | 48 | 256 | 35 |
| 010 | 245 | 127 | 23 | 68 | 134 | 357 | 15 | 47 |
| 110 | 126 | 13 | 78 | 145 | 356 | 25 | 46 | 234 |
| 001 | 567 | 146 | 125 | 247 | 45 | 17 | 38 | 26 |
| 101 | 147 | 58 | 246 | 34 | 16 | 123 | 27 | 367 |
| 011 | 135 | 347 | 14 | 57 | 17 | 36 | 167 | 456 |
| 111 | 346 | 24 | 56 | 235 | 37 | 267 | 457 | 18 |

See my "Algorithm of the triple 9-functions," Crelle, t. Lxxxvil. p. 165, [701]. The $(35+28=) 63$ hexpairs then are

35 hexpairs such as
 say this is 1234.5678 or for shortness 567 (the 8 going always with the expressed triad) : that is, 567 denotes the hexpair

$$
12.34 ; 13.24 ; 14.23 ; 56.78 ; 57.68 ; 58.67 \text { : }
$$

and

28 hexpairs such as
 2, say this is 12 ; that is, 12 denotes the hexpair

$$
13.32 ; 14.42 ; 15.52 ; 16.62 ; 17.72 ; 18.82 .
$$

It is to be noticed that the odd eharacteristics, as represented by their duad symbols, can be added by the formule

$$
12+23=13, \text { ete., }
$$

or, what is the same thing,

$$
12+13+23=0,=\frac{000}{000} \text {, ete. }
$$

and

$$
12+34=13+24=14+23=56+78=57+68=58+67=567, \text { ete. }
$$

Thus, referring to the table,

$$
12+23=13 \text { means } \begin{aligned}
& 110 \\
& 100
\end{aligned}+\frac{010}{010}=\frac{100}{110} \text {, }
$$

and

$$
12+34=567 \text { means } \frac{110}{100}+\frac{110}{101}=\frac{000}{001}
$$

whieh are right.
The 288 heptads are

8 heptads such as

the seven duads $12,13,14,15,16,17,18$ :
and

280 heptads such as

denoting the seven duads $12,13,14,15,67,68,78$.
We hence see that the 2016 hemi-tripairs are:

280 hemi-tripairs

(1.), say this is 1.234 , denoting the three duads
$12,13,14:$
1680 hemi-tripairs $\int_{2}^{1} \int_{8}^{6}$ (II.), say this is $12(6.78)$, denoting the three duads $12,67,68:$

56 hemi-tripairs
 (III.), say this is 123 , denoting the three duads 12 , $13,23:$
2016.

We further see how each hemi-tripair may be completed into a tripair in 5 different ways: thus (I.) gives the 5 tripairs



(II.) gives the 3 tripairs $\left.\right|_{2} ^{1} \left\lvert\, \begin{aligned} & 34 \\ & 35 \\ & \text { or } \\ & 45\end{aligned}\right.$ $\overbrace{8}^{6} \int_{8}^{6}$ and the 2 tripairs


To each even characteristic there belongs a system of 56 hemi-tripairs; thus for the characteristic $\begin{gathered}000 \\ 000\end{gathered}$, the 56 hemi-tripairs are 123 , that is, $12,13,23$, etc.: whence the 70 tripairs are 1234, that is, $12.34 ; 13.24 ; 14.23$, etc.; and in any such tripair, say in 1234, we have the set of four hemi-tripairs 123, 124, 134, 234, for each of which the sum of the three characteristics is

$$
=\frac{000}{000}\left(12+23+13={ }_{000}^{000} \text {, etc. }\right):
$$

and the other set $1.234,2.134,3.124,4.123$, for each of which the sum of the three characteristics is

$$
=567\left(12+13+14,=23+14,=567,=\begin{array}{c}
000 \\
001
\end{array}\right) .
$$

To find the hemi-tripairs that belong to any other even characteristic; for instance, 000 001 , corresponds to 567 : we have 4 such as 1.234 ; 24 such as (5.12) $34 ; 4$ such as 5.678 ; and 24 such as $(1.56) 78$; in all $4+24+4+24,=56$. The tripairs are the $2,1234,5678 ; 16$ such as $54(123) ; 16$ such as $15(678) ; 36$ such as (5162) 34.78 ; in all $2+16+16+36,=70$; and in each of these it is easy to select the hemitripairs for which the sum of the 3 duads is $=567$.

Cambridge, 27 December, 1878.

## 703.

## ON THE ADDITION OF THE DOUBLE 9 -FUNCTIONS.

[From the Journal für die reine und angewandte Mathematik (Crelle), t. LxxxviII. (1879),
pp. 74-81.]

I assume in general

$$
\Theta=a-\theta^{\prime} \cdot b-\theta \cdot c-\theta \cdot d-\theta \cdot e-\theta \cdot f-\theta,
$$

and I consider the variables $x, y, z, w, p, q$, connected by the equations

$$
\left|\begin{array}{rrrrrr}
1, & 1, & 1, & 1, & 1, & 1 \\
x, & y, & z, & w, & p, & q \\
x^{2}, & y^{2}, & z^{2}, & w^{2}, & p^{2}, & q^{2} \\
x^{3}, & y^{3}, & z^{3}, & w^{3}, & p^{3}, & q^{3} \\
\sqrt{X}, & \sqrt{Y}, & \sqrt{Z}, & \sqrt{W}, & \sqrt{P}, & \sqrt{Q}
\end{array}\right|=\mathbf{0},
$$

equivalent to two independent equations, which in fact serve to determine $p$, $q$, or say the symmetrical functions $p+q$ and $p q$, in terms of $x, y, z, w$.

These equations, it is well known, constitute a particular integral of the differential equations

$$
\begin{aligned}
& \frac{d x}{\sqrt{\bar{X}}}+\frac{d y}{\sqrt{\bar{Y}}}+\frac{d z}{\sqrt{Z}}+\frac{d w}{\sqrt{W}}+\frac{d p}{\sqrt{P}}+\frac{d q}{\sqrt{Q}}=0 \\
& \frac{x d x}{\sqrt{X}}+\frac{y d y}{\sqrt{Y}}+\frac{z d z}{\sqrt{Z}}+\frac{w d w}{\sqrt{W}}+\frac{p d p}{\sqrt{P}}+\frac{q d q}{\sqrt{Q}}=0
\end{aligned}
$$

or what is the same thing, regarding $p, q$ as arbitrary constants, they constitute the general integral of the differential equations

$$
\begin{aligned}
& \frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}+\frac{d z}{\sqrt{Z}}+\frac{d w}{\sqrt{W}}=0 \\
& x d x \\
& \sqrt{X}+\frac{y d y}{\sqrt{Y}}+\frac{z d z}{\sqrt{Z}}+\frac{w d w}{\sqrt{W}}=0 .
\end{aligned}
$$

I attach the numbers $1,2,3,4,5,6$ to the variables $x, y, z, w, p, q$, respectively: and write

$$
A_{32}=\sqrt{a-x \cdot a-y} ; \quad A_{34}=\sqrt{a-z \cdot a-w} ; \quad A_{56}=\sqrt{a-p \cdot a-q} ;
$$

(six equations),
$A B_{12}=\frac{1}{x-y}\{\sqrt{\overline{a-x} \cdot b-x \cdot f-x \cdot c-y \cdot d-y \cdot e-y}-\sqrt{\overline{u-y \cdot b-y \cdot f-y \cdot c-x \cdot d-x \cdot e-x}\}}$; etc. $\vdots$
(ten equations),
where it is to be borne in mind that $A B$ is an abbreviation for $A B F \cdot C D E$, and so in other cases, the letter $F$ belonging always to the expressed duad: there are thus in all the sixteen functions $A, B, C, D, E, F, A B, A C, A D, A E, B C, B D$, $B E, C D, C E, D E$, these being functions of $x$ and $y$, of $z$ and $w$, and of $p$ and $q$, according as the suffix is 12,34 , or 56 .

It is to be shown that the 16 functions $A_{56}, A B_{56}$ of $p$ and $q$ can be by means of the given equations expressed as proportional to rational and integral functions of the 16 functions $A_{12}, A B_{12}, A_{34}, A B_{34}$ of $x$ and $y$, and of $z$ and $w$ respectively : and it is clear that in so expressing them we have in effect the solution of the problem of the addition of the double 9 -functions.

I use when convenient the abbreviated notations
we have of course

$$
\begin{aligned}
a-x=\mathrm{a}_{1}, & a-y=\mathrm{a}_{2},
\end{aligned} \quad \text { etc., }, ~ \begin{aligned}
b-x=\mathrm{b}_{1}, & \text { etc. } \\
\theta_{12}=x-y, & \theta_{24}=z-w, \quad \theta_{56}=p-q ;
\end{aligned}
$$

$$
\begin{aligned}
X & =\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{e}_{1} \mathrm{f}_{1}, \\
A_{12} & =\sqrt{\mathrm{a}_{1} \mathrm{a}_{2}}, \\
A B_{12} & =\frac{1}{\theta_{12}}\left\{\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{t}_{2} \mathrm{c}_{2} \mathrm{~d}_{2} \mathrm{e}_{2}}-\sqrt{\mathrm{a}_{2} \mathrm{~b}_{2} \mathrm{f}_{2} \mathrm{c}_{1} \mathrm{~d}_{3} \mathrm{e}_{2}}\right\}, \text { etc. }
\end{aligned}
$$

Proceeding to the investigation, the equations between the variables are obviously those obtained by the elimination of the arbitrary multipliers $a, \beta, \gamma, \delta, \epsilon$ from the six equations obtained from

$$
\alpha \theta^{3}+\beta \theta^{2}+\gamma \theta+\delta=\epsilon \sqrt{\Theta},
$$

by writing therein for $\theta$ the values $x, y, z, w, p, q$ successively; we may consider the four equations

$$
\begin{aligned}
& \alpha x^{3}+\beta x^{2}+\gamma x+\delta=\epsilon \sqrt{X}, \\
& \alpha y^{3}+\beta y^{2}+\gamma y+\delta=\epsilon \sqrt{Y}, \\
& \alpha z^{3}+\beta z^{2}+\gamma z+\delta=\epsilon \sqrt{Z}, \\
& \alpha w^{3}+\beta w^{2}+\gamma w+\delta=\epsilon \sqrt{W},
\end{aligned}
$$

as serving to determine the ratios $\alpha: \beta: \gamma: \delta: \epsilon$ in terms of $x, y, z, w$; and we have then for the determination of $p, q$ the remaining two equations

$$
\begin{aligned}
& \alpha p^{3}+\beta p^{2}+\gamma p+\delta=\epsilon \sqrt{P} \\
& \alpha q^{3}+\beta q^{2}+\gamma q+\delta=\epsilon \sqrt{Q}
\end{aligned}
$$

which two equations may be replaced by the identity

$$
\left(\alpha \theta^{3}+\beta \theta^{2}+\gamma \theta+\delta\right)^{3}-\epsilon^{2} \Theta=\alpha^{2}-\epsilon^{2} \cdot \theta-x \cdot \theta-y \cdot \theta-z \cdot \theta-w \cdot \theta-p \cdot \theta-q .
$$

Writing herein $\theta=$ any one of the values $a, b, c, d, e, f$, for instance $\theta=a$, and taking the square root of each side, we have

$$
\alpha a^{3}+\beta a^{2}+\gamma a+\delta=\sqrt{a^{2}-\epsilon^{2}} \sqrt{a-x \cdot a-y} \sqrt{a-z \cdot a-w} \sqrt{a-p \cdot a-q},
$$

or as this may be written

$$
\alpha a^{3}+\beta a^{2}+\gamma a+\delta=\sqrt{\alpha^{2}-\epsilon^{2}} A_{12} . A_{34} . A_{56},
$$

which equation when reduced gives the proportional value of $A_{56}$.
For the reduction we require the value of $\alpha a^{3}+\beta a^{2}+\gamma a+\delta$ : calling this for the moment $\Omega$, we join to the four equations a fifth equation

$$
\alpha a^{3}+\beta a^{2}+\gamma a+\delta=\Omega .
$$

Eliminating $\alpha, \beta, \gamma, \delta$, we find

$$
\left|\begin{array}{ccccc}
x^{3}, & x^{2}, & x, & 1, & \epsilon \sqrt{ } X \\
y^{3}, & y^{2}, & y, & 1, & \epsilon \sqrt{ } Y \\
z^{3}, & z^{2}, & z, & 1, & \epsilon \sqrt{ } Z \\
w^{3}, & w^{2}, & w, & 1, & \epsilon \sqrt{ } W \\
a^{3}, & a^{2}, & a, & 1, & \Omega
\end{array}\right|=0,
$$

or, what is the same thing,

$$
\Omega\left|\begin{array}{cccc}
x^{3}, & x^{2}, & x, & 1 \\
y^{3}, & y^{2}, & y, & 1 \\
z^{3}, & z^{2}, & z, & 1 \\
w^{3}, & w^{2}, & w, & 1
\end{array}\right|+\epsilon\left|\begin{array}{rrrrr}
\sqrt{X}, & x^{3}, & x^{2}, & x, & 1 \\
\sqrt{\bar{Y}}, & y^{3}, & y^{2}, & y, & 1 \\
\sqrt{Z}, & z^{3}, & z^{2}, & z, & 1 \\
\sqrt{W}, & w^{3}, & w^{2}, & w, & 1 \\
& a^{3}, & a^{2}, & a, & 1
\end{array}\right|=0 ;
$$

viz. this is
$\Omega \cdot x-y \cdot x-z \cdot x-w \cdot y-z \cdot y-w \cdot z-w=-\epsilon\{\sqrt{X} \cdot y-z \cdot y-w \cdot y-a \cdot z-w \cdot z-a \cdot w-a$

$$
\begin{aligned}
& +\sqrt{ } Y \cdot z-w \cdot z-a \cdot z-x \cdot w-a \cdot w-x \cdot a-x \\
& +\sqrt{Z} \cdot w-a \cdot w-x \cdot w-y \cdot a-x \cdot a-y \cdot x-y \\
& +\sqrt{W} \cdot a-x \cdot a-y \cdot a-z \cdot x-y \cdot x-z \cdot y-z\} \\
& 58
\end{aligned}
$$

c. X .
or as it may be written

$$
\begin{aligned}
\Omega \cdot x-z \cdot x-w \cdot y-z \cdot y-w & =\frac{\epsilon \cdot a-z \cdot a-w}{x-y}\{y-z \cdot y-w \cdot a-y \cdot \sqrt{ } \bar{X}-x-z \cdot x-w \cdot a-x \cdot \sqrt{ } Y\} \\
& +\frac{\epsilon \cdot a-x \cdot a-y}{z-w}\{w-x \cdot w-y \cdot a-w \cdot \sqrt{ } \bar{Z}-z-x \cdot z-y \cdot a-z \cdot \sqrt{W}\}
\end{aligned}
$$

an equation for the determination of $\Omega$.
Consider first the expression which multiplies $\epsilon . a-z . a-w$; this is

$$
=\frac{1}{\theta_{12}}\left\{y-z \cdot y-w \cdot \mathrm{a}_{2} \sqrt{X}-x-z \cdot x-w \cdot \mathrm{a}_{1} \sqrt{Y}\right\} ;
$$

we have

$$
B E_{12}=\frac{1}{\theta_{12}}\left\{\sqrt{\overline{b_{2} e_{1}} f_{1} a_{2} c_{2} d_{2}}-\sqrt{b_{2} e_{2} f_{2} a_{1} c_{1} d_{1}}\right\}
$$

and multiplying this by

$$
A_{12} \cdot C_{12} \cdot D_{12},=\sqrt{\mathrm{a}_{1} c_{1} \mathrm{~d}_{1} \mathrm{a}_{2} \mathrm{c}_{2} \mathrm{~d}_{2}}
$$

we derive

$$
B E_{12} . C_{12} . D_{12} . A_{12}=\frac{1}{\theta_{12}}\left\{c_{2} \mathrm{~d}_{2} \mathrm{a}_{2} \sqrt{X}-\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{a}_{1} \sqrt{\bar{Y}}\right\}
$$

and similarly two other equations; the system may be written

$$
\begin{aligned}
& \text { BE.C.D. } A=\frac{1}{\theta_{12}}\left\{\mathrm{c}_{2} \mathrm{~d}_{2} \mathrm{a}_{2} \sqrt{X}-\mathrm{c}_{1} \mathrm{~d}_{3} \mathrm{a}_{1} \sqrt{ } Y\right\}, \\
& C E \cdot D \cdot B \cdot A="\left\{\mathrm{~d}_{2} \mathrm{~b}_{2}, "-\mathrm{d}_{1} \mathrm{~b}_{1}, "\right\}, \\
& D E \cdot B \cdot C \cdot A="\left\{\mathrm{~b}_{2} \mathrm{c}_{2}, "-\mathrm{b}_{1} \mathrm{c}_{1}, "\right\},
\end{aligned}
$$

the suffixes on the left-hand side being always 12 . The letters $b, c, d$ which enter cyclically into these equations are any three of the five letters other than $a$; the remaining two letters $e$ and $f$ enter symmetrically, for $B E$ is a mere abbreviation for the double triad BEF. $A C D$; and the like for $C E$, and $D E$.

Multiplying these equations by

$$
\frac{b-z \cdot b-w}{b-c \cdot b-d}, \quad \frac{c-z \cdot c-w}{c-d \cdot c-b}, \quad \frac{d-z \cdot d-w}{d-b \cdot d-c}
$$

respectively, and then adding, the right-hand side becomes

$$
=\frac{1}{\theta_{12}}\left\{y-z \cdot y-w \cdot \mathrm{a}_{2} \sqrt{X}-x-z \cdot x-w \cdot \mathrm{a}_{1} \sqrt{Y}\right\} .
$$

Writing

$$
\frac{b-z \cdot b-w}{b-c \cdot b-d}=\frac{-1}{c-d . d-b . b-c} \cdot c-d . B_{34^{2}}{ }^{2} \text { etc. }
$$

the left-hand side becomes

$$
=\frac{-A_{12}}{c-d \cdot d-b \cdot b-c}\left\{c-d \cdot B_{33^{2}} \cdot B E_{12} \cdot C_{12} \cdot D_{12}+d-b \cdot C_{34^{2}} \cdot C E_{12} \cdot D_{12} \cdot B_{12}+b-c \cdot D_{34^{2}} \cdot D E_{12} \cdot B_{12} \cdot C_{12}\right\},
$$

which for shortness may be written

$$
=\frac{-A_{12}}{c-d \cdot d-b \cdot b-c} \Sigma\left\{c-d \cdot B_{34}^{2} \cdot B E_{12} \cdot C_{12} \cdot D_{12}\right\},
$$

the summation referring to the three terms obtained by the cyclieal interchange of the letters $b, c, d$. The result thus is

$$
\begin{aligned}
& \frac{1}{\theta_{12}}\left\{y-z \cdot y-w \cdot \mathrm{a}_{2} \sqrt{ } \bar{X}-x-z \cdot x-w \cdot \mathrm{a}_{1} \sqrt{ } \bar{Y}\right\} \\
= & \frac{-A_{12}}{c-d \cdot d}-b \cdot b-c \\
\Sigma & \left.c-d \cdot B_{33^{2}} \cdot B E_{12} \cdot C_{12} \cdot D_{12}\right\} .
\end{aligned}
$$

Interchanging $x, y$ with $z, w$ respectively, we have of course to interchange the suffixes 1,2 and 3,4 ; we thus find

$$
\begin{aligned}
& \frac{1}{\theta_{34}}\left\{w-x \cdot \psi-y \cdot \mathrm{a}_{4} \sqrt{ } \bar{Z}-z-x \cdot z-y \cdot \mathrm{a}_{3} \sqrt{W}\right\} \\
= & \frac{-A_{34}}{c-d \cdot \bar{d}-b \cdot b-c} \Sigma\left\{c-d \cdot B_{12}{ }^{2} \cdot B E_{34} \cdot C_{34} \cdot D_{34}\right\},
\end{aligned}
$$

and we hence find the value of $\Omega . x-z . x-w . y-z . y-w$. But $\Omega$, $=\alpha a^{2}+\beta a^{2}+\gamma a+\delta$, is $=\sqrt{a^{2}-\epsilon^{2}} \cdot A_{12} \cdot A_{34} \cdot A_{58}$ : the resulting equation divides by $A_{12}, A_{34}$ : throwing out this factor, we have

$$
\begin{gathered}
-\frac{\sqrt{a^{2}-\epsilon^{2}}}{\epsilon}(x-z \cdot x-w \cdot y-z \cdot y-w)(c-d \cdot d-b \cdot b-c) A_{38} \\
=A_{34} \Sigma\left\{c-d \cdot B_{34}{ }^{3} \cdot B E_{12} \cdot C_{12} \cdot D_{12}\right\}+A_{12} \Sigma\left\{c-d \cdot B_{12}{ }^{2} \cdot B E_{34} \cdot C_{34} \cdot D_{34}\right\},
\end{gathered}
$$

where, as before, the summations refer to the three terms obtained by the eyclical interchange of the letters $b, c, d$; these being any three of the five letters other than $a$; and the remaining two letters $e, f$ enter into the formula symmetrically. The formula gives thus for $\boldsymbol{A}_{s 6}$ ten values which are of course equal to each other.

Writing for $a$ each letter in succession, we obtain formule for each of the six single-letter functions $A_{s B}$ of $p$ and $q$; and the factor

$$
-\frac{\sqrt{a^{2}-\epsilon^{2}}}{\epsilon}(x-z \cdot x-w \cdot y-z \cdot y-w)
$$

is the same in all the formulx.
We require further the expressions for the double-letter functions of $p, q$. Considering for example the function $D E_{s a}$, which is
then multiplying by
we have

$$
A_{58} \cdot B_{56} \cdot C_{56},=\sqrt{a_{8} b_{5} c_{5} a_{6} b_{8} c_{6}}
$$

$$
\begin{gathered}
D E_{58} \cdot A_{56} \cdot B_{56} \cdot C_{56}=\frac{1}{\theta_{56}}\left\{a_{6} \mathrm{~b}_{6} \mathrm{c}_{6} \sqrt{P}-\mathrm{a}_{5} \mathrm{~b}_{5} \mathrm{c}_{5} \sqrt{ } \bar{Q}\right\}, \\
=\frac{1}{p-q}\{a-q \cdot b-q \cdot c-q \cdot \sqrt{P}-a-p \cdot b-p \cdot c-p \cdot \sqrt{Q}\},
\end{gathered}
$$

or recollecting that $\epsilon \sqrt{P}, \epsilon \sqrt{Q}$ are $=\alpha p^{3}+\beta p^{2}+\gamma p+\delta$ and $\alpha q^{3}+\beta q^{2}+\gamma q+\delta$ respectively, this is

$$
\epsilon \cdot D E_{56} \cdot A_{56} \cdot B_{56} \cdot C_{56}
$$

$$
=\frac{1}{p-q}\left\{a-q \cdot b-q \cdot c-q \cdot\left(\alpha p^{3}+\beta p^{2}+\gamma p+\delta\right)-a-p \cdot b-p \cdot c-p \cdot\left(\alpha q^{3}+\beta q^{2}+\gamma q+\delta\right)\right\} .
$$

Using the well-known identity

$$
\begin{aligned}
a p^{3}+\beta p^{2}+\gamma p+\delta & =\alpha a^{3}+\beta a^{2}+\gamma a+\delta \cdot \frac{b-p \cdot c-p \cdot d-p}{b-a \cdot c-a \cdot d-a} \\
& +\alpha b^{3}+\beta b^{2}+\gamma b+\delta \cdot \frac{c-p \cdot d-p \cdot a-p}{c-b \cdot d-b \cdot a-b} \\
& +\alpha c^{3}+\beta c^{2}+\gamma c+\delta \cdot \frac{d-p \cdot a-p \cdot b-p}{d-c \cdot a-c \cdot b-c} \\
& +\alpha d^{3}+\beta d^{2}+\gamma d+\delta \cdot \frac{a-p \cdot b-p \cdot c-p}{a-d \cdot b-d \cdot c-d}
\end{aligned}
$$

and the like expression for $\alpha q^{3}+\beta q^{2}+\gamma q+\delta$, there will be on the right-hand side terms involving

$$
\alpha a^{3}+\beta a^{2}+\gamma a+\delta, \quad \alpha b^{3}+\beta b^{2}+\gamma b+\delta, \quad \alpha c^{3}+\beta c^{2}+\gamma c+\delta:
$$

but the term in $\alpha d^{3}+\beta d^{2}+\gamma d+\delta$ will disappear of itself.
The term in $\alpha a^{3}+\beta a^{2}+\gamma a+\delta$ is

$$
\frac{1}{p-q} \frac{\alpha a^{3}+\beta a^{2}+\gamma a+\delta}{b-a \cdot c-a \cdot d-a} \cdot b-q \cdot c-q \cdot b-p \cdot c-p \cdot(a-q \cdot d-p-a-p \cdot d-q),
$$

where the expression in () is $=d-a \cdot p-q$ : hence the term is

$$
=\frac{\alpha a^{3}+\beta a^{2}+\gamma a+\delta}{b-a \cdot c-a} \cdot b-q \cdot c-q \cdot b-p \cdot c-p,
$$

which is

$$
=\frac{\alpha a^{3}+\beta a^{2}+\gamma a+\delta}{b-a \cdot c-a} B_{s 6}{ }^{2} . C_{s 6}{ }^{2} .
$$

Forming the two other like terms, the equation is

$$
\begin{aligned}
\epsilon \cdot D E_{56} \cdot A_{56} \cdot B_{56} \cdot C_{56}= & \frac{\alpha a^{3}+\beta a^{2}+\gamma a+\delta}{b-a \cdot c-a} B_{s 6^{2}} \cdot C_{58}{ }^{2} \\
& +\frac{a b^{3}+\beta b^{2}+\gamma b+\delta}{c-b \cdot a-b} C_{58}{ }^{2} \cdot A_{56^{2}}{ }^{2} \\
& +\frac{\alpha c^{3}+\beta c^{2}+\gamma c+\delta}{a-c \cdot b-c} A_{56^{2}} \cdot B_{56}{ }^{2} .
\end{aligned}
$$

But the expressions
are

$$
\alpha a^{3}+\beta a^{2}+\gamma a+\delta, \quad \alpha b^{3}+\beta b^{2}+\gamma b+\delta, \quad \alpha c^{3}+\beta c^{2}+\gamma c+\delta,
$$

$$
=\sqrt{\alpha^{2}-\epsilon^{2}} A_{12} \cdot A_{34} \cdot A_{56}, \quad \sqrt{\alpha^{2}-\epsilon^{2}} B_{22}, B_{34} \cdot B_{56}, \quad \sqrt{\alpha^{3}-\epsilon^{2}} C_{12} \cdot C_{34} . C_{56},
$$

respectively: the whole equation thus divides by $A_{56} . B_{56} . C_{56}$; throwing out this factor, and then multiplying each side by $-\frac{\sqrt{a^{2}-\epsilon^{2}}}{\epsilon}$, we find

$$
\begin{aligned}
-\frac{\sqrt{a^{2}-\epsilon^{2}}}{\epsilon} D E_{56}=\frac{1}{b-c \cdot c-a \cdot a-b}\left(-\frac{\sqrt{a^{2}-\epsilon^{2}}}{\epsilon}\right)^{2}\{ & b-c \cdot A_{12} \cdot A_{34} \cdot B_{56} \cdot C_{56} \\
& +c-a \cdot B_{12} \cdot B_{34} \cdot C_{56} \cdot A_{56} \\
& \left.+a-b \cdot C_{13} \cdot C_{34} \cdot A_{56} \cdot B_{56}\right\},
\end{aligned}
$$

in which formula if we imagine

$$
-\frac{\sqrt{\alpha^{3}-\epsilon^{2}}}{\epsilon} A_{56}, \quad-\frac{\sqrt{a^{2}-\epsilon^{2}}}{\epsilon} B_{56}, \quad-\frac{\sqrt{\alpha^{2}-\epsilon^{2}}}{\epsilon} C_{58}
$$

each replaced by its value in terms of the $x y$ - and $z w$-functions, we have an equation of the form

$$
-\frac{\sqrt{ } \alpha^{2}-\epsilon^{2}}{\epsilon}(x-z \cdot x-w \cdot y-z \cdot y-w) D E_{56}=\frac{1}{x-z \cdot x-w \cdot y-z \cdot y-w} M
$$

where $M$ is a given rational and iutegral function of the 16 and 16 functions $A_{12}, A B_{12}$ and $A_{34}, A B_{33}$ of $x$ and $y$ and of $z$ and $w$ respectively. The factor

$$
-\frac{\sqrt{\alpha^{2}-\epsilon^{2}}}{\epsilon}(x-z \cdot x-w \cdot y-z \cdot y-w)
$$

is retained on the left-hand side as being the same factor which enters into the equations for $A_{56}$, etc.: but on the right-hand side $x-z \cdot x-w . y-z . y-w$ should be expressed in terms of the $x y$ - and $z w$-functions. This can be done by means of the identity

$$
x-z \cdot x-w \cdot y-z \cdot y-w=\Sigma \frac{\left|\begin{array}{l}
1, x+y, x y \\
1, z+w, z w \\
1, a+b, a b
\end{array}\right|\left|\begin{array}{l}
1, x+y, x y \\
1, z+w, z w \\
1, a+c, a c
\end{array}\right|}{a-b \cdot a-c},
$$

where the summation refers to the three terms obtained by the cyclical interchange of the letters $a, b, c$. The first determinant, multiplied by $a-b$, is in fact

$$
=\left|\begin{array}{cc}
a-z . a-w, & a-x . a-y \\
b-z . b-w, & b-x . b-y
\end{array}\right|
$$

and the second determinant, multiplied by $a-c$, is

$$
=\left|\begin{array}{ll}
a-z . a-w, & a-x \cdot a-y \\
c-z \cdot c-w, & c-x . c-y
\end{array}\right|
$$

so that the formula may also be written

$$
x-z \cdot x-w \cdot y-z \cdot y-w=\leq \frac{\left|\begin{array}{ll}
a-z . a-w, & a-x \cdot a-y \\
b-z \cdot b-w, & b-x . b-y
\end{array}\right| \cdot\left|\begin{array}{cc}
a-z \cdot a-w, & a-x \cdot a-y \\
c-z . c-w, & c-x . c-y
\end{array}\right|}{(a-b)^{2}(a-c)^{2}}
$$

or, what is the same thing, it is

$$
x-z \cdot x-w \cdot y-z \cdot y-w=\Sigma \frac{\left(A_{34}{ }^{2} B_{12}{ }^{2}-A_{12}{ }^{2} B_{32}{ }^{2}\right)\left(A_{33^{2}}{ }^{2} C_{12}{ }^{2}-A_{32}{ }^{2} C_{34}{ }^{2}\right)}{(a-b)^{2}(a-c)^{2}},
$$

which is the required expression for $x-z . x-w . y-z . y-w$; the letters $a, b, c$, which enter into the formula, are any three of the six letters.

As regards the verification of the identity, observe that it may be written

$$
x-z \cdot x-w: y-z \cdot y-w=\Sigma \frac{\{L+M(a+b)+N a b\}\{L+M}{a-b \cdot a-c} \frac{(a+c)+N a c\}}{},
$$

where $L, M, N$ are

$$
=(x+y) z w-(z+w) x y, \quad x y-z w, \quad \text { and } \quad z+w-x-y:
$$

this is readily reduced to

$$
x-z \cdot x-w \cdot y-z \cdot y-w=M^{2}-N L,
$$

which can be at once verified.
Cambridge, 12th March, 1879.

I take the opportunity of remarking that, in the double-letter formulæ, the sign of the second term is, not as I have in general written it -, but is + ,

$$
A B=\frac{1}{x-y}\left\{\sqrt{\mathrm{abfc}} \overline{\mathrm{~d}_{2} \mathrm{e}_{1}}+\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} \mathrm{cde}}\right\}, \text { etc. }
$$

In fact, introducing a factor $\omega$ which is a function of $x$ and $y$, the odd and even 9 -functions are $=\omega{\sqrt{a a_{1}}}_{1}$, etc., and

$$
\frac{\omega}{x-y}\left\{\sqrt{\mathrm{abfc}_{1} \mathrm{~d}_{1} \mathrm{e}_{1}}+\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{f}_{1} \mathrm{cde}}\right\}, \text { etc. }
$$

respectively; $\omega$ is a function which on the interchange of $x, y$ changes only its sign; and this being so, then when $x$ and $y$ are interchanged, each single-letter function changes its sign, and each double-letter function remains unaltered.

Cambridge, $29 t h$ July, 1879.

## 704.

## A MEMOIR ON THE SINGLE AND DOUBLE THETAFUNCTIONS.

[From the Philosophical Transactions of the Royal Society of London, vol. 171, Part III,, (1880), pp. 897-1002. Received November 14,—Read November 28, 1879.]

The Theta-Functions, although arising historically from the Elliptic Functions, may be considered as in order of simplicity preceding these, and connecting themselves directly with the exponential function ( $e^{x}$ or) exp. $x$; viz. they may be defined each of them as a sum of a series of exponentials, singly infinite in the case of the single functions, doubly infinite in the case of the double functions; and so on. The number of the single functions is $=4$; and the quotients of these, or say three of them each divided by the fourth, are the elliptic functions $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$; the number of the double functions is $\left(4^{2}=\right) 16$; and the quotients of these, or say fifteen of them each divided by the sixteenth, are the hyper-elliptic functions of two arguments depending on the square root of a sextic function. Generally, the number of the $p$-tuple theta-functions is $=4^{p}$; and the quotients of these, or say all but one of them each divided by the remaining function, are the Abelian functions of $p$ arguments depending on the irrational function $y$ defined by the equation $F(x, y)=0$ of a curve of deficiency $p$. If, instead of connecting the ratios of the functions with a plane curve, we consider the functions themselves as coordinates of a point in a space of $\left(4^{p}-1\right)$ dimensions, then we have the single functions as the four coordinates of a point on a quadri-quadric curve (one-fold locus) in ordinary space; and the double functions as the sixteen coordinates of a point on a quadri-quadric two-fold locus in 15 -dimensional space, the deficiency of this two-fold locus being of course $=2$.

The investigations contained in the First Part of the present Memoir, although for simplicity of notation exhibited only in regard to the double functions are, in fact, applicable to the general case of the $p$-tuple functions; but in the main the

Memoir relates only to the single and donble functions, and the title has been given to it accordingly. The investigations just referred to extend to the single functions; and there is, it seems to me, an advantage in carrying on the two theorics simultaneously up to and inclusive of the establishment of what I call the Producttheorem: this is a natural point of separation for the theories of the single and the double functions respectively. The ulterior developments of the two theories are indeed closely analogous to each other; but on the one hand the course of the single theory would be only with difficulty perceptible in the greater complexity of the double theory; and on the other hand we need the single theory as a guide for the course of the double theory.

I accordingly stop to point out in a general manner the course of the single theory, and, in connexion with it but more briefly, that of the double theory; and I then, in the Second and the Third Parts respectively, consider in detail the two theories separately; first, that of the single functions, and then that of the double functions. The paragraphs of the Memoir are numbered consecutively.

The definition adopted for the theta-functions differs somewhat from that which is ordinarily used.

The earlier memoirs on the double theta-functions are the well-known ones:-
Rosenhain, "Mémoire sur les fonctions de denx variables et à quatre périodes, qui sont les inverses des intégrales ultra-elliptiques de la première classe." [1846.] Paris: Mém. Savans Etrang., t. XI. (1851), pp. 361-468.

Göpel, "Theoriæ transcendentium Abelianarum primi ordinis adumbratio levis," Crelle, t. xxxv. (1847), pp. 277-312.

My first paper-Cayley, "On the Double $\theta$-Functions in connexion with a 16 -nodal Surface," Crelle-Borchardt, t. LxxxiiI. (1877), pp. 210-219, [662]-was founded directly upon these, and was immediately followed by Dr Borchardt's paper,

Borchardt, "Ueber die Darstellung der Kummersche Fläche vierter Ordnung mit sechzehn Knotenpunkten durch die Göpelsche biquadratische Relation zwischen vier Thetafunctionen mit zwei Variabeln," Ditto, pp. 234-244.

My other later papers, $[663,664,665,697,703]$, are contained in the same Journal.

## FIRST PART.-INTRODUCTORY.

## Definition of the theta-functions.

1. The $p$-tuple functions depend upon $\frac{1}{2} p(p-1)$ parameters which are the coefficients of a quadric function of $p$ ultimately disappearing integers, upon $p$ arguments, and upon $2 p$ characters, each $=0$ or 1 , which form the characteristic of the $4^{p}$ functions; but it will be sufficient to write down the formule in the case $p=2$.

As already mentioned, the adopted definition differs somewhat from that which is ordinarily used. I use, as will be seen, a quadric function $\frac{1}{\frac{1}{2}}(a, h, b \gamma m, n)^{2}$ with
even integer values of $n, n$, instead of ( $a, h, b \nmid m, n)^{2}$ with even or odd values; and I write the other term $\frac{1}{2} \pi i(m u+n v)$, instead of $m u+n v$; this comes to affecting the arguments $u$, $v$ with a factor $\pi i$, so that the quarter-periods (instead of being $\pi i$ ) are made to be $=1$.
2. We write

$$
\binom{m, n}{u, v}=\frac{1}{4}(a, h, b \chi \text { 久 } m, n)^{2}+\frac{1}{2} \pi i(m u+n v),
$$

and in like manner

$$
\binom{m+\alpha, n+\beta}{u+\gamma, v+\delta}=\frac{1}{\frac{1}{2}}(a, h, b \gamma m+\alpha, n+\beta)^{2}+\frac{1}{2} \pi i\{(m+\alpha)(u+\gamma)+(n+\beta)(v+\delta)\},
$$

and prefixing to either of these the functional symbol exp. we have the exponential of the function in question, that is, $e$ with the function as an exponent.

We then write, as the definition of the double theta-functions,

$$
Э\binom{\alpha, \beta}{\gamma, \delta}(u, v)=\Sigma \exp \cdot\binom{m+\alpha, u+\beta}{u+\gamma, v+\delta},
$$

where the summation extends to all positive and negative even integer values (zero included) of $m$ and $n$ respectively: $\alpha, \beta, \gamma, \delta$ might denote any quantities whatever, but for the theta-functions they are regarded as denoting positive or negative integers; this being so, it will appear that the only effect of altering each or any of them by an even integer is to reverse (it may be) the sign of the function; and the distinct functions are consequently the ( $4^{2}=16$ functions obtained by giving to each of the quantities $\alpha, \beta, \gamma, \delta$ the two values 0 and 1 successively.
3. We thus have the double theta-functions, depending on the parameters ( $a, h, b$ ) which determine the quadric function ( $a, h, b \neq m, n)^{2}$ of the disappearing even integers $(m, n)$, and on the two arguments $(u, v)$ : in the symbol $\left(\begin{array}{ll}\alpha, & \beta \\ \gamma, & \delta\end{array}\right)$, which is called the characteristic, the characters $\alpha, \beta, \gamma, \delta$ are each of them $=0$ or 1 ; and we thus have the $\mathbf{1 6}$ functions.

The parameters ( $a, h, b$ ) may be real or imaginary, but they must be such that reducing each of them to its real part the resulting function ( $*(\gamma m, n)^{2}$ is invariable in its sign, and negative for all real values of $m$ and $n$ : this is, in fact, the condition for the convergency of the scrics which give the values of the theta-functions.
4. The characteristic $\binom{\alpha, \beta}{\gamma}$, is said to be even or odd according as the sum $\alpha \gamma+\beta \delta$ is even or odd.

## Allied functions.

5. As already remarked, the definition of

$$
9\binom{\alpha, \beta}{\gamma, \delta}(u, v)
$$

c. x .
is not restricted to the case where the $\alpha, \beta, \gamma, \delta$ represent integers, and there is actually occasion to consider functions of this form where they are not integers: in particular, $a, \beta$ may be either or each of them of the form, integer $+\frac{1}{2}$. But the functions thus obtained are not regarded as theta-functions, and the expression thetafunction will consequently not extend to include them.

## Properties of the Theta-Functions: Various sub-headings.

## Even-integer alteration of characters.

6. If $x, y$ be integers, then $m, n$ having the several even integer values from $-\infty$ to $+\infty$ respectively, it is obvious that $m+\alpha+2 x, n+\beta+2 y$ will have the same series of values with $m+\alpha, n+\beta$ respectively; and it thence follows that

$$
9\binom{\alpha+2 x, \beta+2 y}{\gamma}(u, v)=9\left(\begin{array}{ll}
\alpha, & \beta \\
\gamma, & \delta
\end{array}\right)(u, v)
$$

Similarly if $z, w$ are integers, then in the function

$$
\mathcal{G}\binom{\alpha}{\gamma+2 z, \delta+2 w}(u, v)
$$

the argument of the exponential function contains the term

$$
\frac{1}{2} \pi i\{m+\alpha \cdot n+\gamma+2 z+n+\beta . v+\delta+2 w\} ;
$$

this differs from its original value by

$$
\begin{aligned}
& \frac{1}{2} \pi i(m+\alpha \cdot 9 z+n+\beta .2 w) \\
& =\pi i(m z+n w)+\pi i(\alpha z+\beta w)
\end{aligned}
$$

and then, $m$ and $n$ being even integers, $m z+n w$ is also an even integer, and the term $\pi i(m z+n w)$ does not affect the value of the exponential: we thus introduce into each term of the series the factor exp. $\pi i(\alpha z+\beta w)$, which is, in fact, $=(-)^{\alpha z+\beta w}$; and we consequently have

$$
g\binom{\alpha}{\gamma+2 z, \delta+2 w}(u, v)=(-)^{a z+\beta v g} g\left(\begin{array}{ll}
\alpha, & \beta \\
\gamma & ,
\end{array}\right)(u, v) ;
$$

or, uniting the two results,

$$
\mathcal{G}\binom{a+2 x, \beta+2 y}{\gamma+2 z, \delta+2 w}(u, v)=(-)^{a z+\beta w} \mathcal{G}\binom{\alpha, \beta}{\gamma, \delta}(u, v) .
$$

This sustains the before-mentioned conclusion that the only distinct functions are the 16 functions obtained by giving to the characters $\alpha, \beta, \gamma, \delta$ the values 0 and 1 respectively.

## Odd-integer alteration of characters.

7. The effect is obvionsly to interchange the different functions.

## Even and odd functions.

8. It is clear that $-m-\alpha,-n-\beta$ have precisely the same series of values with $m+\alpha, n+\beta$ respectively: hence considering the function

$$
g\left(\begin{array}{ll}
\alpha, & \beta \\
\gamma, & \delta
\end{array}\right)(-u,-v)
$$

the linear term in the argument of the exponential may be taken to be

$$
\frac{1}{2} \pi i\{-m-\alpha \cdot-u+\gamma+-n-\beta \cdot-v+\delta\},
$$

which is

$$
=\frac{1}{2} \pi i\{m+\alpha \cdot u+\gamma+n+\beta \cdot v+\delta\}-\pi i\{m+\alpha \cdot \gamma+n+\beta \cdot \delta\} ;
$$

the second term is here

$$
=-\pi i(m \gamma+n \delta)-\pi i(\alpha \gamma+\beta \delta),
$$

where, $m \gamma+n \delta$ being an even integer, the part $-\pi i(m \gamma+n \delta)$ does not alter the value of the exponential: the effect of the remaining part $-\pi i(\alpha \gamma+\beta \delta)$ is to affect each term of the serics with the factor exp. $-\pi i(\alpha \gamma+\beta \delta)$, or what is the same thing, exp. $\pi i(\alpha \gamma+\beta \delta)$, each of these being, in fact, $=(-)^{a \gamma+\beta \delta}$.

We have thus

$$
\mathcal{Y}\left(\begin{array}{l}
\alpha, \\
\gamma \\
\gamma
\end{array}\right)(-u,-v)=(-)^{\alpha \gamma+\beta \delta} 9\left(\begin{array}{ll}
\alpha, & \beta \\
\gamma, & \delta
\end{array}\right)(u, v),
$$

viz. $9\binom{\alpha, \beta}{\boldsymbol{\gamma}, \delta}(\prime \prime, v)$ is an even or odd function of the two arguments $(u, v)$ conjointly, according as the characteristic $\binom{\alpha, \beta}{\gamma, \delta}$ is even or odd.

## The quarter-periods unity.

9. Taking $z$ and $w$ integers, we have from the definition

$$
9\left(\begin{array}{ll}
\alpha, & \beta \\
\gamma, & \delta
\end{array}\right)(u+z, v+w)=9\left(\begin{array}{l}
\alpha \\
\gamma+z,
\end{array}, \delta+w\right)(u, v),
$$

viz. the effect of altering the arguments $u, v$ into $u+z, v+w$ is simply to interchange the functions as shown by this formula.

If $z$ and $w$ are each of them even, then replacing them by $2 z, 2 w$ respectively, we have

$$
9\binom{\alpha, \beta}{\gamma, \delta}(u+2 z, v+2 w)=9\binom{\alpha}{\gamma+2 z, \delta+2 w}(u, v),
$$

which by a preceding formula is

$$
=(-)^{a z+\beta w} 9\left(\begin{array}{ll}
\alpha, & \beta \\
\gamma, & \delta
\end{array}\right)(u, v)
$$

or the function is altered at most in its sign. And again writing $2 z, 2 w$ for $z, w$, we have

$$
\mathcal{Y}\left(\begin{array}{l}
\alpha, \\
\gamma \\
\gamma, \delta
\end{array}\right)(u+4 z, v+4 w)=9\binom{\alpha, \beta}{\gamma, \delta}(u, v) .
$$

In reference to the foregoing results we say that the theta-functions have the quarter-periods (1, 1), the half-periods (2, 2), and the whole periods (4, 4).

The conjoint quarter quasi-periods.
10. Taking $x, y$ integers, we consider the effect of the change of $u, v$ into

$$
n+\frac{1}{\pi i}(a x+h y), v+\frac{1}{\pi i}(h x+b y)
$$

It is convenient to start from the function

$$
\mathcal{Y}\binom{\alpha-x, \beta-y}{\gamma}\left(u+\frac{1}{\pi i}(a x+h y), v+\frac{1}{\pi i}(h x+b y)\right)
$$

the argument of the exponential is here
which is

$$
\begin{aligned}
& \frac{1}{4}(a, h, b \nmid m+\alpha-x, n+\beta-y)^{2} \\
& \quad+\frac{1}{2} \pi i\left\{n+\alpha-x \cdot u+\gamma+\frac{1}{\pi i}(a x+h y)+u+\beta-y \cdot v+\delta+\frac{1}{\pi i}(h x+b y)\right\},
\end{aligned}
$$

$$
=\frac{1}{4}(a, h, b \chi m+\alpha, n+\beta)^{2}+\frac{1}{2} \pi i(m+\alpha \cdot u+\gamma+n+\beta \cdot v+\delta)
$$

+ other terms which are as follows: viz. they are

$$
\begin{array}{ll}
-\frac{1}{2}(a, h, b \gamma m+\alpha, n+\beta \gamma x, y) & +\frac{1}{2}(m+\alpha \cdot a x+h y+n+\beta \cdot h x+b y) \\
+\frac{1}{4}(u, h, b \gamma x, y)^{2} & -\frac{1}{2} \pi i(x \cdot u+\gamma+y \cdot v+\delta) \\
& -\frac{1}{2}(x \cdot a x+h y+y \cdot h x+b y),
\end{array}
$$

where the terms of the right-hand column are, in fact,

$$
\begin{aligned}
= & +\frac{1}{2}(a, h, b \chi m+\alpha, n+\beta \chi x, y) \\
\cdot & -\frac{1}{2} \pi i(x \cdot u+\gamma+y \cdot v+\delta) \\
& -\frac{1}{2}\left(a, h, b \chi(x, y)^{2},\right.
\end{aligned}
$$

and the other terms in question thus reduce themselves to

$$
-\frac{1}{4}(u, h, b \chi x, y)^{2} \quad-\frac{1}{2} \pi i(x \cdot u+\gamma+y \cdot v+\delta),
$$

which are independent of $m, n$, and they thus affect each term of the series with the same exponential factor. The result is

$$
\begin{aligned}
& \mathcal{F}\binom{\alpha-x, \beta-y}{\gamma \quad, \delta}\left(u+\frac{1}{\pi i}(a x+h y), v+\frac{1}{\pi i}(h x+b y)\right) \\
& =\exp \cdot\left\{-\frac{1}{4}(a, h, b \chi x, y)^{2}-\frac{1}{2} \pi i(x \cdot u+\gamma+y \cdot v+\delta)\right\} 9\binom{\alpha, \beta}{\gamma, \delta}(u, v) ;
\end{aligned}
$$

or (what is the same thing) for $\alpha, \beta$, writing $\alpha+x, \beta+y$ respectively, we have

$$
\begin{gathered}
9\binom{\alpha, \beta}{\gamma, \delta}\left(u+\frac{1}{\pi i}(a x+h y), v+\frac{1}{\pi i}(h x+b y)\right) \\
=\exp \cdot\left\{-\frac{1}{4}\left(a, h, b \gamma(x, y)^{2}-\frac{1}{2} \pi i(x \cdot u+\gamma+y \cdot v+\delta)\right\} \mathcal{G}\binom{\alpha+x, \beta+y}{\gamma}(u, v) .\right.
\end{gathered}
$$

Taking $x, y$ even, or writing $2 x, 2 y$ for $x, y$, then on the right-hand side we have

$$
\mathcal{G}\binom{\alpha+2 x, \beta+2 y}{\gamma}(u, v)
$$

which is

$$
=9\binom{\alpha, \beta}{\gamma, \delta}(u, v):
$$

but there is still the exponential factor.
11. The formulæ show that the effect of the change $u, v$ into $u+\frac{1}{\pi i}(a x+h y)$, $v+\frac{1}{\pi i}(h x+b y)$, where $x, y$ are integers, is to interchange the functions, affecting them however with an exponential facter; and we hence say that $\frac{1}{\pi i}(a, l), \frac{1}{\pi i}(l, b)$ are conjoint quarter quasi-periods.

## The product-theorem.

12. We multiply two theta-functions

$$
9\binom{\alpha, \beta}{\gamma, \delta}\left(u+u^{\prime}, v+v^{\prime}\right), \quad 9\left(\begin{array}{l}
a^{\prime}, \\
\gamma^{\prime}, \\
\gamma^{\prime}
\end{array}\right)\left(u-u^{\prime}, v-v^{\prime}\right)
$$

it is found that the result is a sum of four products

$$
\Theta\left(\begin{array}{c}
\frac{1}{2}\left(a+\alpha^{\prime}\right)+p, \\
\gamma+\gamma^{\prime}
\end{array}, \frac{1}{2}\left(\beta+\beta^{\prime}\right)+q\right)(2 u, \underline{2} v) . \Theta\left(\begin{array}{c}
\frac{1}{2}\left(\alpha-\alpha^{\prime}\right)+p, \frac{1}{2}\left(\beta-\beta^{\prime}\right)+q \\
\gamma-\gamma^{\prime}
\end{array}, \delta-\delta^{\prime}, ~\left(2 u^{\prime}, 2 v^{\prime}\right),\right.
$$

where $p, q$ have in the four products respectively the values $(0,0),(1,0),(0,1)$, and $(1,1) ; \Theta$ is written in place of 9 to denote that the parameters $(a, h, b)$ are to be changed into $(2 a, 2 h, 2 b)$. It is to be noticed that, if $a, \alpha^{\prime}$ are both even or both odd, then $\frac{1}{2}\left(\alpha+\alpha^{\prime}\right), \frac{1}{2}\left(\alpha-\alpha^{\prime}\right)$ are integers; and so, if $\beta, \beta^{\prime}$ are both even or both odd, then $\frac{1}{2}\left(\beta+\beta^{\prime}\right)$, $\frac{1}{2}\left(\beta-\beta^{\prime}\right)$ are integers; and these conditions being satisfied (and in particular they are so if $\alpha=\alpha^{\prime}, \beta=\beta^{\prime}$ ) then the functions on the right-hand side of the equation are theta-functions (with new parameters as already mentioned); but if the conditions are not satisfied, then the functions on the right-hand side are only allied functions. In the applications of the theorem the functions on the righthand side are eliminated between the different equations, as will appear.
13. The proof is immediate: in the first of the theta-functions, the argument of the exponential is

$$
\left(\begin{array}{ll}
m+\alpha & n+\beta \\
u+u^{\prime}+\gamma, & v+v^{\prime}+\delta
\end{array}\right),
$$

and in the second, writing $n^{\prime}, n^{\prime}$ instead of $m, n$, the argument is

$$
\binom{m^{\prime}+a^{\prime}, n^{\prime}+\beta^{\prime}}{u-u^{\prime}+\gamma^{\prime}, v-v^{\prime}+\delta^{\prime}}
$$

hence in the product, the argument of the exponential is the sum of these two functions, viz.

$$
\begin{aligned}
& =\frac{1}{4}(a, h, b \gamma m+\alpha, n+\beta)^{2}+\frac{1}{2} \pi i\left(m+\alpha \cdot u+u^{\prime}+\gamma+n+\beta \cdot v+v^{\prime}+\delta\right) \\
& +\frac{1}{4}\left(u, h, b \gamma m^{\prime}+\alpha^{\prime}, n^{\prime}+\beta^{\prime}\right)^{2}+\frac{1}{2} \pi i\left(m^{\prime}+\alpha^{\prime} \cdot u-u^{\prime}+\gamma^{\prime}+n^{\prime}+\beta^{\prime} \cdot v-v^{\prime}+\delta^{\prime}\right) .
\end{aligned}
$$

Comparing herewith the sum of the two functions

$$
\left.\begin{array}{l}
\quad\left(\begin{array}{l}
\mu+\frac{1}{2}\left(\alpha+\alpha^{\prime}\right), \nu+\frac{1}{2}\left(\beta+\beta^{\prime}\right) \\
2 u+\gamma+\gamma^{\prime},
\end{array}, 2 v+\delta+\delta^{\prime}\right.
\end{array}\right),\binom{\mu^{\prime}+\frac{1}{2}\left(\alpha-\alpha^{\prime}\right), \nu^{\prime}+\frac{1}{2}\left(\beta-\beta^{\prime}\right)}{2 u^{\prime}+\gamma-\gamma^{\prime}, 2 v^{\prime}+\delta-\delta^{\prime}}, ~ \begin{aligned}
& =\frac{1}{4}\left(2 a, 2 h, 2 b \gamma \mu+\frac{1}{2}\left(\alpha+\alpha^{\prime}\right), \nu+\frac{1}{2}\left(\beta+\beta^{\prime}\right)\right)^{2} \\
& \quad+\frac{1}{2} \pi i\left\{\mu+\frac{1}{2}\left(\alpha+\alpha^{\prime}\right) \cdot 2 u+\gamma+\gamma^{\prime}+\nu+\frac{1}{2}\left(\beta+\beta^{\prime}\right) \cdot 2 v+\delta+\delta^{\prime}\right\} \\
& +\frac{1}{4}\left(2 a, 2 h, 2 b \gamma \mu^{\prime}+\frac{1}{2}\left(\alpha-\alpha^{\prime}\right), \nu^{\prime}+\frac{1}{2}\left(\beta-\beta^{\prime}\right)\right)^{2} \\
& \quad+\frac{1}{2} \pi i\left\{\mu^{\prime}+\frac{1}{2}\left(\alpha-\alpha^{\prime}\right) \cdot 2 u^{\prime}+\gamma-\gamma^{\prime}+\nu^{\prime}+\frac{1}{2}\left(\beta-\beta^{\prime}\right) \cdot 2 v^{\prime}+\delta-\delta^{\prime}\right\},
\end{aligned}
$$

the two sums are identical if only

$$
\begin{array}{ll}
m+m^{\prime}=2 \mu, & n+n^{\prime}=2 \nu, \\
m-m^{\prime}=2 \mu^{\prime}, & n-n^{\prime}=2 \nu^{\prime},
\end{array}
$$

as may easily be verified by comparing the quadrie and the linear terms separately. The product of the two theta-functious is thus

$$
=\Sigma \exp \cdot\left(\begin{array}{ll}
\mu+\frac{1}{2}\left(\alpha+\alpha^{\prime}\right), & \nu+\frac{1}{2}\left(\beta+\beta^{\prime}\right) \\
2 u+\gamma+\gamma^{\prime}, & 2 v+\delta+\delta^{\prime}
\end{array}\right) \cdot \Sigma \exp \cdot\left(\begin{array}{ll}
\mu^{\prime}+\frac{1}{2}\left(\alpha-\alpha^{\prime}\right), & \nu^{\prime}+\frac{1}{2}\left(\beta-\beta^{\prime}\right) \\
2 u^{\prime}+\gamma-\gamma^{\prime} & 2 v^{\prime}+\delta-\delta^{\prime}
\end{array}\right),
$$

with the proper conditions as to the values of $\mu, \nu$ and of $\mu^{\prime}, \nu^{\prime}$ in the two sums respeetively. As to this, observe that $m, m^{\prime}$ are even integers; say for a moment that they are similar when they are both $\equiv 0$ or both $\equiv 2(\bmod 4)$, but dissimilar when they are one of them $\equiv 0$ and the other of them $\equiv 2(\bmod 4)$; and the like as regards $n, n^{\prime}$. Hence if $m, m^{\prime}$ are similar, $\mu, \mu^{\prime}$ are both of then even; but if $m, m^{\prime}$ are dissimilar, then $\mu, \mu^{\prime}$ are both of them odd. And so if $n, n^{\prime}$ are similar, $\nu, \nu^{\prime}$ are both of them even; but if $n, n^{\prime}$ are dissimilar, then $\nu, \nu^{\prime}$ are both odd.
14. There are four cases:

$$
\begin{aligned}
& m, m^{\prime} \text { similar, } n, n^{\prime} \text { similar, } \\
& m, m^{\prime} \text { dissinilar, } n, n^{\prime} \text { similar, } \\
& m, m^{\prime} \text { similar, } n, n^{\prime} \text { dissimilar, } \\
& m, m^{\prime} \text { dissimilar, } n, n^{\prime} \text { dissimilar. }
\end{aligned}
$$

In the first of these, $\mu, \nu, \mu^{\prime}, \nu^{\prime}$ are all of them even, and the product is

$$
=\Theta\left(\begin{array}{cc}
\frac{1}{2}\left(\alpha+\alpha^{\prime}\right), & \frac{1}{2}\left(\beta+\beta^{\prime}\right) \\
\gamma+\gamma^{\prime}, & \delta+\delta^{\prime}
\end{array}\right)(2 u, 2 v) \cdot \Theta\left(\begin{array}{cc}
\frac{1}{2}\left(\alpha-\alpha^{\prime}\right), & \frac{1}{2}\left(\beta-\beta^{\prime}\right) \\
\gamma-\gamma^{\prime}, & \delta-\delta^{\prime}
\end{array}\right)\left(2 u^{\prime}, 2 v^{\prime}\right) .
$$

In the second case, writing $\mu+1, \mu^{\prime}+1$ for $\mu, \mu^{\prime}$, the new values of $\mu, \mu^{\prime}$ will be both even, and we have the like expression with only the characters $\frac{1}{2}\left(\alpha+\alpha^{\prime}\right)$, $\frac{1}{2}\left(x-\alpha^{\prime}\right)$ each increased by 1 ; so in the third case we obtain the like expression with only the characters $\frac{1}{2}\left(\beta+\beta^{\prime}\right)$, $\frac{1}{2}\left(\beta-\beta^{\prime}\right)$ each increased by 1 ; and in the fourth case the like expression with the four upper characters each increased by 1 . The product of the two theta-functions is thus equal to the sum of the four products, aceording to the theorem.

## Résumé of the ulterior theory of the single functions.

15. For the single theta-functions the Product-theorem comprises 16 equations, and for the double theta-functions, 256 equations: these systems will be given in full in the sequel. But attending at present to the single functions, I write down here the first four of the 16 equations, viz. these are

$$
\begin{array}{ll}
0.0 & 9\binom{0}{0}\left(u+u^{\prime}\right) .9\binom{0}{0}\left(u-u^{\prime}\right)=
\end{array}=X X^{\prime}+Y Y^{\prime},
$$

where $X, Y$ denote $\Theta\binom{0}{0}(2 u), \Theta\binom{1}{0}(2 u)$ respectively, and $X^{\prime}, Y^{\prime}$ the same functions of $2 u^{\prime}$ respectively. In the other equations we have on the left-hand the product of different theta-functions of $u+u^{\prime}, u-u^{\prime}$ respectively, and on the right-hand expressions involving other functions, $X_{1}, Y_{1}, X_{1}^{\prime}, Y_{1}^{\prime}, \& c$., of $2 u$ and $2 u^{\prime}$ respectively.
16. By writing $u^{\prime}=0$, we have on the left-hand, squares or products of thetafunctions of $u$, and on the right-hand expressions containing functions of $2 u$ : in particular, the above equations show that the squares of the four theta-functions are equal to linear funetions of $X, Y$; that is, there exist between the squared functions two linear relations: or again, introducing a variable argument $x$, the four squared functions may be taken to be proportional to linear functions

$$
\mathfrak{H}(a-x), \mathfrak{B}(b-x), \quad(5(c-x), \quad \mathfrak{D}(d-x),
$$

where $\mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D}, a, b, c, d$, are constants. This suggests a new notation for the four functions, viz. we write

$$
\begin{array}{ccc}
\mathcal{y}\binom{0}{0}(u), & \mathcal{Y}\binom{1}{0}(u), & \mathcal{Y}\binom{0}{1}(u), \\
=A u, & B u, & C u,
\end{array}\binom{1}{1}(u), ~ D u ; ~ \$
$$

and the result just mentioned then is

$$
\begin{gathered}
A^{2} u: \quad B^{2} u: c \\
=\mathfrak{N}(a-x): \mathcal{B}(b-x):(5):(c-x): \mathfrak{D}(d-c),
\end{gathered}
$$

which expresses that the four functions are the coordinates of a point on a quadriquadric curve in ordinary space.
17. The remaining 12 of the 16 equations then contain on the left-hand products such as

$$
A\left(u+u^{\prime}\right) \cdot B\left(u-u^{\prime}\right) ;
$$

and by suitably eombining them we obtain equations such as

$$
\begin{aligned}
& u+u^{\prime} u-u^{\prime} u+u^{\prime} u-u^{\prime} \\
& \frac{B \cdot A-A \cdot B}{C \cdot D+D \cdot C}=\text { function }\left(u^{\prime}\right),
\end{aligned}
$$

where for brevity the arguments are written above; viz. the numerator of the fraction is

$$
B\left(u+u^{\prime}\right) A\left(u-u^{\prime}\right)-A\left(u+u^{\prime}\right) B\left(u-u^{\prime}\right),
$$

and its denominator is

$$
C\left(u+u^{\prime}\right) D\left(u-u^{\prime}\right)+D\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right) .
$$

Admitting the form of the equation, the value of the function of $u^{\prime}$ is at once fomd by writing in the equation $u=0$; it is, as it ought to be, a function vanishing for $u^{\prime}=0$.
18. Take in this equation $u^{\prime}$ indefinitely small; each side divides by $u^{\prime}$, and the resulting equation is

$$
\begin{gathered}
A u B^{\prime} u-B u A^{\prime} u \\
C u D u
\end{gathered}=\text { const., }
$$

where $A^{\prime} u, B^{\prime} u$ are the derived functions, or differential coefficients in regard to $u$. It thus appears that the combination $A u B^{\prime} u-B u A^{\prime} u$ is a constant multiple of CuDu: or, what is the same thing, that the differential coeffieient of the quotientfunction $\frac{B u}{A u}$ is a constant multiple of the product of the two quotient-funetions $\frac{C u}{A u}$ and $\frac{D_{u}}{A u}$.
19. And then substituting for the several quotient-functions their values in terms of $x$, we obtain a differential relation between $x, u$; viz. the form hereof is

$$
d u=\frac{M d x}{\sqrt{a-x . b-x . c-x . d}-x},
$$

and it thus appears that the quotient-functions are in faet elliptic-funetions: the actual values as obtained in the sequel are

$$
\begin{aligned}
& \operatorname{sn} K u=-\frac{1}{\sqrt{k}} D u \div C u, \\
& \text { en } K u=\sqrt{\frac{k^{\prime}}{k}} B u \div C u, \\
& \vdots \\
& \operatorname{dn} K u=\sqrt{k^{\prime}} A u \div C u ;
\end{aligned}
$$

and we thus of course identify the functions $A u, B u, C u, D u$ with the $H$ and the $\Theta$ functions of Jacobi.
20. If in the above-mentioned four equations we write first $u=0$, and then $u^{\prime}=0$, and by means of the results eliminate from the original equations the quantities $X, Y, X^{\prime}, Y^{\prime}$ which occur therein, we obtain expressions for the four products such as $A\left(u+u u^{\prime}\right) A\left(u-u^{\prime}\right)$. One of these equations is

$$
C^{2} 0 . C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)=C^{\circ} u C^{2} u^{\prime}-D^{\circ} u D^{\circ} u^{\prime} .
$$

Taking herein $u^{\prime}$ indefinitely small, we obtain

$$
\frac{C u C^{\prime \prime \prime} u-\left(C^{\prime} u\right)^{2}}{C^{2} u}=\frac{C^{\prime \prime} 0}{C 0}-\left(\frac{D^{\prime} 0}{C 0}\right)^{2} \frac{D}{}^{2} \frac{u}{C^{2} u}
$$

where the left-hand side is in fact $\frac{d^{2}}{d u^{2}} \log C u$, or this second derived function of the theta-function $C u$ is given in terms of the quotient-function $\frac{D u}{C u}$ : hence, integrating twice and taking the exponential of each side, we obtain $C u$ as an exponential the argument of which contains the double integral $\iiint_{C^{e} u}^{D^{u} u}(d u)^{2}$, of a squared quotientfunction. This, in fact, corresponds to Jacobi's equation

$$
\Theta u=\sqrt{\frac{2 K k^{\prime}}{\pi} e^{1 u u^{2}\left(1-\frac{E}{K}\right)-k^{2}} \int_{0} d u \int_{0} d u \operatorname{sn}^{2} u} .
$$

21. From the same equation

$$
C^{2} 0 . C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)=C^{4} u C^{2} u^{\prime}-D^{2} u D^{2} u^{\prime}
$$

differentiating logarithmically in regard to $u^{\prime}$ and integrating in regard to $u$, we obtain an equation containing on the left-hand side a term $\log _{C}^{C\left(u-u u^{\prime}\right)}$, and on the righthand an integral in regard to $u$; this, in fact, corresponds to Jacobi's equation

$$
\begin{aligned}
{ }^{u} \Theta^{\prime} a b+\frac{1}{2} \log \frac{\Theta(u-a)}{\Theta(u+a)} & =\Pi(u, a) \\
& =\int_{0} \frac{k^{2} \operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn}^{2} u d u}{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u}
\end{aligned}
$$

22. It may further be noticed that if, in the equation in question and in the three other equations of the system, we introduce into the integral the variable $x$ in place of $u$, and the corresponding quantity $\xi$ in place of $u^{\prime}$, then the integral is that of an expression such as

$$
\frac{d x}{T \sqrt{a-x . b-x . c-x . d-x}},
$$

where $T$ is $=x-\xi$, or is $=$ any one of three forms such as

$$
\left|\begin{array}{ccc}
1, & a+\xi, & a \xi \\
1, & a+b, & a b \\
1, & c+d, & c d
\end{array}\right|
$$

c. x .

## Resume of the ulterior theory of the double functions.

23. The ulterior theory of the double functions is intended to be carried out on the like plan. As regards these, it is to be observed here that we have not only the 16 equations leading to linear relations between the squared functions, but that the remaining 240 equations lead also to linear relations between binary products of different functions. We have thus between the 16 functions a system of quadric relations, which in fact determine the ratios of the 16 functions in terms of two variable parameters $x, y$. (The 16 functions are thus the coordinates of a point on a quadri-quadric two-fold locus in 15 -dimensional space.) The forms depend upon six constants, $u, b, c, d, e, f$ : writing for shortness

$$
\begin{aligned}
& \sqrt{a}=\sqrt{a-x \cdot a-y}, \\
& \vdots \\
& \sqrt{a} b=\frac{1}{x-y}\{\sqrt{a-x \cdot b-x \cdot f-x \cdot c-y \cdot d-y \cdot e-y}+\sqrt{a-y \cdot b-y \cdot f-y \cdot c-x \cdot d-x \cdot e-x}\} \\
& \vdots
\end{aligned}
$$

(observe that in the symbols $\sqrt{a b}$ it is always $f$ that accompanies the two expressed letters $a, b-0 r$, what is the same thing, the duad $a b$ is really an abbreviation for the double triad $a b f . c d e$ ): then the 16 functions are proportional to properly determined constant multiples of

$$
\sqrt{a}, \sqrt{b}, \sqrt{c}, \sqrt{d}, \sqrt{e}, \sqrt{f}, \sqrt{a b}, \sqrt{a c}, \sqrt{a d}, \sqrt{a e}, \sqrt{b c}, \sqrt{\overline{b d}}, \sqrt{\overline{b e}}, \sqrt{c d}, \sqrt{c e}, \sqrt{d e}:
$$

and this suggests that the functions should be represented by the single and double letter notation $A(u, v), \ldots, A B(u, v), \ldots$; viz. if for shortness the arguments are omitted, then we have

$$
A, B, C, D, E, F, A B, A C, A D, A E, B C, B D, B E, C D, C E, D E,
$$

proportional to determinate constant multiples of the before-mentioned functions $\sqrt{a}, \ldots, \sqrt{a b}, \ldots$, of $x$ and $y$.
24. It is interesting to notiee why in the expressions for $\sqrt{\bar{a} b}$, \&c., the sign connecting the two radicals is + ; the effect of the interchange of $x, y$ is, in fact, to change $(u, v)$ into $(-u,-v)$; consequently to change the sign of the odd functions, and to leave unaltered those of the even functions: the interchange does in fact leave $\sqrt{a}, \& c$. , unaltered, while it changes $\sqrt{a b}$, \&c., into $-\sqrt{a b}$, \&c.; and thus, since only the ratios are attended to, there is a change of sign as there should be.
25. The equations of the product-theorem lead to expressions for

$$
\begin{gathered}
u+u^{\prime} u-u^{\prime} \\
A^{\prime} u+u^{\prime} \\
B-u^{\prime}
\end{gathered}
$$

where the arguments, written above, are used to denote the two arguments, viz. $u+u^{\prime}$ to denote $\left(u+u^{\prime}, v+v^{\prime}\right)$ and $u-u^{\prime}$ to denote $\left(u-u^{\prime}, v-v^{\prime}\right)$; and where the letters $A, B$ denote each or either of them a single or double letter. These expressions
are found in terms of the functions of ( $u, v$ ) and of ( $u^{\prime}, v^{\prime}$ ): in any such expression taking $u^{\prime}, v^{\prime}$ each of them indefinitely small, but with their ratio arbitrary, we obtain the value of

$$
\stackrel{n}{A} \cdot \stackrel{u}{\partial}-\stackrel{u}{B} \cdot \stackrel{u}{\partial}_{A}
$$

(viz. $u$ here stands for the two arguments ( $u, v$ ), and $\partial$ denotes total differentiation

$$
\left.\partial A=d u \frac{d}{d u} A(u, v)+d v \frac{d}{d v} A(u, v)\right)
$$

as a quadric function of the functions of $(u, v)$ : or dividing by $A^{2}$, the form is $\partial \frac{B}{A}$ equal to a function of the quotient-functions $\frac{B}{A}$, \&c., that is, we have the differentials of the quotient-functions in terms of the quotient-functions themselves. Substituting for the quotient-functions their values in terms of $x, y$, we should obtain the differential relations between $d x, d y, d u, d v$, viz. putting for shortness
and

$$
X=a-x . b-x . c-x . d-x . e-x . f-x,
$$

these are of the form

$$
Y=a-y \cdot b-y \cdot c-y \cdot d-y \cdot e-y \cdot f-y
$$

$$
\frac{d x}{\sqrt{X}}-\frac{d y}{\sqrt{Y}}, \frac{x d x}{\sqrt{\bar{X}}}-\frac{y d y}{\sqrt{\bar{Y}}}
$$

each of them equal to a linear function of $d u$ and $d v$ : so that the quotient-functions are in fact the 15 hyperelliptic functions belonging to the integrals $\int \frac{d x}{\sqrt{X}}, \int \frac{x}{\sqrt{X}}$; and there is thus an addition-theorem for them, in accordance with the theory of these integrals.
26. The first 16 equations of the product-theorem, putting therein first $u=0$, $v=0$, and then $u^{\prime}=0, v^{\prime}=0$, and using the results to eliminate the functions on the right-hand side, give expressions for
that is, they give $A\left(u+u^{\prime}, v+v^{\prime}\right) \cdot B\left(u-u^{\prime}, v-v^{\prime}\right)$, $\mathbb{\&}$ c., in terms of the functions of $(u, v)$ and ( $u^{\prime}, v^{\prime}$ ) : and we have thus an addition-with-subtraction theorem for the double theta-functions. And we have thence also consequences analogous to those which present themselves in the theory of the single functions.

## Remark as to notation.

27. I remark, as regards the single theta-functions, that the characteristics

$$
\binom{0}{0},\binom{1}{0},\binom{0}{1},\binom{1}{1},
$$

might for shortness be represented by a series of current numbers.

$$
0, \quad 1, \quad 2, \quad 3:
$$

and the functions be accordingly ealled $9_{0} u, 9_{1} u, 9_{2} u, 9_{3} u$; but that, instead of this, I prefer to use throughout the before-mentioned functional symbols

$$
A, \quad B, \quad C, \quad D .
$$

As regards the double functions, I do, however, denote the characteristics

$$
\begin{array}{llll|llll|llll|llll}
00 & 10 & 01 & 11 & 00 & 10 & 01 & 11 & 00 & 10 & 01 & 11 & 00 & 10 & 01 & 11 \\
00 & 00 & 00 & 00 & 10^{\prime} & 10^{\prime} & 10^{\prime} & 10 & 01 & 01 & 01 & 01 & 11 & 11, & 11 & 11
\end{array}
$$

by a series of current numbers

$$
0, \quad 1, \quad 2, \quad 3, \quad 4, \quad 5, \quad 6, \quad 7, \quad 8, \quad 9, \quad 10, \quad 11, \quad 12,13,14, \quad 15,
$$

and write the functions as $\mathscr{Y}_{0}, 9_{1}, \ldots, 9_{15}$ accordingly; and I use also, as and when it is convenient, the foregoing single and double letter notation $A, A B, \ldots$, which correspond to then in the order

$$
B D, C E, C D, B E, A C, C, A B, B, B C, D E, F, A, A D, D, E, A E .
$$

Moreover, I write down for the most part a single argument only: thus, $A\left(u+u^{\prime}\right)$ stands for $A\left(u+u^{\prime}, v+v^{\prime}\right), A(0)$ for $A(0,0):$ and so in other cases.

## SECOND PART.-THE SINGLE THETA-FUNCTIONS.

Notation, \&c.
28. Writing exp. $a=q$, and converting the exponentials into circular functions, we have, directly from the definition,

$$
\begin{aligned}
& 9_{0}^{0}(u)=9 u=A u=1+2 q \cos \pi u+2 q^{4} \cos 2 \pi u+2 q^{9} \cos 3 \pi u+\ldots, \\
& 9_{0}^{1}(u)=9_{1} u=B u=\quad 2 q^{\frac{7}{2}} \cos \frac{1}{2} \pi u+2 q^{\frac{9}{2}} \cos \frac{3}{2} \pi u+2 q^{\frac{2 \pi}{\frac{3}{2}} \cos \frac{5}{2} \pi u+\ldots,} \\
& 9_{1}^{0}(u)=9_{2} u=C u=1-2 q \cos \pi u+2 q^{4} \cos 2 \pi u-2 q^{9} \cos 3 \pi u+\ldots(=\Theta(\text { Ku }), \text { Jacobi }), \\
& 9_{1}^{1}(u)=9_{3} u=D u=-2 q^{\frac{1}{2}} \sin \frac{1}{2} \pi u+2 q^{\frac{2}{2}} \sin \frac{3}{2} \pi u-2 q^{\frac{2 \pi}{4}} \cos \frac{5}{2} \pi u+\ldots(=-\mathrm{H}(\text { Ku }), \text { Jacobi }),
\end{aligned}
$$

where $a$ is of the form $a=-\alpha+\beta i$, $\alpha$ being non-evanescent and positive: hence $q=\exp .(-\alpha+\beta i)=e^{-\alpha}(\cos \beta+i \sin \beta)$, where $e^{-a}$, the modulus of $q$, is positive and less than $1 ; \cos \beta$ may be either positive or negative, and $q^{\ddagger}$ is written to denote $\exp . \frac{1}{4}(-\alpha+\beta i)$, viz. this is $=e^{-\{a}\left\{\cos \frac{1}{4} \beta+i \sin \frac{1}{4} \beta\right\}$. But usually $\beta=0$, viz. $q$ is a real positive quantity less than 1 , and $q^{4}$ denotes the real fourth root of $q$.

I have given above the three notations but, as already mentioned, I propose to employ for the four functions the notation $A u, B u, C u, D u$ : it will be observed that $D u$ is an odd function, but that $A u, B u, C u$ are even functions, of $u$.

The constants of the theory.
29. We have

$$
\begin{aligned}
& A 0=1+2 q+2 q^{4}+2 q^{9}+\ldots \\
& B 0=2 q^{\frac{1}{4}}+2 q^{\frac{9}{4}}+2 q^{\frac{23}{2}}+\ldots \\
& C 0=1-2 q+2 q^{4}-2 q^{9}+\ldots \\
& D 0=0 \\
& D^{\prime} 0=-\pi\left\{q^{\frac{1}{4}}-3 q^{\frac{9}{2}}+5 q^{\frac{35}{5}}-\ldots\right\}
\end{aligned}
$$

If, as definitions of $k, k^{\prime}, K$, we assume

$$
k=\frac{B^{2} 0}{A^{2} 0}, \quad k^{\prime}=\frac{C^{2} 0}{A^{2} 0}, \quad K=-\frac{A 0}{B 0} \cdot D^{\prime} 0
$$

then we have

$$
\begin{aligned}
& k=4 \sqrt{ } q\left\{\begin{array}{l}
1+q^{2}+q^{6}+\ldots \\
1+2 q+2 q^{4}+\ldots
\end{array}\right\}^{2},=4 \sqrt{q}\left(1-4 q+14 q^{2}+\ldots\right), \\
& k^{\prime}=\quad\left\{\begin{array}{l}
1-2 q+2 q^{4}-\ldots \\
1+2 q+2 q^{4}+\ldots
\end{array}\right\}^{2},=1-8 q+32 q^{2}-96 q^{3}+\ldots, \\
& K=\frac{\pi\left(1+2 q+2 q^{6}+\ldots\right)\left(1-3 q^{2}+5 q^{B}-\ldots\right)}{2\left(1-2 q+2 q^{4}-\ldots\right)\left(1+q^{2}+q^{6}+\ldots\right)},=\frac{1}{2} \pi\left(1+4 q+4 q^{2}+0 q^{3}+\ldots\right),
\end{aligned}
$$

where I have added the first few terms of the expansions of these quantities. We have identically

$$
k^{2}+k^{\prime 2}=1
$$

It will be convenient to write also, as the definition of $E$,

$$
K(K-E)=\frac{C^{\prime \prime} 0}{C 0}:
$$

we have then

$$
E=K-\frac{1}{K} C^{\prime \prime} 00,=\frac{1}{A 0 \cdot B 0 \cdot C 0 \cdot D^{\prime} 0}\left\{-A^{2} 0\left(D^{\prime} 0\right)^{2}+B^{2} 0 \cdot C 0 \cdot C^{\prime \prime} 0\right\} ;
$$

moreover,

$$
1-\frac{E}{\bar{K}}=\frac{1}{K^{2}} \cdot \frac{C^{\prime \prime} 0}{C 0},=\frac{2 \pi^{2}}{K^{2}} \cdot \frac{q-4 q^{3}+9 q^{9}-\ldots}{1-2 q+2 q^{4}+\ldots}
$$

giving

$$
\frac{E}{K}=\quad 1-8 q+48 q^{2}-224 q^{3}+\ldots
$$

and thence

$$
E=\frac{1}{2} \pi\left\{1-4 q+20 q^{2}-64 q^{3}+\ldots\right\}
$$

30. Other formulæ are

$$
\begin{aligned}
& k=4 \sqrt{ }-\left\{\frac{1+q^{2} \cdot 1+q^{4} \cdots}{1+q \cdot 1+q^{3} \cdots}\right\}^{4}, \\
& k^{\prime}=\left\{\begin{array}{l}
1-q \cdot 1-q^{3} \cdots \\
1+q \cdot 1+q^{3} \cdots
\end{array}\right\}^{4}, \\
& K=\frac{1}{2} \pi\left\{\frac{1+q \cdot 1+q^{3} \cdots 1-q^{2} \cdot 1-q^{4} \cdots}{1-q \cdot 1-q^{3} \cdots 1+q^{2} \cdot 1+q^{4} \cdots}\right\}^{2} .
\end{aligned}
$$

31. Jacobi's definition of $q$ is from a different point of view altogether, viz. we have $q=\exp .-\frac{\pi K^{\prime}}{K}$, where

$$
K=\int_{0}^{2} \frac{d \phi}{\sqrt{1-k^{2} \sin ^{2} \phi}}
$$

and $K^{\prime}$ is the like function of $k^{\prime}$; the equation gives $\log q=-\frac{\pi K^{\prime}}{K}$, viz. we have

$$
K^{\prime}=-\frac{K}{\pi} \log q
$$

and, regarding herein $K$ as a given function of $q$, this equation gives $K^{\prime}$ as a function of $q$.

## The product-theorem.

32. The product-theorem is

$$
\begin{aligned}
& 9\binom{\alpha}{\gamma}\left(u+u^{\prime}\right) \cdot 9\binom{\alpha^{\prime}}{\gamma^{\prime}}\left(u-u^{\prime}\right) \\
& \quad=\Theta\binom{\frac{1}{2}\left(\alpha+\alpha^{\prime}\right)}{\gamma+\gamma^{\prime}} 2 u \cdot \Theta\binom{\frac{1}{2}\left(\alpha-\alpha^{\prime}\right)}{\gamma-\gamma^{\prime}} 2 u^{\prime}+\Theta\binom{\frac{1}{2}\left(\alpha+\alpha^{\prime}\right)+1}{\gamma+\gamma^{\prime}} 2 u \cdot \Theta\binom{\frac{1}{2}\left(\alpha-\alpha^{\prime}\right)+1}{\gamma-\gamma^{\prime}} 2 u^{\prime} .
\end{aligned}
$$

Here giving to $\begin{aligned} & \alpha \\ & \gamma^{\prime} \\ & \alpha^{\prime} \\ & \gamma^{\prime}\end{aligned}$ their different values, and introducing unaccented and accented capitals to denote the functions of $2 u$ and $2 u^{\prime}$ respectively, the 16 equations are
$A . A \quad 9_{0}^{0} u+u^{\prime} 9_{0}^{0} u-u^{\prime}=\quad X X^{\prime}+Y Y^{\prime}$, (square-set)
$B . B \quad 9_{0}^{1}, \quad 9_{0}^{1}, \quad=Y X^{\prime}+X Y^{\prime}$,
C.C $\quad 9_{1}^{0}, 9_{1}^{0}, \quad=X X^{\prime}-Y Y^{\prime}$,
D. D $\quad 9_{1}^{1} \quad " 9_{1}^{1} \quad "=-Y X^{\prime}+X Y^{\prime} ;$
C. A $\quad 9_{1}^{0} u+u^{\prime} \mathcal{S}_{0}^{0} u-u^{\prime}=X_{,} X_{\prime}^{\prime}+Y_{,} Y_{\prime}^{\prime}, \quad$ (first product-set)

$D . B \quad \mathscr{Y}_{1}^{1} n 9_{0}^{1} n=Y_{i} X_{\prime}^{\prime}+X_{i} Y_{\prime}^{\prime}$,
$B \cdot D \quad 9_{0}^{1} \quad n \quad 9_{1}^{1} \Rightarrow=Y_{1} X_{1}^{\prime}-X_{1} Y_{1}^{\prime} ;$

$$
\begin{aligned}
& B . A \quad 9_{0}^{1} u+u^{\prime} 9_{0}^{0} u-u^{\prime}=\quad ' P P^{\prime}+Q Q ' \text {, (second product-set) } \\
& A \cdot B \quad 9_{0}^{0}, 9_{0}^{1} \Rightarrow=P Q^{\prime}+Q P^{\prime}, \\
& D . C \quad 9_{1}^{1}, 9_{1}^{0} "=. i P P^{\prime}-i Q Q^{\prime}, \\
& C . D \quad 9_{1}^{0} \Rightarrow 9_{1}^{1} \Rightarrow=i P Q^{\prime}-i Q P^{\prime} ; \\
& D . A \quad 9_{1}^{1} u+u^{\prime} \mathscr{S}_{0}^{0} u-u^{\prime}=\quad P_{1} P_{\prime}^{\prime}+Q, Q_{\prime}^{\prime} \text {, (third product-set) } \\
& A . D \quad 9_{0}^{0}, \quad 9_{1}^{1} \Rightarrow=i P, Q_{1}^{\prime}-i Q_{1} P_{\prime}^{\prime},
\end{aligned}
$$

$$
\begin{aligned}
& C . B \quad 9_{1}^{0} \quad " 9_{0}^{1} \quad "_{!}=P, Q_{1}^{\prime}+Q_{1} P_{\prime}^{\prime} .
\end{aligned}
$$

33. Here, and subsequently, we have

$$
\begin{array}{ccc|cccc}
\Theta_{0}^{0}, \Theta_{0}^{1}, \Theta_{1}^{0}, \Theta_{1}^{1}(2 u)=X, Y, X, Y, & \Theta_{0}^{\frac{1}{2}}, \Theta_{0}^{\frac{3}{2}}, \Theta_{1}^{\frac{1}{2}}, \Theta_{1}^{\frac{3}{2}}(2 u)=P, Q, P_{\prime}, Q_{\prime}, \\
" & " & " & "\left(2 u^{\prime}\right)=X^{\prime}, Y^{\prime}, X_{\prime}^{\prime}, Y_{\prime}^{\prime} & " & " & " \\
" & "\left(2 u^{\prime}\right)=P^{\prime}, Q^{\prime}, P_{\prime}^{\prime}, Q_{\prime}^{\prime}, \\
" & " & "(0)=\alpha, \beta, \alpha, \beta, & " & " & "(0)=p, q, p_{\prime}, q_{\prime}
\end{array}
$$

viz. we use also $\alpha, \beta, \alpha, \beta$, and $p, q, p, q$, to denote the zero-functions; $\beta$, is $=0$, but we use $\beta^{\prime}$, to denote the zero-value of $\frac{d}{d l} Y_{l}$.
34. In order to obtain the foregoing relations, it is necessary to observe that

$$
\Theta_{\gamma}^{\alpha+2}=\Theta_{\gamma}^{\alpha}
$$

by which the upper character is always reduced to 0,1 , $\frac{1}{2}$ or $\frac{3}{2}$; and that, for reducing the lower character, we have

$$
\begin{gathered}
\Theta_{\gamma+2}^{0}=\Theta_{\gamma}^{0} ; \Theta_{\gamma+2}^{1}=-\Theta_{\gamma}^{1} ; \\
\Theta_{\gamma+2}^{\frac{1}{2}}=i \Theta_{\gamma}^{\frac{1}{2}}, \Theta_{\gamma-2}^{\frac{1}{2}}=-i \Theta_{\gamma}^{\frac{1}{2}} ; \Theta_{\gamma+2}^{\frac{3}{2}}=-i \Theta_{\gamma}^{\frac{3}{2}}, \Theta_{\gamma-2}^{\frac{3}{2}}=i \Theta_{\gamma}^{\frac{3}{2}} ;
\end{gathered}
$$

by means of which the lower character is always reduced to 0 or 1: in all these formulæ the argument is arbitrary, and it is thus $=2 u$, or $2 u^{\prime}$ as the case requires. The formulæ are obtained without difficulty directly from the definition of the functions $\Theta$.
35. As an instance, taking $\begin{aligned} & \alpha \\ & \gamma^{\prime} \\ & a^{\prime} \\ & \gamma^{\prime}\end{aligned}=1,1$, the product-equation is

$$
\begin{aligned}
9_{1}^{1}\left(u+u^{\prime}\right) \cdot \Theta_{1}^{0}\left(u-u^{\prime}\right) & =\Theta_{2}^{\frac{1}{2}}(2 u) \cdot \Theta_{0}^{\frac{1}{2}}\left(2 u^{\prime}\right)+\Theta_{2}^{\frac{3}{2}}(2 u) \cdot \Theta_{0}^{\frac{3}{2}}\left(2 u^{\prime}\right), \\
& =i \Theta_{0}^{\frac{1}{2}}(2 u) \cdot \Theta_{0}^{\frac{1}{2}}\left(2 u^{\prime}\right)-i \Theta_{0}^{\frac{3}{2}}(2 u) \cdot \Theta_{0}^{\frac{3}{2}}\left(2 u^{\prime}\right), \\
& =i P \cdot P^{\prime} \quad-i Q \cdot Q^{\prime},
\end{aligned}
$$

which agrees with the before-given value.
36. The following values are not actually required: but I give them to fix the ideas and to show the meaning of the quantities with which we work.

$$
\begin{aligned}
& u=0 \\
& X=\Theta_{0}^{0}(2 u)=1+2 q^{2} \cos 2 \pi u+2 q^{8} \cos 4 \pi u+\ldots, \quad \alpha=1 \quad+2 q^{2}+2 q^{3}+\ldots, \\
& Y=\Theta_{0}^{1}(2 u)=\quad 2 q^{\frac{1}{2}} \cos \pi u+2 q^{\frac{1}{2}} \cos 3 \pi u+\ldots, \quad \beta=\quad 2 q^{\frac{1}{2}}+2 q^{\frac{9}{2}}+\ldots, \\
& X_{\iota}=\Theta_{1}^{0}(2 u)=1-2 q^{2} \cos 2 \pi u+2 q^{8} \cos 4 \pi u-\ldots, \quad x_{6}=1-2 q^{2}+2 q^{8}-\ldots, \\
& Y_{\iota}=\Theta_{1}^{1}(2 u)=-2 q^{\frac{1}{2}} \sin \pi u+2 q^{\frac{\rho}{2}} \sin 3 \pi u-\ldots, \quad \beta_{\prime}^{\prime}=2 \pi\left(-q^{\frac{1}{2}}+3 q^{\frac{\pi}{2}}-\ldots\right) \\
& =\frac{d}{d u} Y \text {, for } u=0 \text {. } \\
& P=\Theta_{0}^{\frac{1}{2}}(2 u)=q^{\frac{1}{5}}\left(\cos \frac{1}{2} \pi u+i \sin \frac{1}{2} \pi u\right)+q^{\frac{2}{5}}\left(\cos \frac{3}{2} \pi u-i \sin \frac{3}{2} \pi u\right) \\
& +q^{\frac{28}{8}}\left(\cos \frac{5}{2} \pi u+i \sin \frac{5}{2} \pi u\right)+\ldots, \\
& Q=\Theta_{0}^{\frac{\frac{3}{2}}{2}}(2 u)=q^{\frac{1}{3}}\left(\cos \frac{1}{2} \pi u-i \sin \frac{1}{2} \pi u\right)+q^{\frac{2}{2}}\left(\cos \frac{3}{2} \pi u+i \sin \frac{3}{2} \pi u\right) \\
& +q^{\frac{25}{3}}\left(\cos \frac{5}{2} \pi u-i \sin \frac{5}{2} \pi u\right)+\ldots, \\
& P_{l}=\Theta{ }_{1}^{\frac{1}{2}}(2 u)=\frac{1+i}{\sqrt{2}}\left\{q^{\frac{1}{3}}\left(\cos \frac{1}{2} \pi u+i \sin \frac{1}{2} \pi u\right)-q^{\frac{3}{8}}\left(\cos \frac{3}{2} \pi u-i \sin \frac{3}{2} \pi u\right)\right. \\
& \left.-q^{\frac{28}{8}}\left(\cos \frac{5}{2} \pi u+i \sin \frac{5}{2} \pi u\right)+\ldots\right\}, \\
& Q_{1}=\Theta{ }_{1}^{\frac{3}{2}}(2 u)=\frac{1-i}{\sqrt{2}}\left\{q^{\frac{1}{3}}\left(\cos \frac{1}{2} \pi u-i \sin \frac{1}{2} \pi u\right)-q^{\frac{3}{3}}\left(\cos \frac{3}{2} \pi u+i \sin \frac{3}{2} \pi u\right)\right. \\
& \left.-q^{\frac{2 \pi}{3}}\left(\cos \frac{5}{2} \pi u-i \sin \frac{5}{2} \pi u\right)+\ldots\right\} ;
\end{aligned}
$$

and therefore also

$$
\begin{aligned}
& p=q=q^{\frac{1}{3}}+q^{\frac{q}{\theta}}+q^{28}+\ldots \ldots,
\end{aligned}
$$

The square set, $u^{\prime}=0$; and $x$-formulce.
37. We use the square-set, in the first instance by writing therein $u^{\prime}=0$; the equations become

$$
\begin{aligned}
& A^{2} u=\alpha X+\beta Y,=\omega^{2} \mathfrak{V}(a-x), \\
& B^{2} u=\beta X+\alpha Y,=\omega^{2} \mathfrak{B}(b-x), \\
& C^{2} u=\alpha X-\beta Y,=\omega^{2}(\mathbb{C}(c-x), \\
& D^{2} u=\beta X-\alpha Y,=\omega^{2} \mathfrak{D}(d-x),
\end{aligned}
$$

viz. the equations without their last members show that there exist functions $\omega^{2}$ and $x \omega^{2}$, linear functions of $X$ and $Y$, such that $\mathfrak{A}, \mathfrak{B}, \mathfrak{G}, \mathfrak{D}, \mathfrak{A} a, \mathfrak{B} b, \mathfrak{C} c, \mathfrak{D} d$, being constants, the squared functions may be assumed equal to $\mathfrak{A l} a . \omega^{2}-\mathfrak{N} . \omega^{2} x$, \&c., that is, $\omega^{2} \mathfrak{A}(a-x)$, \&c., respectively: the squared functions are then proportional to the values $\mathfrak{A}(a-x)$, \&c.

To show the meaning of the factor $\omega^{2}$, observe that, from any two of the equations, for instance from the first and second, we have an equation without $\omega$,

$$
A^{2} u \div B^{2} u=\mathfrak{N}(a-x) \div \mathfrak{B}(b-x) ;
$$

and using this to determine $x$, and then substituting in $\omega^{2}=A^{2} u \div \mathfrak{V}(a-x)$, we find

$$
\omega^{2}=\frac{\mathfrak{B} A^{2} u-\mathfrak{P}\left(B^{2} u\right.}{(a-b) \mathfrak{P l} \mathfrak{B}^{2}},
$$

where the numerator is a function not in anywise more important than any other linear function of $A^{2} u$ and $B^{2} u$.
38. The function $D u$ vanishes for $u=0$, and we may assume that the corresponding value of $x$ is $=d$. Writing in the other equations $u=0$, they become

$$
\begin{aligned}
& A^{2} 0=\left(\alpha^{2}+\beta^{2}\right)=\omega_{0}^{2} 2((a-d), \\
& B^{2} 0=2 \alpha \beta=\omega_{0}^{2} \mathfrak{B}(b-d), \\
& C^{2} 0=\alpha^{2}-\beta^{2}=\omega_{0}^{2}(\zeta(c-d),
\end{aligned}
$$

where $\omega_{0}{ }^{2}$ is what $\omega^{2}$ becomes on writing therein $x=d$. It is convenient to omit altogether these factors $\omega^{2}$ and $\omega_{0}{ }^{2}$; it being understood that, without them, the equations denote not absolute equalities but only equalities of ratios: thus, without the $\omega_{0}{ }^{2}$, the last-mentioned equations would denote

$$
A^{2} 0: B^{2} 0: C^{2} 0=a^{2}+\beta^{2}: 2 \alpha \beta: a^{2}-\beta^{2},=\mathfrak{A}(a-d): \mathfrak{B}(b-d):(\mathbb{C}(c-d)
$$

The quantities $\mathfrak{N}, \mathfrak{B}, \mathfrak{G}, \mathfrak{D}$ only present themselves in the products $\mathfrak{A} \omega^{2}, \& c$., and their absolute magnitudes are therefore essentially indeterminate: but regarding $\omega^{2}$ as containing a constant factor of properly determined value, the absolute values of $\mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D}$ may be regarded as determinate, and this is accordingly done in the formule $\mathfrak{N}^{2}=-$ agh, \&c., which follow.
C. x .

## Relations between the constants.

39. The formula contain the differences of the quantities $a, b, c, d$; denoting these differences

$$
b-c, \quad c-a, \quad a-b, \quad a-d, \quad b-d, \quad c-d,
$$

in the usual manner by

$$
\mathrm{a}, \quad \mathrm{~b}, \quad \mathrm{e}, \quad \mathrm{f}, \quad \mathrm{~g}, \quad \mathrm{~h} \text {, }
$$

so that

$$
\begin{aligned}
\cdot-h+g-a & =0 \\
h \quad-f-b & =0 \\
-g+f \quad \cdot-c & =0 \\
a+b+c \quad . & =0
\end{aligned}
$$

and also

$$
a f+b g+c h \quad=0
$$

and then assuming the absolute value of one of the quantities $\mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D}$, we have the system of relations

$$
\begin{aligned}
& \mathfrak{N}^{2}=-\mathrm{agh}, \quad \mathfrak{B G a}=\mathfrak{N D f}, \quad \mathfrak{Q b c f}=-\mathfrak{B C D}, \quad \mathfrak{A B}(\mathcal{D}=\text { abcfgh }, \\
& \mathfrak{B}^{2}=\mathrm{bhf}, \quad \text { (6)b }=-\mathfrak{B D g}, \quad \mathfrak{B c a g}=\mathfrak{G M D}, \\
& \mathfrak{E}^{2}=\mathrm{cfg}, \quad \mathfrak{2 B c}=-\mathfrak{G D h}, \quad \text { Eabh }=\mathfrak{\Re B D}, \\
& \mathfrak{D}^{2}=-\mathrm{abc}, \quad \operatorname{Dfgh}=-\mathfrak{2 H C}, \\
& \mathrm{c}^{2} \mathfrak{B}^{2}+\mathrm{b}^{2} \mathfrak{C}^{2}-\mathrm{f}^{2} \mathfrak{D}^{2}=\mathrm{bcf}(\mathrm{af}+\mathrm{bg}+\mathrm{ch}),=0, \\
& -\mathrm{c}^{2} \mathfrak{U l}^{2} \quad .+\mathrm{a}^{2} \mathfrak{C}^{2}-\mathrm{g}^{2} \mathfrak{D}^{2}=\operatorname{cag}(\quad, \quad),=0 \text {, } \\
& -b^{2} \mathscr{A}^{2}+a^{2} \mathfrak{B}^{2} \quad . \quad-h^{2} \mathscr{D}^{2}=a b h(\quad, \quad),=0 \text {, } \\
& -f^{2} \mathfrak{l}^{2}+\mathrm{g}^{2} \mathfrak{B}^{2}+\mathrm{h}^{2} \mathbf{C}^{2} \quad .=\operatorname{fgh}(\quad, \quad),=0 \text {. }
\end{aligned}
$$

It is to be remarked that, taking $c, a, b, d$ in the order of decreasing magnitude, we have -a, b, c, f, g, h all positive; hence $\mathfrak{N}^{2}, \mathfrak{B}^{2}, \mathfrak{C}^{2}, \mathfrak{D}^{2}$ all real; and taking as we may do, $\mathfrak{D}$ negative, then $\mathfrak{A l}, \mathfrak{B}$, (S) may be taken positive; that is, we have $-\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{f}, \mathrm{g}, \mathrm{h}, \mathfrak{A l}, \mathfrak{B}, \mathfrak{C},-\mathfrak{D}$ all of them positive.
40. We have

$$
\begin{aligned}
& A^{2} 0=\alpha^{2}+\beta^{2}=\mathfrak{M} \mathrm{f}, \\
& B^{2} 0=2 \alpha \beta=\mathfrak{B g}, \\
& C^{2} 0=\alpha^{2}-\beta^{2}=\mathfrak{G} .
\end{aligned}
$$

The foregoing equations
give

$$
k=\begin{aligned}
& B^{2} 0 \\
& A^{2} 0
\end{aligned}, \quad k^{\prime}=\frac{C^{2} 0}{A^{2} 0},
$$

$$
k=\frac{\mathfrak{B g}}{\mathfrak{M} \mathrm{f}}, \quad k^{\prime}=\frac{\mathfrak{F} \mathrm{h}}{\mathfrak{M} \mathrm{f}},
$$

and we thence have

$$
k^{2}=\frac{\mathrm{bg}}{-\mathrm{af}}, \quad k^{\prime 2}=\frac{\mathrm{ch}}{-\mathrm{af}},
$$

satisfying

$$
k^{2}+k^{\prime 2}=1 .
$$

41. Observe further that, substituting for $a, b, c, f, g, h$ their values, we have

$$
\begin{aligned}
& \mathfrak{A}^{2}=c-b . b-d . c-d,=c-d . d-b . b-c, \\
& \mathfrak{B}^{2}=c-a . c-d . a-d,=d-a . a-c . c-d \text {, } \\
& \mathrm{E}^{2}=a-b . a-d . b-d,=-a-b . b-d . d-a \text {, } \\
& \mathfrak{D}^{2}=c-b . c-a . a-b,=-b-c . c-a . a-b,
\end{aligned}
$$

where in the first set of values all the differences are positive, but in the second set of values, we take the triads of $a b c d$, in the cyclical order $b c d, c d a, d a b, a b c$. There is in this last form an apparent want of symmetry as to the signs (viz. the order which might have been expected is +-+- ), but taking the order of the letters to be $\mathfrak{C}, \mathfrak{A}, \mathfrak{B}, \mathcal{D}$ and $c, a, b, d$, then the cyclical arrangement is

$$
\begin{aligned}
\mathfrak{C}^{2} & =-b-d \cdot d-a \cdot a-b, \\
\mathfrak{A}^{2} & =-d-c \cdot c-b \cdot b-d, \\
\mathfrak{B}^{2} & =-c-a \cdot a-d \cdot d-c, \\
\mathfrak{D}^{2} & =-a-b \cdot b-c \cdot c-a,
\end{aligned}
$$

where the four outside signs are all -. Observe that the triads of $a b c d$, and $a b d c$, are $b c d, \quad c d a, d a b, \quad a b c$,
and

$$
b d c, \quad d c a, \quad c a b, \quad a b d,
$$

where in the first and second columns the terms of the same column correspond to each other with a reversal of sign, whereas in the third and fourth columns the lower term of either column corresponds to the upper term of the other column, but without a reversal of sign.

The product-sets, $u \pm u^{\prime}$ : and $u^{\prime}$ indefinitely small, differential formule.
42. Coming now to the product-sets, these may be written

$$
\begin{aligned}
& \begin{array}{l}
u+u^{\prime} u-u^{\prime} u+u^{\prime} u-u^{\prime} \\
\frac{1}{2}\{C \cdot A+A \cdot C\}
\end{array}=X, X^{\prime}, \\
& "\{D \cdot B+B \cdot D\}=Y, X^{\prime}, \\
& \frac{1}{2}\{B \cdot A+A \cdot B\}=(P+Q)\left(I^{\prime}+Q^{\prime}\right) \\
& "\{D \cdot C+C \cdot D\}=i(P-Q)\left(P^{\prime}+Q^{\prime}\right), \\
& \prime \frac{1}{2}\{D \cdot A+A \cdot D\}=\left(P,-i Q_{,}\right)\left(P_{\prime}^{\prime}+i Q^{\prime}\right), \\
& "\{B \cdot C+C \cdot B\}=-i\left(P,-i Q_{\prime}\right)\left(P_{\prime}^{\prime}+i Q_{\prime}^{\prime}\right),
\end{aligned}
$$

43. We can from each set form two fractions (each of them a function of $u+u^{\prime}$ and $u-u^{\prime}$ ), which are equal to one and the same fumction of $u^{\prime}$ only: for instance, from the first set we have two fractions, each $\begin{gathered}Y_{\prime}^{\prime} \\ X^{\prime}\end{gathered}$ putting in such equation $u=0$, we obtain a new expression for the function of $u^{\prime}$ involving only the theta-functions $A u$, \&c., which new expression we may then substitute in the equations first obtained: we thus arrive at the six equations

$$
\begin{aligned}
& u+u^{\prime} u-u^{\prime} u+u^{\prime} u-u^{\prime} u+u^{\prime} u-u^{\prime} u+u^{\prime} u-u^{\prime} \\
& D \cdot A-A \cdot B \cdot D=D \cdot B \cdot D \cdot B \cdot D \cdot \frac{D u^{\prime} \cdot B u^{\prime}}{C u^{\prime} \cdot A u^{\prime}}, \\
& -B \cdot A-A \cdot B=\frac{D \cdot C-C \cdot D}{D \cdot C+\bar{C} \cdot D}=\frac{D u^{\prime} \cdot C u^{\prime}}{B \cdot A+A \cdot B}= \\
& B u^{\prime} \cdot A u^{\prime} \\
& -\frac{B \cdot C-C \cdot B}{D \cdot A+A \cdot \bar{D}}=\frac{D \cdot A-A \cdot D}{B \cdot C+C \cdot B}=\frac{D u^{\prime} \cdot A u^{\prime}}{B u^{\prime} \cdot C u^{\prime}},
\end{aligned}
$$

where observe that the expressions all vanish for $u^{\prime}=0$.
44. Taking herein $u^{\prime}$ indefinitely small, we obtain

$$
\begin{aligned}
& \frac{A u \cdot C^{\prime} u-C u \cdot A^{\prime} u}{B u \cdot D u}=\frac{B u \cdot D^{\prime} u-D u \cdot B^{\prime} u}{C u \cdot A u}=\frac{D^{\prime} 0 \cdot B 0}{C 0 \cdot A 0}=-K \frac{B^{2} 0}{A^{2} 0}, \\
&-\frac{A u \cdot B^{\prime} u-B u \cdot A^{\prime} u}{C u \cdot D u}=\frac{C u \cdot D^{\prime} u-D u \cdot C^{\prime} u}{A u \cdot B u}=\frac{D^{\prime} 0 \cdot C 0}{A 0 \cdot B 0}=-K \frac{C^{2} 0}{A^{2} 0}, \\
&-\frac{C^{\prime} u \cdot B^{\prime} u-B u \cdot C^{\prime} u}{A u \cdot D u}=\frac{A u \cdot D^{\prime} u-D u \cdot A^{\prime} u}{B u \cdot C u}=\frac{D^{\prime} 0 \cdot A 0}{B 0 \cdot C 0}=-K,
\end{aligned}
$$

where the last column is added in order to introduce $K$ in place of $D^{\prime} 0$.
45. These formulæ in effect give the derivatives of the quotient-functions in terms of quotient-functions: for instance, one of the equations is

$$
\frac{d}{d u} \frac{D_{u}}{A u}=-K \frac{B u}{A u} \cdot \frac{C u}{A u} ;
$$

substituting herein for the quotient-fractions their values in terms of $x$, this becomes

$$
\frac{d}{d u} \sqrt{\frac{d-x}{a-x}}=-K \sqrt{\frac{B(5}{\mathfrak{M}} \frac{\sqrt{b-x \cdot c-x}}{a-x}},=-K \sqrt{\frac{\mathrm{f}}{\mathrm{f}} \frac{\sqrt{b-x \cdot c-x}}{a-x}},
$$

or the left-hand being

$$
=\frac{-\frac{1}{2} \mathrm{f}}{(a-x)^{\frac{1}{d}} \sqrt{d-x}} \frac{d x}{d u},
$$

this is

$$
K d u=\frac{\frac{1}{2} \sqrt{\text { af }} \cdot d x}{\sqrt{a-x . b-x \cdot c-x \cdot d-x}},
$$

where on the right-hand side it would be better to write $\sqrt{-\mathrm{af}}$ in the numerator and $x-d$ in place of $d-x$ in the denominator.

## Comparison with Jacobi's formulce.

46. The comparison of the formulæ with Jacobi's formulæ gives

$$
\begin{aligned}
& \text { sn } K u=-\frac{1}{\sqrt{k}} D u \div C u,=\sqrt{\frac{\mathrm{a}}{\mathrm{~g}}} \sqrt{\frac{d-x}{c-x}}\left(\text { or better } \sqrt{\frac{-\mathrm{a}}{\mathrm{~g}}} \sqrt{\frac{x-d}{c-x}}\right), \\
& \text { cn } K u=\sqrt{\frac{k^{\prime}}{k}} B u \div C u,=\sqrt{\frac{\mathrm{h}}{\mathrm{~g}}} \sqrt{\frac{\overline{b-x}}{c-x}}, \\
& \text { dn } K u=\sqrt{k^{\prime}} A u \div C u,=\sqrt{\frac{\mathrm{h}}{\mathrm{f}}} \sqrt{\frac{a-x}{c-x}},
\end{aligned}
$$

where it will be recollected that

$$
k^{2}=\frac{\mathrm{bg}}{-\mathrm{af}}, \quad k^{\prime 2}=\frac{\mathrm{ch}}{-\mathrm{af} \mathrm{f}^{\prime}} .
$$

It may be remarked that we seek to determine everything in terms of $a, b, c, d$. The formula just written down, $k^{2}=\mathrm{bg} \div-\mathrm{af}$, gives $k$ in terms of these quantities; and $k, K$ being each given in terms of $q$, we have virtually $K$ as a function of $k$, that is, of $a, b, c, d$ : but it would not be easy from the expressions of $k, K$, each in terms of $q$, to deduce the actual expression

$$
K=\int_{0}^{\frac{\pi}{2}} \frac{d \phi}{\sqrt{1}-k^{2} \sin ^{2} \phi},
$$

of $K$ as a function of $k$.

$$
\text { The square-set, } u \pm u^{\prime} \text {. }
$$

47. Reverting to the square-set

$$
\begin{aligned}
& A\left(u+u^{\prime}\right) A\left(u-u^{\prime}\right)=X X^{\prime}+Y Y^{\prime}, \\
& B\left(u+u^{\prime}\right) B\left(u-u^{\prime}\right)=Y X^{\prime}+X Y^{\prime}, \\
& C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)=X X^{\prime}-Y Y^{\prime}, \\
& D\left(u+u^{\prime}\right) D\left(u-u^{\prime}\right)=-Y X^{\prime}+X Y^{\prime},
\end{aligned}
$$

if we first write herein $u^{\prime}=0$, and then $u=0$, using the results to determine the values of $X, Y, X^{\prime}, Y^{\prime}$ we find

$$
\begin{array}{rl|l}
\alpha C^{2} u-\beta D^{2} u & =\left(\alpha^{2}-\beta^{2}\right) X, & \alpha C^{2} u^{\prime}-\beta D^{2} u u^{\prime}=\left(\alpha^{2}-\beta^{3}\right) X^{\prime}, \\
\beta C^{2} u-\alpha D^{2} u=\quad " & Y, & \beta C^{2} u u^{\prime}-\alpha D^{2} u^{\prime}=" \quad Y^{\prime},
\end{array}
$$

and thence

$$
\begin{aligned}
\left(\alpha^{2}-\beta^{2}\right)^{2} X X^{\prime} & =\alpha^{2} \cdot C^{2} u C^{2} u^{\prime}+\beta^{2} . D^{2} u D^{2} u^{\prime}-\alpha \beta\left(C^{2} u D^{2} u^{\prime}+D^{2} u C^{2} u^{\prime}\right), \\
" Y Y^{\prime} & =\beta^{2} \quad \# \quad+\alpha^{2} \quad \Rightarrow \quad-\alpha \beta
\end{aligned}
$$

whence

$$
\begin{aligned}
& \left(\alpha^{2}-\beta^{2}\right)^{2}\left(X X^{\prime}+Y Y^{\prime}\right)=\left(\alpha^{2}+\beta^{2}\right)\left(C^{2} u C^{2} u^{\prime}+D^{2} u D^{2} u^{\prime}\right)-2 \alpha \beta\left(C^{2} u D^{2} u^{\prime}+D^{2} u C^{2} u u^{\prime}\right), \\
& \left(\alpha^{2}-\beta^{2}\right)\left(X X^{\prime}-Y Y^{\prime}\right)=\quad\left(C^{2} u C^{2} u^{\prime}-D^{2} u D^{2} u^{\prime}\right),
\end{aligned}
$$

where observe that, in taking the difference, the right-hand side becomes divisible by $a^{2}-\beta^{2}$, and therefore in the final result we have on the left-hand side the simple factor $\alpha^{3}-\beta^{2}$ instead of $\left(\alpha^{2}-\beta^{2}\right)^{2}$.

Similarly

$$
\begin{aligned}
\left(a^{2}-\beta^{2}\right) Y X^{\prime} & =\alpha \beta\left(C^{2} u C^{2} u^{\prime}+D^{2} u D^{2} u^{\prime}\right)-\alpha^{2} D^{2} u C^{2} u^{\prime}-\beta^{2} C^{2} u D^{2} u^{\prime}, \\
" \quad X Y^{\prime} & =\alpha \beta \quad \text { " } \quad \beta^{2} \quad, ~-a^{2},
\end{aligned}
$$

and thence

$$
\begin{aligned}
& \left(\alpha^{2}-\beta^{2}\right)^{2}\left(Y X^{\prime}+X Y^{\prime}\right)=2 \alpha \beta\left(C^{2} u C^{2} u^{\prime}+D^{2} u D^{2} u^{\prime}\right)-\left(\alpha^{2}+\beta^{2}\right)\left(C^{2} u D^{2} u^{\prime}+D^{2} u C^{2} u^{\prime}\right), \\
& \left(\alpha^{2}-\beta^{2}\right)\left(-Y X^{\prime}+X Y^{\prime}\right)=\quad D^{2} u C^{2} u^{\prime}-C^{2} u D^{2} u^{\prime} .
\end{aligned}
$$

48. Hence recollecting that

$$
\begin{aligned}
& A^{2} 0=\alpha^{2}+\beta^{2}, \\
& B^{2} 0=2 \alpha \beta, \\
& C^{2} 0=\alpha^{2}-\beta^{2},
\end{aligned}
$$

the original equations become

$$
\begin{aligned}
& C^{4} 0 \cdot A\left(u+u^{\prime}\right) A\left(u-u^{\prime}\right)=A^{2} 0\left(C^{2} u C^{2} u l^{\prime}+D^{2} u D^{2} u^{\prime}\right)-B^{2} 0\left(C^{2} u D^{2} u^{\prime}+D^{2} u C^{2} u^{\prime}\right), \\
& C^{4} 0 . B\left(u+u^{\prime}\right) B\left(u-u^{\prime}\right)=B^{2} 0\left(C^{2} u C^{2} u^{\prime}+D^{2} u D^{2} u^{\prime}\right)-A^{2} 0\left(C^{2} u D^{2} u^{\prime}+D^{2} u C^{\circ} u^{\prime}\right), \\
& C^{2} 0 . C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)=\quad C^{2} u C^{2} u^{\prime}-D^{\imath} u D^{2} u^{\prime}, \\
& C^{2} 0 . D\left(u+u^{\prime}\right) D\left(u-u^{\prime}\right)=\quad D^{2} u C^{2} u^{\prime}-C^{2} u D^{2} u u^{\prime} .
\end{aligned}
$$

49. It will be observed that the four products $A\left(u+u^{\prime}\right) A\left(u-u^{\prime}\right)$, \&c., are each of them expressed in terms of $C^{2} u, D^{e} u, C^{2} u^{\prime}, D^{2} u^{\prime}$. Since each of the squared functions $A^{2} u, B^{2} u, C^{2} u, D^{2} u$ is a linear function of any two of them, and the like as regards $A^{2} u^{\prime}, B^{2} u^{\prime}, C^{2} u^{\prime}, D^{2} u^{\prime}$, it is clear that in each equation we can on the right-hand side introduce any two at pleasure of the squared functions of $u$, and any two at pleasure of the squared functions of $u^{\prime}$. But all the forms so obtained are of course identical if, taking $x^{\prime}$ the same function of $u^{\prime}$ that $x$ is of $u$, we introduce on the right-hand side $x, x^{\prime}$ instead of $u, u^{\prime}$; and the values of $A\left(u+u^{\prime}\right) . A\left(u-u^{\prime}\right)$, \&c., are found to be equal to multiples of $\nabla, \nabla_{1}, \nabla_{2}, \nabla_{3}$, where
$\nabla=x-x^{\prime}, \quad \nabla_{1}=\left|\begin{array}{lll}1, & x+x^{\prime}, & x x^{\prime} \\ 1, & a+d, & a d \\ 1, & b+c, & b c\end{array}\right|, \quad \nabla_{2}=\left|\begin{array}{ccc}1, & x+x^{\prime}, & x x^{\prime} \\ 1, & b+d, & b d \\ 1, & c+a, & c a\end{array}\right|, \quad \nabla_{3}=\left|\begin{array}{ccc}1, & x+x^{\prime}, & x x^{\prime} \\ 1, & c+d, & c d \\ 1, & a+b, & a b\end{array}\right| \cdot$
50. In fact, from the equations
we have

$$
\begin{aligned}
\nabla & =\frac{1}{\mathrm{aBC}}\left(B^{2} u C^{2} u^{\prime}-C^{2} u B^{2} u^{\prime}\right), \quad=\frac{1}{\mathrm{~b} \mathfrak{C} \mathfrak{M}}\left(C^{2} u A^{2} u^{\prime}-A^{2} u C^{\imath} u^{\prime}\right), \quad=\frac{1}{\mathfrak{C A B}}\left(A^{2} u B^{2} u^{\prime}-B^{2} u A^{2} u^{\prime}\right), \\
& =\frac{1}{\mathrm{fMD}}\left(A^{\mathfrak{2}} u D^{2} u^{\prime}-D^{2} u A^{2} u^{\prime}\right), \quad=\frac{1}{\mathrm{gBD}}\left(B^{2} u D^{2} u^{\prime}-D^{2} u B^{2} u^{\prime}\right), \quad=\frac{1}{\mathrm{~h} \mathfrak{C D}}\left(C^{2} u D^{2} u^{\prime}-D^{2} u C^{2} u^{\prime}\right),
\end{aligned}
$$

where it will be recollected that

$$
\mathfrak{f} \mathfrak{A D}=\mathrm{a} \mathfrak{B}(5, \quad-\mathrm{g} \mathfrak{B} \mathfrak{D}=\mathrm{b} \mathfrak{G} \mathfrak{A}, \quad-\mathrm{h}(\mathfrak{D} \mathfrak{D}=\mathrm{c} \mathfrak{A} \mathfrak{B} .
$$

Moreover

$$
\begin{array}{ll}
(b-c) \nabla_{1}=-\left|\begin{array}{cc}
b-x . b-x^{\prime}, & c-x . c-x^{\prime} \\
b-a . b-d, & c-a . c-d
\end{array}\right|, & (a-d) \nabla_{1}=\left|\begin{array}{ll}
a-x . a-x^{\prime}, & d-x . d-x^{\prime} \\
a-b . a-c, & d-b . d-c
\end{array}\right|, \\
(c-a) \nabla_{2}=-\left|\begin{array}{ll}
c-x . c-x^{\prime}, & a-x . a-x^{\prime} \\
c-b . c-d, & a-b . a-d
\end{array}\right|, & (b-d) \nabla_{2}=\left|\begin{array}{ll}
b-x . b-x^{\prime}, & d-x . d-x^{\prime} \\
b-c . b-a, & d-c . d-a
\end{array}\right|, \\
(a-b) \nabla_{3}=-\left|\begin{array}{ll}
a-x . a-x^{\prime}, & b-x . b-x^{\prime} \\
a-c . a-d, & b-c . b-d
\end{array}\right|, \quad(c-d) \nabla_{3}=\left|\begin{array}{ll}
c-x . c-x^{\prime}, & d-x . d-x^{\prime} \\
c-a . c-b, & d-a . d-b
\end{array}\right|,
\end{array}
$$

or as these may be written

$$
\begin{aligned}
& \nabla_{1}=-\frac{1}{\mathrm{a}}\left\{\mathrm{bh} \cdot b-x \cdot b-x^{\prime} \cdot+\operatorname{cg} \cdot c-x \cdot c-x^{\prime}\right\},=\frac{1}{\mathrm{f}}\left\{\mathrm{gh} \cdot a-x \cdot a-x^{\prime} \cdot+\mathrm{bc} \cdot d-x \cdot d-x^{\prime}\right\}, \\
& \nabla_{2}=-\frac{1}{\mathrm{~b}}\left\{\mathrm{cf} \cdot c-x \cdot c-x^{\prime} \cdot+\mathrm{ah} \cdot a-x \cdot a-x^{\prime}\right\},=\frac{1}{\mathrm{~g}}\left\{\mathrm{hf} \cdot b-x \cdot b-x^{\prime} \cdot+\mathrm{ca} \cdot d-x \cdot d-x^{\prime}\right\}, \\
& \nabla_{3}=-\frac{1}{\mathrm{c}}\left\{\mathrm{ag} \cdot a-x \cdot a-x^{\prime} \cdot+\mathrm{bf} \cdot b-x \cdot b-x^{\prime}\right\}, \quad=\frac{1}{\mathrm{~h}}\left\{\mathrm{fg} \cdot \mathrm{c}-x \cdot \mathrm{c}-x^{\prime} \cdot+\mathrm{ab} \cdot d-x \cdot d-x^{\prime}\right\},
\end{aligned}
$$

that is,
or finally

$$
\begin{aligned}
& \nabla_{2}=-\frac{1}{\mathrm{~b}}\left\{\frac{\mathrm{cf}}{\mathfrak{C}^{2}} C^{2} u C^{2} u^{\prime}+\frac{\mathrm{ah}}{\mathfrak{M}^{2}} A^{2} u A^{2} u^{\prime}\right\},=\frac{1}{\mathrm{~g}}\left\{\frac{\mathrm{hf}}{\mathfrak{B}^{2}} B^{2} u B^{2} u^{\prime}+\frac{\mathrm{ca}}{\mathfrak{D}^{2}} D^{2} u D D^{2} u u^{\prime}\right\}, \\
& \nabla_{3}=-\frac{1}{c}\left\{\frac{\mathrm{ag}}{\mathfrak{M a}^{2}} A^{2} u A^{2} u^{\prime}+\frac{\mathrm{bf}}{\mathfrak{B}^{2}} B^{2} u B^{2} u^{\prime}\right\},=\frac{1}{\mathrm{~h}}\left\{\frac{\mathrm{fg}}{\mathfrak{C}^{2}} C^{2} u C^{2} u^{\prime}+\frac{\mathrm{ab}}{\mathfrak{D}^{2}} D^{2} u D^{2} u^{\prime}\right\},
\end{aligned}
$$

$$
\begin{aligned}
& \nabla_{1}=-\frac{1}{\mathrm{af}}\left(B^{2} u B^{2} u^{\prime}+C^{2} u C^{2} u^{\prime}\right),=-\frac{1}{\mathrm{af}}\left(A^{2} u A^{2} u^{\prime}+D^{2} u D^{2} u^{\prime}\right), \\
& \nabla_{2}=-\frac{1}{\mathrm{bg}}\left(\quad C^{2} u C^{2} u^{\prime}-A^{2} u A^{2} u^{\prime}\right),=\frac{1}{\mathrm{bg}}\left(B^{2} u B^{2} u^{\prime}-D^{2} u D^{2} u^{\prime}\right), \\
& \nabla_{3}=-\frac{1}{\mathrm{ch}}\left(-A^{2} u A^{2} u^{\prime}+B^{2} u B^{2} u^{\prime}\right),=\frac{1}{\mathrm{ch}}\left(C^{2} u C^{2} u^{\prime}-D^{2} u D^{2} u^{\prime}\right) .
\end{aligned}
$$

51. Hence $\nabla, \nabla_{1}, \nabla_{2}, \nabla_{3}$ denoting these functions of $x, x^{\prime}$ or of $u$, $u^{\prime}$, we have

$$
\begin{aligned}
A\left(u+u^{\prime}\right) A\left(u-u^{\prime}\right) & =\frac{\mathfrak{Y}}{\mathrm{gh}} \nabla_{1}, \\
B\left(u+u^{\prime}\right) B\left(u-u^{\prime}\right) & =\frac{\mathfrak{B}}{\mathrm{hf}} \nabla_{2}, \\
C^{\prime}\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right) & =\frac{\mathfrak{E}}{\mathrm{fg}} \nabla_{3}, \\
D\left(u+u^{\prime}\right) D\left(u-u^{\prime}\right) & =\mathfrak{D} \nabla .
\end{aligned}
$$

The square-set $u \pm u^{\prime}, u^{\prime}$ indefinitely small: differential formule of the second order.
52. I consider the original form

$$
C^{2} 0 C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)=C^{2} u C^{2} u^{\prime}-D^{2} u D^{2} u^{\prime},
$$

which is of course included in the last-mentioned equations.
Writing this in the form

$$
C^{2} 0 \frac{C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)}{C^{2} u}=C^{2} u^{\prime}-\frac{D^{2} u D^{2} u^{\prime}}{\bar{C}^{2} u},
$$

and takiug $u^{\prime}$ indefinitely small, whence

$$
\begin{aligned}
& C\left(u+u^{\prime}\right)=C u+u^{\prime} C^{\prime} u+\frac{1}{2} u^{\prime 2} C^{\prime \prime} u, \quad C u^{\prime}=C 0, \\
& C\left(u-u^{\prime}\right)=C u-u^{\prime} C^{\prime} u+\frac{1}{2} u^{\prime 2} C^{\prime \prime} u, \quad D u^{\prime}=u^{\prime} D^{\prime} 0, \\
& C\left(u+u^{\prime}\right) C\left(u-u^{\prime}\right)=C^{2} u+u^{2}\left\{C u C^{\prime \prime} u-\left(C^{\prime} u\right)^{2}\right\},
\end{aligned}
$$

the equation becomes
that is,

$$
C^{2} 0\left(1+u^{\prime 2}\left\{\frac{C^{\prime \prime} u}{C u}-\left(\frac{C^{\prime} u}{C u}\right)^{2}\right\}\right)=C^{2} 0+u^{\prime 2}\left\{C 0 C^{\prime \prime} 0-\left(D^{\prime} 0\right)^{2} \frac{D^{2} u}{C^{2} u}\right\},
$$

$$
\frac{C^{\prime \prime \prime} u}{C u}-\left(\frac{C^{\prime} u}{C u}\right)^{2}=\frac{C^{\prime \prime} 0}{C 0}-\left(\frac{D^{\prime} 0}{C 0}\right)^{2} \frac{D}{}_{C^{2} u}^{C^{2} u},
$$

viz. we have $\binom{d}{d u}^{2} \log C u$ expressed in terms of the quotient-function $\frac{D^{2} u}{C^{2} u}$, and consequently Cu given as an exponential, the argument of which depends on the double integral $\int d u \int d u \frac{D^{2} u}{C^{2} u}$.
53. To complete the result, I write the equation in the form

$$
\frac{d^{2}}{d u^{2}} \log C u=\frac{C^{\prime \prime} 0}{C 0}-\frac{1}{k}\left(\frac{D^{\prime} 0}{C 0}\right)^{2}+\frac{1}{k}\left(\frac{D^{\prime} 0}{C 0}\right)^{2}\left(1-k \frac{D^{2} u}{C^{2} u}\right) ;
$$

$\frac{D^{\prime} 0}{C 0}$ is $=-\sqrt{k} K$, and $\frac{C^{\prime \prime} 0}{C 0}$ is $=K(K-E)$; hence the equation is

$$
\frac{d^{2}}{d u^{2}} \log C u=K^{2}\left(1-\frac{E}{K}-k \frac{D^{2} u}{C^{2} u}\right), \quad=K^{2}\left(1-\frac{E}{K}-k^{2} \operatorname{sn}^{2} K u\right),
$$

or integrating twice, and observing that $\frac{d}{d u} \log C u$ and $\log C u$, for $u=0$, become $=0$ and $\log C 0$ respectively, we have

$$
\log C u=\log C 0+\frac{1}{2}\left(1-\frac{E}{K}\right) K^{2} u^{2}-k^{2} \int_{0} d u \int_{0} d u K^{2} \sin ^{2} K u
$$

which is in fact

$$
\log \Theta(K u)=\log C 0+\frac{1}{2}\left(1-\frac{E}{K}\right) K^{2} u^{2}-k^{2} \int_{0} d u \int_{0} d u K^{2} \operatorname{sn}^{2} K u,
$$

agreeing with Jacobi's formula

$$
\log \Theta u=\log \Theta 0+\frac{1}{2}\left(1-\frac{E}{K}\right) u^{2}-k^{2} \int_{0} d u \int_{0} d u \operatorname{sn}^{2} u .
$$

Elliptic integrals of the third hind.
54. We may write

$$
\begin{aligned}
& \frac{A\left(u+u^{\prime}\right) A\left(u-u^{\prime}\right)}{A^{2} u A^{2} u^{\prime}}=\frac{1}{\operatorname{Mgh}} \frac{\nabla_{1}}{a-x \cdot a-x^{\prime}}, \\
& \frac{B\left(u+u^{\prime}\right) B\left(u-u^{\prime}\right)}{B^{\prime} u B^{\prime} u^{\prime}}=\frac{1}{\mathfrak{B h f}} \overline{\nabla_{2}} \\
& \frac{C\left(u+u^{\prime}\right) C \cdot \overline{b-x^{\prime}}}{\left.C^{\prime} u C^{2} u^{\prime} u-u^{\prime}\right)}=\frac{1}{\operatorname{Cfg}} \frac{\nabla_{3}}{c-x \cdot c-x^{\prime}} \\
& \frac{D\left(u+u^{\prime}\right) D\left(u-u^{\prime}\right)}{D^{2} u D^{\prime 2} u^{\prime}}=\frac{1}{\mathfrak{D}} \frac{x-x^{\prime}}{d-x \cdot d-x^{\prime}} .
\end{aligned}
$$

We differentiate logarithmically in regard to $u^{\prime}$. Observing that

$$
K d u^{\prime}=\frac{\frac{1}{2} \sqrt{a \mathrm{af}} d x^{\prime}}{\sqrt{a-x^{\prime} \cdot b-x^{\prime} \cdot c-x^{\prime}} \cdot d-x^{\prime}}, \quad=\frac{\frac{1}{2} \sqrt{\mathrm{af}}}{\sqrt{X^{\prime}}} d x^{\prime},
$$

suppose, the first equation gives

$$
\frac{A^{\prime} u}{A u}+\frac{1}{2} \frac{A^{\prime}\left(u-u^{\prime}\right)}{A\left(u-u^{\prime}\right)}-\frac{1}{2} \frac{A^{\prime}\left(u+u^{\prime}\right)}{A\left(u+u^{\prime}\right)}=-\frac{K \sqrt{X^{\prime}}}{\sqrt{\mathrm{af}}} \frac{d}{d x^{\prime}} \log \frac{\nabla_{1}}{a-x^{\prime}},
$$

and if for a moment

$$
\nabla_{1},=\left|\begin{array}{lll}
1, & x+x^{\prime}, & x x^{\prime} \\
1, & a+d, & a d \\
1, & b+c, & b c
\end{array}\right|
$$

is put

$$
=P\left(a-x^{\prime}\right)+Q\left(d-x^{\prime}\right),
$$

then

$$
\frac{d}{d x^{\prime}} \log \frac{\nabla_{1}}{a-x^{\prime}},=\frac{d}{d x^{\prime}} \log \left(P+Q \frac{d-x^{\prime}}{a-x^{\prime}}\right) \text { is }=\frac{Q(d-a)}{\left(a-x^{\prime}\right) \nabla_{1}^{\prime}}=-\frac{Q \mathrm{f}}{\left(a-x^{\prime}\right) \nabla_{1}} .
$$

But, writing $x^{\prime}=a$, we have

$$
Q(d-a),=-Q \mathrm{f}=\left|\begin{array}{lll}
1, & a+x, & a x \\
1, & a+d, & a d
\end{array}\right|,=(a-b)(a-c)(d-x),=-\mathrm{bc}(d-x),
$$

that is,

$$
Q \mathrm{f}=-\mathrm{bc}(d-x),
$$

or

$$
\frac{d}{d x^{\prime}} \log \frac{\nabla_{1}}{a-x^{\prime}}=\frac{\mathrm{bc}(d-x)}{\left(a-x^{\prime}\right) \nabla_{1}}
$$

Hence the equation is

$$
2 \frac{A^{\prime}\left(u^{\prime}\right)}{A\left(u^{\prime}\right)}+\frac{A^{\prime}\left(u-u^{\prime}\right)}{A\left(u-u^{\prime}\right)}-\frac{A^{\prime}\left(u+u^{\prime}\right)}{A\left(u+u^{\prime}\right)}=\frac{2 k^{\prime} \mathrm{bc}}{\sqrt{a t}} \sqrt{X^{\prime}} \frac{d-x}{\left(u-x^{\prime}\right) \nabla_{1}} ;
$$

c. x .
and similarly

$$
\begin{aligned}
& 2 \frac{B^{\prime}\left(u^{\prime}\right)}{B\left(u^{\prime}\right)}+\frac{B^{\prime}\left(u-u^{\prime}\right)}{B\left(u-u^{\prime}\right)}-\frac{B^{\prime}\left(u+u^{\prime}\right)}{B\left(u+u^{\prime}\right)}=\frac{2 K \mathrm{ca}}{\sqrt{\mathrm{af}}} \sqrt{\bar{X}^{\prime}} \frac{d-x}{\left(b-x^{\prime}\right) \nabla_{2}}, \\
& 2 \frac{C^{\prime}\left(u^{\prime}\right)}{C\left(u^{\prime}\right)}+\frac{C^{\prime \prime}\left(u-u^{\prime}\right)}{C\left(u-u^{\prime}\right)}-\frac{C^{\prime \prime}\left(u+u^{\prime}\right)}{C\left(u+u^{\prime}\right)}=\frac{2 K \mathrm{ab}}{\sqrt{\mathrm{af}}} \sqrt{X^{\prime}} \frac{d-x}{\left(c-x^{\prime}\right) \nabla_{3}}, \\
& 2 \frac{D^{\prime}\left(u^{\prime}\right)}{D\left(u^{\prime}\right)}+\frac{D^{\prime}\left(u-u^{\prime}\right)}{D\left(u-u^{\prime}\right)}-\frac{D^{\prime}\left(u+u^{\prime}\right)}{D\left(u+u^{\prime}\right)}=\frac{2 K}{\sqrt{\mathrm{af}}} \sqrt{X^{\prime}} \frac{d-x}{\left(d-x^{\prime}\right)\left(x-x^{\prime}\right)} .
\end{aligned}
$$

55. Multiply each of these equations by $d u,=\frac{1}{2} \frac{\sqrt{\mathrm{af}}}{K} \frac{d x}{\sqrt{X}}$, and integrate. We have equations such as

$$
2 u \frac{A^{\prime}\left(u^{\prime}\right)}{A\left(u^{\prime}\right)}+\log \frac{A\left(u-u^{\prime}\right)}{A\left(u+u^{\prime}\right)}=\text { const. }+\frac{\mathrm{bc} \sqrt{X^{\prime}}}{\sqrt{\mathrm{af}\left(a-x^{\prime}\right)}} \int \frac{(d-x) d x}{\nabla_{1} \sqrt{ } X},
$$

showing how the integrals of the third kind

$$
\int \frac{(d-x) d x}{\nabla_{1} \sqrt{\bar{X}}}, \int \frac{(d-x) d x}{\nabla_{2} \sqrt{\bar{X}}}, \quad \int \frac{(d-x) d x}{\nabla_{3} \sqrt{\bar{X}}}, \quad \int \frac{(d-x) d x}{\left(x-x^{\prime}\right) \sqrt{X}}
$$

depend on the theta-functions.
If, instead, we work with the original equation

$$
C^{2} 0 \frac{C\left(u+u u^{\prime}\right) C\left(u-u^{\prime}\right)}{C^{2} u \cdot C^{2} u^{\prime}}=1-\frac{D^{2} u}{C^{2} u} \frac{D^{2} u^{\prime}}{C^{2} u^{\prime}},
$$

we find in the same way

$$
\begin{aligned}
2 \frac{C^{\prime}\left(u^{\prime}\right)}{C\left(u^{\prime}\right)}+\frac{C^{\prime}\left(u-u^{\prime}\right)}{C\left(u-u^{\prime}\right)}-\frac{C^{\prime}\left(u+u^{\prime}\right)}{C\left(u+u^{\prime}\right)} & =-\frac{d}{d u^{\prime}} \log \left(1-\frac{D^{2} u D^{2} u^{\prime}}{C^{2} u C^{2} u^{\prime}}\right), \\
& =-\frac{d}{d u^{\prime}} \log \left(1-k^{2} \mathrm{sn}^{2} K u \mathrm{sn}^{2} K u u^{\prime}\right), \\
& =\frac{2 k^{2} K \operatorname{sn} K u^{\prime} \operatorname{cn} K u^{\prime} d \mathrm{dn} K u^{\prime} \mathrm{sn}^{2} K u}{1-k^{2} \mathrm{sn}^{2} K u^{\prime} \mathrm{sn}^{2} K u} ;
\end{aligned}
$$

or, multiplying by $\frac{1}{2} d u$ and integrating, we have

$$
u \frac{C^{\prime \prime}\left(u^{\prime}\right)}{C\left(u^{\prime}\right)}+\frac{1}{2} \log \frac{C\left(u-u^{\prime}\right)}{C\left(u+u^{\prime}\right)}=\int \frac{k^{2} \operatorname{sn} K u^{\prime} \operatorname{cn} K u^{\prime} \operatorname{dn} K u^{\prime} \operatorname{sn}^{2} K u \cdot K d u}{1-h^{2} \operatorname{sul}^{2} K u^{\prime} \mathrm{sn}^{2} K u},
$$

which is in fact Jacobi's equation

$$
u \frac{\Theta^{\prime} a}{\Theta a}+\frac{1}{2} \log \frac{\Theta(u-a)}{\Theta(u+a)}=\int \frac{\operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn}^{2} u d u}{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u},=\Pi(u, a) .
$$

I do not effect the operation but consider the forms first obtained,

$$
A\left(u+u^{\prime}\right) A\left(u-u u^{\prime}\right)=\frac{\mathfrak{M}}{\mathrm{gh}} \nabla_{1}, \& \mathrm{c} .
$$

as the equivalent of Jacobi's last-mentioned equation.

## Addition-formule.

56. The addition-theorem for the quotient-functions is of course given by means of the theorem for the elliptic functions: but more elegantly by the formulæ relating to the form $d x \div \sqrt{a-x . b-x . c-x . d-x}$ obtained in my paper "On the Double 9 -Functions" (Crelle, t. Lxxxvi. (1879), pp. 74-81, [697]); viz. for the differential equation

$$
\frac{d x}{\sqrt{\bar{X}}}+\frac{d y}{\sqrt{Y}}-\frac{d z}{\sqrt{Z}}=0
$$

to obtain the particular integral which for $y=d$ reduces itself to $z=x$, we must, in the formulæ of the paper just referred to, interchange $a$ and $d$ : and writing for shortness $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}=a-x, b-x, c-x, d-x$, and similarly $\mathrm{a}_{6}, \mathrm{~b}_{\iota}, \mathrm{c}, \quad \mathrm{d}_{4}=a-y$, $b-y, c-y, d-y$, then when the interchange is made, the formulæ become

$$
\begin{aligned}
& \sqrt{\frac{d-z}{a-z}} \\
& =\frac{\sqrt{d-b . d-c}\{\sqrt{\mathrm{adb}, c}+\sqrt{\mathrm{a}, \mathrm{~d}, \mathrm{bc}}\}}{(b c, a d)}, \\
& =\frac{\sqrt{d-b . d-c . x-y}}{\sqrt{\mathrm{adb}, \mathrm{c},}-\sqrt{\mathrm{a}, \mathrm{~d}, \overline{\mathrm{~b}}}}, \\
& =\frac{\sqrt{d-b \cdot d-c}\{\sqrt{\mathrm{bdc}, \mathrm{a}},+\sqrt{\mathrm{b}, \mathrm{~d}, \mathrm{ca}}\}}{(d-c) \sqrt{\mathrm{aba}, \mathrm{~b}_{,}}-(b-a) \sqrt{\mathrm{cdc}, \mathrm{~d}}}, \\
& =\frac{\sqrt{d-b \cdot d-c}\left\{\sqrt{c d a_{c} b_{i}}+\sqrt{\mathrm{abc}, \mathrm{~d}}\right\}}{(d-b) \sqrt{\mathrm{ac} \mathrm{c}_{6} \mathrm{c}}-(c-a) \sqrt{\mathrm{bdb}},}, \\
& \sqrt{\frac{b-z}{a-z}} \\
& =\frac{\sqrt{\frac{d-b}{d-a}}\{(d-c) \sqrt{\mathrm{aba}, \mathrm{~b}}+(b-a) \sqrt{\mathrm{cdc}, \mathrm{~d}}\}}{(b c, a d)}, \\
& =\frac{\sqrt{\frac{d-b}{d-a}}\{\sqrt{b d a, c}-\sqrt{b, d, a c}\}}{\sqrt{a d b, c}-\sqrt{a_{t}, d, b c}}, \\
& =\frac{\sqrt{\frac{d-b}{d-a}}(a c, b d)}{(d-c) \sqrt{\mathrm{aba}, \mathrm{~b}}-(b-a) \sqrt{\mathrm{cdc}, \mathrm{~d}},}, \\
& =\frac{\sqrt{\frac{d-b}{d-a}}\left\{(d-a) \sqrt{b \mathrm{bcb}, c}+(b-c) \sqrt{\mathrm{aba}, \mathrm{~b}_{i}}\right\}}{(d-b) \sqrt{\mathrm{ac} \mathrm{a}_{1},}-(c-a) \sqrt{\mathrm{bdb}, \mathrm{~d}}}, \\
& \sqrt{\frac{c-z}{a-z}} \\
& =\frac{\sqrt{\frac{d-c}{\overline{d-a}}}\{(d-b) \sqrt{\text { cac,a}},(c-a) \sqrt{\mathrm{bdb}, \mathrm{~d}}\}}{(b c, a d)}, \\
& =\frac{\sqrt{\frac{d-c}{d-a}}\{\sqrt{c d a, b}-\sqrt{\mathrm{abc}, \mathrm{~d}}\}}{\sqrt{\mathrm{adb}, c}-\sqrt{\mathrm{a}, \mathrm{~d}, \mathrm{bc}}} \text {, } \\
& =\frac{\sqrt{\frac{d-c}{d-a}}\{(d-a) \sqrt{\mathrm{bcb}, c}-(b-c) \sqrt{\mathrm{ada},}\}}{(d-c) \sqrt{\mathrm{aba}, \mathrm{~b}}-(b-a) \sqrt{\text { cde, },}}, \\
& =\frac{\sqrt{\frac{d-c}{d-a}}(a b, c d)}{(d-b) \sqrt{\mathrm{aca}_{,} \mathrm{c}_{4}}-(c-a) \sqrt{\mathrm{bd} \mathrm{~b}_{4} \mathrm{~d}_{l}}} .
\end{aligned}
$$

57. In the foregoing formulæ, $(b c, u d),(a c, b d)$, and $(a b, c d)$ denote respectively

$$
\left|\begin{array}{lll}
1, & x+y, & x y \\
1, & b+c, & b c \\
1, & a+d, & a d
\end{array}\right|,\left|\begin{array}{lll}
1, & x+y, & x y \\
1, & c+a, & c a \\
1, & b+d, & b d
\end{array}\right|, \quad\left|\begin{array}{ccc}
1, & x+y, & x y \\
1, & a+b, & a b \\
1, & c+d, & c d
\end{array}\right|
$$

and substituting for $\mathfrak{H}, \mathfrak{B}, \mathfrak{G}, \mathcal{D}$ their values, and for $\mathrm{a}, \mathrm{b}$, \&c., writing again $a-x$, $b-x, \& c$., we have moreover

$$
\begin{aligned}
& A^{2}(u+v)=\sqrt{"} \quad(a-z), \\
& B^{2}(u+v)=\sqrt{"} \quad(b-z), \\
& C^{2}(u+v)=\sqrt{\prime} \quad(c-z), \\
& D^{2}(u+v)=\sqrt{\#}(d-z),
\end{aligned}
$$

the constant multipliers being of course the same in the three columns respectively. According to what precedes, the radical of the fourth line should be taken with the sign -. The functions ( $b c, a d$ ), \&c., contained in the formulæ, require a trausformation such as

$$
\left.\begin{aligned}
&(b-c)(b c, a d)= b-x . b-y, c-x . c-y \\
& b-a . b-d, \\
& c-a . c-d
\end{aligned} \right\rvert\,,
$$

in order to make them separately homogeneous in the differences $a-x, b-x, c-x$, $d-x$, and $a-y, b-y, c-y, d-y$, and therefore to make them expressible as linear functions of the squared functions $A^{2} u, \& c$., and $A^{2} v$, \&c., respectively: the formulx then give the quotient-functions $A(u+v) \div D(u+v)$, \&c., in terms of the quotient-functions of $u$ and $v$ respectively.

## Doubly infinite product-forms.

58. The functions $A u, B u, C u, D u$ may be expressed each as a doubly infinite product. Writing for shortness

$$
\begin{aligned}
& m \quad+\quad n \cdot \frac{a}{\pi i}=(m, n), \\
& m+1+\quad n \cdot \frac{a}{\pi i}=(\bar{m}, n), \\
& m \quad+(n+1) \frac{a}{\pi i}=(m, \bar{n}), \\
& m+1+(n+1) \frac{a}{\pi i}=(\bar{m}, \bar{n}),
\end{aligned}
$$

then the formulæ are

$$
\begin{aligned}
& A u=A 0 . \quad \Pi \Pi\left\{1+\frac{u}{(\bar{m}, \bar{n})}\right\}, \\
& B u=B 0 . \quad \Pi \Pi\left\{1+\frac{u}{(\bar{m}, n)}\right\}, \\
& C u=C 0 . \quad \Pi \Pi\left\{1+\frac{u}{(m, \bar{u})}\right\}, \\
& D u=D^{\prime} 0 . u \Pi \Pi\left\{1+\frac{u}{(m, n)}\right\},
\end{aligned}
$$

where in all the formulæ, $m$ and $n$ denote even integers having all values whatever, zero included, from $-\infty$ to $+\infty$; only in the formula for $D u$, the term for which $m$ and $n$ are simultaneously $=0$, is to be omitted.
59. But a further definition in regard to the limits is required: first, we assume that $m$ has the corresponding positive and negative values, and similarly that $n$ has corresponding positive and negative values*; or say, in the four formulæ respectively, we consider $m, n$ as extending

$$
\begin{aligned}
& m \text { from }-\mu \text { to } \mu+2, n \text { from }-\nu \text { to } \nu+2 \text {, } \\
& \text {,. " }-\mu, \mu+2, ",-\nu, \nu, \\
& \text { " " }-\mu, \mu \text {, " } \quad-\nu, \nu+2 \text {, } \\
& \text { " " }-\mu, \mu \text {, " }-\nu, \nu,
\end{aligned}
$$

where $\mu$ and $\nu$ are each of them ultimately infinite. But, secondly, it is necessary that $\mu$ should be indefinitely larger than $\mu$, or say that ultimately $\frac{\nu}{\mu}=0$.
60. In fact, transforming the $q$-series into products as in the Furdamenta Nova, and neglecting for the moment mere constant factors, we have

$$
\begin{aligned}
& A u=\quad\left(1+2 q \cos \pi u+q^{2}\right)\left(1+2 q^{3} \cos \pi u+q^{8}\right) \ldots, \\
& B u=\cos \frac{1}{2} \pi u\left(1+2 q^{2} \cos \pi u+q^{4}\right)\left(1+2 q^{4} \cos \pi u+q^{8}\right) \ldots, \\
& C u= \\
& D u=\sin \frac{1}{2} \pi u\left(1-2 q \cos \pi u+q^{2}\right)\left(1-2 q^{2} \cos \pi u+q^{4}\right)\left(1-2 q^{4} \cos \pi u+q^{6}\right) \ldots, \\
& \left.C^{8}\right) \ldots,
\end{aligned}
$$

and writing for a moment $a=\frac{a}{\pi i}$ and therefore $q^{\frac{1}{2}}+q^{-\frac{1}{2}}=e^{\frac{3 \pi a i}{}}+e^{-\frac{2}{2} \pi a i},=2 \cos \frac{1}{2} \pi \alpha, \& \mathrm{c}$., each of these expressions is readily converted into a singly infinite product of sines or cosines

$$
\begin{aligned}
A u & =\Pi \cdot \cos \frac{1}{2} \pi(u+\bar{n} \alpha), \\
B u & =\Pi \cdot \cos \frac{1}{2} \pi(u+n \mathbf{\alpha}), \\
C^{\prime} u & =\Pi \cdot \sin \frac{1}{2} \pi(u+\bar{n} \alpha), \\
D u & =\Pi \cdot \sin \frac{1}{2} \pi(u+n \mathbf{\alpha}),
\end{aligned}
$$

[^11]where $\bar{n}$ is written to denote $n+1$, and $n$ has all positive or negative even values (zero included) from $-\infty$ to $+\infty$, or more accurately from $-\nu$ to $\nu$, if $\nu$ is ultimately infinite.
61. The sines and cosines are converted into infinite products by the ordinary formulæ, which neglecting constant factors may conveniently be written
$$
\sin \frac{1}{2} \pi u=\Pi(u+m), \quad \cos \frac{1}{2} \pi u=\Pi(u+\bar{m}),
$$
where $\bar{m}$ is written to denote $m+1$, and $m$ has all positive or negative even values (zero included) from $-\infty$ to $+\infty$, or more accurately from $-\mu$ to $\mu$, if $\mu$ be ultimately infinite. But in applying these formulæ to the case of a function such as
$$
\sin \frac{1}{2} \pi(u+n \alpha)
$$
it is assumed that the limiting values $\mu,-\mu$ of $m$ are indefinitely large in regard to $u+n \alpha$; and therefore, since $n$ may approach to its limiting value $\pm \nu$, it is necessary that $\mu$ should be indefinitely large in comparison with $\nu$, or that $\frac{\nu}{\mu}=0$.
62. It is on account of this unsymmetry as to the limits $\frac{\nu}{\mu}=0, \frac{\mu}{\nu}=\infty$, that we have 1 as a quarter-period, $\frac{a}{\pi i}$ only as a quarter-quasi-period of the single thetafunctions.

## The transformation $q$ to $r, \log q \log r=\pi^{2}$.

63. In general, if we consider the ratio of two such infinite products, where for the first the limits are $( \pm \mu, \pm \nu)$, and for the second they are $\left( \pm \mu^{\prime}, \pm \nu^{\prime}\right)$, and where for convenience we take $\mu>\mu^{\prime}, \nu>\nu^{\prime}$, then the quotient, say $[\mu, \nu] \div\left[\mu^{\prime}, \nu^{\prime}\right]$ is $=\exp .\left(M u^{2}\right)$, where

$$
M=-\frac{1}{8} \iint \frac{d m d n}{(m, n)^{2}}
$$

taken over the area included between the two rectangles. We have

$$
(m, n)=m+\frac{a}{\pi i} n,=m+i \theta n
$$

suppose, where ( $a$ being negative) $\theta=-\frac{a}{\pi}$ is positive: the integral is

$$
\begin{aligned}
\iint_{(m+i \theta n)^{2}} \frac{d m d n}{(m+} & =\int d m \cdot-\frac{1}{i \theta}\left(\frac{1}{m+i \theta n}\right)_{-v}^{v}, \\
& =\frac{1}{i \theta} \int d m\left(\frac{1}{m-i \theta \nu}-\frac{1}{m+i \theta \nu}\right), \\
& =\frac{1}{i \theta} \log \frac{m-i \theta \nu}{m+i \theta \nu}
\end{aligned}
$$

or finally between the proper limits the value is

$$
=\frac{2}{i \theta}\left\{\log \left(\frac{\mu-i \theta \nu}{\mu+i \theta \nu}\right)-\log \left(\frac{\mu^{\prime}-i \theta \nu^{\prime}}{\mu^{\prime}+i \theta \nu^{\prime}}\right)\right\},
$$

where the logarithms are

$$
\log (\mu-i \theta \nu)=\log \sqrt{\mu^{2}+\nu^{2}}-i \tan ^{-1} \frac{\theta \nu}{\mu}, \& \mathrm{c}
$$

and the $\tan ^{-1}$ denotes always an arc between the limits $-\frac{1}{2} \pi$, $+\frac{1}{2} \pi$. Hence, if $\frac{\mu}{\nu}=\infty, \frac{\mu^{\prime}}{\nu^{\prime}}=0$, the value is

$$
\frac{2}{i \theta}\left(-0 i-0 i+\frac{1}{2} \pi i+\frac{1}{2} \pi i\right)=\frac{2 \pi}{\theta},=-\frac{2 \pi^{2}}{a} ; \text { or } K=\frac{1}{4} \frac{\pi^{2}}{a}
$$

Hence finally

$$
[\mu \div \nu,=\infty] \div[\mu \div \nu,=0]=\exp \cdot\left(\frac{1}{4} \frac{\pi^{2}}{a} u^{2}\right)
$$

64. We have $a,=\log q$, negative; hence taking $r$ such that $\log q \log r=\pi^{2}$, we have $a^{\prime}=\log r$, also negative; and $r$, like $q$, is positive and less than 1. We consider the theta-functions which depend on $r$ in the same manner that the original functions did on $q$, say these are

$$
\begin{aligned}
& A(u, r)=A(0, r) \quad \Pi \Pi\left\{1+\frac{u}{\bar{m}+\bar{n} \frac{a}{\pi i}}\right\}, \\
& B(u, r)=B(0, r) \quad \Pi \Pi\left\{1+\frac{u}{\bar{m}+n \frac{a^{\prime}}{\pi i}}\right\}, \\
& C(u, r)=C(0, r) \quad \Pi \Pi\left\{1+\frac{u}{m+\bar{n} \frac{a^{\prime}}{\pi i}}\right\}, \\
& D(u, r)=D^{\prime}(0, r) u \Pi \Pi\left\{1+\frac{u}{m+n \frac{a^{\prime}}{\pi i}}\right\} \text {, }
\end{aligned}
$$

limits as before, and in particular $\frac{\mu}{\nu}=\infty$; it is at once seen that if in the original functions, which I now call $A(u, q), B(u, q), C(u, q), D(u, q)$, we write $\frac{a u}{\pi i}$ for $u$, we obtain the same infinite products which present themselves in the expressions of the new functions $A(u, r), \& c$., only with a different condition as to the limits; we have for instance

$$
\Pi \Pi\left(1+\frac{\frac{u u}{\pi i}}{m+n \frac{a}{\pi i}}\right)=\Pi \Pi\left(1+\frac{u}{n-m \frac{a^{\prime}}{\pi i}}\right),=\Pi \Pi\left(1+\frac{u}{n+m \frac{a^{\prime}}{\pi i}}\right),
$$

whieh, interehanging $m, n$, and of course also $\mu, \nu$, is

$$
=\Pi \Pi\left(1+\frac{u}{m+n \frac{a^{\prime}}{\pi i}}\right)
$$

with the condition $\frac{\mu}{\nu}=0$ instead of $\frac{\mu}{\nu}=x$. Hence disregarding for the moment constant factors, and observing that $a$ is replaeed by $a^{\prime}$, we have

$$
\begin{aligned}
D(u, r) \div D\left(\frac{a u}{\pi i}, q\right) & =[\mu \div \nu,=x] \div[\mu \div \nu,=0] \\
& =\exp \cdot\left(\frac{1}{4} \frac{\pi^{2}}{a^{\prime}} u^{2}\right),=\exp \cdot\left(\frac{1}{4} \mu^{2} \log q\right)
\end{aligned}
$$

65. We have equations of this form for the four functions, but with a proper constant multiplier in each equation: the equations, in faet, are

$$
\begin{array}{lll}
A(u, r)=\{A(0, r) \div A(0, q)\} \exp . & \left(\frac{1}{4} u^{2} \log q\right) A\left(\frac{a u}{\pi i}, q\right) \\
B(u, r)=\{B(0, r) \div B(0, q)\} & , & B\left(\frac{a u}{\pi i}, q\right) \\
C(u, r)=\{C(0, r) \div C(0, q)\} & , & C\left(\frac{a u}{\pi i}, q\right), \\
D(u, r)=\left\{D^{\prime}(0, r) \div D^{\prime}(0, q)\right\} \frac{\pi i}{a} & \# & D\left(\frac{a u}{\pi i}, q\right)
\end{array}
$$

It is to be observed that $r$ is the same function of $k^{\prime}$ that $q$ is of $k$. This would at once follow from Jacobi's equation $\log q=-\frac{\pi h^{\prime}}{K^{\prime}}$, for then $\log q \log r=\pi^{2}$ and therefore $\log r=-\frac{\pi K^{\prime}}{K}$ (only we are not at liberty to use the relation in question $\left.\log q=-\frac{\pi h^{\prime}}{K}\right)$ : assuming it to be true, we have

$$
\begin{gathered}
k=\frac{B^{2}(0, q)}{A^{2}(0, q)}, k^{\prime}=\frac{C^{2}(0, q)}{A^{2}(0, q)}, K^{\prime}=-\frac{A(0, q) D^{\prime}(0, q)}{B(0, q) C(0, q)} \\
k=\frac{C^{2}(0, r)}{A^{2}(0, r)}, k^{\prime}=\frac{B^{2}(0, r)}{A^{2}(0, r)}, K^{\prime}=-\frac{A(0, r) D^{\prime}(0, r)}{B(0, r) C(0, r)} \\
\log q=-\frac{\pi K^{\prime}}{K^{\prime}}, \log r=-\frac{\pi K}{K^{\prime}},
\end{gathered}
$$

where, if the identity of the two values of $k$ or of the two values of $k^{\prime}$ were proved independently (as might donbtless be done), the required theorem, viz. that $r$ is the same function of $k^{\prime}$ that $q$ is of $k$, would follow conversely: and thence the other equations of the system.
66. We have, in the Fundamenta Nova, p. 175, [Jacobi's Ges. Werke, t. I., p. 227], the equation

$$
\frac{H(i u, k)}{\Theta(0, k)}=i \sqrt{\frac{\bar{k}}{k^{\prime}} e^{\frac{\pi u^{2}}{4 K K^{\prime}}} \frac{H\left(u, k^{\prime}\right)}{\Theta\left(0, k^{\prime}\right)}} ;
$$

writing here $K^{\prime} u$ instead of $u$ the equation becomes

$$
\frac{H\left(i K^{\prime} u, k\right)}{\Theta(0, k)}=i \sqrt{\bar{k}} \bar{k}^{\prime} \exp \cdot\left(\frac{1}{4} \frac{\pi K^{\prime}}{K} u^{2}\right) \cdot \frac{H\left(K^{\prime} u, k^{\prime}\right)}{\Theta\left(0, k^{\prime}\right)},
$$

or, what is the same thing,

$$
\frac{D\left(\frac{a u}{\pi i}, q\right)}{C(0, q)}=i \sqrt{\frac{k}{k^{\prime}}} \exp \cdot\left(-\frac{1}{4} u^{2} \log q\right) \cdot \frac{D(u, r)}{C(0, r)}
$$

which can be readily identified with the foregoing equation between $D\left(\frac{a u}{\pi i}, q\right)$ and $D(u, r)$. But the real meaning of the transformation is best seen by means of the double-product formulæ.

## THIRD PART.--THE DOUBLE THETA-FUNCTIONS.

## Notations, \&ic.

67. We have here 16 functions $9\binom{\alpha \beta}{\gamma \delta}(u, v)$ : this notation by characteristics, containing each of them four numbers, is too cumbrous for ordinary use, and I therefore replace it by the current-number notation, in which the characteristics are denoted by the series of numbers $0,1,2, \ldots, 15$ : we cannot in place of this introduce the single-and-double-letter notation $A, B, \ldots, A B, \& c$., for there is not here any correspondence of the two notations, nor is there anything in the definition of the functions which in anywise suggests the single-and-double-letter notation: this first presents itself in connexion with the relations between the functions given by the product-theorem: and as the product-theorem is based upon the notation by characteristics, it is proper to present the theorem in this notation, or in the equivalent current-number notation: and then to show how by the relations thus obtained between the functions we are led to the single-and-double-letter notation.
68. There are some other notations which may be referred to: and for showing the correspondence between them I anncx the following table:-
C. X .

The double theta-functions.

| $\begin{gathered} \text { Asterisk } \\ \text { denotes the } \\ \text { odd functions. } \end{gathered}$ |  |  | 3. <br> Single-and-double-letter Cayley. | 4. Göpel. | 5. <br> Göpel. Cayley | 6. <br> Rosenhain. | 7. <br> Weier strass. | 8. <br> Kummer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . | 9 | $ง^{00} 00$ | $B D$ | $p^{\prime \prime \prime}$ | $P_{3}$ | $3_{22}$ | 95 | 12 |
|  | 1 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $C E$ | $R^{\prime \prime \prime}$ | $R_{3}$ | 3 | 4 | 8 |
|  | : | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $C D$ | $Q^{\prime \prime \prime}$ | $Q_{3}$ | ${ }^{23}$ | 01 | 10 |
|  | 3 | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $B E$ | $S^{\prime \prime \prime}$ | $S_{3}$ | ${ }^{23}$ | ${ }^{23}$ | 6 |
|  | 4 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $A C$ | $P^{\prime \prime}$ | $P_{1}$ | 02 | ${ }^{3}$ | 4 |
| * | * | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | C | $i R^{\prime}$ | $R_{1}$ | 12 | 3 | 16 |
|  | ${ }^{8}$ | 01 10 | $A B$ | $Q^{\prime}$ | $Q_{2}$ | ${ }^{13}$ | 2 | 2 |
| * | 7 | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $B$ | $i S^{\prime \prime}$ | $S_{1}$ | ${ }^{13}$ | ${ }^{24}$ | 14 |
|  | s | 00 01 | $B C$ | $P^{\prime \prime}$ | $P_{2}$ | ${ }^{20}$ | 12 | 9 |
|  | ${ }^{9}$ | 10 01 | DE | $R^{\prime \prime}$ | $R_{2}$ | ${ }^{30}$ | ${ }^{03}$ | 5 |
| * | 10 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $F$ | $i Q^{\prime \prime}$ | $Q_{2}$ | 9 | 02 | 11 |
| * | 11 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | A | $i S^{\prime \prime}$ | $S_{2}$ | ${ }^{31}$ | 13 | 7 |
|  | ${ }^{12}$ | 00 11 | Al) | $P$ | $P$ | $\infty$ | 0 | 1 |
| * | ${ }^{13}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | D | $i R$ | $\boldsymbol{R}$ | ${ }^{10}$ | as | 13 |
| * | ${ }^{14}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $E$ | $i Q$ | $Q$ | ${ }^{0}$ | 1 | 3 |
|  | 13 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | AE | $s$ | $S$ | ${ }^{11}$ | 14 | 15 |

69. These are the notations:-
70. By current-numbers. It may be remarked that the series was taken $0,1, \ldots, 15$, instead of $1,2, \ldots, 16$, in order that 0 might correspond to the characteristic $\begin{aligned} & 00 \\ & 00\end{aligned}$;
71. By characteristics;
72. By single-and-double letters;
73. Güpel's, in his paper above referred to, and
74. The same as used in my paper above referred to;
75. Rosenhain's, in his paper above referred to;
76. Weierstrass', as quoted by Königsberger in his paper "Ueber die Transformation der Abelschen Functionen erster Ordnung," Crelle-Borchardt, t. Lxiv. (1865), p. 17, and by Borchardt in his paper above referred to;
77. Not a theta-notation, but the series of current-numbers used in Kummer's Memoir "Ueber die algebraischen Strahlen-systeme," Berl. Abh. 1866, for the nodes of his 16 -nodal quartic surface, and connected with the double theta-functions in my paper above referred to.

But in the present memoir only the first three columns of the table need be attended to.
70. It will be convenient to introduce here some other remarks as to notation, \&c.

The letter $c$ is used in connexion with the zero values $u=0, v=0$ of the argumenț, viz: :-
are even functions, and the corresponding zero-functions are denoted by

$$
c_{0}, c_{1}, c_{2}, c_{3}, c_{4}, c_{6}, c_{8}, c_{9}, c_{12}, c_{15}:
$$

there are thus 10 constants $c$.
When ( $u, v$ ) are indefinitely small each of these functions is of course equal to its zero-value plus a quadric term in ( $u, v$ ), and we may write in general

$$
\vartheta=c+\frac{1}{2}\left(c^{\prime \prime \prime}, c^{\text {iv }}, c^{\nabla} \gamma u, v\right)^{2}:
$$

there are thus 30 constants $c^{\prime \prime \prime}, c^{\text {iv }}, c^{v}$.
The remaining functions

$$
\mathscr{I}_{5}, \mathscr{I}_{7}, \mathscr{I}_{10}, \mathscr{I}_{11}, 9_{13}, \mathscr{I}_{14}
$$

are odd functions vanishing for $u=0, v=0$; when these arguments are indefinitely small, we may write in general

$$
9=\left(c^{\prime}, c^{\prime \prime} \chi u, v\right):
$$

there are thus 12 constants $c^{\prime}, c^{\prime \prime}$.
71. All these constants are in the first instance given as transcendental functions of the parameters, or say rather of exp. $a$, exp. $h$, exp. $b$, which exponentials correspond to the $q$ of the single theory: viz., in a notation which will be readily understood, the constants $c, c^{\prime \prime \prime}, c^{l v}, c^{v}$ of the even functions are

$$
\begin{gathered}
\Sigma \exp \cdot\left(\begin{array}{cc}
m+\alpha, & n+\beta \\
\gamma & \delta
\end{array}\right) ; \\
-\frac{1}{2} \pi^{2} \Sigma(m+\alpha)^{2}, 2(m+\alpha)(n+\beta),(n+\beta)^{2}, \exp \cdot\left(\begin{array}{cc}
m+\alpha, n+\beta \\
\gamma & \delta
\end{array}\right) ;
\end{gathered}
$$

and the constants $c^{\prime}, c^{\prime \prime}$ of the odd functions are

$$
\frac{1}{2} \pi i \Sigma(m+\alpha),(n+\beta), \exp \cdot\left(\begin{array}{cc}
m+\alpha, & n+\beta \\
\gamma & \delta
\end{array}\right) .
$$

72. It is convenient for the verification of results and otherwise, to have the values of the functions, belonging to small values of $\exp .(-a)$, $\exp .(-b)$; if to avoid fractional exponents we regard these and exp. $(-h)$ as fourth powers, and write

$$
\exp \cdot(-a)=Q^{4}, \exp \cdot(-h)=R^{4}, \exp \cdot(-b)=S^{4}
$$

also

$$
Q R^{2} S=\Lambda, Q R^{-2} S=\Lambda^{\prime}, \text { and therefore } \Lambda \Lambda^{\prime}=Q^{2} S^{2}
$$

then attending only to the lowest powers of $Q, S$ we find without difficulty

$$
\begin{aligned}
& \mathscr{I}_{0}(u)=1, \quad \text { and therefore also } c_{0}=1 \text {, } \\
& I_{1}=2 Q \cos \frac{1}{2} \pi u \text {, } \\
& c_{1}=2 Q, \\
& \mathcal{I}_{2}=2 S \cos \frac{1}{2} \pi v \text {, } \\
& c_{2}=2 S \text {, } \\
& g_{3}=2 \Lambda \cos \frac{1}{2} \pi(u+v)+2 \Lambda^{\prime} \cos \frac{1}{2} \pi(u-v), \\
& c_{3}=2 \Lambda+2 \Lambda^{\prime}, \\
& \partial_{4}=1 \text {, } \\
& c_{4}=1 \text {, } \\
& I_{5}=-2 Q \sin \frac{1}{2} \pi u \text {, } \\
& 9_{\mathrm{B}}=2 S \cos \frac{1}{2} \pi v, \\
& c_{6}=2 S, \\
& 9_{7}=-2 \Lambda \sin \frac{1}{2} \pi(u+v)-2 \Lambda^{\prime} \sin \frac{1}{2} \pi(u-v) \text {, } \\
& \vartheta_{6}=1 \text {, } \\
& c_{8}=1 \text {, } \\
& I_{\mathrm{g}}=2 Q \cos \frac{1}{2} \pi u \text {, } \\
& c_{3}=2 Q \text {, } \\
& T_{10}=-2 S \sin \frac{1}{2} \pi v \text {, } \\
& \mathcal{I}_{11}=-2 \Lambda \sin \frac{1}{2} \pi(u+v)+2 \Lambda^{\prime} \sin \frac{1}{2} \pi(u-v) \text {, } \\
& \mathcal{I}_{12}=1 \text {, } \\
& c_{12}=1, \\
& \mathcal{I}_{13}=-2 Q \sin \frac{1}{2} \pi u \text {, } \\
& \mathcal{I}_{14}=-2 S \sin \frac{1}{2} \pi v, \\
& 9_{15} \quad=-2 \Lambda \cos \frac{1}{2} \pi(u+v)+2 \Lambda^{\prime} \cos \frac{1}{2} \pi(u-v), \quad c_{15}=-2 \Lambda+2 \Lambda^{\prime} .
\end{aligned}
$$

73. The expansions might be carried further; we have for instance

$$
\begin{aligned}
& \ni_{0}(u)=1+2 Q^{4} \cos \pi u+2 S^{4} \cos \pi v \text {, } \\
& c_{0}=1+2 Q^{4}+2 S^{4}, \\
& 9_{4}=1-2 Q^{4} \quad+2 S^{4} \quad, \text {, } \\
& c_{4}=1-2 Q^{4}+2 S^{4} \text {, } \\
& I_{8}=1+2 Q^{4} \quad, \quad-2 S^{4} \quad, \quad, \\
& c_{8}=1+2 Q^{4}-2 S^{4} \text {, } \\
& \mathcal{I}_{12}=1-2 Q^{4} \quad,-2 S^{4} \quad \text {, } \\
& c_{12}=1-2 Q^{4}-2 S^{4} \text {, } \\
& \mathcal{I}_{1}=2 Q \cos \frac{1}{2} \pi u+2 Q^{9} \cos \frac{3}{2} \pi u+2 A \cos \frac{1}{2} \pi(u+2 v)+2 A^{\prime} \cos \frac{1}{2} \pi(u-2 v) \text {, } \\
& c_{1}=2 Q+2 Q^{h}+2 A+2 A^{\prime}, \\
& A_{5}=-2 Q \sin \frac{1}{2} \pi u+2 Q^{9} \sin \frac{3}{2} \pi u-2 A \sin \frac{1}{2} \pi(u+2 v)-2 A^{\prime} \sin \frac{1}{2} \pi(u-2 v) \text {, } \\
& \mathcal{I}_{9}=2 Q \cos \frac{1}{2} \pi u+2 Q^{\circ} \cos \frac{3}{2} \pi u-2 A \cos \frac{1}{2} \pi(u+2 v)-2 A^{\prime} \cos \frac{1}{2} \pi(u-2 v) \text {, } \\
& c_{9}=2 Q+2 Q^{9}-2 A-2 A^{\prime}, \\
& \mathcal{I}_{13}=-2 Q \sin \frac{1}{2} \pi u+2 Q^{9} \sin \frac{3}{2} \pi u+2 A \sin \frac{1}{2} \pi(u+2 v)+2 A^{\prime} \sin \frac{1}{2} \pi(u-2 v) \text {, }
\end{aligned}
$$

in which last formulæ

$$
A=Q R^{4} S^{4},=\frac{\Lambda^{2} S^{2}}{Q} ; \quad A^{\prime}=Q R^{-4} S^{4},=\frac{\Lambda^{2} S^{2}}{Q} .
$$

74. In the single-and-double-letter notation we have six letters $A, B, C, D, E, F$; and the duads $A B, A C, \ldots, D E$ are used as abbreviations for the double triads $A B F$, $C D E, \& c$., the letter $F$ always accompanying the expressed duad; there are thus in all six single-letter symbols, and 10 double-letter symbols, in all 16 symbols, corresponding to the double-theta functions, as already mentioned in the order

where observe that the single letters $C, B, F, A, D, E$ correspond to the odd functions $5,7,10,11,13,14$ respectively.
75. The ground of the notation is as follows:-

The algebraical relations between the double theta-functions are such that, introducing six constant quantities $a, b, c, d, e, f$ and two variable quantities $x, y$, it is allowable to express the $\mathbf{1 6}$ functions as proportional to given functions of these quantities ( $a, b, c, d, e, f ; x, y$ ); viz. there are six functions the notations of which depend on the single letters $a, b, c, d, e, f$ respectively, and 10 functions the notations of which depend on the pairs $a b, a c, a d, a e, b c, b d, b e, c d, c e, d e$ respectively: each of the 16 functions is, in fact, proportioual to the product of two factors, viz. a constant factor depending only on ( $a, b, c, d, e, f$ ), and a variable factor containing also $x$ and $y$. Attending in the first instance to the variable factors, and writing for shortness

$$
\begin{aligned}
& a-x, b-x, c-x, d-x, e-x, f-x=\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}, \mathrm{e}, \mathrm{f} ; x-y=\theta ; \\
& a-y, b-y, c-y, d-y, e-y, f-y=\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}, \mathrm{e}, \mathrm{f} ;
\end{aligned}
$$

these are of the forms

$$
\sqrt{a}=\sqrt{\mathrm{aa}}, \quad \sqrt{a b}=\frac{1}{\theta}\{\sqrt{\mathrm{abfc}}, \mathrm{~d}, \mathrm{e},+\sqrt{\mathrm{a}, \mathrm{~b}, \mathrm{f}, \mathrm{de}}\} .
$$

I remark that to avoid ambiguity the squares of these expressions are throughout written as $(\sqrt{a})^{2}$ and $(\sqrt{a b})^{2}$ respectively.
76. There is, for the constant factors, a like single-and-double-letter notation which will be mentioned presently; but in the first instance I use for the even functions the before-mentioned 10 letters $c$, and for the odd ones six letters $k$. I assume that the values $x, y=\infty, \infty$ (ratio not determined) correspond to the values $u=0$, $v=0$ of the arguments; and that $\omega$ is a function of ( $x, y$ ) which, when ( $x, y$ ) are interchanged, changes only its sign, and which for indefinitely large values of ( $x, y$ ) becomes $=\frac{x-y}{(x y)^{1}}$. This being so, we write (adding a second eolumn which will be afterwards explained)

$$
\begin{aligned}
& \begin{array}{l}
9 \\
0
\end{array}=B D=\omega c_{0} \sqrt{b d}, \quad c_{0}=\lambda \sqrt[4]{\overline{b d}}, \\
& 1=C E={ }_{1}, c_{1} \sqrt{c e}, \quad c_{1}=, \quad, \sqrt[4]{\overline{c e}}, \\
& 2=C D={ }_{2} c_{2} \sqrt{c d}, \quad c_{2}=, y^{\sqrt{c d}}, \\
& 3=B E={ }_{3} \sqrt{\overline{b e}}, \quad c_{3}=, \sqrt[4]{\bar{b} e}, \\
& 4=A C={ }_{n} c_{4} \sqrt{a c}, \quad c_{4}=„ \sqrt[4]{\overline{a c}}, \\
& 5=C={ }_{n} k_{5} \sqrt{c}, \quad k_{5} \quad={ }^{4} \sqrt[4]{\bar{c}} \text {, } \\
& 6=A B={ }_{n} c_{6} \sqrt{a b}, \quad c_{\mathrm{B}}=„ \sqrt[4]{\overline{a b}}, \\
& 7=B={ }_{n} k_{7} \sqrt{ } \bar{b}, \quad \quad k_{7} \quad=, \sqrt[4]{\bar{b}}, \\
& 8=B C={ }_{\# 8} \sqrt{b c}, \quad c_{8}=, \sqrt[4]{\overline{b c}}, \\
& 9=D E={ }_{,} c_{8} \sqrt{d e}, \quad c_{8}=„ \sqrt[4]{d e}, \\
& 10=F={ }_{n} k_{10} \sqrt{f}, \quad k_{20}=„ \sqrt[4]{\bar{f}}, \\
& 11=A={ }_{n} k_{11} \sqrt{a}, \quad k_{11}=, \sqrt[4]{\bar{a}} \text {, } \\
& 12=A D=, c_{12} \sqrt{a d}, \quad c_{12}=,, \sqrt[4]{\overline{a d}}, \\
& 13=D={ }_{n} k_{13} \sqrt{d}, \quad k_{13}=„ \sqrt[4]{\bar{d}}, \\
& 14=E={ }_{n} k_{14} \sqrt{e}, \quad k_{14}=, \sqrt[4]{e}= \\
& 15=A E=„ c_{15} \sqrt{a e}, \quad c_{15}=„ \sqrt[4]{\overline{a e}} ;
\end{aligned}
$$

viz. here, on writing $x, y=\infty, \infty$, each of the functions $\sqrt{b d}$, \&c. becomes $=2 \frac{(x y)^{3}}{x-y}$; and each of the functions $\sqrt{a}, \& c$., becomes $=\sqrt{x y}$; hence by reason of the assumed
form of $\omega$, the odd functions each vanish (their evanescent values being proportional to $k_{5}, k_{7}, k_{10}, k_{11}, k_{13}, k_{14}$ respectively), while the even functions become equal to $c_{0}, c_{1}$, $c_{2}, c_{3}, c_{4}, c_{6}, c_{8}, c_{9}, c_{12}, c_{15}$ respectively.

Observe further that on interchanging $x, y$, the even functions remain unaltered, while the odd functions change their sign; that is, the interchange of $x, y$ corresponds to the change $u, v$ into $-u,-v$.
77. As to the values of the 10 c 's and the six $k$ 's in terms of $a, b, c, d, e, f$, these are proportional to fourth roots, $\sqrt[4]{\bar{a}}, \& c ., \sqrt[4]{\overline{a b}}, \& c$.; in $\sqrt[4]{\bar{a}}, a$ is in the first instance regarded as standing for the pentad bcdef, and then this is used to denote a product of differences $b c . b d . b e . b f . c d . c e . c f . d e . d f . e f$; similarly $a b$ is in the first instance regarded as standing for the double triad $a b f$. $c d e$, and then each of these triads is used to denote a product of differences, $a b . a f . b f$ and $c d . c e . d e$ respectively. The order of the letters is always the alphabetical one, viz. the single letters and duads denote pentads and double triads, thus:

$$
\begin{array}{ll}
a=b c d e f, & a b=a b f . c d e, \\
b=a c d e f, & a c=a c f . b d e, \\
c=a b d e f, & a d=a d f . b c e, \\
d=a b c e f, & a e=a e f . b c d, \\
e=a b c d f, & b c=b c f . a d e, \\
f=a b c d e, & b d=b d f . a c e \\
& b e=b e f . a c d, \\
& c d=c d f . a b e \\
& c e=c e f . a b d, \\
& d e=d e f . a b c .
\end{array}
$$

There is no fear of ambiguity in writing (and we accordingly write) the squares of $\sqrt[4]{\bar{a}}$ and $\sqrt[4]{\overline{a b}}$ as $\sqrt{\bar{a}}$ and $\sqrt{\overline{\overline{a b}}}$ respectively; the fourth powers are written $(\sqrt{a})^{2}$ and $(\sqrt{\overline{a b}})^{2}$; the double stroke of the radical symbol $\sqrt{ }=$ is in every case perfectly distinctive.

This being so we have as above $c_{0}=\lambda \sqrt[4]{\overline{b d}}, \& c ., k_{5}=\lambda \sqrt[4]{c}, \& c$. : it is, however, important to notice that the fourth roots in question do not denote positive values, but they are fourth roots each taken with its proper sign ( $+,-,+i,-i$, as the case may be) so as to satisfy the identical relations which exist between the sixteen constants; and it is not easy to determine the signs.

The variables $x, y$ are connected with $u, v$ by the differential relations

$$
\begin{aligned}
& \sigma d u+\tau d v=-\frac{1}{2}\left\{\frac{d x}{\{\sqrt{X}}-\frac{d y}{\sqrt{Y}}\right\}, \\
& \sigma d u+\rho d v=-\frac{1}{2}\left\{\frac{x d x}{\sqrt{X}}-\frac{y d y}{\sqrt{y}}\right\},
\end{aligned}
$$

where $X=$ abcdef, $Y=\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}$; which equations contain the constants $w, \rho, \sigma, \tau$, the values of which will be afterwards connected with the other constants.
78. The $c$ 's are expressed as functions of four quantities $\alpha, \beta, \gamma, \delta$, and connected with each other, and with the constants $a, b, c, d, e, f$, by the formulæ

$$
\begin{aligned}
& \frac{c^{2}}{\overline{0}}=\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}=\omega_{0}^{2} \sqrt{\overline{b d}}, \\
& 1=2(\alpha \beta+\gamma \delta) \quad=, \sqrt{\overline{c e}}, \\
& 2=2(\alpha \gamma+\beta \delta)={ } \sqrt{ } \overline{\overline{c d}}, \\
& 3=2(\alpha \delta+\beta \gamma)=, \sqrt{\overline{\overline{b e}}}, \\
& 4=\alpha^{2}-\beta^{2}+\gamma^{2}-\delta^{2}=„ \sqrt{\overline{a c}}, \\
& 6=2(\alpha \gamma-\beta \delta)={ }^{2} \sqrt{\overline{a b}}, \\
& 8=\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}=„ \sqrt{\overline{\overline{b c}},} \\
& 9=2(\alpha \beta-\gamma \delta) \quad=, \sqrt{\overline{d e}}, \\
& 12=\alpha^{2}-\beta^{2}-\gamma^{2}-\delta^{2}=, \sqrt{\overline{a d}}, \\
& 15=2(a \delta-\beta \gamma)={ }^{2} \sqrt{\overline{\underline{a e}}} .
\end{aligned}
$$

It hence appears that we can form an arrangement

$$
\left|\begin{array}{ccc}
c_{12}{ }^{2}, & c_{1}^{2}, & c_{8}^{2} \\
c_{9}^{2}, & -c_{4}^{2}, & c_{3}^{2} \\
c_{2}^{2}, & -c_{15}^{2}, & -c_{8}^{2}
\end{array}\right| \div c_{0}^{2} \quad=\left|\begin{array}{ccc}
a, & b, & c \\
a^{\prime}, & b^{\prime}, & c^{\prime} \\
a^{\prime \prime}, & b^{\prime \prime}, & c^{\prime \prime}
\end{array}\right|
$$

a system of coefficients in the transformation between two sets of rectangular coordinates.

We have, between the squares of these coefficients of transformation, a system of $6+9$ equations

$$
\begin{aligned}
& a^{2}+b^{2}+c^{2}=1, \\
& a^{\prime 2}+b^{\prime 2}+c^{\prime 2}=1, \\
& a^{\prime / 2}+b^{\prime 2}+c^{\prime \prime 2}=1, \\
& a^{2}+a^{\prime 2}+a^{\prime \prime 2}=1, \\
& b^{2}+b^{\prime 2}+b^{\prime 2}=1, \\
& c^{2}+c^{\prime 2}+c^{\prime \prime 2}=1, \\
& b^{2}+c^{2}=a^{\prime 2}+a^{\prime \prime 2}, \quad b^{\prime 2}+c^{\prime 2}=a^{\prime / 2}+a^{2}, \quad b^{\prime 2}+c^{\prime 2}=a^{2}+a^{\prime 2}, \\
& c^{2}+a^{2}=b^{\prime 2}+b^{\prime / 2}, \quad c^{\prime 2}+a^{\prime 2}=b^{\prime \prime 2}+b^{2}, \quad c^{\prime / 2}+a^{\prime \prime 2}=b^{2}+b^{\prime 2}, \\
& a^{2}+b^{2}=c^{\prime 2}+c^{\prime \prime 2}, \quad a^{\prime 2}+b^{\prime 2}=c^{\prime / 2}+c^{2}, \quad a^{\prime / 2}+b^{\prime / 2}=c^{2}+c^{\prime 2}:
\end{aligned}
$$

that is,
$\left.\begin{array}{|rrrr}\hline c^{4} & c^{4} & c^{4} & c^{4} \\ \hline 12+1 & +6 & -0 \\ 9 & +4 & +3 & -0 \\ 2 & +15 & +8 & -0 \\ \hline 12+9 & +2 & -0 \\ 1 & +4 & +15 & -0 \\ 6 & +3 & +8 & -0 \\ \hline 1 & +6 & -9 & -2 \\ 6 & +12 & -4 & -15 \\ 12 & +1 & -3 & -8 \\ \hline 4 & +3 & -2 & -12 \\ 3 & +9 & -15 & -1 \\ 9 & +4 & -8 & -6 \\ \hline 15 & +8 & -12 & -9 \\ 8 & +2 & -1 & -4 \\ 2 & +15 & -6 & -3\end{array}\right]=0 ;$
and we have, between their products, a system of $6+9$ equations

$$
\begin{gathered}
a^{\prime} a^{\prime \prime}+b^{\prime} b^{\prime \prime}+c^{\prime} c^{\prime \prime}=0, \\
a^{\prime \prime} a+b^{\prime \prime} b+c^{\prime \prime} c=0, \\
a a^{\prime}+b b^{\prime}+c c^{\prime}=0, \\
b c+b^{\prime} c^{\prime}+b^{\prime \prime} c^{\prime \prime}=0, \\
c a+c^{\prime} a^{\prime}+c^{\prime \prime} a^{\prime \prime}=0, \\
a b+a^{\prime} b^{\prime}+a^{\prime \prime} b^{\prime \prime}=0, \\
a, \quad b, \quad c=b^{\prime} c^{\prime \prime}-b^{\prime \prime} c^{\prime}, \quad c^{\prime} a^{\prime \prime}-c^{\prime \prime} a^{\prime}, \quad a^{\prime} b^{\prime \prime}-a^{\prime \prime} b^{\prime}, \\
a^{\prime}, \quad b^{\prime}, \quad c^{\prime} \quad b^{\prime \prime} c-b c^{\prime \prime}, \quad c^{\prime \prime} a-c a^{\prime \prime}, \quad a b^{\prime \prime}-a^{\prime \prime} b, \\
a^{\prime \prime}, \quad b^{\prime \prime}, \quad c^{\prime \prime} \quad b c^{\prime}-b^{\prime} c, \quad c a^{\prime}-c^{\prime} a, \quad a b^{\prime}-a^{\prime} b:
\end{gathered}
$$

c. x .
that is,

$$
\begin{array}{|rr|rr|rr|}
\hline c^{2} & c^{2} & c^{2} & c^{2} & c^{2} & c^{2} \\
\hline 9 & 2 & +4 & 15 & -3 & 8 \\
2 & 12 & -15 & 1 & -8 & 6 \\
12 & 9 & -1 & 4 & +6 & 3 \\
\hline 1 & 6 & -4 & 3 & +15 & 8 \\
6 & 12 & +3 & 9 & -8 & 2 \\
12 & 1 & -9 & 4 & -2 & 15 \\
\hline-0 & 12 & +4 & 8 & +3 & 15 \\
-0 & 1 & +3 & 2 & +8 & 9 \\
-0 & 6 & -9 & 15 & +2 & 4 \\
\hline-0 & 9 & -15 & 6 & +8 & 1 \\
+0 & 4 & -8 & 12 & -6 & 2 \\
-0 & 3 & -12 & 15 & -1 & 2 \\
\hline-0 & 2 & +1 & 3 & +4 & 6 \\
+0 & 15 & +6 & 9 & -3 & 12 \\
+0 & 8 & -12 & 4 & -9 & 1 \\
\hline
\end{array}
$$

each of the first set of 15 giving a homogeneous linear relation between four terms $c^{4}$; and each of the second set giving a homogeneous linear relation between three terms $c^{2} \cdot c^{2}$, formed with the 10 constants $c$. Thus the first equation is

$$
c_{12}{ }^{4}+c_{1}{ }^{4}+c_{6}{ }^{4}-c_{0}^{4}=0 ;
$$

and so for the other lines of the two diagrams.
79. I form in the two notations the following tables:-

Table of the 16 Kummel hexads.

| $A$ | $A$ | $A$ | $A$ | $A$ | $B$ | $B$ | $B$ | $B$ | $C$ | $C$ | $C$ | $D$ | $D$ | $E$ | $A$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | $C$ | $D$ | $E$ | $F^{\prime}$ | $C$ | $D$ | $E$ | $F$ | $D$ | $E$ | $F$ | $E$ | $F$ | $F$ | $B$ |
| $A B$ | $A C$ | $A D$ | $A E$ | $A B$ | $B C$ | $B D$ | $B E$ | $A B$ | $C D$ | $C E$ | $A C$ | $D E$ | $A D$ | $A E$ | $C$ |
| $C D$ | $B D$ | $B C$ | $B C$ | $A C$ | $A D$ | $A C$ | $A C$ | $B C$ | $A B$ | $A B$ | $B C$ | $A B$ | $B D$ | $B E$ | $D$ |
| $C E$ | $B E$ | $B E$ | $B D$ | $A D$ | $A E$ | $A E$ | $A D$ | $B D$ | $A E$ | $A D$ | $C D$ | $A C$ | $C D$ | $C E$ | $E$ |
| $D E$ | $D E$ | $C E$ | $C D$ | $A E$ | $D E$ | $C E$ | $C D$ | $B E$ | $B E$ | $B D$ | $C E$ | $B C$ | $D E$ | $D E$ | $F$ |


$=$| 11 | 11 | 11 | 11 | 11 | 7 | 7 | 7 | 7 | 5 | 5 | 5 | 13 | 13 | 14 | 11 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 7 | 5 | 13 | 14 | 10 | 5 | 13 | 14 | 10 | 13 | 14 | 10 | 14 | 10 | 10 | 7 |
| 6 | 4 | 14 | 12 | 6 | 8 | 0 | 3 | 6 | 2 | 1 | 4 | 9 | 12 | 15 | 5 |
| 2 | 0 | 8 | 8 | 4 | 12 | 4 | 4 | 8 | 6 | 6 | 8 | 6 | 0 | 3 | 13 |
| 1 | 3 | 3 | 3 | 12 | 15 | 15 | 12 | 0 | 15 | 12 | 2 | 4 | 2 | 1 | 14 |
| 9 | 9 | 1 | 2 | 15 | 9 | 1 | 2 | 3 | 3 | 0 | 1 | 8 | 9 | 9 | 10 |

80. Table of the 120 pairs.

| A. $B$ | A. C | A. D | A.E | A. ${ }^{\text {r }}$ | B. C | B. D | B. E | B. ${ }^{\prime}$ | $C . D$ | $C . E$ | $C .{ }^{\prime}$ | D. E | D. ${ }^{\prime}$ | E. ${ }^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A C \cdot B C$ | AB. BC | $A B . B D$ | AB. BE | BC. DE | AB. $A C$ | AB.AD | $A B . A E$ | AC.DE | $A C . A D$ | $A C . A E$ | $A B . D E$ | $A D . A E$ | AB. $C E$ | AB.CD |
| $A D . B D$ | AD. $C D$ | $A C . C D$ | AC.CE | BD. CE | BD. CD | $B C . C D$ | $B C . C E$ | $4 D . C E$ | $B C . B D$ | BC. $B E$ | AD. $B E$ | BD. $B E$ | AC. $B E$ | $A C . B D$ |
| $A E . B E$ | AE.CE | AE. DE | AD. DE | $B E . C D$ | BE.CE | BE. DE | BD. DE' | AE.CD | CEA DE | CD. DE | $A E . B D$ | CD. $C E$ | $A E^{\prime} . B C$ | $A D . B C$ |
| $F . A B$ | $r^{\prime} .4 C$ | $F \cdot A D$ | F. AE | B. AB | F. BC | F. ${ }^{\text {d }}$ D | F. $B E$ | A. $A B$ | $f^{\prime} . C D$ | F.CE | A. AC | F. DE | A. AD | A. $A E$ |
| C. $D E$ | $B . D E$ | B. $C E$ | B.CD | $C . A C$ | A.DE | A.CE | A. $C D$ | $C \cdot B C$ | A. $B E$ | A. $B D$ | B. $B C$ | A. $B C$ | B. $B D$ | B. $B E$ |
| D. CE | D. BE | C. BE | $C . B D$ | $D . A D$ | D. $A E$ | $C . A E$ | $C . A D$ | D. $B D$ | B. AE | B. $A D$ | D. $C D$ | B. $A C$ | $C . C D$ | C.CE |
| E.CD | $E . B D$ | E. ${ }^{\text {c }}$ C | D.BC | E. AE | E. AD | E. AC | D. AC | E. BE | L. AB | D. AB | $E . C E$ | $C . A B$ | E. DE | D. DE |


$=$| 11.7 | 11.5 | 11.13 | 11.14 | 11.10 | 7.5 | 7.13 | 7.14 | 7.10 | 5.13 | 5.14 | 5.10 | 13.14 | 13.10 | 14.10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4.8 | 6.8 | 6.0 | 6.3 | 8.9 | 6.4 | 6.12 | 6.15 | 4.9 | 4.12 | 4.15 | 6.9 | 12.15 | 6.1 | 6.2 |
| 12.0 | 12.2 | 4.2 | 4.1 | 0.1 | 0.2 | 8.2 | 8.1 | 12.1 | 8.0 | 8.3 | 12.3 | 0.3 | 4.3 | 4.0 |
| 15.3 | 15.1 | 15.9 | 12.9 | 3.2 | 3.1 | 3.9 | 0.9 | 15.2 | 1.9 | 2.9 | 15.0 | 2.1 | 15.8 | 12.8 |
| 10.6 | 10.4 | 10.12 | 10.15 | 7.6 | 10.8 | 10.0 | $\underline{10.3}$ | $\underline{11.6}$ |  | 10.2 | 10.3 | 11.4 | 10.9 | 11.12 |
| 5.9 | 7.9 | 7.1 | 7.2 | 5.4 | 11.9 | 11.1 | 11.2 | 5.8 | 11.3 | 11.0 | 7.8 | 11.8 | 7.0 | 7.3 |
| 13.1 | 13.3 | 5.3 | 5.0 | 13.12 | 13.15 | 5.15 | 5.12 | 13.0 | 7.15 | 7.12 | 13.2 | 7.4 | 5.2 | 5.1 |
| 14.2 | 14.0 | 14.8 | 13.8 | 14.15 | 14.12 | 14.4 | 13.4 | 14.3 | 14.6 | 13.6 | 14.1 | 5.6 | 14.9 | 13.9 |

81. Table of the 60 Gobpel tetrads.

| $A \cdot B \cdot A E \cdot B E$ | $C \cdot D \cdot C E \cdot D E$ | $E \cdot F \cdot A B \cdot C D$ | $A C \cdot B D \cdot A D \cdot B C$ |
| :--- | :--- | :--- | :--- |
| $A \cdot B \cdot A D \cdot B D$ | $C \cdot E \cdot C D \cdot D E$ | $D \cdot F \cdot A B \cdot C E$ | $A C \cdot B E \cdot A E \cdot B C$ |
| $A \cdot B \cdot A C \cdot B C$ | $C \cdot F \cdot A B \cdot D E$ | $D \cdot E \cdot C D \cdot C E$ | $A D \cdot B E \cdot A E \cdot B D$ |
| $A \cdot C \cdot A E \cdot C E$ | $B \cdot D \cdot B E \cdot D E$ | $E \cdot F \cdot A C \cdot B D$ | $A B \cdot C D \cdot A D \cdot B C$ |
| $A \cdot C \cdot A D \cdot C D$ | $B \cdot E \cdot B D \cdot D E$ | $D \cdot F \cdot A C \cdot B E$ | $A B \cdot C E \cdot A E \cdot B C$ |
| $A \cdot C \cdot A B \cdot B C$ | $B \cdot F \cdot A C \cdot D E$ | $D \cdot E \cdot B D \cdot B E$ | $A D \cdot C E \cdot A E \cdot C D$ |
| $A \cdot D \cdot A E \cdot D E$ | $B \cdot C \cdot B E \cdot C E$ | $E \cdot F \cdot A D \cdot B C$ | $A B \cdot C D \cdot A C \cdot B D$ |
| $A \cdot D \cdot A C \cdot C D$ | $B \cdot E \cdot B C \cdot C E$ | $C \cdot F \cdot A D \cdot B E$ | $A B \cdot D E \cdot A E \cdot B D$ |
| $A \cdot D \cdot A B \cdot B D$ | $B \cdot F \cdot A D \cdot C E$ | $C \cdot E \cdot C D \cdot D E$ | $A C \cdot D E \cdot A E \cdot C D$ |
| $A \cdot E \cdot A D \cdot D E$ | $B \cdot C \cdot B D \cdot C D$ | $D \cdot F \cdot A E \cdot B C$ | $A B \cdot C E \cdot A C \cdot B E$ |
| $A \cdot E \cdot A C \cdot C E$ | $B \cdot D \cdot B C \cdot C D$ | $C \cdot F \cdot A E \cdot B D$ | $A B \cdot D E \cdot A D \cdot B E$ |
| $A \cdot E \cdot A B \cdot B E$ | $B \cdot F \cdot A E \cdot C D$ | $C \cdot D \cdot B C \cdot B D$ | $A C \cdot D E \cdot A D \cdot C E$ |
| $A \cdot F \cdot B C \cdot D E$ | $B \cdot C \cdot A B \cdot A C$ | $D \cdot E \cdot A D \cdot A E$ | $B D \cdot C E \cdot B E \cdot C D$ |
| $A \cdot F \cdot B D \cdot C E$ | $B \cdot D \cdot A B \cdot A D$ | $C \cdot E \cdot A C \cdot A E$ | $B C \cdot D E \cdot B E \cdot C D$ |
| $A \cdot F \cdot B E \cdot C D$ | $B \cdot E \cdot A B \cdot A E$ | $C \cdot D \cdot A C \cdot A D$ | $B C \cdot D E \cdot B D \cdot C E$ |


| 11 | 7 | 15 | 3 | 5 | 13 | 1 | 9 | 14 | 10 | 6 | 2 | 4 | 0 | 12 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 7 | 12 | 0 | 5 | 14 | 2 | 9 | 13 | 10 | 6 | 1 | 4 | 3 | 15 | 8 |
| 11 | 7 | 4 | s | 5 | 10 | 6 | 9 | 13 | 14 | 2 | 1 | 12 | 3 | 15 | 0 |
| 11 | 5 | 15 | 1 | 7 | 13 | 3 | 9 | 14 | 10 | 4 | 0 | 6 | 2 | 12 | 8 |
| 11 | 5 | 12 | 2 | 7 | 14 | 0 | 9 | 13 | 10 | 4 | 3 | 6 | 1 | 15 | 8 |
| 11. | 5 | 6 | 8 | 7 | 10 | 4 | 9 | 13 | 14 | 0 | 3 | 12 | 1 | 15 | 2 |
| 11 | 13 | 15 | 9 | 7 | 5 | 3 | 1 | 14 | 10 | 12 | 8 | 6 | 2 | 4 | 0 |
| 11 | 13 | 4 | 2 | 7 | 14 | 8 | 1 | 5 | 10 | 12 | 3 | 6 | 9 | 15 | 0 |
| 11 | 13 | 6 | 0 | 7 | 10 | 12 | 1 | 5 | 14 | 2 | 9 | 4 | 9 | 15 | 2 |
| 11 | 14 |  | 9 | 7 | 5 | 0 | 2 | 13 | 10 | 15 | 8 | 6 | 1 | 4 | 3 |
| 11 | 14 | 4 | 1 | 7 | 13 | 8 | 2 | 5 | 10 | 15 | 0 | 6 | 9 | 12 | 3 |
| 11 | 14 |  | 3 | 7 | 10 | 15 | 2 | 5 | 13 | 8 | 0 | 4 | 9 | 12 | 1 |
| 11 | 10 | 8 |  | 7 | 5 | 6 | 4 |  |  | 12 | 15 | 0 | 1 | 3 | 2 |
|  | 10 | 0 | 1 | 7 | 13 | 6 | 12 |  | 14 | 4 | 15 | 8 | 9 | 3 | 2 |
| 11 | 10 |  | 2 | 7 | 14 | 6 | 15 | 5 | 13 | 4 | 12 | 8 | 9 | 0 | 1 |

The product-theorem, und its results.
82. The product-theorem was

$$
\begin{aligned}
& 9\binom{\alpha, \beta}{\gamma, \delta}\left(u+u^{\prime}\right) \cdot 9\binom{\alpha^{\prime}, \beta^{\prime}}{\gamma^{\prime}, \delta^{\prime}}\left(u-u^{\prime}\right) \\
& =\Sigma \Theta^{\frac{1}{2}\left(\alpha+\alpha^{\prime}\right)+p,} \begin{aligned}
& \frac{1}{2}\left(\beta+\beta^{\prime}\right)+q \\
& \gamma+\gamma^{\prime} \delta+\delta
\end{aligned}(2 u) \cdot \Theta^{\frac{1}{2}\left(\alpha-\alpha^{\prime}\right)+p,} \begin{aligned}
& \frac{1}{2}\left(\beta-\beta^{\prime}\right)+q \\
& \gamma-\gamma^{\prime} \delta-\delta^{\prime}
\end{aligned}
\end{aligned}
$$

where only one argument is exhibited, viz. $u+u^{\prime}, u-u^{\prime}, 2 u, 2 u^{\prime}$ are written in place of $\left(u+u^{\prime}, v+v^{\prime}\right),\left(u-u^{\prime}, v-v^{\prime}\right),(2 u, \mathbf{2 v}),\left(2 u^{\prime}, 2 v^{\prime}\right)$ respectively. The expression on the right-hand side is always a sum of four terms, corresponding to the values $(0,0)$, $(1,0),(0,1)$, and $(1,1)$ of $(p, q)$. For the development of the results it was found convenient to use the following auxiliary diagram.

Upper half of characteristic.

| $\approx Q$ | -s ic |  | $\begin{aligned} & \widehat{o} \\ & 1 \\ & 0 \\ & -\infty \end{aligned}$ | $\begin{aligned} & \hat{\infty} \\ & 1 \\ & e \end{aligned}$ | $\begin{aligned} & -1 \\ & +\infty \\ & \vdots+ \\ & +0 \\ & 0-\infty \end{aligned}$ | $\begin{gathered} - \\ + \\ \stackrel{y}{8} \\ \vdots \\ \underset{\sim}{s} \end{gathered}$ | $\begin{aligned} & \widehat{o} \\ & 1 \\ & 9 \end{aligned}$ |  | - | - + + $\vdots$ 0 $-\infty$ |  | $\begin{aligned} & -1 \\ & \stackrel{+}{8} \\ & 1 \\ & \underset{-\infty}{8} \end{aligned}$ | $\begin{gathered} \underset{+}{+} \\ \underset{n}{1} \\ \underset{-\infty}{n} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 0 | 00 | 0 | 0 | 10 | 1 | 0 | 01 | 0 | 1 | 11 | 1 | 1 |
| 10 | $0 \quad 0$ | 12 | \% | 0 | 3 | $\frac{3}{2}$ | 0 | $\frac{1}{2} 1$ | 1 | 1 | $\frac{3}{2} 1$ | $\frac{3}{3}$ | 1 |
| 01 | 0 | 0 1 $\frac{1}{2}$ | 0 | 1 | 12 | 1 | $\frac{1}{2}$ | $0 \frac{3}{2}$ | 0 | $\frac{3}{2}$ | $1 \frac{3}{2}$ | 1 | $\frac{3}{3}$ |
| 11 | 0 | ${ }^{1} 1$ | $\underline{1}$ | $\frac{1}{2}$ | $\frac{3}{2} \frac{1}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ | $\frac{1}{2} \frac{3}{2}$ | $\frac{1}{2}$ | 3 | $\frac{3}{2} \frac{3}{2}$ | $\frac{3}{2}$ | $\frac{3}{2}$ |
| $0 \quad 0$ | 10 | 20 | 㒸 | 0 |  | $\frac{1}{2}$ | 0 | $\frac{1}{2} 1$ | $\frac{3}{2}$ | 1 | \% 1 | 2 | 1 |
| 10 | 10 | 10 | 0 | 0 | 00 | 1 | 0 | 11 | 0 | 1 | 01 | 1 | 1 |
| $0 \quad 1$ | 10 | ${ }_{2}^{1} \frac{1}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ | 2 | 4 | $\frac{1}{2} \quad \frac{3}{2}$ | $\frac{3}{2}$ | $\stackrel{3}{2}$ | $\frac{3}{2} \frac{3}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ |
| 11 | 10 | $1 \underset{2}{1}$ | 0 | $\frac{1}{2}$ | 0 \% $\frac{1}{2}$ | 1 | $\frac{1}{2}$ | 1 彦 | 0 | $\frac{3}{2}$ | $0 \frac{3}{2}$ | 1 | $\frac{3}{2}$ |
| $0 \quad 0$ | 01 | 0 2 | 0 | $\frac{3}{2}$ | $1 \frac{1}{2}$ | 1 | 3 | $0 \frac{3}{2}$ | 0 | $\frac{1}{2}$ | $1 \frac{3}{2}$ | 1 | $\frac{1}{2}$ |
| 10 | 01 | 13 $\frac{1}{2}$ | $\stackrel{1}{2}$ | $\frac{3}{2}$ | 3 3 $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{3}{2}$ | $\underline{1} 3$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{3}{2} \quad \frac{3}{2}$ | 3 | $\frac{1}{2}$ |
| 01 | 01 | 01 | 0 | 0 | 11 | 1 | 0 | 00 | 0 | 1 | 10 | 1 | 1 |
| 11 | 01 | ${ }_{2}^{1} 1$ | $\frac{1}{2}$ | 0 | 3 1 | $\frac{3}{3}$ | 0 | $\frac{1}{2} 0$ | $\frac{1}{2}$ | 1 | 30 | 3 | 1 |
| 00 | 11 | $\frac{1}{2} \quad \frac{1}{2}$ | $\frac{3}{2}$ | $\stackrel{3}{3}$ | $\frac{3}{3} \quad \frac{1}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{1}{2} \quad \frac{3}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ | $\frac{3}{2} \quad \frac{3}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| 10 | 11 | $1 \frac{1}{2}$ | 0 | $\frac{3}{2}$ | $0 \quad 1$ | 1 | $\frac{3}{3}$ | $1 \frac{3}{2}$ | 0 | $\frac{1}{2}$ | 0 - | 1 | $\frac{1}{2}$ |
| 0 1 | 11 | ${ }_{1}^{1} 1$ | $\frac{3}{2}$ | 0 | 31 | $\frac{1}{2}$ | 0 | $\frac{1}{2} 0$ | $\frac{3}{2}$ | 1 | $\frac{3}{2} 0$ | $\frac{1}{2}$ | 1 |
| 11 | 11 | 11 | 0 | 0 | 01 | 1 | 0 | 10 | 0 | 1 | 00 | 1 | 1 |

Lower half of characteristic.

| $入 \omega$ | 入io | $\left\lvert\, \begin{array}{ll} x \\ +i \\ +i \\ \gg \infty \end{array}\right.$ | $\begin{array}{ll}\text { - } & i \\ i & i \\ \lambda & i\end{array}$ | $\begin{aligned} & >i_{0} \\ & ++ \\ & +\infty \end{aligned}$ |  | $\begin{aligned} & \succ i \\ & +i+ \\ & \vdots \infty \end{aligned}$ | $\begin{array}{ll}\lambda & 2 \\ 1 & 1 \\ \lambda & \infty\end{array}$ |  | $\begin{array}{ll}\lambda & i \\ i & 0 \\ \lambda & 0\end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | $0 \quad 0$ | 00 | 00 | $0 \quad 0$ | $0 \quad 0$ | 00 | 00 | 0 | 0 |
| 10 | $0 \quad 0$ | 10 | 0 | 10 | 0 | 10 | 0 | 10 | 0 |
| 01 | $0 \quad 0$ | $0 \quad 1$ | 01 | $\begin{array}{ll}0 & 1\end{array}$ | 0 | $\begin{array}{ll}0 & 1\end{array}$ | 0 | $\begin{array}{ll}0 & 1\end{array}$ | $0 \quad 1$ |
| 11 | $0 \quad 0$ | 11 | 11 | 11 | 11 | 11 | 11 | $\begin{array}{ll}1 & 1\end{array}$ | 1 |
|  | 10 | 10 | $-10$ | 10 | -1 0 | 10 | $-10$ | 10 | $-10$ |
| 10 | 10 | 20 | 0 | 20 | 00 | 20 | 00 | 20 | 00 |
| 0 1 | 10 | 11 | $-11$ | 11 | - 1 | 11 | -1 | 11 | -1 1 |
|  | 10 | 21 | 01 | 21 | 01 | 21 | 0 | 21 | 01 |
|  |  | 01 | 0-1 | 01 | -1 | 01 | - 1 |  | $0-1$ |
| 10 | 01 | 11 | - 1 | 11 | -1 | 11 | $1-1$ | 11 | - 1 |
| 01 | 01 | 02 | 00 | $0 \quad 2$ | 00 | 02 | 0 | $0 \quad 2$ | 00 |
| 11 |  | 12 | 10 | 12 | 10 | 12 | 10 | 12 | 10 |
|  |  |  | -1-1 | 11 | -1-1 | 11 | -1-1 | 11 | -1-1 |
| 10 |  |  | $0-1$ | 21 | -1 | 21 | -1 | 21 | 0-1 |
| 01 | 11 | 12 | $-10$ | 02 | $-10$ | 02 | $-10$ | 12 | -1 0 |
| 11 | 11 | 22 | 00 | 22 | 00 | 22 | 00 | 22 | 00 |

83. The upper characters of the $\Theta$ 's have thus the values $0,1, \frac{1}{2}, \frac{8}{2}$; the lower characters are originally $2,1,0$, or -1 , and these have when necessary to be, by the addition or subtraction of 2 , reduced to 0 or 1 ; the effect of this change is either to leave the $\Theta$ unaltered, or to multiply it by -1 or $\pm i$, as follows :

$$
\begin{array}{l|l}
\Theta_{\gamma \pm 2}^{0}=\Theta_{\gamma}^{0} & \Theta_{\gamma+2}^{\frac{1}{2}}=i \Theta_{\gamma}^{\frac{1}{2}}, \quad \Theta_{\gamma-2}^{\frac{1}{2}}=-i \Theta_{\gamma}^{\frac{1}{2}}, \\
\Theta_{\gamma \pm 2}^{1}=-\Theta_{\gamma}^{1}, & \Theta_{\gamma+2}^{\frac{3}{2}}=-i \Theta_{\gamma}^{\frac{3}{2}}, \quad \Theta_{\gamma+2}^{\frac{3}{2}}=i \Theta_{\gamma}^{\frac{3}{2}},
\end{array}
$$

where only the first column of characters is shown, but the same rule applies to the second column; and where we must of course combine the multipliers corresponding to the first and second columns respectively: for instance

$$
\Theta_{\gamma+2}^{\frac{\frac{3}{2}}{2}} \frac{\frac{1}{2}}{}=\left(-i,-i \Theta_{\gamma}^{\frac{3}{2} \frac{1}{2}}=\right)-\Theta_{\gamma}^{\frac{3}{2}} \frac{\frac{1}{2}}{\gamma} .
$$

Thus taking the tenth line of the upper half, and the fifth line of the lower half, we have

| 10 | 01 | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{3}{2}$ | $\frac{3}{2}$ | $\frac{1}{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 10 | 1 | $0-1$ | 0 | 1 | $0-1$ | 0 | 1 | $0-1$ | 0 | 1 | $0-1$ | 0 |  |  |  |  |

giving the value of
viz. this is

$$
\begin{aligned}
& =\Theta_{1}^{\frac{1}{2}}{ }_{0}^{\frac{1}{2}}(2 u) \cdot \Theta_{1}-\frac{1}{2} \frac{3}{2}\left(2 u^{\prime}\right)=i \Theta_{1}^{\frac{1}{2}} \frac{\frac{1}{2}}{0}(2 u) \cdot \Theta_{1}^{\frac{1}{2}} 0_{0}^{\frac{3}{2}}\left(2 u^{\prime}\right) \\
& +\Theta_{1}^{\frac{3}{2}}{ }_{0}^{\frac{1}{2}}(\#) \cdot \Theta_{-1}^{\frac{3}{2}}{ }_{0}^{\frac{3}{2}}(,)-i \Theta_{1}^{\frac{3}{2}} 0_{0}^{\frac{1}{2}}(, n) \cdot \Theta_{1}^{\frac{3}{2}}{ }_{0}^{\frac{3}{2}}(,) \\
& +\Theta_{1}^{\frac{1}{2}} 0_{0}^{\frac{3}{2}}(,,) \cdot \Theta_{-1}^{\frac{1}{2}} \frac{\frac{1}{2}}{0}(,,)+i \Theta_{1}^{\frac{1}{2}} 0_{0}^{\frac{3}{2}}(,) \cdot \Theta_{1}^{\frac{1}{2}} \frac{\frac{1}{2}}{0}(,,)
\end{aligned}
$$

where the first column is the value given directly by the diagram: it is then reduced to that given by the second columin.
84. But instead of the $\Theta$ 's, we introduce single letters ( $X, Y, Z, W$ ), $(E, F, G, H)$, $(I, J, K, L),(M, N, P, Q)$, with the suffixes ( $0,1,2,3$ ), in all 64 symbols, thus

| $\Theta$ | 00 | 10 | 01 | $11(2 u)=$ | $X$ | $Y$ | $Z$ | $W$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 |  |  | 0 |  |  |  |  |  |
| 10 |  |  | 1 |  |  |  |  |  |
| 01 |  |  |  | 2 |  |  |  |  |
| 11 |  |  |  | 3 |  |  |  |  |

that is,

$$
\begin{aligned}
& \Theta_{00}^{00}(2 u)=X, \quad \Theta_{00}^{10}=Y, \& c ., \\
& \Theta_{10}^{00}(2 u)=X_{1}, . .
\end{aligned}
$$


that is,

$$
\Theta_{00}^{\frac{1}{20} 0}(2 u)=E, \& c .
$$



The fimctions of ( $2 u^{\prime}$ ) are denoted in like manner by acecnted letters

$$
\Theta_{00}^{00}\left(2 u^{\prime}\right)=X^{\prime}, \& c
$$


85. To simplify the expression of the results, instead of in each case writing down the suffixes, I have indicated them by means of the column headed "Suff."

Thus

$$
|8-0| \quad{ }_{9}^{01} u+u^{\prime} \cdot 9{ }_{00}^{00} u-u^{\prime}=X X^{\prime}+Y Y^{\prime}+Z Z^{\prime}+W W^{\prime} \quad|2|
$$

means that the equation is to be rcad

$$
=X_{2} X_{2}^{\prime}+Y_{2} Y_{2}^{\prime}+Z_{2} Z_{2}^{\prime}+W_{2} W_{2}^{\prime} .
$$

It is hardly necessary to mention that the $|8-0|$ of the left-hand column shows the current numbers of the theta-functions; viz the left-hand side of the equation is

$$
\mathscr{Y}_{9}\left(u+u^{\prime}\right) \cdot \mathscr{I}_{0}\left(u-u^{\prime}\right) .
$$

And by a preceding remark the single arguments $u+u^{\prime}$ and $u-u^{\prime}$ are written in place of ( $u+u^{\prime}, v+v^{\prime}$ ) and ( $u-u^{\prime}, v-v^{\prime}$ ) respectively.

The 256 equations now are
86. First set, 64 equations.

| 0-0 | ${ }^{9}{ }_{00}^{00} u+u^{\prime} \cdot{ }^{9}{ }_{00}^{00} u-u^{\prime}$ |  | $=X$ | $X X^{\prime}$ | $+Y Y^{\prime \prime}$ | $+Z Z^{\prime}$ | $+W W^{\prime}$ | Suffixes. <br> 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
| 4-0 | 00 10 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=$ | $X X^{\prime}$ | $+Y{ }^{\prime \prime}$ | $+Z Z^{\prime}$ | $+W W^{\prime}$ |  | 1 |
| 8-0 | 00 01 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=$ | $\boldsymbol{X} X^{\prime}$ | $+Y Y^{\prime}$ | $+Z Z^{\prime}$ | $+W^{\prime}$ |  | 2 |
| 12-0 | 00 11 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ |  | $X X^{\prime}$ | $+Y^{\prime} Y^{\prime}$ | $+Z Z^{\prime}$ | $+W W^{\prime}$ |  | 3 |
| 0-4 | ${ }^{9} \begin{aligned} & 00 \\ & 00\end{aligned}$ | ${ }^{9}{ }_{10}^{00} u-u^{\prime}$ |  | $X X^{\prime}$ | $-Y Y^{\prime}$ | $+Z^{\prime}$ | - WW ${ }^{\prime}$ |  | 1 |
| 4-4 | 00 10 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=$ | $X X^{\prime}$ | $-Y Y^{\prime \prime}$ | $+Z Z^{\prime}$ | $-W W^{\prime}$ |  | 0 |
| 8-4 | 00 01 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=$ | $X X^{\prime}$ | $-Y Y^{\prime \prime}$ | $+Z Z$ | $-W W^{\prime \prime}$ |  | 3 |
| 12-4 | 00 11 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=$ |  | $-Y Y^{\prime}$ | $+Z Z^{\prime}$ | - WW |  | 2 |
| 0-8 | $9{ }_{9}^{00}$ | ${ }_{01}^{00}{ }^{u-u^{\prime}}$ |  |  | $+Y Y^{\prime}$ | $-2 Z$ | -W ${ }^{\text {r }}$ |  | 2 |
| 4-8 | 00 10 | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=$ | $X X^{\prime \prime}$ | $+Y Y^{\prime}$ | $-Z Z$ | $-W W^{\prime}$ |  | 3 |
| 8-8 | 00 01 | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ |  | $X X^{\prime}$ | $+Y Y^{\prime}$ | $-Z Z$ | $-W W^{\prime}$ |  | 0 |
| 12-8 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ |  | $X X^{\prime}$ | $+Y^{\prime \prime}$ | $-Z Z$ | $-W W^{\prime \prime}$ |  | 1 |
| 0-12 | ${ }^{9}{ }_{00}^{00}$ | ${ }_{11}^{00} u-u^{\prime}$ | $=$ | $\mathrm{NX}^{\prime}$ | -- $1{ }^{\prime \prime}$ | $-Z Z Z^{\prime}$ | $+W W^{\prime}$ |  | 3 |
| 4-12 | 00 10 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ |  | $X X^{\prime}$ | $-1{ }^{\prime \prime}$ | $-Z Z^{\prime}$ | $+W W^{\prime}$ |  | 2 |
| 8-12 | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ |  | $X X^{\prime}$ | $-Y Y^{\prime}$ | $-Z Z^{\prime}$ | $+W W^{\prime}$ |  | 1 |
| 12-12 | 00 11 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=$ | $X X^{\prime}$ | $-Y Y^{\prime}$ | $-Z Z^{\prime}$ | $+W W^{\prime}$ |  | 0 |

c. x .

65

First set, 64 equatious (continued).

| 1-1 | $.9{ }_{00}^{10} u+u^{\prime} \cdot 9{ }_{00}^{10} u-u^{\prime}$ |  | $=Y X^{\prime}$ | $+X Y^{\prime \prime}$ | $+W Z^{\prime}$ | $+Z W^{\prime}$ | Suffixes. <br> 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| $5-1$ | 10 10 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=I X^{\prime}$ | $+X Y^{\prime}$ | $+W Z^{\prime}$ | $+Z W^{\prime}$ | 1 |
| 9-1 | 10 01 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=Y X^{\prime}$ | $+X Y^{\prime}$ | $+W Z^{\prime}$ | $+Z W^{\prime}$ | 2 |
| 13-1 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=Y X^{\prime}$ | $+X Y^{\prime}$ | $+W Z^{\prime}$ | $+Z W^{\prime}$ | 3 |
| 1-5 | .$^{9} \begin{aligned} & 10 \\ & 00\end{aligned}$ | ${ }^{10} 40^{u-u}$ | $=Y X^{\prime}$ | $-X Y^{\prime}$ | $+W Z$ | $-Z W^{\prime}$ | 1 |
| 5-5 | 10 10 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $=-Y X^{\prime}$ | $+X Y^{\prime}$ | $-W Z$ | $+Z W^{\prime}$ | 0 |
| $9-5$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $=Y X^{\prime}$ | $-X Y^{\prime \prime}$ | + WZ | $-Z W^{\prime}$ | 3 |
| 13-5 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $=-Y X^{\prime}$ | $+X Y^{\prime}$ | $-W Z^{\prime}$ | $+Z W^{\prime}$ | 2 |
| 1-9 | .$^{10} 00$ | ${ }_{01}^{10} u-u^{\prime}$ | $=Y X^{\prime}$ | $+X Y^{\prime}$ | $-W Z^{\prime}$ | $-Z W^{\prime}$ | 2 |
| $5-9$ | 10 10 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=r X^{\prime}$ | $+X Y^{\prime \prime}$ | $-W Z^{\prime}$ | $-Z W^{\prime}$ | 3 |
| 9-9 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=Y X^{\prime}$ | $+X Y^{\prime}$ | -WZ | $-Z W^{\prime}$ | 0 |
| 13-9 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=Y X^{\prime}$ | $+X Y^{\prime \prime}$ | - W ${ }^{\prime}$ | $-Z W^{\prime}$ | 1 |
| 1-13 | .$^{10} 0{ }^{4}$ | ${ }_{11}^{10} u-u^{\prime}$ | $=Y X^{\prime}$ | $-X Y^{\prime}$ | -WZ' | $+Z W^{\prime}$ | 3 |
| $5-13$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=-I^{\prime} X^{\prime}$ | $+X Y^{\prime \prime}$ | + WZ' | $-Z W^{\prime}$ | 2 |
| 9-13 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=I X^{\prime}$ | $-X y^{\prime \prime}$ | - WZ' | $+Z W^{\prime}$ | 1 |
| 13-13 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=-Y X^{\prime \prime}$ | $+X Y^{\prime}$ | + WZ' | $-Z W^{\prime}$ | 0 |

First set, 64 equations (continued).

| $2-2$ | ${ }^{9}{ }_{00}^{01}{ }^{u+}+u^{\prime} \cdot{ }^{9}{ }_{00}^{01} u-u^{\prime}$ |  | $=Z X^{\prime}$ | + WY' | $+X Z^{\prime}$ | $+Y W^{\prime}$ | $\frac{\text { Suffixes. }}{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 6-2 | 01 10 | 01 00 | $=Z X^{\prime}$ | $+W Y^{\prime \prime}$ | $+X Z^{\prime}$ | $+Y W^{\prime}$ | 1 |
| 10-2 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=Z X^{\prime}$ | $+\mathrm{H}^{\prime \prime}$ | $+X Z^{\prime}$ | $+Y W^{\prime}$ | 2 |
| 14-2 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=Z X^{\prime}$ | $+W Y^{\prime \prime}$ | $+X Z^{\prime}$ | $+Y W^{\prime}$ | 3 |
| 2-6 | $9^{01}{ }_{00}{ }^{u}$ | ${ }_{10}^{01} u-u^{\prime}$ | $=Z X^{\prime}$ | $-W Y^{\prime}$ | $+X Z^{\prime}$ | $-Y W^{\prime}$ | 1 |
| 6-6 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=Z X^{\prime}$ | -W ${ }^{\prime \prime}$ | $+X Z^{\prime}$ | $-Y^{\prime} W^{\prime}$ | 0 |
| 10-6 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=Z X^{\prime \prime}$ | - W ${ }^{\prime \prime}$ | $+X Z^{\prime}$ | $-Y^{\prime} W^{\prime}$ | 3 |
| 14-6 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=Z X^{\prime}$ | $-W Y^{\prime}$ | $+X Z^{\prime}$ | $-Y V^{\prime}$ | 2 |
| - $2-10$ | ${ }^{9} 010{ }_{0}^{01}$ | ${ }_{01}^{01} u-u^{\prime}$ | $=Z X^{\prime}$ | $+W V^{\prime}$ | $-X Z^{\prime}$ | $-Y W^{\prime}$ | 2 |
| 6-10 | $01$ | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=Z X^{\prime \prime}$ | $+\mathrm{Wr}^{\prime \prime}$ | $-X Z^{\prime}$ | $-Y W^{\prime}$ | 3 |
| 10-10 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=-Z X^{\prime}$ | $-W Y^{\prime}$ | $+X Z^{\prime}$ | $+Y W^{\prime}$ | 0 |
| 14-10 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=-Z X^{\prime}$ | $-\mathrm{H}^{\prime} \mathrm{Y}^{\prime}$ | $+X Z^{\prime}$ | $+Y W^{\prime}$ | 1 |
| 2-14 | ${ }^{9} 00{ }_{0}$ | ${ }_{11}^{01} u-u^{\text {a }}$ | $=Z X^{\prime \prime}$ | -WY' | $-X Z^{\prime}$ | $+Y W^{\prime}$ | 3 |
| 6-14 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=Z X^{\prime}$ | $-W Y^{\prime}$ | $-X Z^{\prime}$ | $+Y W^{\prime}$ | 2 |
| 10-14 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=-Z X^{\prime}$ | $+W Y^{\prime}$ | $+X Z^{\prime}$ | $-Y W^{\prime}$ | 1 |
| 14-14 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=-Z X^{\prime}$ | $+W Y^{\prime}$ | $+X Z^{\prime}$ | $-Y W^{\prime}$ | 0 |

First set, 64 equations (concluded).

| 3-3 | $9_{00}^{11} u+u^{\prime} \cdot 9{ }_{00}^{11}{ }^{u-u^{\prime}}$ |  | $=W X^{\prime}$ | $+Z Y^{\prime}$ | $+Y Z^{\prime}$ | $+X W^{\prime}$ | Suffixes. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0 |  |  |  |
| 7-3 | 11 10 | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ |  | $=W X^{\prime}$ | $+Z Y^{\prime}$ | $+Y^{\prime}$ | $+X W^{\prime}$ | 1 |
| 11-3 | 11 01 | 11 00 | $=W X^{\prime}$ | $+Z Y^{\prime}$ | + Y' ${ }^{\prime}$ | $+X W^{\prime}$ | 2 |
| 15-3 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=W X^{\prime}$ | $+Z Y^{\prime}$ | $+Y Z^{\prime}$ | $+X W^{\prime}$ | 3 |
| 3-7 | $9^{9} 11$ | ${ }_{10}^{11} u-u^{\prime}$ | $=W X^{\prime}$ | $-Z Y^{\prime}$ | $+Y Z^{\prime}$ | $-X W^{\prime}$ | 1 |
| 7-7 | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=-W X^{\prime}$ | $+Z Y^{\prime}$ | $-Y Z^{\prime}$ | $+X W^{\prime}$ | 0 |
| 11-7 | 11 01 | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=W X^{\prime}$ | $-Z Y^{\prime}$ | $+Y Z^{\prime}$ | $-X W^{\prime}$ | 3 |
| 15-7 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=-W X^{\prime}$ | $+Z Y^{\prime}$ | $-Y Z '$ | $+X W^{\prime}$ | 2 |
| 3-11 | ${ }^{9} 11$ | ${ }_{01}^{11} u-u^{\prime}$ | $=W X^{\prime}$ | $+Z Y^{\prime}$ | $-Y Z^{\prime}$ | $-X W^{\prime}$ | 2 |
| 7-11 | 11 10 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=W X^{\prime}$ | $+Z Y^{\prime}$ | - YZ' | $-X W^{\prime}$ | 3 |
| 11-11 | 11 01 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=-W X^{\prime}$ | $-Z Y^{\prime}$ | $+Y Z^{\prime}$ | $+X W^{\prime}$ | 0 |
| 15-11 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=-W X^{\prime}$ | $-Z Y^{\prime}$ | $+Y^{\prime} Z^{\prime}$ | $+X W^{\prime}$ | 1 |
| $3-15$ | ${ }^{9} 11$ | $11{ }^{11} u-u$ | $=W X^{\prime}$ | $-Z Y^{\prime}$ | $-Y Z^{\prime}$ | $+X W^{\prime}$ | 3 |
| 7-15 | 11 10 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=-W X^{\prime}$ | $+Z Y^{\prime}$ | $+Y Z^{\prime}$ | $-X W^{\prime}$ | 2 |
| 11-15 | 11 01 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=-W X^{\prime}$ | $+Z Y^{\prime}$ | $+Y Z^{\prime}$ | $-X W^{\prime}$ | 1 |
| 15-15 | 11 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=W X^{\prime}$ | $-Z Y^{\prime}$ | - YZ' | $+X W^{\prime}$ | 0 |

87. Second set, 64 equations.

| 1-0 | ${ }^{9}{ }_{00}^{10} u+u^{\prime} .9{ }_{00}^{00} u-u^{\prime}$ |  | $=E E^{\prime}$ | $+G G^{\prime}$ | $+F F^{\prime \prime}$ | + HH ${ }^{\prime}$ | Suffixes <br> 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 5-0 | 10 10 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=E E^{\prime}$ | $+G G^{\prime}$ | $+F^{\prime \prime}$ | $+{ }^{\prime \prime I I}{ }^{\prime}$ | 1 |
| $9-0$ | 10 01 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=E E^{\prime}$ | $+G G^{\prime}$ | $+F F^{\prime \prime}$ | + HII' | 2 |
| 13-0 | 10 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=E E^{\prime}$ | $+G G^{\prime}$ | $+F F^{\prime}$ | + HH' | 3 |
| 1-4 | .9 $\begin{aligned} & 10 \\ & 00\end{aligned}$ | ${ }^{0}{ }_{10} u-u^{\prime}$ | $=-i E E^{\prime \prime}$ | $+i G G^{\prime}$ | $-i F^{\prime} F^{\prime \prime}$ | + IHII $^{\prime}$ | 1 |
| 5-4 | 10 10 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=i E E^{\prime \prime}$ | $-i G G^{\prime}$ | $+i F F^{\prime \prime}$ | -ill11' | 0 |
| $9-4$ | 10 01 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=-i E E^{\prime \prime}$ | $+i G G^{\prime}$ | $-i F F^{\prime \prime}$ | $+i H H^{\prime}$ | 3 |
| 13-4 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=i E E^{\prime}$ | $-i G G^{\prime}$ | $+i F F^{\prime \prime}$ | $-i H H^{\prime}$ | 2 |
| $1-8$ | . ${ }^{10} 00$ | ${ }_{01}^{00} u-u^{\prime}$ | $=E E^{\prime}$ | $+G G^{\prime}$ | $-r F^{\prime \prime}$ | - HII' | 2 |
| 5-8 | 10 10 | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=E E^{\prime}$ | $+G G^{\prime \prime}$ | $-{ }^{\prime} F^{\prime \prime}$ | - $H H^{\prime}$ | 3 |
| $9-8$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=E E^{\prime \prime}$ | $+G G^{\prime}$ | $-F^{\prime}$ | - $H H^{\prime}$ | 0 |
| 13-8 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=E E^{\prime \prime}$ | $+G G^{\prime}$ | $-F^{\prime \prime}$ | - HIII' | 1 |
| 1-12 | .$^{9}{ }_{00}^{10}$ | ${ }_{11}^{00} u-u^{\prime}$ | $=-i E E^{\prime \prime}$ | $+i G G^{\prime}$ | $+i F F^{\prime}$ | $-i \frac{1 H}{}{ }^{\prime}$ | 3 |
| 5-12 | 10 10 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=i E E^{\prime}$ | $-i G G^{\prime \prime}$ | $-i F^{\prime \prime}$ | $+i I I I I^{\prime}$ | 2 |
| 9-12 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=-i E E^{\prime}$ | $+i G G^{\prime \prime}$ | $+i F F^{\prime \prime}$ | $-i I I I^{\prime}$ | 1 |
| 13-12 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=i E E^{\prime \prime}$ | $-i G G^{*}$ | $-i F F^{\prime \prime}$ | +iIIII' | 0 |

Second set, 64 equations (continued).

| 0-1 | ${ }^{9}{ }_{00}^{00} u+u^{\prime} \cdot 9{ }_{00}^{10} u-u^{\prime}$ |  |  | $E G^{\prime}$ | $+G E^{\prime}$ | + FII | $+H F^{\prime \prime}$ | Suffixes <br> 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
| 4-1 | 00 10 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=$ | $E G^{\prime \prime}$ | $+G E \\|$ | $+{ }^{\prime} H^{\prime}$ | $+11 F^{\prime \prime}$ | 1 |
| 8-1 | 00 01 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | = | $E G^{\prime}$ | $+G E^{\prime \prime}$ | $+{ }^{\prime} H^{\prime}$ | $+I I F^{\prime \prime}$ | 2 |
| 12-1 | 00 11 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=$ | $E G^{\prime}$ | $+G E^{\prime \prime}$ | + FH' | $+H F^{\prime \prime}$ | 3 |
| 0-5 | ${ }^{9} 00$ | ${ }^{10}{ }_{10} u-u^{\prime}$ |  | $i E G^{\prime}$ | $-i G E^{\prime}$ | $+i H^{\prime}$ | $-i H F^{\prime \prime}$ | 1 |
| $4-5$ | 00 10 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ |  | $i E G^{\prime}$ | $-i G E^{\prime \prime}$ | + FFII $^{\prime}$ | $-i I I F^{\prime \prime}$ | 0 |
| 8-5 | 00 01 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ |  | $i E G^{\prime}$ | $-i G E^{\prime}$ | $+i{ }^{\prime} I I^{\prime}$ | $-i l l F^{\prime \prime}$ | 3 |
| 12-5 | 00 11 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ |  | $i E G^{\prime}$ | $-i G E^{\prime \prime}$ | $+i F H^{\prime}$ | -ill ${ }^{\prime \prime}$ | 2 |
| 0-9 | ${ }^{9}{ }_{00}^{00}$ | ${ }_{01}^{10} u-u^{\text {d }}$ | $=$ | $E G^{\prime}$ | $+. G E^{\prime}$ | - $\mathrm{I}^{\prime} H^{\prime}$ | $-H F^{\prime}$ | 2 |
| 4-9 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=$ | $E G^{\prime}$ | $+G E^{\prime}$ | $-F^{\prime}$ | - $H F^{\prime}$ | 3 |
| 8-9 | 00 01 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=$ | $E G^{\prime}$ | $+G E^{\prime}$ | - FH' | - $H F^{\prime \prime}$ | 0 |
| 12-9 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | = | $E G^{\prime}$ | $+G E^{\prime}$ | - $\mathrm{FH}^{\prime}$ | - $H F^{\prime \prime}$ | 1 |
| 0-13 | ${ }^{9} 00$ | ${ }_{11}^{10} u-u^{\prime}$ | $=$ | $i E G^{\prime \prime}$ | $-i G E^{\prime}$ | -iFII' | $+i H F^{\prime}$ | 3 |
| 4-13 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=$ | $i E G^{\prime \prime}$ | $-i G E^{\prime}$ | $-i H^{\prime}$ | +ill ${ }^{\prime \prime}$ | 2 |
| 8-13 | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=$ | $i E G^{\prime \prime}$ | $-i G E^{\prime}$ | -iFH' | $+i l l F^{\prime}$ | 1 |
| 12-13 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=$ | $i E G^{\prime}$ | $-i G E^{\prime \prime}$ | -iF'H' | $+i I I F^{\prime \prime}$ | 0 |

Second set, 64 equations (continued).

| 3-2 | . ${ }_{00}^{11} u+u^{\prime} .9{ }_{00}^{01}{ }_{0}^{u-u} u^{\prime}$ |  | $=F E^{\prime}$ | $+I I G^{\prime}$ | $+E F^{\prime \prime}$ | $+G H^{\prime}$ | Suffixes. <br> 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 7-2 | 11 10 | 01 00 | $=F E^{\prime}$ | $+H G^{\prime \prime}$ | $+E F^{\prime \prime}$ | $+G H^{\prime}$ | 1 |
| 11-2 | 11 01 | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=F^{\prime} E^{\prime}$ | $+H G^{\prime}$ | $+E F^{\prime}$ | + GII' | 2 |
| 15-2 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=F^{\prime} E^{\prime}$ | $+11 G^{\prime \prime}$ | $+E F^{\prime \prime}$ | + GH' | 3 |
| 3-6 | 9 11 | ${ }^{01} 0^{u-u}$ | $=-i F^{\prime} E^{\prime \prime}$ | $+i I f G^{\prime \prime}$ | $-i E F^{\prime \prime}$ | $+i G H{ }^{\prime}$ | 1 |
| 7-6 | 11 10 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=i F^{\prime} E^{\prime}$ | $-i I I G^{\prime \prime}$ | $+i E F^{\prime}$ | $-i G I I^{\prime}$ | 0 |
| 11-6 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=-i F E^{\prime \prime}$ | $+i H G^{\prime \prime}$ | $-i E F^{\prime \prime}$ | $+i G I I^{\prime}$ | 3 |
| 15-6 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=i F E^{\prime}$ | $-i / I G^{\prime \prime}$ | $+i E F^{\prime \prime}$ | $-i G I I^{\prime}$ | 2 |
| $\dot{3}-10$ | ${ }^{9}{ }_{00}^{11}$ | ${ }_{01}^{01} u-u^{\prime}$ | $=F L^{\prime \prime}$ | $+I G^{\prime}$ | - $E F^{\prime \prime}$ | - GII' | 2 |
| 7-10 | 11 10 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=F E^{\prime}$ | $+I I G^{\prime \prime}$ | - EF ${ }^{\prime \prime}$ | - GII' | 3 |
| 11-10 | 11 01 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=-r^{\prime \prime}$ | - $11 G^{\prime \prime}$ | $+E F^{\prime \prime}$ | + GII | 0 |
| $15-10$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=-F^{\prime \prime} E^{\prime \prime}$ | - IIG ${ }^{\prime \prime}$ | $+E F^{\prime \prime}$ | + GII' | 1 |
| 3-14 | ${ }^{9} \begin{aligned} & 11 \\ & 00\end{aligned}$ | ${ }_{11}^{01} u-u^{\prime}$ | $=-i F^{\prime} E^{\prime}$ | $+i I I G^{\prime \prime}$ | $+i E F^{\prime \prime}$ | $-i G I J^{\prime}$ | 3 |
| 7-14 | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=i F E^{\prime \prime}$ | $-i l l G^{\prime \prime}$ | $-i E^{\prime \prime} F^{\prime \prime}$ | $+i G H^{\prime}$ | 2 |
| 11-14 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=i E^{\prime \prime} E^{\prime}$ | $-i H I G^{\prime}$ | $-i E F^{\prime \prime}$ | $+i G^{\prime} l^{\prime}$ | 1 |
| 15-14 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=-i F E^{\prime \prime}$ | $+i l 1 G^{\prime \prime}$ | $+i E F^{\prime \prime}$ | $-i G H^{\prime}$ | 0 |

Second set, 64 equatious (concluded).

| 2-3 | $9{ }_{0}^{01}$ |  | $F G^{\prime}$ | $+H E^{\prime}$ | $+E H^{\prime}$ | $+G F^{\prime \prime}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ${ }_{00}^{11}{ }^{u-u^{\prime}}$ |  |  |  |  |  |
| $6-3$ | 01 10 | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=P G^{\prime}$ | $+H E$ | $+E H^{\prime}$ | $+G F^{\prime \prime}$ | 1 |
| 10-3 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=F G^{\prime}$ | $+H E^{\prime \prime}$ | + EH' | $+G F^{\prime \prime}$ | 2 |
| 14-3 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=F G^{\prime}$ | $+H E^{\prime}$ | $+E H^{\prime}$ | $+G F^{\prime}$ | 3 |
| $2-7$ | ${ }^{9} 010$ | ${ }_{10}^{11} u-u^{\prime}$ | $=i F G^{\prime}$ | $-i 11 E^{\prime \prime}$ | $+i E H^{\prime}$ | $-i G F^{\prime}$ | 1 |
| 6-7 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=i F G^{\prime}$ | $-i 11 E^{\prime \prime}$ | $+i E H^{\prime}$ | $-i G F^{\prime}$ | 0 |
| 10-7 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=i F G^{\prime}$ | $-i H E^{\prime \prime}$ | $+i E H^{\prime}$ | $-i G F^{\prime \prime}$ | 3 |
| 14-7 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=i F G^{\prime}$ | $-i H E^{\prime \prime}$ | $+i E H^{\prime}$ | $-i G F^{\prime}$ | 2 |
| 2-11 | $9{ }^{01} 00$ | ${ }_{01}^{11} u-u^{\prime}$ | $=F G^{\prime}$ | $+\Pi E^{\prime}$ | - EH' | - GF ${ }^{\prime \prime}$ | 2 |
| $6-11$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=F G^{\prime}$ | $+H E^{\prime}$ | - EH' | $-G F^{\prime}$ | 3 |
| 10-11 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=-F G^{\prime}$ | - IIE ${ }^{\prime}$ | $+E H^{\prime}$ | $+G F^{\prime \prime}$ | 0 |
| 14-11 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=-F G^{\prime}$ | $-H E^{\prime}$ | $+E H^{\prime}$ | $+G F^{\prime \prime}$ | 1 |
| 2-15 | $9^{901}$ | ${ }_{11}^{11} u-u^{\prime}$ | $=i F G^{\prime}$ | $-i H L^{\prime \prime}$ | $-i E 1{ }^{\prime}$ | $+i G F^{\prime}$ | 3 |
| $6-15$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=i F G^{\prime}$ | -ille ${ }^{\prime}$ | $-i E H^{\prime}$ | $+i G F^{\prime \prime}$ | 2 |
| 10-15 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=-i F G^{\prime}$ | $+i I I E^{\prime}$ | $+i E H^{\prime}$ | $-i G F^{\prime}$ | 1 |
| 14-15 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=-i F G^{\prime}$ | $+i H E^{\prime \prime}$ | $+i E H^{\prime}$ | $-i G F^{\prime \prime}$ | 0 |

88. Third set, 64 equations.

| 2-0 | ${ }^{9}{ }_{00}^{01} u+u^{\prime} \cdot{ }^{9}{ }_{00}^{00} u-u^{\prime}$ |  | $=I I^{\prime}$ | $+J J^{\prime}$ | $+K K^{\prime}$ | $+L L^{\prime}$ | $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 6-0 | 01 10 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=I T$ | $+J J^{\prime}$ | $+K K^{\prime}$ | + $L L^{\prime}$ | 1 |
| 10-0 | 01 01 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=\quad I I^{\prime}$ | $+J J^{\prime}$ | $+K K^{\prime}$ | $+L L^{\prime}$ | 2 |
| 14-0 | 01 11 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=I I^{\prime}$ | $+J J^{\prime}$ | $+K K^{\prime}$ | $+L L^{\prime}$ | 3 |
| 2-4 | ${ }^{9}{ }_{00}^{01}$ | ${ }_{10}^{00} u-u^{\prime}$ | $=I I^{\prime}$ | - $J J^{\prime}$ | $+K K^{\prime}$ | - $L E^{\prime}$ | 1 |
| 6-4 | 01 10 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=I I^{\prime}$ | - $J J^{\prime}$ | $+\mathrm{KH}^{\prime \prime}$ | - LL' | 0 |
| 10-4 | 01 01 | 00 10 | $=I^{\prime}$ | - $J J^{\prime}$ | $+\mathrm{KH}^{\prime}$ | - $L L^{\prime}$ | 3 |
| 14-4 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=I I^{\prime}$ | - $J J^{\prime}$ | $+K K^{\prime \prime}$ | - LL' | 2 |
| $\dot{2}-8$ | $9_{00}^{01}$ | ${ }_{01}^{00} u-u^{\prime}$ | $=-i I I^{\prime}$ | $-i J J^{\prime}$ | $+i K K^{\prime \prime}$ | $+i L L^{\prime}$ | 2 |
| 6-8 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=-i I I^{\prime}$ | $-i J J^{\prime}$ | $+i K K^{\prime \prime}$ | $+i L L^{\prime}$ | 3 |
| 10-8 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=i I I^{\prime}$ | $+i J J^{\prime}$ | $-i N N^{\prime}$ | $-i L L^{\prime}$ | 0 |
| 14-8 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=i I I^{\prime}$ | $+i J J^{\prime}$ | $-i N N^{\prime \prime}$ | $-i L L^{\prime}$ | 1 |
| 2-12 | $9^{01} 0{ }_{0}$ | ${ }_{11}^{00} u-u^{\prime}$ | $=-i I I^{\prime}$ | $+i J J^{\prime}$ | $+i K K^{\prime \prime}$ | - iLL ${ }^{\prime}$ | 3 |
| 6-12 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=-i I I^{\prime}$ | $+i J J^{\prime}$ | $+i N h^{\prime \prime}$ | $-i L L^{\prime}$ | 2 |
| 10-12 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=i I^{\prime}$ | $-i J J^{\prime}$ | -iNK' | $+i L L^{\prime}$ | 1 |
| 14-12 | $\begin{gathered} 01 \\ 11 \end{gathered}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $={ }^{\prime \prime}{ }^{\prime}$ | $-i . J J^{\prime}$ | $-i K K^{\prime \prime}$ | $+i L L^{\prime}$ | 0 |

c. x .
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Third set, 64 equations (continued).

| 3-1 | $9^{11} u+u^{\prime} \cdot 9{ }_{00}^{10} u-u^{\prime}$ |  | $=J I^{\prime}+I J^{\prime}+L K^{\prime}+K L^{\prime}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 7-1 | 11 10 | 10 00 | $=J I^{\prime}$ | $+1 J^{\prime}$ | $+L K^{\prime}$ | $+K L^{\prime}$ | 1 |
| 11-1 | 11 01 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=J I^{\prime}$ | $+I J^{\prime}$ | $+L h^{\prime \prime}$ | $+K L^{\prime}$ | 2 |
| 15-1 | 11 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=J I^{\prime}$ | $+I J^{\prime}$ | $+L K^{\prime}$ | $+K L^{\prime}$ | 3 |
| $3-5$ | $9^{11}$ | ${ }^{10} 0^{u-u}$ | $=J I^{\prime}$ | $-I J^{\prime}$ | $+L K^{\prime}$ | - $K L^{\prime}$ | 1 |
| 7-5 | 111 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $=-J I^{\prime}$ | $+I J^{\prime}$ | - LK ${ }^{\prime}$ | $+K L^{\prime}$ | 0 |
| 11-5 | 11 01 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $=J I^{\prime}$ | $-I J^{\prime}$ | $+L K^{\prime}$ | - KL' | 3 |
| 15-5 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $=-J I^{\prime}$ | $+I J^{\prime}$ | $-L h^{\prime}$ | $+K L^{\prime}$ | 2 |
| $3-9$ | ${ }^{9} 11$ | ${ }_{01}^{10} u-u^{\prime}$ | $=-i J I^{\prime}$ | $-i I J^{\prime}$ | $+i L K^{\prime}$ | $+i K L^{\prime}$ | 2 |
| 7-9 | 110 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=-i J I^{\prime}$ | $-i 1 J^{\prime}$ | $+i l h^{\prime}$ | $+i K L^{\prime}$ | 3 |
| $11-9$ | 11 01 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=i J I^{\prime}$ | $+i I J^{\prime}$ | -iLK ${ }^{\prime}$ | $-i K L^{\prime}$ | 0 |
| 15-9 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=i J I^{\prime}$ | $+i I J^{\prime}$ | $-i L K^{\prime}$ | $-i K L^{\prime}$ | 1 |
| $3-13$ | $9{ }^{11}$ | ${ }_{11}^{10} u-u^{\prime}$ | $=-i J I^{\prime}$ | $+i I J^{\prime}$ | $+i L K^{\prime}$ | $-i K L^{\prime}$ | 3 |
| 7-13 | $\begin{aligned} & 1 \mathrm{I} \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=i J I^{\prime}$ | $-i I J^{\prime}$ | $-i L K^{\prime}$ | $+i K L^{\prime}$ | 2 |
| 11-13 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=i . J I^{\prime}$ | $-i J^{\prime \prime}$ | $-i L K^{\prime \prime}$ | $+i K L^{\prime}$ | 1 |
| 15-13 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=-i . J I^{\prime}$ | $+i I J^{\prime}$ | $+i L K^{\prime \prime}$ | $-i K L^{\prime}$ | 0 |

Third set, 64 equations (continued).

| 0-2 | ${ }^{9}{ }_{00}^{00} u+u^{\prime} \cdot{ }^{9}{ }_{00}^{01} u-u^{\prime}$ |  | $=1$ | $1 K^{\prime}$ | $+J L^{\prime}$ | $+K r^{\prime}$ | $+L J^{\prime}$ | $\frac{\text { Suffixes. }}{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
| 4-2 | 00 10 | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=$ | $I K^{\prime}$ | $+J L^{\prime}$ | $+K I^{\prime}$ | $+L J^{\prime}$ | 1 |
| 8-2 | 00 01 | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=$ | $1 h^{\prime \prime}$ | $+J L^{\prime}$ | $+K I^{\prime}$ | $+L J^{\prime}$ | 2 |
| 12-2 | 00 11 | 01 00 | $=$ | $I K^{\prime}$ | $+J L^{\prime}$ | $+K I^{\prime}$ | $+L J^{\prime}$ | 3 |
| 0-6 | $9{ }^{00}$ | ${ }_{10}^{01}{ }^{u-u^{\prime}}$ | $=$ | $I K^{\prime}$ | $-J L^{\prime}$ | $+K I^{\prime}$ | - $L J^{\prime}$ | 1 |
| 4-6 | 00 10 | 01 10 | $=$ | $I K^{\prime}$ | - $J L^{\prime}$ | $+K I^{\prime}$ | - $L J^{\prime}$ | 0 |
| 8-6 | 00 01 | 01 10 | $=$ | $1 K^{\prime \prime}$ | - JL' | $+K I^{\prime}$ | - $L J^{\prime}$ | 3 |
| 12-6 | 00 11 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=$ | $I K^{\prime \prime}$ | - $J L^{\prime}$ | $+K I^{\prime}$ | - $L J^{\prime}$ | 2 |
| $0-10$ | $9{ }_{00}^{00}$ | ${ }_{01}^{01} u-u^{\prime}$ |  | $i I K^{\prime}$ | $+i J L^{\prime}$ | $-i K I^{\prime}$ | $-i L J^{\prime}$ | 2 |
| 4-10 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=$ | iIK ${ }^{\prime}$ | $+i J L^{\prime}$ | $-i K I^{\prime}$ | $-i L J^{\prime}$ | 3 |
| $8-10$ | 00 01 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=$ | iIK ${ }^{\prime \prime}$ | $+i J L^{\prime}$ | $-i K I^{\prime}$ | $-i L J^{\prime}$ | 0 |
| $12-10$ | 00 11 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=$ | iIK ${ }^{\prime}$ | $+i J L^{\prime}$ | $-i K I^{\prime}$ | $-i L J^{\prime}$ | 1 |
| 0-14 | 900 | ${ }_{11}^{01} u-u^{\prime}$ | $=$ | ${ }^{\text {II }}{ }^{\prime}$ | $-i J L^{\prime}$ | $-i K I^{\prime}$ | $+i L J^{\prime}$ | 3 |
| 4-14 | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=$ | il ${ }^{\prime \prime}$ | $-i J L^{\prime}$ | $-i K I^{\prime}$ | $+i L J^{\prime}$ | 2 |
| 8-14 | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $01$ |  | iIK ${ }^{\prime \prime}$ | $-i J L^{\prime}$ | $-i K I^{\prime}$ | $+i L J^{\prime}$ | 1 |
| 12-14 | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=$ | $i 1 K^{\prime \prime}$ | $-i J L^{\prime}$ | $-i K I^{\prime}$ | $+i L J^{\prime}$ | 0 |

Third set, 64 equations (concluded).

| 1-3 | $9_{00}^{10} u+u^{\prime} \cdot 9_{00}^{11} u-u^{\prime}$ |  | $=J K^{\prime}$ | $+I L^{\prime}$ | $+L I^{\prime}$ | $+K \cdot J^{\prime}$ | Suffixes. <br> 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 5-3 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=J h^{\prime \prime}$ | $+I L^{\prime}$ | $+L I^{\prime}$ | $+h^{\prime} J^{\prime}$ | 1 |
| $9-3$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=J K^{\prime}$ | $+I L^{\prime}$ | $+L I^{\prime}$ | $+K J^{\prime}$ | 2 |
| 13-3 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 00 \end{aligned}$ | $=J K^{\prime}$ | $+I L^{\prime}$ | $+L I^{\prime}$ | $+K J^{\prime}$ | 3 |
| 1-7 | ${ }^{9}{ }_{00}^{10}$ | ${ }_{10}^{11} u-u^{\prime}$ | $=J K^{\prime}$ | - $1 L^{\prime}$ | $+L I^{\prime}$ | $-K^{\prime} J^{\prime}$ | 1 |
| 5-7 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=-J K^{\prime}$ | $+I L^{\prime}$ | $-L I^{\prime}$ | $+K J^{\prime}$ | 0 |
| 9-7 | 10 01 | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=J K^{\prime}$ | $-I L^{\prime}$ | $+L I^{\prime}$ | $-K J^{\prime}$ | 3 |
| 13-7 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $=-J K^{\prime \prime}$ | $+I L^{\prime}$ | $-L I^{\prime}$ | $+K J^{\prime}$ | 2 |
| 1-11 | ${ }^{9} \begin{aligned} & 10 \\ & 00\end{aligned}$ | ${ }_{01}^{11} u-u^{\prime}$ | $=i J K^{\prime \prime}$ | $+i I L^{\prime}$ | $-i L I^{\prime}$ | $-i K^{\prime} J^{\prime}$ | 2 |
| 5-11 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=i J K^{\prime}$ | $+i L^{\prime}$ | $-i L I^{\prime}$ | $-i J^{\prime}$ | 3 |
| 9-11 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=i J K^{\prime}$ | $+i L^{\prime}$ | $-i L I^{\prime}$ | $-i K^{\prime} J^{\prime}$ | 0 |
| 13-11 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $=i J h^{\prime \prime}$ | $+i L L^{\prime}$ | $-i L l^{\prime}$ | $-i K^{\prime} J^{\prime}$ | 1 |
| 1-15 | . $\begin{aligned} & 10 \\ & 00\end{aligned}$ | ${ }_{11}^{11} u-u^{\prime}$ | $=i . J K^{\prime}$ | $-i I L^{\prime}$ | $-i L I^{\prime}$ | $+i K J^{\prime}$ | 3 |
| $5-15$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=-i . J K^{\prime}$ | $+i I L^{\prime}$ | $+i L I^{\prime}$ | $-i K J^{*}$ | 2 |
| $9-15$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=i J K^{\prime \prime}$ | $-i l L^{\prime}$ | $-i L I^{\prime}$ | $+i K J^{\prime}$ | 1 |
| 13-15 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $=-i J K^{\prime \prime}$ | $+i I L^{\prime}$ | ${ }^{+i L I}{ }^{\prime}$ | $-i k J^{\prime}$ | 0 |

89. Fourth set, 64 equations.

| 3-0 | ${ }^{9}{ }_{00}^{11} u+u^{\prime} . .9{ }_{00}^{00} u-u^{\prime}$ |  | M M ${ }^{\prime}$ | $+N N^{\prime}$ | $+P P^{\prime}$ | $+Q Q^{\prime}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 7-0 | 110 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=M M^{\prime}$ | $+N N^{\prime}$ | $+P P^{\prime}$ | $+Q Q^{\prime}$ | 1 |
| 11-0 | 11 01 | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=M^{\prime \prime}$ | $+N V^{\prime}$ | $+P P^{*}$ | $+Q Q^{\prime}$ | 2 |
| 15-0 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 00 \end{aligned}$ | $=M M^{\prime}$ | $+N N^{\prime}$ | $+P P^{p}$ | $+Q Q^{\prime}$ | 3 |
| 3-4 | $9^{90}$ | $9{ }^{00}$ (0) $u^{\prime}$ | $=-i M M^{\prime}$ | $+i N N^{\prime}$ | $-i P P^{\prime}$ | $+i Q Q^{\prime}$ | 1 |
| 7-4 | $\begin{aligned} & 11 \\ & 10 \end{aligned}$ | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=+i .1 .1 M^{\prime}$ | $-i N N^{\prime}$ | $+i P P^{*}$ | $-i Q Q^{\prime}$ | 0 |
| 11-4 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=-i .1 / M^{\prime \prime}$ | $+i N N^{\prime}$ | $-i P P^{\prime}$ | $+i Q Q^{\prime}$ | 3 |
| 15-4 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 10 \end{aligned}$ | $=+i .11 M^{\prime}$ | $-i N N^{\prime}$ | $+i P P^{\nu}$ | $-i Q Q^{\prime}$ | 2 |
| 3-8 | ${ }^{9} 110$ | ${ }_{01}^{00} u-u^{\prime}$ | $=-i . M M^{\prime}$ | $-i N N^{\prime}$ | $+i P P^{\prime}$ | $+i Q Q^{\prime}$ | 2 |
| 7-8 | $11$ | $\begin{aligned} & .00 \\ & 01 \end{aligned}$ | $=-i .10 M^{\prime}$ | $-i N V^{\prime}$ | $+i P P^{\prime}$ | $+i Q Q^{\prime}$ | 3 |
| 11-8 | $\begin{aligned} & 11 \\ & 01 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=i M M M^{\prime}$ | $+i N N^{\prime}$ | $-i P P^{\prime}$ | $-i Q Q^{\prime}$ | 0 |
| 15-8 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 01 \end{aligned}$ | $=i M M^{\prime}$ | $+i N N^{\prime}$ | $-i P P^{\prime}$ | $-i Q Q^{\prime}$ | 1 |
| 3-12 | $9^{11}$ | ${ }_{11}^{00} u-u^{\prime}$ | $=-N M M^{\prime}$ | $+N N^{\prime}$ | $+P P^{\prime}$ | $-Q Q^{\prime}$ | 3 |
| 7-12 | $11$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=+M M M^{\prime}$ | $-N N^{\prime}$ | $-P P^{\prime}$ | $+Q Q^{\prime}$ | 2 |
| 11-12 | $11$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=+M . M^{\prime}$ | $-N N^{\prime}$ | - PP ${ }^{\nu}$ | $+Q Q^{\prime}$ | 1 |
| 15-12 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 00 \\ & 11 \end{aligned}$ | $=-M V^{\circ}$ | $+\mathrm{NN}{ }^{\prime}$ | $+P P^{\prime}$ | $-Q Q^{\prime}$ | 0 |

Fourth set, 64 equations (continued).

| 2-1 | ${ }^{9} 010_{0}^{01}+u^{\prime} \cdot 9{ }_{00}^{10} u-u^{\prime}$ |  | $=$ | $M N^{\prime}$ | + $N M^{\prime}$ | $+P Q^{\prime}$ | $+Q P^{\prime}$ | Sufixes. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | 0 |
| 6-1 | 01 10 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ |  | $=$ | $M N^{\prime}$ | + NM' | $+P Q^{\prime}$ | $+Q P^{\prime}$ |  | 1 |
| 10-1 | 01 01 | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | $=$ | $M N^{\prime}$ | $+N M^{\prime}$ | $+P Q^{\prime}$ | $+Q P^{\prime}$ |  | 2 |
| 14-1 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 00 \end{aligned}$ | = | $M N^{\prime}$ | $+N M^{\prime}$ | $+P Q^{\prime}$ | $+Q P$ |  | 3 |
| 2-5 | ${ }^{9} 00$ | ${ }_{10}^{10} u-u^{\text {c }}$ | $=$ | $i M N^{\prime}$ | $-i N M^{\prime}$ | $+i P Q^{\prime}$ | $-i Q P^{\prime}$ |  | 1 |
| $6-5$ | 01 10 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ |  | $i M N^{\prime}$ | $-i N M^{\prime}$ | $+i P Q^{\prime}$ | $-i Q P^{\nu}$ |  | 0 |
| 10-5 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ |  | iM ${ }^{\prime}$ | $-i N M^{\prime}$ | $+i P Q^{\prime}$ | $-i Q P^{\prime}$ |  | 3 |
| 14-5 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ |  | iMN' | $-i N M^{\prime}$ | $+i P Q^{\prime}$ | $-i Q P^{\prime}$ |  | 2 |
| 2-9 | ${ }^{9} 01$ | ${ }_{01}^{10} u-u^{\prime}$ |  | $-i M N^{\prime}$ | $-i N M^{\prime}$ | $+i P Q^{\prime}$ | $+i Q P^{\prime}$ |  | 2 |
| $6-9$ | 01 10 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ |  | $-i M N^{\prime}$ | $-i N M^{\prime}$ | $+i P Q^{\prime}$ | $+i Q P^{\prime}$ |  | 3 |
| 10-9 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $=$ | $i M N^{\prime}$ | $+i N M^{\prime}$ | $-i P Q^{\prime}$ | $-i Q P^{\prime}$ |  | 0 |
| 14-9 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ |  | $i \mathrm{MN}^{\prime \prime}$ | +iNAM | $-i P Q^{\prime}$ | $-i Q P^{\prime}$ |  | 1 |
| 2-13 | ${ }^{9} 00$ | ${ }_{11}^{10} u-u^{4}$ | $=$ | $M N^{\prime}$ | - NM' | - PQ ${ }^{\prime}$ | $+Q P^{\prime}$ |  | 3 |
| 6-13 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $=$ | $M N^{\prime}$ | - NM' | $-P Q^{\prime}$ | $+Q P^{\prime}$ |  | 2 |
| 10-13 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ |  | - MN' | $+N M^{\prime}$ | $+P Q^{\prime}$ | $-Q P^{\prime}$ |  | 1 |
| 14-13 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ |  | $-M N^{\prime}$ | $+N M^{\prime}$ | $+P Q^{\prime}$ | $-Q P^{\nu}$ |  | 0 |

Fourth set, 64 equations (continued).

| 1-2 | $9^{10} u+u^{\prime} \cdot 9^{00}{ }_{00}^{01} u-u^{\prime}$ |  | $=M P^{\prime}$ | $+N Q^{\prime}$ | $+P M^{\prime}$ | $+Q N^{\prime}$ | Suffixes. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | 0 |
| 5-2 | 10 10 | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ |  | $=M P^{\prime}$ | $+N Q^{\prime}$ | $+P M^{\prime}$ | $+Q N^{\prime}$ |  | 1 |
| 9-2 | $\begin{aligned} & 10 \\ & 01 \end{aligned}$ | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=M P^{\prime}$ | $+N Q^{\prime}$ | $+P M^{\prime}$ | $+Q N^{\prime}$ |  | 2 |
| 13-2 | 10 11 | $\begin{aligned} & 01 \\ & 00 \end{aligned}$ | $=M P^{\prime}$ | $+N Q^{\prime}$ | $+P M^{\prime}$ | $+Q N^{\prime}$ |  | 3 |
| 1-6 | 10 00 | ${ }_{10}^{01} 0^{u-u^{\prime}}$ | $=-i M P^{\prime}$ | $+i N Q^{\prime}$ | $-i P M^{\prime}$ | $+i Q N^{\prime}$ |  | 1 |
| 5-6 | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $={ }^{\prime \prime} / P^{\prime}$ | $-i N Q^{\prime}$ | $+i P M^{\prime}$ | $-i Q N^{\prime}$ |  | 0 |
| 9-6 | 10 01 | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=-i M P{ }^{\prime}$ | $+i N Q^{\prime}$ | $-i P M M^{\prime}$ | $+i Q N^{\prime}$ |  | 3 |
| 13-6 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 10 \end{aligned}$ | $=i M P^{\prime}$ | $-i N Q^{\prime}$ | $+i P M{ }^{\prime}$ | $-i Q N^{\prime}$ |  | 2 |
| i-10 | $9 \begin{aligned} & 10 \\ & 00\end{aligned}$ | ${ }_{901}^{01} u-u^{\prime}$ | $=i M P^{\prime}$ | $+i N Q^{\prime}$ | $-i P M^{\prime}$ | $-i Q N^{\prime}$ |  | 2 |
| $5-10$ | 10 10 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=i M P^{\prime}$ | $+i N Q^{\prime}$ | $-i P M^{\prime}$ | $-i Q N^{\prime}$ |  | 3 |
| $9-10$ | 10 01 | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=i M P^{\prime}$ | $+i N Q^{\prime}$ | $-i P M M^{\prime}$ | $-i Q N^{\prime}$ |  | 0 |
| 13-10 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 01 \end{aligned}$ | $=i M P^{\nu}$ | $+i N Q^{\prime}$ | $-i P M^{\prime}$ | $-i Q N^{\prime}$ |  | 1 |
| 1-14 | 9 $\begin{array}{r}10 \\ 00\end{array}$ | ${ }^{9} 11{ }^{01} u-u^{\prime}$ | $=M P^{\prime}$ | $-N Q^{\prime}$ | - PM $M^{\prime}$ | $+Q N^{\prime}$ |  | 3 |
| 5-14 | 10 10 | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=-M P^{\prime}$ | $+N Q^{\prime}$ | $+P M^{\prime}$ | $-Q N^{\prime}$ |  | 2 |
| 9-14 | $10$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=M P^{\prime}$ | $-N Q^{\prime}$ | - PM $H^{\prime}$ | $+Q N^{\prime}$ |  | 1 |
| 13-14 | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & 01 \\ & 11 \end{aligned}$ | $=-M P^{\prime}$ | $+N Q^{\prime}$ | $+P M{ }^{\prime}$ | $-Q N^{\prime}$ |  | 0 |

Fourth set, 64 equations (concluded).

90. I re-arrange these in sets of 16 equations, the equations of the first or square-set of 16 being taken as they stand, but those of the other sets being combined in pairs by addition and subtraction as will be seen. And I now drop altogether the characteristics, retaining only the current numbers: thus, in the set of equations next written down, the first equation is

$$
9_{0}\left(u+u^{\prime}\right) গ_{0}\left(u-u^{\prime}\right)=X X^{\prime}+Y Y^{\prime}+Z Z^{\prime}+W W^{\prime}:
$$

in the second set, the first equation is

$$
\frac{1}{2}\left\{\mathscr{\Im}_{4}\left(u+u^{\prime}\right) \mathscr{I}_{0}\left(u-u^{\prime}\right)+\mathscr{I}_{0}\left(u+u^{\prime}\right) \mathscr{I}_{4}\left(u-u^{\prime}\right)\right\}=X_{1} X_{1}^{\prime}+Z_{1} Z_{1}^{\prime},
$$

and so in other cases.
First or square-set of 16.

| $\begin{gathered} u+u^{\prime} \\ 9 \end{gathered}$ | $\begin{gathered} u-2 \\ .9 \end{gathered}$ | (Suffixes 0.) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $=X X^{\prime}$ | $+Y Y^{\prime}$ | $+Z Z^{\prime}$ | $+W W^{\prime}$ |
| 4 | 4 | $X X^{\prime}$ | $-Y^{\prime} Y^{\prime \prime}$ | $+Z Z^{\prime}$ | $-W W^{\prime}$ |
| 8 | 8 | $X{ }^{\prime}$ | + YY' | - ZZ' | - W'W ${ }^{\prime}$ |
| 12 | 12 | $X X^{\prime}$ | $-Y^{\prime} Y^{\prime}$ | - ZZ' | $+W^{\prime} W^{\prime}$ |
| 1 |  | $=Y X^{\prime}$ | $+X Y^{\prime}$ | + WZ' | $+2 W^{\prime}$ |
| 5 | 5 | $=-Y N^{\prime}$ | $+X Y^{\prime \prime}$ | - I'Z' | $+Z W^{\prime}$ |
| 9 | 9 | $=Y^{\prime} X^{\prime}$ | $+X Y^{\prime \prime}$ | - $\mathrm{I}^{\prime} Z^{\prime}$ | $-Z W^{\prime}$ |
| 13 | 13 | $=-Y X^{\prime}$ | $+X Y^{\prime}$ | + WZ' | $-2 W^{\prime}$ |
| 2 | 2 | $=\quad Z X^{\prime}$ | $+W Y^{\prime \prime}$ | + XZ' | $+Y^{r} W^{\prime}$ |
| 6 | 6 | $=Z X^{\prime}$ | -W $W$ | $+X Z^{\prime}$ | $-Y^{\prime} W^{\prime}$ |
| 10 | 10 | $=-Z X^{\prime}$ | $-W r^{\prime \prime}$ | $+X Z^{\prime}$ | $+Y W^{\prime}$ |
| 14 | 14 | $=-Z X^{\prime}$ | $+W Y^{\prime}$ | $+X Z^{\prime}$ | $-Y^{\prime} W^{\prime}$ |
| 3 | 3 | $=W X^{\prime}$ | $+Z Y^{\prime}$ | $+Y Z^{\prime}$ | $+X W^{\prime}$ |
| 7 | 7 | $=-W X^{\prime}$ | $+Z V^{\prime \prime}$ | - YZ' | $+X W^{\prime}$ |
| 11 | 11 | $=-W X^{\prime}$ | $-Z Y^{\prime}$ | $+Y Z^{\prime}$ | $+X W^{\prime}$ |
| 15 | 15 | $=W X^{\prime}$ | $-Z Y^{\prime \prime}$ | $-Y^{\prime}$ | $+X W^{\prime}$ |

91. Second set of 16 .

| $\frac{1}{3}\left\{\begin{array}{l} t+u^{\prime} \\ 9 \end{array}\right.$ | $\begin{gathered} u-u^{\prime} \\ y \end{gathered}$ | + | $\begin{gathered} u+u^{\prime} \\ 9 \end{gathered}$ | $\begin{gathered} \because-u^{\prime} \\ 9\} \end{gathered}$ | (Suffix | es 1.) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 0 |  | 0 | $4=$ | $X X^{\prime}$ | + 28 |
| 12 | 8 |  | 8 | 12 | $X X^{\prime}$ | $-Z Z^{\prime}$ |
| 5 | 1 |  | 1 | 5 | Y ${ }^{\prime}$ | $+W Z^{\prime}$ |
| 13 | 9 |  | 9 | 13 | $Y X^{\prime}$ | - WZ' |
| 6 | 2 |  | 2 | 6 | $Z X^{\prime}$ | $+{ }^{\prime} Z^{\prime}$ |
| 14 | 10 |  | 10 | 14 | $-Z N^{\prime}$ | + XZ' |
| 7 | 3 |  | 3 | 7 | $W X^{\prime}$ | $+Y Z^{\prime}$ |
| 15 | 11 |  | 11 | 15 | $-W X^{\prime \prime}$ | $+Y Z^{\prime}$ |
| $u+u^{\prime}$ | $u-u^{\prime}$ |  | $u+\chi^{\prime}$ | $u-u^{\prime}$ | (Suffixes 1.) |  |
| $\frac{1}{2}\{9$ | . 9 | - | . 9 | 9 ) |  |  |
| 4 | 0 |  | 0 | $4=$ | $Y^{\prime} Y^{\prime}$ | $+W W^{\prime}$ |
| 12 | 8 |  | 8 | 12 | $Y Y^{\prime}$ | -W W $W^{\prime}$ |
| 5 | 1 |  | 1 | 5 | $X Y^{\prime \prime}$ | $+Z W^{\prime}$ |
| 13 | 9 |  | 9 | 13 | N $V^{\prime \prime}$ | $-2 W^{\prime}$ |
| 6 | 2 |  | 2 | 6 | WY' | $+Y W^{\prime}$ |
| 14 | 10 |  | 10 | 14 | - WY' | $+Y W^{\prime}$ |
| 7 | 3 |  | 3 | 7 | $Z Y^{\prime \prime}$ | $+X W^{\prime}$ |
| 15 | 11 |  | 11 | 15 | - Z $Y^{\prime \prime}$ | $+X W^{\prime}$ |

c. x .
92. Third set of $\mathbf{1 6}$.

93. Fourth set of 16 .

| $u+u^{\prime}$ <br> $\frac{1}{2}\left\{\begin{array}{c}u-u^{\prime} \\ 9\end{array}\right.$ <br> 9$u+u^{\prime}$ <br> 9 | $\left.\begin{array}{c}u-u^{\prime} \\ 2\end{array}\right\}$ | (Suffixes 3.) |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 12 | 0 | 0 | $12=$ | $X X^{\prime}+W W^{\prime}$ |
| 8 | 4 | 4 | 8 | $X X^{\prime}-W W^{\prime}$ |
| 13 | 1 | 1 | 13 | $Y X^{\prime}+Z W^{\prime}$ |
| 9 | 5 | 5 | 9 | $Y X^{\prime}-Z W^{\prime}$ |
| 14 | 2 | 2 | 14 | $Z X^{\prime}+Y W^{\prime}$ |
| 10 | 6 | 6 | 10 | $Z X^{\prime}-Y W^{\prime}$ |
| 15 | 3 | 3 | 15 | $W X^{\prime}+X W^{\prime}$ |
| 11 | 7 | 7 | 11 | $W X^{\prime}-X W^{\prime}$ |


94. Fifth set of 16 .

| $\frac{1}{2}\left\{\left\{_{9}^{u+u^{\prime}}\right.\right.$ | $\stackrel{u-u^{\prime}}{\substack{\prime}}$ | $+$ | $\begin{gathered} u+u^{\prime} \\ 9 \end{gathered}$ | $\left.\begin{array}{c} u-u^{\prime} \\ 9 \end{array}\right\}$ | (Suffixes 0.) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 |  | 0 | $1=$ | $E+G$ | $G \cdot E^{\prime \prime}+G^{\prime}$ | + | $F+I I$. | $F^{\prime \prime}+H^{\prime}$ |
| 5 | 4 |  | 4 | 5 | i. $E-G$ | G " | + | $i, F-H$ | " |
| 9 | 8 |  | 8 | 9 | $E+G$ | G | - | . $F+H$ | " |
| 13 | 12 |  | 12 | 13 | i. $E-G$ | G | - | $i . F-I I$ | " |
| 3 | 2 |  | 2 | 3 | $F+$ | H | + | $E+G$ | " |
| 7 | 6 |  | 6 | 7 | i. $F^{\prime}-$ | H | $\pm$ | i. $E-G$ | " |
| 11 | 10 |  | 10 | 11 | - . $F+H$ | H | + | $E+G$ | " |
| 15 | 14 |  | 14 | 15 | $-i . F-H$ | H | + | i. $E-G$ | " |
| $1^{u+u^{\prime}}$ | $u-u^{\prime}$ |  | $u+u^{\prime}$ | $u-u^{\prime}$ | (Suffixes 0.) |  |  |  |  |
| $\frac{1}{2}\{9$ | 9 | - | 9 | 9 \} |  |  |  |  |  |
| 1 | 0 |  | 0 | $1=$ | $E-G \cdot E^{\prime}-G^{\prime}$ |  | + | $F-M \cdot \overline{F^{\prime}-H^{\prime}}$ |  |
| 5 | 4 |  | 4 | 5 | i. $E \div C$ | G | + | i. $F^{\prime}+I I$ | " |
| 9 | 8 |  | 8 | 9 | $E-G$ | G " | - | . $F-H$ | " |
| 13 | 12 |  | 12 | 13 | i. $E+G$ | G | - | i. $F+I I$ | " |
| 3 | 2 |  | 2 | $3{ }^{\text {i }}$ | $F-$ | H | + | $E-G$ | " |
| 7 | 6 |  | 6 | 7 | i. F +1 | II |  | i. $E+G$ | " |
| 11 | 10 |  | 10 | 11 | $-. F-H$ | H | + | $E-G$ | " |
| 15 | 14 |  | 14 | 15 | $-i . F+H$ | II | + | i. $E+G$ | " |

95. Sixth set of 16.

96. Seventh set of 16 .

| $\frac{1}{2+u^{i}}$ | $\underset{g}{u-w^{\prime}}$ | $\begin{gathered} u+u^{\prime} \\ +\quad 9 \end{gathered}$ | $\left.\begin{array}{c} u-u^{i} \\ 9 \end{array}\right\}$ | (Suftixes 2.) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 0 | 0 | $9=$ | $E^{\prime}+G^{\prime} \cdot E^{\prime}+G^{\prime}$ | + | $F-H$. | ' $-H^{\prime}$ |
| 13 | 4 | 4 | 13 | i. $E-G$ | + | $i . j+H$ | " |
| 1 | 8 | 8 | 1 | $E+G \quad$, | - | . $F$ - H | , |
| 5 | 12 | 12 | 5 | i. $E-G$ | - | i. $F+H$ | " |
| 11 | 2 | 2 | 11 | $F+H$ | + | $E-G$ | " |
| 15 | 6 | 6 | 15 | i. $F-I I$ | + | i. $E+G$ | " |
| 3 | 10 | 10 | 3 | $F+H$ | - | . $E-G$ | " |
| - | 14 | 14 | 7 | i. $F-H$ | - | i. $E+G$ | " |
| $\frac{1}{2}\left\{9^{u+u^{\prime}}\right.$ | $\begin{aligned} & u-u^{\prime \prime} \\ & \hline \end{aligned}$ | $\begin{gathered} u+u^{\prime} \\ -\quad 9 \end{gathered}$ | $\left.\begin{array}{c} u-u^{\prime} \\ 9 \end{array}\right\}$ | (Suffixes 2.) |  |  |  |
| 9 | 0 | 0 | $9=$ | $E-G \cdot E^{\prime}-G^{\prime}$ | + | $F+H$. | + $H^{\prime}$ |
| 13 | 4 | 4 | 13 | $i . E+G \quad$, | + | i. $F-H$ | " |
| 1 | 8 | 8 | 1 | $E-G$ | - | . $\boldsymbol{F}+\mathrm{H}$ | " |
| 5 | 12 | 12 | 5 | i. $E+G$ | - | i. $F-I I$ | " |
| 11 | 2 | 2 | 11 | $F-I I$ | + | $E+G$ | " |
| 15 | 6 | 6 | 15 | i. $F+I I$ | + | i. $E-G$ | , |
| 3 | 10 | 10 | 3 | $F-I I$ | - | . $E+G$ | " |
| 7 | 14 | 14 | 7 | i. $\boldsymbol{F}+11$ | - | i. $E-G$ | " |

97. Eighth set of 16 .

98. Ninth set of 16 .


| $\frac{1}{2}\left\{\begin{array}{l} u+u^{\prime} \end{array}\right.$ | $\begin{gathered} u-u^{\prime} \\ g \end{gathered}$ | $\begin{gathered} u+u^{\prime} \end{gathered}$ | $\left.\begin{array}{c} u-u^{\prime} \\ 9 \end{array}\right\}$ | (Suftixes 0.) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | 0 | 2 | $=$ | I-h | $I^{\prime}-K^{\prime}$ | + | $J-L$ | ${ }^{\prime}-L^{\prime}$ |
| 6 | 4 | 4 | 6 |  | $I-h$ | „ | - | . $J-L$ | „ |
| 10 | 8 | 8 | 10 |  | $i . I+K$ | " | + | $i . J+L$ | " |
| 14 | 12 | 12 | 14 |  | $i . I+h$ | " | - | $i . J+L$ | " |
| 3 | 1 | 1 | 3 |  | $J-L$ | " | + | $I-K$ | " |
| 7 | 5 | 5 | 7 |  | . $J-L$ | " | + | $I-K$ | " |
| 11 | 9 | 9 | 11 |  | $i . J+L$ | " | + | $i . I+{ }^{-}$ | " |
| 15 | 13 | 13 | 15 |  | $i . J+L$ |  |  | $i . I+K^{\prime}$ |  |

99. Tenth set of 16 .

| $\frac{1}{2}\{9$ | $\begin{gathered} u-u^{\prime} \\ \mathscr{y} \end{gathered}$ | $\begin{array}{r} u+u^{\prime} \\ +\quad 9 \end{array}$ | $\left.\begin{array}{c} u-u^{\prime} \\ 9 \end{array}\right\}$ | (Suffixes 1.) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 0 | 0 | $=$ | $I+K \cdot I^{\prime}+K^{\prime}$ | + | $J$ - | $J^{\prime}-L^{\prime}$ |
| 2 | 4 | 4 | 2 | $I+K$ | - | . $J-L$ | , |
| 14 | 8 | 8 | 14 | $i . I-K$ | + | $i . J+L$ | " |
| 10 | 12 | 12 | 10 | $i . I-K$ | - | $i . J+L$ | " |
| 7 | 1 | 1 | 7 | $J+L$ | + | $I-K$ | " |
| 3 | 5 | 5 | 3 | $J+L$ | - | . $I-K$ | " |
| 15 | 9 | 9 | 15 | i. $J-L$ | + | $i . I+K$ |  |
| 11 | 13 | 13 | 11 | $i . J-L$ | - | $i . I+K$ | " |
| $u+u^{\prime}$ | $u-u^{\prime}$ | ${ }^{u+u^{\prime}}$ | $u-u^{\prime}$ | (Suffixes 1.) |  |  |  |
|  |  |  |  |  |  |  |  |
| 6 | 0 | 0 | $6=$ | $I-K^{\prime} \cdot I^{\prime}-K^{\prime}$ | + | $J+$ | $J^{\prime}+L^{\prime}$ |
| 2 | 4 | 4 | 2 | $\boldsymbol{I}-\boldsymbol{K}$ | - | . $J+I$ | " |
| 14 | 8 | 8 | 14 | $i . I+h^{\prime}$ | + | $i . J-I$ | " |
| 10 | 12 | 12 | 10 | $i . I+K$ | - | $i . J-L$ | " |
| 7 | 1 | 1 | 7 | $J-L$ | + | $I+K$ | " |
| 3 | 5 | 5 | 3 | $J-L$ | - | . $I+K$ | " |
| 15 | 9 | 9 | 15 | i. $J+L$ | + | $i . I-K$ | , |
| 11 | 13 | 13 | 11 | $i . J+L$ | - | $i . I-K$ | " |

100. Eleventh set of 16 .


| $\frac{1}{2}\left\{^{n+i^{i}}\right.$ | $\stackrel{u-u}{9}$ | $\begin{aligned} & \quad u+u^{\prime} \\ & +\quad 9 \end{aligned}$ | $\left.\begin{array}{c} u-u^{\prime} \\ 9 \end{array}\right\}$ | (Suffixes 3.) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 14 | 0 | 0 | 14 | $=I-i K$ | $I^{\prime}+i K^{\prime}$ | + | $J+i L$ | $J^{\prime}-i L^{\prime}$ |
| 10 | 4 | 4 | 10 | $I-i \boldsymbol{L}$ | " | - | . $J+i L$ | , |
| 6 | 8 | 8 | 6 | $-i . I+i K$ | " | - | $i . J-i L$ |  |
| 2 | 12 | 12 | 2 | $-i . I+i K$ | " | + | $i . J-i L$ | " |
| 15 | 1 | 1 | 15 | $J-i L$ | " | + | $I+i K$ |  |
| 11 | 5 | 5 | 11 | $J-i L$ | " | - | . $I+i K$ | " |
| 7 | 9 | 9 | 7 | $-i . J+i L$ | " | - | i. I-iK | " |
| 3 | 13 | 13 | 3 | $-i . J+i L$ | " | $+$ | $i . I-i K$ | " |
| $\frac{1}{2}\left\{^{u+u^{\prime}}\right.$ | $\stackrel{u-u^{\prime}}{9}$ | $\begin{gathered} u+u^{\prime} \\ -\quad 9 \end{gathered}$ | $\begin{array}{\|c\|c\|} \hline-n^{\prime} \end{array}$ | (Suftixes 3.) |  |  |  |  |
| 14 | 0 | 0 | 14 | $=\quad I+i \bar{K}$ | $I^{\prime}-i K^{\prime}$ | + | $J-i L$. | $J^{\prime}+i L^{\prime}$ |
| 10 | 4 | 4 | 10 | $I+i K$ | " | - | . $J-i L$ | " |
| 6 | 8 | 8 | 6 | $-i . I-i K$ | " | - | $i . J+i L$ | " |
| 2 | 12 | 12 | 2 | $-i . I-i K$ | " | + | $i . J+i L$ | " |
| 15 | 1 | 1 | 15 | $J+i L$ | " | + | $I-i \boldsymbol{K}$ | " |
| 11 | 5 | 5 | 11 | $J+i L$ | " | - | . $I-i K$ | " |
| 7 | 9 | 9 | 7 | $-i . J-i L$ | " | - | $i . I+i K$ | , |
| 3 | 13 | 13 | 3 | $-i . J-i L$ | " | + | $i . I+i K$ | " |

102. Thirteenth set of 16 .

| $\frac{1}{2}\left\{\begin{array}{l} u+u^{\prime} \\ 9 \end{array}\right.$ | $\begin{gathered} u-z \\ 9 \end{gathered}$ | $\begin{gathered} u+u \\ 9 \end{gathered}$ | $\begin{gathered} r-u \\ 9 \end{gathered}$ | (Suffixes 0.) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | 0 | 3 | $=M+Q$ | + | $+$ | $N+P$ | + |
| 7 | 4 | 4 | 7 | i. $M-Q$ | , | - | i. $N-P$ | " |
| 11 | 8 | 8 | 11 | i. $M-Q$ | , | $+$ | i. $N-P$ | " |
| 15 | 12 | 12 | 15 | $-. M+Q$ | " | + | $N+P$ | " |
| 2 | 1 | 1 | 2 | $N+P$ | " | + | $M+Q$ | " |
| 6 | 5 | 5 | 6 | $-i . N-P$ | " | $+$ | i. $M-Q$ | " |
| 10 | 9 | 9 | 10 | i. $\boldsymbol{N}-P^{3}$ | " | + | i. $M-Q$ | " |
| 14 | 13 | 13 | 14 | $N+P$ | " | - | $. M+Q$ | " |


103. Fourteenth set of 16 .

104. Fifteenth set of 16.

| $\frac{1}{2}\left\{9^{u+u^{\prime}}\right.$ | $\begin{gathered} u-a^{\prime} \\ g \end{gathered}$ | $+\quad \begin{gathered} u+u^{\prime} \end{gathered}$ | $\left.\cdot \begin{array}{c} n-u^{\prime} \\ y \end{array}\right\}$ | (Suffixes 2.) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 0 | 0 | $11=$ | $=M-i Q . M$ | $M^{\prime}+i Q^{\prime}$ | + | $N-i P$ | $N^{\prime}+i P^{\prime}$ |
| 15 | 4 | 4 | 15 | i. $M+i Q$ | " | - | $i . N+i P$ | " |
| 3 | 8 | 8 | 3 | $-i . M+i Q$ | " | - | $i . N+i P$ | " |
| 7 | 12 | 12 | 7 | $\mathrm{M}-\mathrm{i} Q$ | " | - | . $N-i P$ | " |
| 10 | 1 | 1 | 10 | $N-i P$ | " | + | $M-i Q$ | " |
| 14 | 5 | 5 | 14 | $-i . N+i P$ | " | + | $i . M+i Q$ | " |
| 2 | 9 | 9 | 2 | $-i . N+i P$ | " | - | $i . M+i Q$ | " |
| 6 | 13 | 13 | 6 | $-. N-i P$ | " | + | $M-i Q$ | " |
| $\frac{u+u^{\prime}}{2}\{\stackrel{9}{9}$ | $\begin{gathered} u-u^{\prime} \\ 9 \end{gathered}$ | $\begin{gathered} u+u^{\prime} \\ -\quad y \end{gathered}$ | $\left.\begin{array}{c} u-u^{\prime} \\ 9 \end{array}\right\}$ |  | (Suffi | ixes |  |  |
| 11 | 0 | 0 | $11=$ | $=M+i Q . M$ | $M^{\prime}-i Q^{\prime}$ | + | $N+i P$ | $N^{\prime}-i l^{\prime}$ |
| 15 | 4 | 4 | 15 | i. $M-i Q$ | " | - | i. $N-i P$ | " |
| 3 | 8 | 8 | 3 | - i. M-iQ | " | - | i. $N-i P$ | " |
| 7 | 12 | 12 | 7 | $M+i Q$ | " | - | . $N+i P$ | " |
| 10 | 1 | 1 | 10 | $N+i P$ | " | + | $M+i Q$ | " |
| 14 | 5 | 5 | 14 | $-i . N-i P$ | " | + | i. $M-i Q$ | " |
| 2 | 9 | 9 |  | $-i . N-i P$ | " | - | i. M-iQ | " |
| 6 | 13 | 13 | 6 | $-. N+i P$ | " | + | $M+i Q$ | " |

105. Sixteenth set of $\mathbf{1 6}$.

| $\frac{1}{2}\{9$ | $\underset{9}{u-u} \underset{\substack{u}}{ }$ | $\begin{array}{r} u+u \\ +\quad 9 \end{array}$ | $\begin{gathered} u-u \\ y \end{gathered}$ | (Suffixes 3.) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | 0 | 0 | 15 | $=M-Q$ | . $M^{\prime}-Q^{\prime}$ | + | $N+P$ | $N^{\prime}+r^{\prime}$ |
| 11 | 4 | 4 | 11 | $-i . M+Q$ | " | + | i. $N-P$ | „ |
| 7 | 8 | 8 | 7 | $-i . M+Q$ | " | - | i. $N-P$ | " |
| 3 | 12 | 12 | 3 | - . $M-Q$ | " | + | $N+P^{2}$ | " |
| 14 | 1 | 1 | 14 | $N-P$ | , | + | $M+Q$ | " |
| 10 | 5 | 5 | 10 | $-i . N+P$ | " | + | i. $M-Q$ | " |
| 6 | 9 | 9 | 6 | $-i . N+P$ | Premer | , | i. $M-Q$ | " |
| 2 | 13 | 13 | 2 | - . $N-P$ | " | + | $M+Q$ | " |


| $\frac{1}{2}\left\{9^{u+u^{\prime}}\right.$ | $\begin{gathered} u-u \\ y \end{gathered}$ | $\begin{gathered} u+u \\ y \end{gathered}$ | $\left.\begin{array}{c}u-u^{\prime} \\ y\end{array}\right\}$ | (Suffixes 3.) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | 0 | 0 | 15 | $=M+Q$ | Q $M^{\prime}+Q^{\prime}$ | + | $N-P$ | $-P$ |
| 11 | 4 | 4 | 11 | $-i . M-Q$ | , | + | i. $N+P$ |  |
| 7 | 8 | 8 | 7 | $-\mathrm{i} . \mathrm{M}-\mathrm{Q}$ | " | - | i. $N+P$ |  |
| 3 | 12 | 12 | 3 | -. M $M+Q$ | " | + | $N-P$ | " |
| 14 | 1 | 1 | 14 | $N+P$ |  | + | $M-Q$ |  |
| 10 | 5 | 5 | 10 | $-i . N-I$ |  | + | i. $M+Q$ | " |
| 6 | 9 | 9 | 6 | -i. $N-P$ | Pr | - | i. $M+Q$ | " |
| 2 | 13 | 13 | 2 | $-. N+P$ |  | + | $M-Q$ |  |

106. In the square set, writing $u^{\prime}=v^{\prime}=0$, and $\alpha, \beta, \gamma, \delta$ for $X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$; also slightly altering the arrangement,
the system becomes
: and further writing herein $u=0, v=0$, it becomes

viz. this last is the before-mentioned system of equations giving the values of the 10 zero-functions $c$ in terms of the four constants $\alpha, \beta, \gamma, \delta$.
107. The system first obtained is a system of 16 equations

$$
9_{0}{ }^{2}(u, v)=\alpha X+\beta Y+\gamma^{Z}+\delta W, \& c .
$$

showing that the squares of the theta-functions are each of them a linear function of the four quantities $X, Y, Z, W$. If the functions on the right-hand side were indcpendent (asyzygetic) linear functions of $X, Y, Z, W$, it would follow that any four (selected at pleasure) of the squared theta-functions are linearly independent, and that we could in terms of these four express linearly each of the remaining 12 squared functions. But this is not so ; the form of the linear functions of ( $X, Y, Z, W$ ) is such that we can (and that in 16 different ways) select out of the 16 linear functions six functions, such that any four of them are connected by a linear equation; and there are consequently 16 hexads of squared theta-functions, such
C. x .
that any four out of the same hexad are connected by a linear relation. The hexads are shown by the foregoing "Table of the 16 Kummer hexads."
108. The a posteriori verification is immediately effected; taking for instance the first column, the equations are

|  | $9^{\circ} 4$ | $X$ | Y | Z | W |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 11 | $=\delta$ | $\gamma$ | $-\beta$ | $-a_{0}$ |
| $B$ | 7 | $\delta$ | $-\gamma$ | $\beta$ | - $\alpha$, |
| $A B$ | 6 | $\gamma$ | $-\delta$ | $\alpha$ | $-\beta$, |
| $C D$ | 2 | $\gamma$ | $\delta$ | $\alpha$ | $\beta$, |
| $C E$ | 1 | $\beta$ | $\alpha$ | $\delta$ | $\gamma$, |
| DE | 9 | $\beta$ | $\alpha$ | $\delta$ | $-\gamma$; |

viz. it should thence follow that there is a linear relation between any four of the six squared functions 11, 7, 6, 2, 1, 9: and it is accordingly seen that this is so. It further appears that, in the several linear relations, the coefficients (obtained in the first instance as functions of $\alpha, \beta, \gamma, \delta$ ) are in fact the 10 constants $c$ : the 15 relations comecting the several systems of four out of the six squared functions are given in the following table.
109.


Read

$$
\begin{aligned}
& \text { - } c_{6}{ }^{2} \exists_{6}{ }^{2}-c_{2}{ }^{2}{ }_{2}{ }_{2}{ }^{2}+c_{1}{ }^{2}{ }_{9}{ }^{2}-c_{9}{ }^{2} 9_{8}{ }^{2}=0, \\
& c_{6}{ }^{2} \vartheta_{11}{ }^{2} .+c_{15}{ }^{2} \vartheta_{2}{ }^{2}-c_{12}{ }^{2} \vartheta_{1}{ }^{2}+c_{3}{ }^{2} \vartheta_{9}{ }^{2}=0 \text {, \&c. }
\end{aligned}
$$

110. The first set of 16 equations' is the square-set, which has been already considered. If in each of the other sets of 16 equations we write in like manner $u^{\prime}=0$, each set in fact reduces itself to eight equations; sets $2,3,4$ give thus $8+8+8$, $=24$ equations; sets 5 to 8,9 to 12 , and 18 to 15 , give each $8+8+8+8,=32$ equations; or we have sets of $24,32,32,32$, together 120 equations, the number being of course one half of $256-16$, the number of equations after deducting the 16 equations of the square set.
111. The first set, 24 equations.

This is derived from the second, third, and fourth sets, each of 16 equations, by writing therein $u^{\prime}=0$. Taking $\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}$ for the zero-functions corresponding to $X_{1}, Y_{1}, Z_{1}, W_{1}$, then on writing $u^{\prime}=0, X_{1}^{\prime}, Y_{1}^{\prime}, Z_{1}^{\prime}, W_{1}^{\prime}$ become $\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}$. In the second set of 16 equations, the first equations thus are

$$
\begin{array}{ll}
9_{4} u . \Im_{0} u=\alpha_{1} X_{1}+\gamma_{1} Z_{1}, & 0=\beta_{1} Y_{1}+\delta_{1} W_{1}, \\
Э_{12} u . פ_{8} u=a_{1} X_{1}-\gamma_{1} Z_{1}, & 0=\beta_{1} Y_{1}-\delta_{1} W_{1},
\end{array}
$$

viz. the equations of the column require that, and are all satisfied if, $\beta_{1}=0, \delta_{1}=0$ : hence the zero-functions are $\alpha_{1}, 0, \gamma_{1}, 0$; and this being so we have only the equations of the first column. And similarly as regards the third and fourth sets; the zero values corresponding to

|  | $X_{1}$, | $Y_{1}$, | $Z_{1}$, | $W_{1}$ | $X_{2}$, | $Y_{2}$, | $Z_{2}$, | $W_{2}$ | $X_{3}$, | $Y_{3}$, | $Z_{3}$, | $W_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| are | $\alpha_{1}$ | 0 | $\gamma_{1}$ | 0 | $\alpha_{2}$ | $\beta_{3}$ | 0 | 0 | $\alpha_{3}$ | 0 | 0 | $\delta_{3} ;$ |

and we have in all $8+8+8,=24$ equations. These are

|  |  | (Suffixes |  |  | (Suffixes ${ }^{\text {2 }}$ | (Suffixes 3.) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $9 u$ | $9 u$ | $X \quad Z$ | 92 | $9 u$ | $X \quad Y$ | $9 u$ | . $9 u$ |  | - W |
| 4 | 0 | $=\overbrace{a}$ | 8 | 0 | $=\overbrace{a} \sim_{\beta}$ | 12 | 0 | $=\sim$ | $\overbrace{\delta}$ |
| 12 | 8 | $=a-\gamma$ | 12 | 4 | $=a-\beta$ | 8 | 4 | $=a$ | $-\delta$ |
| 6 | 2 | $=\gamma \quad a$ | 9 | 1 | $=\beta \quad a$ | 15 | 3 | $=\delta$ | a |
| 14 | 10 | $=\gamma-a$ | 13 | 5 | $=\beta-a$ | 11 | 7 | $=-\delta$ | a |
|  |  | $Y \quad W$ |  |  | $Z \quad W$ |  |  | Y | P |
| 5 | 1 | $=\overbrace{\alpha}{ }_{\gamma}$ | 10 | 2 | $=\overbrace{a} \beta$ | 13 | 1 | $=a$ | $\delta$ |
| 13 | 9 | $=a-\gamma$ | 14 | 6 | $=a-\beta$ | 9 | 5 | $=a$ | $-\delta$ |
| 7 | 3 | $=\gamma \quad a$ | 11 | 3 | $=\beta \quad a$ | 14 | 2 | $=\delta$ | a |
| 15 | 11 | $=\gamma-a$ | 15 | 7 | $=\beta-\alpha$ | 10 | 6 | $=-\delta$ | $\alpha$ |
| . 90 | 90 |  | 90 | 90 |  | 90 | . 90 |  |  |
| 4 | 0 | $=a^{2}+\gamma^{2}$ |  | 0 | $=\alpha^{2}+\beta^{2}$ | 12 | 0 | $=a^{2}$ | ${ }^{2}+\delta^{2}$ |
| 12 | 8 | $=a^{2}-\gamma^{2}$ | 12 | 4 | $=\alpha^{2}-\beta^{2}$ | 8 | 4 | $=a^{2}$ | ${ }^{2}-\delta^{2}$ |
| 6 | 2 | $=2 \alpha \gamma$ | 9 | 1 | $=2 \alpha \beta$ | 15 | 3 | $=2$ | $2 a \delta$. |

## 112. The second set, 32 equations.

To exhibit these in a eonvenient form, I alter the notation, viz. I write

$$
\left.\begin{array}{rlccc|cccc|} 
& E+G, & i(E-G), & (F+H), & i(F-H) & E_{1}+i G_{1}, & E_{1}-i G_{1}, & F_{1}+i H_{1}, & F_{1}-i H_{1} \\
= & X, & Y, & Z, & W & X_{1}, & Y_{1}, & Z_{1}, & W_{1}
\end{array} \right\rvert\,
$$

so that as regards the present set of equations, $X, Y, Z, W$, signify as just mentioned. And, this being so, the corresponding zero-values are

$$
\alpha, 0, \gamma, 0| | \begin{aligned}
& \alpha_{1}
\end{aligned}, 0, \gamma_{1}, 0| | a_{2}, 0,0, \delta_{2} \mid a_{3}, 0,0, \delta_{3} .
$$

The equations then are

| (Suffixes 0.) | (Suffixes 1.) | (Suffixes 2.) | (Suffixes 3.) |
| :---: | :---: | :---: | :---: |
| 9u. งu X Z | 9u. $9 u \quad X \quad Z$ | $9 u .9 u \quad X \quad W$ | 9u.9u $\quad$ - $\quad$ W |
| $10=\overbrace{a}$ | $14=-\overbrace{-i \alpha}-i \gamma$ | $9 \quad 0=\overbrace{a-\delta}$ | $9 \quad 4=\overbrace{-i a}-i \delta$ |
| $9 \quad 8=a-\gamma$ | $912=-i a+i \gamma$ | $18=\boldsymbol{a} \delta$ | $112=-i a+i \delta$ |
| $3 \quad 2=\gamma \quad a$ | $3 \quad 6=-i \gamma-i a$ | $156=\delta \quad a$ | $152=\begin{aligned} & \text { 2 }\end{aligned}$ |
| 11 10 $=\gamma-\mathrm{a}$ | $1114=-i \gamma+i a$ | $7 \quad 14=-\delta \quad a$ | $7 \quad 10=-\delta \quad a$ |
| $Y W$ | $Y \quad W$ | $Y \quad Z$ | $Y \quad Z$ |
| $5 \quad 4=\overbrace{a} \gamma$ | $50=\overbrace{a}^{Y}$ | $13 \quad 4=\overbrace{a}{ }_{\text {a }}$ | $130=\overbrace{a}{ }^{( })$ |
| $13 \quad 12=\alpha-\gamma$ | $138=a-\gamma$ | $512=a-\delta$ | $58=a-\delta$ |
| $7 \quad 6=\gamma \quad a$ | $72=\quad \gamma \quad a$ | $112=-\delta \quad a$ | 11 6=-i |
| $15 \quad 14=\gamma-a$ | $1510=\gamma-a$ | $3 \quad 10=\delta \quad a$ | $314=i \delta-i a$ |
| 90.90 | 90.90 | 90.90 | 90. 90 |
| $1 \quad 0=a^{2}+\gamma^{2}$ | $1 \quad 4=-i\left(a^{2}+\gamma^{2}\right)$ | $9 \quad 0=a^{2}-\delta^{2}$ | $9 \quad 4=-i\left(\alpha^{2}+\delta^{2}\right)$ |
| $9 \quad 8=a^{2}-\gamma^{2}$ | $9 \quad 12=-i\left(a^{2}-\gamma^{2}\right)$ | $18=a^{2}+\delta^{2}$ | $1 \quad 12=-i\left(a^{2}-\delta^{2}\right)$ |
| $3 \quad 2=2 \alpha \gamma$ | $36=-2 i a \gamma$ | $156=2 a \delta$ | $152=2 a \delta$. |

113. Third set, 32 equations.

We again change the notation, writing

$$
\begin{array}{rlccc|cccc} 
& I+K, & i(I-K), & J+L, & i(J-L) & I_{1}+K_{1}, & i\left(I_{1}-K_{1}\right), & \left(J_{1}+L_{1}\right), & i\left(J_{1}-L_{1}\right) \\
= & X, & Y, & Z, & W & X_{1}, & Y_{1}, & Z_{1}, & W_{1} \\
& I_{2}+i K_{2}, & I_{2}-i K_{2}, & J_{2}+i L_{2}, & J_{2}-i L_{2} & I_{3}+i K_{3}, & I_{3}-i K_{3}, & J_{3}+i L_{3}, & J_{3}-i L_{3} \\
= & X_{2}, & Y_{2}, & Z_{2}, & W_{2} & X_{3}, & Y_{3}, & Z_{3}, & W_{3},
\end{array}
$$

the zero values being

Then equations are

| (Sutfixes 0.) | (Suffixes 1.) | (Suffixes 2.) | (Suffixes 3.) |
| :---: | :---: | :---: | :---: |
| .9u.9u $\quad \begin{aligned} & \text { ¢ }\end{aligned}$ | $9 u .94 \quad X \quad W$ | $94.9 u \quad X \quad Z$ | $9 u .94 \quad X \quad W$ |
| $2 \quad 0=\overbrace{a}$ | $60=\overbrace{a}-\delta$ | $28=\overbrace{-i \alpha}-i \gamma$ | $68=\overbrace{-i a}-i \delta$ |
| $6 \quad 4=\boldsymbol{a}-\gamma$ | $24=a$ | $612=-i a+i \gamma$ | $212=-i a \quad i \delta$ |
| $3 \quad 1=\gamma \quad a$ | $159=\delta$ | $3 \quad 9=-i \gamma \quad-i \alpha$ | $15 \quad 1=$ |
| $75=\gamma-a$ | $1113=-\delta$ | $13=-i \gamma+i a$ | $115=-\delta$ |
| $Y$ V | $Y$ \% | $Y \quad W$ | $Y$ Y |
| $108=\overbrace{\boldsymbol{a}}$ | $148=\overbrace{a}^{Y}$ | $100=\overbrace{a}$ | $140=\overbrace{a}{ }^{1}$ |
| $14 \quad 12=a-\gamma$ | $1012=a-\delta$ | $144=a-\gamma$ | $104=a-\delta$ |
| $119=\gamma \quad a$ | $1=-\delta$ | $111=\gamma$ | $9=-i \delta \quad-i a$ |
| $1513=\gamma-a$ | $35=\delta \quad a$ | $155=\gamma-a$ | $313=i \delta-i a$ |
| 90.90 | 90.90 | 90.90 | 90.90 |
| $20=\alpha^{2}+\gamma^{2}$ | $60=a^{2}-\delta^{2}$ | $8=-i\left(a^{2}+\gamma^{2}\right)$ | $8=-i\left(\mathbf{a}^{2}+\delta^{2}\right)$ |
| $6 \quad 4=a^{2}-\gamma^{2}$ | $2 \quad 4=a^{2}+\delta^{2}$ | $612=-i\left(\alpha^{2}-\gamma^{2}\right)$ | $12=-i\left(\alpha^{2}-\delta^{2}\right)$ |
| $31=2 a y$ | $159=2 a \delta$ | $3 \quad 9=-2 i a \gamma$ | 15 $1=2 a \delta$. |

114. Fourth set, 32 equations.

Again changing the notation, we write

$$
\begin{array}{ccccc|cccc}
M_{2}+i Q_{3}, & M_{2}-i Q_{2}, & N_{2}+i P_{2}, & N_{2}-i P_{2} & M_{3}+Q_{3}, & i\left(M_{3}-Q_{3}\right), & N_{3}+P_{3}, & i\left(N_{3}-P_{3}\right) \\
=\begin{array}{c}
n
\end{array} & Y, & Z, & W & X_{1}, & Y_{1}, & Z_{1}, & W_{1} \\
M+Q, & i(M-Q), & N+P, & i(N-P) & M_{1}+i Q_{1}, & M_{1}-i Q_{1}, & N_{1}+i P_{1}, & N_{1}-i P_{1} \\
=X_{2}, & Y_{2}, & Z_{2}, & W_{2} & X_{3}, & Y_{3}, & Z_{3}, & W_{3},
\end{array}
$$

the zero values being

$$
\alpha, \quad 0, \quad \gamma, 0 \left\lvert\, \begin{array}{llllllll|llll}
\alpha, & 0 & 0 & \delta_{1} & \alpha_{2}, & 0, & \gamma_{2}, & 0 & \mid & 0, & \beta_{3}, & \gamma_{3},
\end{array} 0 .\right.
$$

The equations then are

| (Suffixes 0.) | (Suffixes 1.) |  | (Suffixes 2.) |  | (Suffixes 3.) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $94.94 \quad \mathrm{X} \quad Z$ | 9 m .94 | $\boldsymbol{N}$ | $9 u .9 u$ | $X \quad Z$ | 9u. $\mathrm{su}^{\text {u }}$ | $Y \quad Z$ |
| $0 \quad 3=\overbrace{a} \gamma$ | 3 | $\overbrace{-i a}{ }_{i \delta}$ | 154 | $\overbrace{i a-i \gamma}$ | 15 | $\overbrace{-\beta} \gamma$ |
| $15 \quad 12=-a \quad \gamma$ | 15 | ia io | 38 | $-i a-i \gamma$ | 312 | $\beta \quad \gamma$ |
| $21=\gamma \quad a$ | 61 | $=\quad \delta \quad a$ | 14 | $i \gamma-i a$ | 10 | $\gamma-\beta$ |
| $14 \quad 13=-\gamma \quad a$ | $10 \quad 13$ | $=-\delta$ | 29 | $-i \gamma-i a$ |  | $-\gamma-\beta$ |
| $Y$ W |  | $Y \quad Z$ |  | $Y \quad W$ |  | $X \quad W$ |
| $47=\overbrace{a-\gamma}$ |  | $\overbrace{a}{ }^{\text {a }}$ | 110 | $\overbrace{a} \sim^{\sim}$ |  | $\overbrace{-\beta}$ |
| $811=a \quad \gamma$ | 1112 | $a-\delta$ | 712 | $a-\gamma$ | 7 | $-\beta-\gamma$ |
| $65=\gamma-a$ | 2 | i $i \delta-i a$ | 10 | $\gamma \quad a$ | 14 | $\gamma-\beta$ |
| $10 \quad 9=\cdot \gamma \quad a$ | 14 | io $\quad i a$ | 13 | $\gamma-a$ | 213 | $\gamma \quad \beta$ |
| 90.90 | 90.90 |  | 90.90 |  | 90.90 |  |
| 0 3 $=a^{2}+\gamma^{2}$ | 34 | $-i\left(a^{2}-\delta^{2}\right)$ | 154 | $i\left(a^{2}-\gamma^{2}\right)$ | 15 | $-\left(\beta^{2}-\gamma^{2}\right)$ |
| $15 \quad 12=-\left(a^{2}-\gamma^{2}\right)$ | 15 | $=i\left(a^{2}+\delta^{2}\right)$ | 3 | $-i\left(a^{2}+\gamma^{2}\right)$ | 312 | $\beta^{2}+\gamma^{2}$ |
| $21=2 a \gamma$ | 6 | $2 \mathrm{a} \delta$ | 2 9 $=$ | - $2 i a \gamma$ | $6 \quad 9$ | $-2 \beta \gamma$. |

115. It will be noticed that the pairs of theta-functions which present themselves in these equations are the same as in the foregoing "Table of the 120 pairs." And the equations show that the four products, each of a pair of theta-functions, belonging to the upper half or to the lower half of any column of the table, are such that any three of the four products are connected by a linear equation. The coefficients of these linear relations are, in fact, functions such as the $a^{2}+\delta^{2}, a^{2}-\delta^{2}, 2 \alpha \delta$ written down at the foot of the several systems of eight equations, and they are consequently products each of two zero-functions $c$.

Thus (see "The first set, 24 equations") we have

|  | (Suffixes 3.) |  |  | (Suffixes 3.) |  |  |  | (Suffixes 3.) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $9 u$ | $9 u$ | $x$ | W | $9 u$ | 94 | $Y$ | $Z$ | 90 | 90 |  |
| 4 | $8=$ | a | ठ | 5 | 9 | $a$ | $\delta$ | 4 |  | $a^{2}-\delta^{2}$ |
| 0 | $12=$ | a | $\delta$ | 1 | $13=$ | $a$ | $\delta$ | 0 | $12=$ | $\alpha^{2}+\delta^{2}$ |
| 3 | $15=$ | $\delta$ | a | 2 | $14=$ | $\delta$ | $\alpha$ | 15 |  | $2 a \delta$. |
| 7 | $11=-$ |  | $\alpha$ | 6 | 10 | $\delta$ | a |  |  |  |

116. In the left-hand four of these, omitting successively the first, second, third, and fourth equation, and from the remaining three eliminating the $X_{3}$ and $W_{3}$, we write down, almost mechanically,

| $9 u$ | $9 u$ |  |  |  |  |
| :---: | ---: | :---: | :---: | :---: | :--- |
| 4 | 8 | $\cdot$ | $+2 a \delta$, | $-\delta^{2}-a^{2}$, | $a^{2}-\delta^{2}$ |
| 0 | 12 | $-2 a \delta$, | $\cdot$ | $-\delta^{2}+a^{2}$, | $a^{2}+\delta^{2}$ |
| 3 | 15 | $a^{2}+\delta^{2}$, | $\delta^{2}-\alpha^{2}$, | $\cdot$ | $2 \alpha \delta$ |
| 7 | 11 | $-a^{2}+\delta^{2}$, | $\delta^{2}+a^{2}$, | $-2 a \delta$ |  |,

and thence derive the first of the next following system of equations; read

$$
\begin{aligned}
& c_{3} c_{55} \mathcal{F}_{9} \mathscr{I}_{12}-c_{6} c_{12} \mathcal{Y}_{3} Э_{15}+c_{4} c_{3} 9_{7} \mathcal{I}_{11}=0, \\
& -c_{3} c_{15} \mathcal{F}_{4} \mathcal{T}_{8} \quad+c_{4} c_{8} \vartheta_{3} \mathcal{F}_{15}-c_{0} c_{12} \mathcal{F}_{7} 9_{11}=0,
\end{aligned}
$$

$$
\begin{aligned}
& -c_{3} c_{8} \mathcal{J}_{4} \Im_{8}+c_{0} C_{22} \mathcal{I}_{0} \mathcal{I}_{12}-c_{3} C_{15} \mathcal{I}_{3} \mathcal{F}_{15} \quad=0,
\end{aligned}
$$

where the theta-functions have the arguments $u, v$.
Observe that, on writing herein $u=0, v=0$, the first three equations become each of them identically $0=0$; the fourth equation becomes

$$
-c_{4}^{2} c_{8}{ }^{2}+c_{0}{ }^{2} c_{12}{ }^{2}-c_{3}{ }^{2} c_{15}{ }^{2}=0,
$$

which is one of the relations between the $c$ 's and serves as a verification.
But in the right-hand system, on writing $u=v=0$, each of the four equations becomes identically $0=0$.
117. The equations are



| 9 | 3.6 | 1.4 | 9.12 | 14.11 |
| :---: | :---: | :---: | ---: | :---: |
| $c$ |  | 9.12 | -1.4 | 3.6 |
| -9.12 |  | 3.6 | -1.4 |  |
| 1.4 | -3.6 |  | 9.12 |  |
| -3.6 | 1.4 | -9.12 |  |  |$|$


| 9 | 2.7 0.5 8.13 10.15 <br>   9.12 -1.4 | 3.6 |  |
| :---: | :---: | ---: | ---: | ---: |
| -9.12 |  | 3.6 | -1.4 |
| 1.4 | -3.6 |  | 9.12 |
| -3.6 | 1.4 | -9.12 |  |


| 9.9 | 0.1 | 2.3 | 10.11 |  |
| :---: | ---: | ---: | ---: | ---: |
| $c$ | -2.3 | 0.1 | 8.9 |  |
| 2.3 |  | -8.9 | -0.1 |  |
| -0.1 | 8.9 |  | 2.3 |  |
| -8.9 | 0.1 | -2.3 |  |  |



| 9 | 6.12 | 2.8 | 3.9 | 7.13 |
| :--- | :---: | :---: | :---: | :---: |
| $c$ |  | 3.9 | -2.8 | -6.12 |
| -3.9 |  | 6.12 | 2.8 |  |
| 2.8 | -6.12 |  | -3.9 |  |
| 6.12 | -2.8 | 3.9 |  |  |
|  |  |  |  |  |



| 6.15 | 1.8 | 0.9 | 7.14 |
| :---: | :---: | :---: | :---: | :---: |
| 6 | 0.9 | -1.8 | -6.15 |
| -0.9 |  | 6.15 | 1.8 |
| 1.8 | -6.15 |  | -0.9 |
| 6.15 | -1.8 | 0.9 |  |$|$


| 9 |
| :---: |
| $c$ |\(\left|\begin{array}{cccc}2.11 \& 5.12 \& 4.13 \& 3.10 <br>

-0.9 \& \& -6.15 \& 1.8 <br>
1.8 \& 6.15 \& \& -0.9 <br>
-6.15 \& -1.8 \& 0.9 \& <br>
\hline\end{array}\right|=0\),

| . 9 | 4.9 | 1.12 | 2.15 | 7.10 |
| :---: | :---: | :---: | :---: | :---: |
| $c$ |  | 2.15 | $-1.12$ | 4.9 |
|  | $-2.15$ |  | 4.9 | -1.12 |
|  | 1.12 | -4.9 |  | 2.15 |
|  | $-4.9$ | 1.12 | $-2.15$ |  |


| 9 | 0.13 | 5.8 | 6.11 | 3.14 |
| :---: | :---: | :---: | :---: | :---: |
| $c$ |  | 2.15 | 1.12 | -4.9 |
| -2.15 |  | -4.9 | 1.12 |  |
| -1.12 | 4.9 |  | 2.15 |  |
| 4.9 | -1.12 | -2.15 |  |  |$|$


| 9 | 4.12 | 0.8 | 1.9 | 5.13 |
| :---: | :---: | :---: | :---: | :---: |
| $c$ |  | -1.9 | 0.8 | 4.12 |
| 1.9 |  | -4.12 | -0.8 |  |
| -0.8 | 4.12 |  | 1.9 |  |
| -4.12 | 0.8 | -1.9 |  |  |$|=0$,

C. X .

| 9.11 | 7.15 | 6.14 | 2.10 |
| :---: | :---: | :---: | :---: | :---: |
| $c\left\|\begin{array}{cccc}3.9 & -0.8 & 4.12 \\ -1.9 & & -4.12 & 0.8 \\ 0.8 & 4.12 & & -1.9 \\ -4.12 & -0.8 & 1.9 & \\ \hline\end{array}\right\|$. |  |  |  |


| . 9 | 4.15 | 3.8 | 2.9 | 5.14 | $=0$, | 9 | 0.11 | 7.12 | 6.13 | 1.10 | $=0$, |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c |  | $-2.9$ | 3.8 | 4.15 |  | $c$ |  | -2.9 | 3.8 | -4.15 |  |
|  | 2.9 |  | -4.15 | -3.8 |  |  | 2.9 |  | 4.15 | $-3.8$ |  |
|  | -3.8 | 4.15 |  | 2.9 |  |  | -3.8 | $-4.15$ |  | 2.9 |  |
|  | $-4.15$ | 3.8 | $-2.9$ |  |  |  | 4.15 | 3.8 | -2.9 |  |  |


|  | 6.9 | 3.12 | 0.15 | 5.10 | $=0$, | 9 | 2.13 | 7.8 | 4.11 | 1.14 | $=0$, |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ |  | -0.15 | 3.12 | -6.9 |  | c |  | 0.15 | 3.12 | -6.9 |  |
|  | 0.15 |  | $-6.9$ | 3.12 |  |  | -0.15 |  | $-6.9$ | 3.12 |  |
|  | -3.12 | 6.9 |  | -0.15 |  |  | -3.12 | 6.9 |  | 0.15 |  |
|  | 6.9 | -3.12 | 0.15 |  |  |  | 6.9 | -3.12 | -0.15 |  |  |


$\stackrel{9}{c} \left\lvert\,$| 12.15 | 0.3 | 1.2 | 13.14 |
| ---: | ---: | ---: | ---: |
| -1.2 |  | -0.3 | -12.15 |
| -12.3 | -12.15 |  | -1.2 |
| 12.15 | -0.3 | 1.2 | 0.3 |
| 12. |  |  |  |$=0\right.$,


| 9 | 1.6 | 3.4 | 8.15 | 10.13 |
| :---: | :---: | :---: | :---: | :---: |
| $c$ |  | 8.15 | -3.4 | 1.6 |
| -8.15 |  | 1.6 | -3.4 |  |
| 3.4 | -1.6 |  | 8.15 |  |
| -1.6 | 3.4 | -8.15 |  |  |$|=0$,


| 9 | 2.5 | 0.7 | 11.12 | 9.14 |
| :---: | :---: | ---: | ---: | ---: |
|  | -8.15 | -3.4 | 1.6 |  |
| 8.15 |  | 1.6 | -3.4 |  |
| 3.4 | -1.6 |  | -8.15 |  |
| -1.6 | 3.4 | 8.15 |  |  |$=0$,


| 9 | 2.6 | 0.4 | 8.12 | 10.14 |
| :---: | :---: | :---: | :---: | :---: |
| $c$ |  | -8.12 | 0.4 | -2.6 |
|  | 8.12 |  | -2.6 | 0.4 |
| -0.4 | 2.6 |  | -8.12 |  |
| 2.6 | -0.4 | 8.12 |  |  |


| 9 | 1.5 | 3.7 | 11.15 | 9.13 |
| :---: | :---: | :---: | :---: | :---: |
| $c$ |  | -8.12 | -0.4 | 2.6 |
| 8.12 |  | 2.6 | -0.4 |  |
| 0.4 | -2.6 | -8.12 |  |  |
| -2.6 | 0.4 | 8.12 |  |  |$|$

118. The foregoing equations may be verified, and it is interesting to verify them, by means of the approximate values of the functions: thus, for one of the equations, we have

riz. the equation to be verified is here

$$
\begin{aligned}
& -4 \Lambda^{2} \quad+4 \Lambda^{\prime 2} \\
& +4 \Lambda^{2} \cos ^{2} \frac{1}{2} \pi(u+v)-4 \Lambda^{\prime 2} \cos ^{2} \frac{1}{2} \pi(u-v) \\
& +4 \Lambda^{2} \sin ^{2} \frac{1}{2} \pi(u+v)-4 \Lambda^{\prime 2} \sin ^{2} \frac{1}{2} \pi(u-v) \\
& =0,
\end{aligned}
$$

which is right.
119. In the equation

$$
\begin{array}{rl|r} 
& c_{9} c_{12} \vartheta_{1} I_{4}, \text { i.e., } & 2 Q .1 .2 Q \cos \frac{1}{2} \pi u .1 \\
- & c_{1} c_{4} \vartheta_{9} \Im_{12} & -2 Q .1 .2 Q \cos \frac{1}{2} \pi u .1 \\
+ & c_{3} c_{6} \vartheta_{14} \vartheta_{11} & \\
= & 0, & =0 ;
\end{array}
$$

this is right, but there is no verification as to the term $c_{3} c_{6} 9_{14} \overbrace{11}$; taking the more approximate values, the term in question taken negatively, that is, $-c_{3} c_{6} \mathcal{F}_{14} \mathcal{F}_{11}$ is

$$
=-\left(2 \Lambda+2 \Lambda^{\prime}\right) . \quad 2 S . \quad-2 S \sin \frac{1}{2} \pi v . \quad-2 \Lambda \sin \frac{1}{2} \pi(u+v)+2 \Lambda^{\prime} \sin \frac{1}{2} \pi(u-v),
$$

which is

$$
=-8 S^{\prime 2}\left(\Lambda+\Lambda^{\prime}\right)^{2} \cos \frac{1}{2} \pi u+8 S^{2}\left(\Lambda+\Lambda^{\prime}\right) \Lambda \cos \frac{1}{2} \pi(u+2 v)+8 S^{2}\left(\Lambda+\Lambda^{\prime}\right) \Lambda^{\prime} \cos \frac{1}{2} \pi(u-2 v),
$$

and this ought thercfore to be the value of the first two terms, that is, of

$$
\begin{gathered}
\left(2 Q+2 Q^{\prime}-2 A-2 A^{\prime}\right)\left(1-2 Q^{4}-2 S^{4}\right)\left\{2 Q \cos \frac{1}{2} \pi u+2 Q^{9} \cos \frac{3}{2} \pi u\right. \\
\left.+2 A \cos \frac{1}{2} \pi(u+2 v)+2 A^{\prime} \cos \frac{1}{2} \pi(u-2 v)\right\}\left(1-2 Q^{4} \cos \pi u+2 S^{4} \cos \pi v\right) \\
-\left(2 Q+2 Q^{9}+2 A+2 A^{\prime}\right)\left(1-2 Q^{4}+2 S^{4}\right)\left\{2 Q \cos \frac{1}{2} \pi u+2 Q^{9} \cos \frac{3}{2} \pi u\right. \\
\left.-2 A \cos \frac{1}{2} \pi(u+2 v)-2 A^{\prime} \cos \frac{1}{2} \pi(u-2 v)\right\}\left(1-2 Q^{4} \cos \pi u-2 S^{4} \cos \pi v\right),
\end{gathered}
$$

which to the proper degree of approximation is

$$
\begin{array}{r}
=\left(2 Q-4 Q^{5}-4 Q S^{4}+2 Q^{4}-2 A-2 A^{\prime}\right)\left\{2 Q \cos \frac{1}{2} \pi u-4 Q^{5} \cos \frac{1}{2} \pi u \cos \pi u\right. \\
\left.\quad+4 Q S^{4} \cos \frac{1}{2} \pi u \cos \pi v+2 Q^{\prime} \cos \frac{3}{2} \pi u+2 A \cos \frac{1}{2} \pi(u+2 v)+2 A^{\prime} \cos \frac{1}{2} \pi(u-2 v)\right\} \\
-\left(2 Q-4 Q^{5}+4 Q S^{4}+2 Q^{4}+2 A+2 A^{\prime}\right)\left\{2 Q \cos \frac{1}{2} \pi u-4 Q^{5} \cos \frac{1}{2} \pi u \cos \pi u\right. \\
\left.-4 Q S^{4} \cos \frac{1}{2} \pi u \cos \pi v+2 Q^{9} \cos \frac{3}{2} \pi u-2 A \cos \frac{1}{2} \pi(u+2 v)-2 A^{\prime} \cos \frac{1}{2} \pi(u-2 v)\right\} .
\end{array}
$$

This is

$$
\begin{aligned}
& \left(2 M_{0}-2 \Omega_{0}\right)(2 M+2 \Omega) \\
- & \left(2 M_{0}+2 \Omega_{0}\right)(2 M-2 \Omega), \quad=8\left(M_{0} \Omega-M \Omega_{0}\right),
\end{aligned}
$$

if for a moment

$$
\begin{array}{ll}
M=Q \cos \frac{1}{2} \pi u-2 Q^{5} \cos \frac{1}{2} \pi u \cos \pi u+Q^{\circ} \cos \frac{3}{2} \pi u, & M_{0}=Q-2 Q^{3}+Q^{\circ}, \\
\Omega=2 Q S^{4} \cos \pi u \cos \pi v+A \cos \frac{1}{2} \pi(u+2 v)+A^{\prime} \cos \frac{1}{2} \pi(u-2 v), & \Omega_{0}=2 Q S^{4}+A+A^{\prime},
\end{array}
$$

or substituting and reducing, the value of $8\left(M_{0} \Omega-M \Omega_{0}\right)$ to the proper degree of approximation is found to be

$$
\begin{aligned}
=-8 Q\left(2 Q S^{4}+A\right. & \left.+A^{\prime}\right) \cos \frac{1}{2} \pi u \\
& +8\left(Q^{2} S^{4}+8 Q A\right) \cos \frac{1}{2} \pi(u+2 v)+8\left(Q^{2} S^{4}+8 Q A^{\prime}\right) \cos \frac{1}{2} \pi(u-2 v),
\end{aligned}
$$

which in virtue of the relations $Q A=\Lambda^{2} S^{2}, Q A^{\prime}=\Lambda^{\prime} S^{2}, Q^{2} S^{2}=\Lambda \Lambda^{\prime}$, is equal to the foregoing value of $c_{3} c_{6} \mathcal{T}_{14} \exists_{11}$. I have thought it worth while to give this somewhat elaborate verifieation.

## Résumé of the foregoing results.

120. In what precedes we have all the quadric relations between the 16 double theta-functions: or say we have the linear relations between squares (squared functions) and the linear relations between pairs (prodnets of two functions): the number of the asyzygetic linear relations between squares is obviously $=12$; and that of the asyzygetic lincar relations between pairs is $=60$ (since each of the 30 tetrads of pairs gives two asyzygetic relations) : there are thus in all $12+60=72$, asyzygetic linear relations. But these constitute only a 13 -fold relation between the functions, viz. they are such as to give for the ratios of the 16 functions expressions depending upon two arbitrary parameters, $x, y$. Or taking the 16 functions as the coordinates of a point in 15 -dimensional space, these coordinates are connected by a 13 -fold relation (expressed by means of the foregoing system of 72 quadric equations), and the locus is thus a 18 -fold, or two-dimensional, locus in 15 -dimensional space.

Hence, taking any four of the functions, these are connected by a single equation; that is, regarding the four functions as the coordinates of a point in ordinary space, the locus of the point is a surface.

In partieular, the four functions may be any four functions belonging to a hexad: by what precedes there is then a linear relation between the squares of the four functions: or the locus is a quadrie surface. Each hexad gives 15 such surfaces, or the number of quadrie surfaces is $(16 \times 15=) 240$.

The 16-nodal quartic surfaces.
121. If the four functions are those contained in any two pairs "out of a tetrad of pairs (see the foregoing "Table of the 120 pairs"), then the locus is a quartic
surface, which is, in fact, a Kummer's 16 -nodal quartic surface. For if for a moment $x . y$ and $z . w$ are two pairs out of a tetrad, and $r . s$ be either of the remaining pairs of the tetrad; then we have $r s$ a linear function of $x y$ and $z w$ : squaring, $r^{2} s^{2}$ is a linear function of $x^{2} y^{2}, x y z w, z^{2} w^{2}$; but we then have $x^{2}$ and $s^{3}$, each of them a linear function of $x^{2}, y^{2}, z^{2}, w^{2}$; or substituting we have an equation of the fourth order, containing terms of the second order in $\left(x^{2}, y^{2}, z^{2}, w^{2}\right)$, and also a term in $x y z w$. It is clear that, if instead of $r . s$ we had taken the remaining pair of the tetrad, we should have obtained the same quartic equation in $(x, y, z, w)$. And moreover it appears by inspection that, if $x y$ and $z w$ are pairs in a tetrad, then $x z$ and $y w$ are pairs in a second tetrad, and, $x w$ and $y z$ are pairs in a third tetrad: we obtain in each case the same quartic equation. We have from each tetrad of pairs six sets of four functions $(x, y, z, w)$ : and the number of such sets is thus $\left(\frac{1}{3} 6.30=\right) 60$ : these are shown in the foregoing "Table of the 60 Göpel tetrads," viz. taking as coordinates of a point the four functions in any tetrad of this table, the locus is a 16 -nodal quartic surface.
122. To exhibit the process I take a tetrad $4,7,8,11$ containing two odd functions; and representing these for convenience by $x, y, z, w$, viz. writing

$$
\mathfrak{I}_{4}, 9_{7}, 9_{8}, 9_{11}(u)=x, y, z, w
$$

we have then $X, Y, Z, W$ linear functions of the four squares, viz. it is casy to obtain

$$
\begin{aligned}
\alpha\left(x^{2}+z^{2}\right)-\delta\left(y^{2}+w^{2}\right) & =2\left(\alpha^{2}-\delta^{2}\right) X, \\
\delta(")-\alpha(") & =2(, \quad) W, \\
-\beta\left(x^{2}-z^{2}\right)+\gamma\left(y^{2}-w^{2}\right) & =2\left(\beta^{2}-\gamma^{2}\right) Y, \\
-\gamma(, \quad)+\beta(,) & =2(, \quad) Z .
\end{aligned}
$$

Also considering two other functions $\mathcal{Y}_{0}(u)$ and $\mathcal{Y}_{12}(u)$, or as for shortness I write them, $9_{0}$ and $9_{12}$, we have

$$
\begin{aligned}
& 9_{0}{ }^{2}=\alpha X+\beta Y+\gamma Z+\delta W \\
& 9_{12}{ }^{2}=\alpha X-\beta Y-\gamma Z+\delta W
\end{aligned}
$$

and substituting the foregoing values of $X, Y, Z, W$, we find

$$
\begin{aligned}
& M A_{0}{ }^{2}=A x^{2}+B y^{2}+C z^{2}+D w^{2}, \\
& M \mathscr{I n}_{12^{2}}=C x^{2}+D y^{2}+A z^{2}+B w^{2},
\end{aligned}
$$

where, writing down the values first in terms of $\alpha, \beta, \gamma, \delta$ and then in terms of the $c$ 's, we have

$$
\begin{array}{lll}
M=\left(\alpha^{2}-\delta^{2}\right)\left(\beta^{2}-\gamma^{2}\right) & =\frac{1}{4} & \cdot c_{8}^{4}-c_{4}^{4}, \\
A=\beta^{2} \delta^{2}-\alpha^{2} \gamma^{2} & =, & -c_{2}^{2} c_{6}^{2}, \\
B=-\alpha \delta\left(\beta^{2}-\gamma^{2}\right)+\beta \gamma\left(\alpha^{2}-\delta^{2}\right) & =" & c_{3}^{2} c_{4}^{2}-c_{15}{ }^{2} c_{8}^{2}, \\
C=\alpha^{2} \beta^{2}-\gamma^{2} \delta^{2} & =" & c_{1}^{2} c_{9}^{2}, \\
D=-\alpha \delta\left(\beta^{2}-\gamma^{2}\right)-\beta \gamma\left(\alpha^{2}-\delta^{2}\right) & =„ & c_{15}{ }^{2} c_{4}^{2}-c_{3}{ }^{2} c_{8}^{2} ;
\end{array}
$$

and we then have further
that is,

$$
\begin{aligned}
& c_{4} c_{8} \mathscr{I}_{9} \mathscr{I}_{12}=c_{0} c_{12} 9_{1} I_{8}+c_{8} c_{15} 9_{7} \mathscr{I}_{11}, \\
& c_{4} c_{8} \mathscr{T}_{0} \mathscr{I}_{12}=c_{0} c_{1 v} x z+c_{3} c_{15} y w ;
\end{aligned}
$$

whence equating the two values of $9_{0} 7_{12}{ }^{2}$ we have the required quartie equation in $x, y, z, w$.
123. But the reduction is effected more simply if instead of the $c$ 's we introduee the rectangular coefficients $a, b, c, \& c$. We then have

$$
\begin{aligned}
& M=\left(c^{\prime \prime 2}-b^{\prime 2}\right), \quad A=-a^{\prime \prime} c, \quad C=a^{\prime} b, \\
& B=-b^{\prime} c^{\prime}-b^{\prime \prime} c^{\prime \prime}, \quad=b c, \quad D=b^{\prime} b^{\prime \prime}+c^{\prime} c^{\prime \prime}, \quad=a^{\prime} a^{\prime \prime} ;
\end{aligned}
$$

and the equations become

$$
\begin{gathered}
\left(c^{\prime \prime 2}-b^{\prime 2}\right) \mathscr{I}_{0}^{2}=-a^{\prime \prime} c x^{2}+b c y^{2}+a^{\prime} b z^{2}-a^{\prime} a^{\prime \prime} w^{2}, \\
\left(c^{\prime \prime 2}-b^{\prime 2}\right) 9_{12}^{2}=a^{\prime} b x^{2}-a^{\prime} a^{\prime \prime} y^{2}-a^{\prime \prime} c z^{2}+b c w^{2}, \\
\sqrt{V^{\prime} c^{\prime \prime \prime} \mathscr{S}_{0} \mathscr{I}_{12}}=\sqrt{a} x z+\sqrt{-b^{\prime \prime} c^{\prime} y w,}
\end{gathered}
$$

so that the elimination gives

$$
\begin{aligned}
& b^{\prime} c^{\prime \prime}\left(-a^{\prime \prime} c x^{2}+b c y^{2}+a^{\prime} b z^{2}-a^{\prime} a^{\prime \prime} w w^{2}\right)\left(a^{\prime} b x^{2}-a^{\prime} a^{\prime \prime} y^{2}-a^{\prime \prime} c z^{2}+b c w^{2}\right) \\
&=\left(c^{\prime \prime \prime}-b^{\prime 2}\right)^{2}\left\{a x^{2} z^{2}-b^{\prime \prime} c^{\prime} y^{2} w^{2}+2 \sqrt{\left.-a b^{\prime \prime} c^{\prime} x y z w\right\}}\right.
\end{aligned}
$$

viz. this is

$$
\begin{aligned}
& -a^{\prime} a^{\prime \prime} b b^{\prime} c c^{\prime \prime}\left(x^{4}+y^{4}+z^{4}+w^{\prime}\right) \\
& +a^{\prime} b^{\prime} c c^{\prime \prime}\left(a^{\prime \prime 2}+b^{2}\right)\left(x^{2} y^{2}+z^{2} w^{2}\right) \\
& +\left\{b^{\prime} c^{\prime \prime}\left(a^{\prime 2} b^{2}+a^{\prime \prime 2} c^{2}\right)-a\left(b^{\prime 2}-c^{\prime \prime 2}\right)^{2}\right\} x^{2} z^{2} \\
& +\left\{b^{\prime} c^{\prime \prime}\left(a^{\prime \prime 2} a^{\prime \prime 2}+b^{2} c^{2}\right)+b^{\prime \prime} c^{\prime}\left(b^{\prime 2}-c^{\prime \prime 2}\right)^{2}\right\} y^{2} w^{2} \\
& -a^{\prime \prime} b b^{\prime} c^{\prime \prime}\left(a^{\prime 2}+c^{2}\right)\left(x^{2} w^{2}+y^{2} z^{2}\right) \\
& -2\left(b^{\prime 2}-c^{\prime \prime 2}\right)=\sqrt{-a b^{\prime \prime} c^{\prime} x y z w}=0 .
\end{aligned}
$$

124. In this equation the coefficients of $x^{2} z^{2}$ and $y^{2} w^{2}$ are each $=a^{\prime} a^{\prime \prime} b c\left(b^{\prime 2}+c^{\prime \prime 2}\right)$, as at once appears from the identities

$$
\begin{aligned}
& \left\{\begin{array}{l}
a^{\prime} b \cdot b^{\prime}-c^{\prime \prime} \cdot a^{\prime \prime} c=a\left(b^{\prime 2}-c^{\prime \prime 2}\right), \\
a^{\prime} b \cdot c^{\prime \prime}-b^{\prime} \cdot a^{\prime \prime} c=\left(b^{\prime 2}-c^{\prime \prime 2}\right),
\end{array}\right. \\
& \left\{\begin{array}{l}
a^{\prime} a^{\prime \prime} \cdot b^{\prime}-c^{\prime \prime} \cdot b c=-b^{\prime \prime}\left(b^{\prime 2}-c^{\prime 2}\right), \\
a^{\prime} a^{\prime \prime} \cdot c-b^{\prime} \cdot b c=c^{\prime}\left(b^{\prime 2}-c^{\prime 2}\right),
\end{array}\right.
\end{aligned}
$$

by multiplying together in each pair the left-hand and the right-hand sides respeetively. Substituting and dividing by $-a^{\prime} a^{\prime \prime} b b^{\prime} c c^{\prime \prime}$, we have

$$
\begin{aligned}
& x^{4}+y^{\prime}+z^{4}+w^{4} \\
& -\frac{a^{\prime \prime 2}+b^{2}}{a^{\prime \prime} b}\left(x^{2} y^{2}+z^{2} w^{2}\right)-\frac{b^{\prime 2}+c^{\prime \prime 2}}{b^{\prime \prime} c^{\prime \prime}}\left(x^{2} z^{2}+y^{2} w^{2}\right)+\frac{a^{\prime 2}+c^{2}}{a^{\prime} c}\left(x^{2} w^{2}+y^{2} z^{2}\right) \\
& +\frac{2\left(b^{\prime 2}-c^{\prime \prime 2}\right)^{2} \sqrt{-a b^{\prime \prime} c^{\prime}}}{a^{\prime} a^{\prime \prime} b b^{\prime} c c^{\prime \prime}} x y z w=0 ;
\end{aligned}
$$

or, if we herein restore the $c$ 's in place of the rectangular coefficients, this is

$$
\begin{aligned}
& x^{4}+y^{4}+z^{4}+w^{4} \\
& -\frac{c_{1}^{4}+c_{2}^{4}}{c_{1}{ }^{2} c_{2}^{2}}\left(x^{2} y^{2}+z^{2} w^{2}\right)-\frac{c_{4}^{4}+c_{8}^{4}}{c_{4}{ }^{2} c_{8}^{2}}\left(x^{2} z^{2}+y^{2} w^{2}\right)+\frac{c_{6}^{4}+c_{8}^{4}}{c_{8}^{2} c_{9}^{2}}\left(x^{2} w^{2}+y^{2} z^{2}\right) \\
& +2^{\frac{c_{0} c_{0} c_{12} c_{5}\left(c_{4}^{4}-c_{5}^{4}\right)^{2}}{c_{1}^{2} c_{2}^{2} c_{4}^{2} c_{8}^{2} c_{8}^{2} c_{9}^{2}} x y z z=0,}
\end{aligned}
$$

which is the equation of the 16 -nodal quartic surface.
Substituting for $x, y, z, w$ their values $\mathcal{Y}_{4}, \mathcal{Y}_{7}, \mathcal{Y}_{8}, \mathcal{I}_{11}(u)$, we have the equation connecting the four theta-functions $4,7,8,11$ of a Göpel tetrad. And there is an equation of the like form between the four functions of any other Göpel tetrad: for obtaining the actual equations some further investigation would be necessary.

The xy-expressions of the thetu-functions.
125. The various quadric relations between the theta-functions, admitting that they constitute a 13 -fold relation, show that the theta-functions may be expressed as proportional to functions of two arbitrary parameters $x, y$; and two of these functions being assumed at pleasure the others of them would be determinate; we have of course (though it would not be easy to arrive at it in this manner) such a system in the foregoing expressions of the 16 functions in terms of $x, y$; and conversely these expressions must satisfy identically the quadric relations between the thetafunctions.
126. To show that this is so as to the general form of the equations, consider first the $x y$-factors $\sqrt{u}, \sqrt{\bar{u}} b, \& c$. As regards the squared functions $(\sqrt{a b})^{3}$, we have for instance

$$
\begin{aligned}
& (\sqrt{a b})^{2}=\frac{1}{\theta^{2}}\{\mathrm{abfc}, \mathrm{~d}, \mathrm{c},+\mathrm{a}, \mathrm{~b}, \mathrm{f}, \mathrm{cde}+2 \sqrt{X Y}\}, \\
& (\sqrt{c d})^{2}=\frac{1}{\theta^{2}}\left\{c d f a, b_{1}, e_{1}+c_{1} d_{1}, a b e+2 \sqrt{X} Y\right\} ;
\end{aligned}
$$

each of these contains the same irrational part $\frac{2}{\theta^{2}} \sqrt{ } X Y$, and the difference is therefore rational: and it is moreover integral, for we have

$$
(\sqrt{a b})^{2}-(\sqrt{c \bar{c}})^{2}=\frac{1}{\bar{\theta}^{2}}(\mathrm{abc}, \mathrm{~d},-\mathrm{a}, \mathrm{~b}, \mathrm{~cd})(\mathrm{fc},-\mathrm{f}, \mathrm{e}),
$$

where each factor divides by $\theta$, and consequently the product by $\theta^{2}$; the value is in fact

$$
=(e-f)\left|\begin{array}{lll}
1, & x+y, & x y \\
1, & a+b, & a b \\
1, & c+d, & c d
\end{array}\right|
$$

a linear function of $1, x+y, x y$. This is the case as regards the difference of any two of the squares $(\sqrt{a b})^{2},(\sqrt{a c})^{2}, \& c$.; hence selecting any one of these squares, for instance ( $\sqrt{d e})^{2}$, any other of the squares is of the form

$$
\lambda+\mu(x+y)+\nu x y+\rho(\sqrt{d e})^{2}, \quad(\rho=1) ;
$$

and obviously, the other squares $(\sqrt{\bar{a}})^{2}, \& c$., are of the like form, the last coefficient $\rho$ being $=0$. We hence have the theorem that each square can be expressed as a linear function of any four (properly selected) squares.
127. But we have also the theorem of the 16 Kummer hexads.

Obviously the six squares

$$
(\sqrt{a})^{2}, \quad(\sqrt{b})^{2}, \quad(\sqrt{c})^{2}, \quad(\sqrt{d})^{2}, \quad(\sqrt{e})^{2}, \quad(\sqrt{f})^{2}
$$

are a hexad, viz. each of these is a linear function of $1, x+y, x y$ : and therefore selecting any three of them, each of the remaining three can be expressed as a linear function of these.

But further the squares $(\sqrt{a})^{2},(\sqrt{b})^{2},(\sqrt{a b})^{2},(\sqrt{c \bar{d}})^{2},(\sqrt{c e})^{2},(\sqrt{d e})^{2}$ form a hexad. For reverting to the expression obtained for $(\sqrt{\overline{a b}})^{2}-(\sqrt{c d})^{2}$, the determinant contained therein is a linear function of aa, and $\mathbf{b b}$, that is, of $(\sqrt{a})^{2}$ and $(\sqrt{b})^{2}$; we, in fact, have

$$
(a-b)\left|\begin{array}{lll}
1, & x+y, & x y \\
1, & a+b, & a b \\
1, & c+d, & c d
\end{array}\right|=(b-c)(b-d)(a-x)(a-y)-(a-c)(a-d)(b-x)(b-y) .
$$

Hence $(\sqrt{\overline{a b}})^{2}-(\sqrt{c d})^{2}$ is a linear function of $(\sqrt{a})^{2},(\sqrt{b})^{2}$; and by a mere interchange of letters $(\sqrt{a b})^{2}-(\sqrt{c e})^{2},(\sqrt{a b})^{2}-(\sqrt{d e})^{2}$, are each of them also a linear function of $(\sqrt{c})^{2}$ and $(\sqrt{b})^{2}$; whence the theorem. And we have thus all the remaining 15 hexads.
128. We have a like theory as regards the products of pairs of functions. A tetrad of pairs is of one of the two forms

$$
\sqrt{a} \sqrt{b}, \sqrt{a c} \sqrt{b c}, \sqrt{a d} \sqrt{b \bar{d}}, \sqrt{a e} \sqrt{b e} \text {, and } \sqrt{f} \sqrt{a b}, \sqrt{c} \sqrt{d e}, \sqrt{d} \sqrt{c e}, \sqrt{e} \sqrt{c d} ;
$$

in the first case the terms are

$$
\begin{aligned}
& \sqrt{a a b}, \bar{b}, \\
& \frac{1}{\theta^{2}}\left\{(a b,+a, b) \sqrt{c d e f e}, d_{6}, f_{l},(c f d, e, c, f, d e) \sqrt{a a_{6}, b b}\right\}, \\
& \frac{1}{\theta^{2}}\{\quad " \quad+(\mathrm{dfc}, \mathrm{e},+\mathrm{d}, \mathrm{f}, \mathrm{ee}) \quad, \quad\},
\end{aligned}
$$

and as regards the last three terms the difference of any two of them is a mere constant multiple of $\sqrt{ } \mathrm{aa}, \mathrm{bb}$; for instance, the second term - the third term is

$$
=\frac{1}{\theta^{z}}(\mathrm{~cd},-\mathrm{c}, \mathrm{~d})\left(\mathrm{fe}_{4}-\mathrm{f}, \mathrm{e}\right) \sqrt{\mathrm{aa}_{,} \mathrm{bb}_{4}},=(c-d)(f-e) \sqrt{\mathrm{aa}_{4} \mathrm{bb}_{i}} ;
$$

we have thus a tetrad such that, selecting any two terms, each of the remaining terms is a linear function of these.

In the second case, the terms are

$$
\begin{aligned}
& \frac{1}{\theta}\{f \sqrt{\text { abe }, d e}, f, f, \sqrt{a b, c d e f}\}, \\
& \frac{1}{\theta}\{\mathrm{c}, \quad+\mathrm{c}, \quad, \quad\}, \\
& \frac{1}{\theta}\{d \quad, \quad+\mathrm{d}, \quad, \quad\}, \\
& \frac{1}{\theta}\{\mathrm{e} \quad+\mathrm{e}, \quad\},
\end{aligned}
$$

whence clearly the four terms are a tetrad as above. And it may be added that any linear function of the four terms is of the form

$$
\frac{1}{\theta}\left\{(\lambda+\mu x) \sqrt{\mathrm{abc}, \mathrm{~d}_{1} \mathrm{e} \mathrm{f}}+(\lambda+\mu y) \sqrt{\mathrm{a}, \mathrm{~b}, \mathrm{edef}}\right\} .
$$

129. Considering next the actual equations between the squared theta-functions, take as a specimen

$$
c_{6}^{2} 9_{8}{ }^{2}-c_{2}^{2} 9_{2}{ }^{2}+c_{1}^{2} 9_{1}{ }^{2}-c_{9}{ }^{2} 9_{9}{ }^{2}=0,
$$

that is,

$$
c_{6}{ }^{4}(\sqrt{a b})^{2}-c_{2}^{4}(\sqrt{c d})^{2}+c_{1}^{4}(\sqrt{c e})^{2}-c_{9}^{4}(\sqrt{d e})^{2}=0
$$

where $c_{6}, c_{2}, c_{1}, c_{9}=\sqrt[4]{\overline{\overline{a b}}}, \sqrt[4]{\overline{c d}}, \sqrt[4]{\overline{c e}}, \sqrt[4]{\overline{d e}}$ respectively. Since the functions $(\sqrt{a b})^{2}$, \&c., contain the same irrational term $\frac{2}{\theta^{2}} \sqrt{X} Y$, it is clear that the equation can only be true if

$$
c_{6}{ }^{4}-c_{2}^{4}+c_{1}^{4}-c_{3}^{4}=0:
$$

and, this being so, it will be true if

$$
c_{2}^{4}\left\{(\sqrt{a b})^{2}-(\sqrt{c d})^{2}\right\}-c_{1}^{4}\left\{(\sqrt{a b})^{2}-(\sqrt{c e})^{2}\right\}+c_{9}^{4}\left\{(\sqrt{a b})^{2}-(\sqrt{d e})^{2}\right\}=0,
$$

where, by what precedes, each of the terms in $\left\}\right.$ is a linear function of $(\sqrt{a})^{2}$ and $(\sqrt{b})^{2}$. Attending first to the term in $(\sqrt{u})^{2}$, the coefficient hereof is

$$
e f . b c . b d . c_{2}^{4}-d f . b c . b e . c_{1}^{4}+c f . b d . b e . c_{9}^{4}
$$

where for shortness $b c, b d$, \&c., are written to denote the differences $b-c, b-d$, \&c.: substituting for $c_{2}{ }^{4}$ its value $(\sqrt{\overline{c d}})^{4},=c d . c f . d f . a b . a e . b e$, and similarly for $c_{1}{ }^{4}$ and $c_{9}{ }^{4}$ their values, $=c e . c f . e f . a b . a d . b d$, and $d e . d f . e f . a b . a c . b c$ respectively, the whole expression contains the factor $u b . b c . b d . b e . c f . d f . e f$, and throwing this out, the equation to be verified becomes

$$
c d . a e-c e . a d+d e . a c=0
$$

c. X .
which is true identically. The verification is thus made to depend upon that of $c_{6}{ }^{4}-c_{2}^{4}+c_{1}{ }^{4}-c_{9}^{4}=0$; and similarly for the other relations between the squared functions, the verification depends upon relations containing the fourth powers, or the products of squares, of the constants $c$ and $k$.
130. Among these are included the before-mentioned system of equations involving the fourth powers or the products of squares of only the constants $c$; and it is interesting to show how these are satisfied identieally by the values $c_{0}=\sqrt[1]{\overline{b d}}$, \&e.

Thus one of these equations is $c_{12}{ }^{4}+c_{1}{ }^{4}+c_{6}{ }^{4}=c_{0}{ }^{4}$; substituting the values, there is a factor ce which divides out, and the resulting equation is

$$
a d . a f \cdot d f \cdot b c \cdot b e+c f \cdot e f \cdot a b \cdot a d . b d+a b \cdot a f \cdot b f \cdot c d . d e-a c \cdot a e \cdot b d \cdot b f \cdot d f=0 .
$$

There are here terms in $a^{2}, a, a^{0}$ which should separately vanish; for the terms in $a^{2}$, the equation becomes

$$
d f . b c . b e+b d . c f . e f+b f . c d . d e-b d . b f . d f=0
$$

which is easily verified; and the equations in $a$ and $a^{0}$ may also be verified.
An equation involving products of the squares is $c_{12}{ }^{2} c_{9}^{2}-c_{1}{ }^{2} c_{3}{ }^{2}+c_{3}^{2} c_{0}{ }^{2}=0$. The term $c_{12}{ }^{2} c_{9}{ }^{2}$ is here $\sqrt{c \overline{d f} . \overline{b c e} \sqrt{d e f} . \overline{a b c} \text { which is }=\sqrt{ }\left(\overline{b c)^{2}(d f}\right)^{2} \cdot a b . a c . a d . a f . b e . c e . d e . e f}$, which is taken $=b c . d f \sqrt{ } a b . a c . a d . a f . b e . c e . d e . e f$; similarly the values of $c_{1}{ }^{2} c_{3}^{2}$ and $c_{3}{ }^{2} c_{6}{ }^{2}$ are $=b d . c f$ and $b f . c d$ each multiplied by the same radical, and the equation to be verified is

$$
b c \cdot d f-b d . c f+b f . c d=0
$$

which is right: the other equations may be verified in a similar manner.
131. Coming next to the equations connecting the pairs of theta-functions, for instance

$$
c_{3} c_{25} F_{0} I_{12}-c_{0} c_{12} T_{3} I_{15}+c_{3} c_{8} \mathcal{I}_{7} I_{11}=0,
$$

this is

$$
c_{3} c_{13} c_{0} c_{12}\{\sqrt{b d} \sqrt{a d}-\sqrt{b e} \sqrt{a e}\}+c_{3} c_{8} k_{7} k_{11} \cdot \sqrt{b} \sqrt{a}=0,
$$

the products $\sqrt{b d} \sqrt{a d}$ and $\sqrt{b e} \sqrt{a e}$ contain besides a common term the terms

$$
\frac{1}{\theta^{2}}\left(\mathrm{dfc}, e_{,}+\mathrm{d}, \mathrm{f}, \mathrm{ce}\right) \sqrt{\mathrm{aa}}, \overline{\mathrm{~b}} \mathrm{~b}_{6}, \text { and } \frac{1}{\bar{\theta}^{2}}(\mathrm{efc}, \mathrm{~d},+\mathrm{e}, \mathrm{f}, \mathrm{~cd}) \sqrt{\mathrm{aa}, \mathrm{bb}},
$$

hence their difference contains $\frac{1}{\theta^{2}}(\mathrm{de},-\mathrm{d}, \mathrm{e})(\mathrm{fc},-\mathrm{f}, \mathrm{c}) \sqrt{\mathrm{aa}, \mathrm{bb}}$, which is $=d e . f c \sqrt{a \mathrm{a}, \mathrm{bb}}$, that is, de. $f c \sqrt{a} \sqrt{b}$ : hence the equation to be verified is

$$
d e \cdot f c . c_{3} c_{15} c_{0} c_{12}+c_{4} c_{8} k_{3} k_{11}=0 ;
$$

 have 24 factors, which are, in fact, 12 factors twice repeated; and if we write $\Pi,=a b . a c . a d . u e . a f . b c . b d . b e . b f . c d . c e . c f . d e . d f . e f$, for the product of all the 15 factors, then the 12 factors are in fact all those of $\Pi$, except $a b, c f, d e$; viz. we have

$$
c_{3} c_{13} c_{0} c_{12}=\sqrt[4]{\prod^{2} \div(a b)^{2}(c f)^{2}(d e)^{2}}
$$

Again, $c_{4} c_{8} k_{i} k_{11},=\sqrt[4]{\text { ucf.bde }} \sqrt[4]{\text { bcf.ede }} \sqrt[4]{\text { ucdef }} \sqrt[4]{\text { bcdef }}$, is a fourth root of a product of 32 factors, which are in fact 16 factors twice repeated, and in the 16 factors, $a b$ does not oceur, of and de oceur each twice, and the other 12 factors each once: we thus have

$$
c_{4} c_{8} k_{\bar{i}} k_{11}=\sqrt[4]{11^{4}(c f)^{2}(d e)^{2}} \div(a b)^{2},
$$

and the relation to be verified assumes the form

$$
f c \cdot d e \sqrt[4]{1 \div(c f)^{2}(d e)^{2}}+\sqrt[4]{(c f)^{2}(d e)^{2}}=0
$$

which, taking $f c \cdot d e=-\sqrt[4]{(c f)^{5}(d e)^{5}}$, is right. And so for the other equations. It will be observed that, in the equation de. $f c \cdot c_{3} c_{13} c_{0} c_{12}+c_{4} c_{8} k_{7} k_{11}=0$, and in the other equations upon whirh the verifications depend, there is no ambiguity of sign: the signs of the radicals have to be determined consistently with all the equations which conneet the $c$ 's and the h's: that this is possible appears evident $\dot{\alpha}$ priori, but the actual verification presents some difficulty. I do not here enter further into the question.

## Further results of the product-theorem, the $u \pm u^{\prime}$ formule.

132. Reeurring now to the equations in $u+u^{\prime}, u-u^{\prime}$, by putting therein $u^{\prime}=0$, we can express $X, Y, Z, W$ in terms of four of the squared functions of $u$, and by putting $u=0$ we can express $X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$ in terms of four of the squared functions of $u^{\prime}$; and, substituting in the original equations, we have the products

$$
9() u+u^{\prime} \cdot 9() u-u^{\prime}
$$

in terms of the squared functions of $u$ and $u^{\prime}$.
Selecting as in a former investigation the functions $4,7,8,11$, which were called $x, y, z, w$, it is more convenient to use single letters to represent the squared functions. I write

| $9(u+u)$ | $\left(u-u^{\prime}\right)$ | $9^{2} 4$ | $9{ }^{2} u^{\prime}$ | $9^{20}$ |
| :---: | :---: | :---: | :---: | :---: |
| 4 | $4=P$, | $4=p$, | $4=p^{\prime}$, | $4=p_{0}\left(=c_{4}^{2}\right)$, |
| 7 | $7=2$, | $7=q$, | $7=q^{\prime}$, | $7=0$, |
| 8 | $\delta=R$, | $8=r$, | $8=r^{\prime}$, | $8=r_{0}\left(=c_{8}^{2}\right)$, |
| 11 | $11=S$, | $11=s$, | $11=s^{\prime}$, | $11=0$. |

Then

$$
\begin{aligned}
& \begin{array}{c}
\begin{array}{c}
X \quad Z \\
X^{\prime}-Y^{\prime}+Z^{\prime}-\frac{W}{W^{\prime}},
\end{array} \\
p=\alpha-\beta+\gamma-\delta,
\end{array} \quad \begin{array}{c}
X \quad Y \quad W
\end{array} \quad \begin{array}{c}
X^{\prime} \quad Y^{\prime} \quad Z^{\prime} W^{\prime} \\
p^{\prime}=\alpha-\beta+\gamma-\delta,
\end{array} \\
& Q=W^{\prime}-Z^{\prime}+Y^{\prime}-X^{\prime}, \quad q=\delta-\gamma+\beta-\alpha, \quad q^{\prime}=\delta-\gamma+\beta-\alpha, \\
& R=X^{\prime}+Y^{\prime}-Z^{\prime}-W^{\prime}, \quad r=\alpha+\beta-\gamma-\delta, \quad r^{\prime}=\alpha+\beta-\gamma-\delta, \\
& S=W^{\prime}+Z^{\prime}-I^{\prime}-X^{\prime}, \quad s=\delta+\gamma-\beta-\alpha, \quad s^{\prime}=\delta+\gamma-\beta-\alpha .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \alpha(p+r)-\delta(q+s)=2\left(\alpha^{2}-\delta^{2}\right) X, \\
& \alpha\left(p^{\prime}+r^{\prime}\right)-\delta\left(q^{\prime}+s^{\prime}\right)=2\left(\alpha^{2}-\delta^{2}\right) \boldsymbol{X}^{\prime}, \\
& \delta, \quad-\alpha,=2 \Rightarrow W, \quad \delta,-\alpha,=2 \Rightarrow W^{\prime}, \\
& -\beta(p-r)+\gamma(q-s)=2\left(\beta^{2}-\gamma^{2}\right) Y, \quad-\beta\left(p^{\prime}-r^{\prime}\right)+\gamma\left(q^{\prime}-s^{\prime}\right)=2\left(\beta^{2}-\gamma^{2}\right) Y^{\prime} \text {, }
\end{aligned}
$$

By means of these values, we have

$$
\begin{aligned}
& 4\left(\alpha^{2}-\delta^{2}\right)^{2} X^{\prime} X=a^{2}(p+r)\left(p^{\prime}+r^{\prime}\right)+\delta^{2}(q+s)\left(q^{\prime}+s^{\prime}\right)-a \delta\left[(p+r)\left(q^{\prime}+s^{\prime}\right)+\left(p^{\prime}+r^{\prime}\right)(q+s)\right],
\end{aligned}
$$

$$
\begin{aligned}
& 4\left(\beta^{2}-\gamma^{2}\right)^{2} Y^{\prime} Y=\beta^{2}(p-r)\left(p^{\prime}-r^{\prime}\right)+\gamma^{2}(q-s)\left(q^{\prime}-s^{\prime}\right)-\beta \gamma\left[(p-r)\left(q^{\prime}-s^{\prime}\right)+\left(p^{\prime}-r^{\prime}\right)(q-s)\right],
\end{aligned}
$$

Hence

$$
\begin{aligned}
& 4\left(\alpha^{2}-\delta^{2}\right)\left(X^{\prime} X-W^{\prime} W\right)=(p+r)\left(p^{\prime}+r^{\prime}\right)-(q+s)\left(q^{\prime}+s^{\prime}\right), \\
& 4\left(\beta^{2}-\gamma^{2}\right)\left(Y^{\prime} Y-Z^{\prime} Z\right)=(p-r)\left(p^{\prime}-r^{\prime}\right)-(q-s)\left(q^{\prime}-s^{\prime}\right),
\end{aligned}
$$

and substituting in the expressions for $P$ and $R$,

$$
\begin{aligned}
& 4\left(\alpha^{2}-\delta^{2}\right)\left(\beta^{2}-\gamma^{2}\right) P= \\
& \quad\left(\beta^{2}-\gamma^{2}\right)\left[(p+r)\left(p^{\prime}+r^{\prime}\right)-(q+s)\left(q^{\prime}+s^{\prime}\right)\right]-\left(\alpha^{2}-\delta^{2}\right)\left[(p-r)\left(p^{\prime}-r^{\prime}\right)-(q-s)\left(q^{\prime}-s^{\prime}\right)\right], \\
&
\end{aligned}
$$

Similarly
$4\left(\alpha^{2}-\delta^{2}\right)^{2} W^{\prime} X=$

$$
\alpha \delta\left[(p+r)\left(p^{\prime}+r^{\prime}\right)+(q+s)\left(q^{\prime}+s^{\prime}\right)\right]-\alpha^{2}(p+r)\left(q^{\prime}+s^{\prime}\right)-\delta^{2}(q+s)\left(p^{\prime}+r^{\prime}\right)
$$

$4 \quad X^{\prime} W=$


4 „ $Y^{\prime} Z=$
whence

$$
\begin{aligned}
& 4\left(\alpha^{2}-\delta^{2}\right)\left(W^{\prime} X-X^{\prime} W\right)=-\left[(p+r)\left(q^{\prime}+s^{\prime}\right)-\left(p^{\prime}+r^{\prime}\right)(q+s)\right], \\
& 4\left(\beta^{2}-\gamma^{2}\right)\left(Z^{\prime} Y-Y^{\prime} Z\right)=-\left[(p-r)\left(q^{\prime}-s^{\prime}\right)-\left(p^{\prime}-r^{\prime}\right)(q-s)\right],
\end{aligned}
$$

and substituting in the expressions for $Q$ and $S$

$$
\begin{aligned}
& 4\left(\alpha^{2}-\delta^{2}\right)\left(\beta^{3}-\gamma^{2}\right) Q= \\
& -\left(\beta^{2}-\gamma^{2}\right)\left[(p+r)\left(q^{\prime}+s^{\prime}\right)-\left(p^{\prime}+r^{\prime}\right)(q+s)\right]+\left(\alpha^{2}-\delta^{2}\right)\left[(p-r)\left(q^{\prime}-s^{\prime}\right)-\left(p^{\prime}-r^{\prime}\right)(q-s)\right], \\
& 4 \quad, \quad S=
\end{aligned}
$$

133. Hence, collecting and reducing,

$$
\begin{aligned}
& 4\left(\alpha^{2}-\delta^{2}\right)\left(\beta^{2}-\gamma^{2}\right) P= \\
& \quad-\left(\alpha^{2}-\beta^{2}+\gamma^{2}-\delta^{2}\right)\left(p p^{\prime}-q q^{\prime}+r r^{\prime}-s s^{\prime}\right)+\left(\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)\left(p r^{\prime}+p^{\prime} r-q s^{\prime}-q^{\prime} s\right),
\end{aligned}
$$

4

$$
, \quad R=
$$

$$
\left(\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)(\quad, \quad)-\left(\alpha^{2}-\beta^{2}+\gamma^{2}-\delta^{2}\right)(\quad, \quad)
$$

4

$$
Q=
$$

$$
\left(\alpha^{2}-\beta^{2}+\gamma^{2}-\delta^{2}\right)(\quad \# \quad)-\left(\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)(\quad, \quad)
$$

4

$$
, \quad S=
$$

we have

$$
-\left(\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)(\quad, \quad, \quad)+\left(\alpha^{2}-\beta^{2}+\gamma^{2}-\delta^{2}\right)(\quad, \quad)
$$

$$
p_{0}\left(=c_{s}^{2}\right)=\alpha^{2}-\beta^{2}+\gamma^{2}-\delta^{2}, \quad r_{0}\left(=c_{8}^{2}\right)=\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2},
$$

and thence

$$
r_{0}{ }^{2}-p_{0}{ }^{2}=4\left(\alpha^{2}-\delta^{2}\right)\left(\beta^{2}-\gamma^{2}\right) ;
$$

the equations hence become

On writing in the equations $u^{\prime}=0$, then $P, Q, R, S, p^{\prime}, q^{\prime}, r^{\prime}, s^{\prime}$ become $=p, q, r, s$, $p_{0}, \mathbf{0}, r_{0}, \mathbf{0}$; and the equations are (as they should be) true identically. The equations may be written

There is of course such a system for each of the 60 Göpel tetrads.

## Differential relations connecting the theta-functions with the quotient-functions.

134. Imagine $p, q, r, s, \& c$., changed into $x^{2}, y^{2}, z^{2}, w^{2}, \& c$. that is, let $x, y, z, w$ represent the theta-functions $4,7,8,11$ of $u, v$; and similarly $x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}$ those of $u^{\prime}, v^{\prime}$, and $x_{0}, 0, z_{0}, 0$ those of 0,0 . Let $u^{\prime}, v^{\prime}$ be each of them indefinitely small; and take $\partial,=u^{\prime} \frac{d}{d u}+v^{\prime} \frac{d}{d v}$, as the symbol of total differentiation in regard to $u, v$, the infinitesimals $u^{\prime}$ and $v^{\prime}$ being arbitrary: then, as far as the second order, we have in general

$$
9\left(u+u^{\prime}, v+v^{\prime}\right)=9(u, v)+\partial 9(u, v)+\frac{1}{2} \partial^{2} 9(u, v),
$$

$$
\begin{aligned}
& \text { (") } 7 \quad 7=+4(4.7-7.4+8.11-11.8)-8(4.11-11.4+8.7-7.8) \text {, } \\
& \text { ( }, \text { ) } 1111=-8(\quad \text { ) }+4 \text { ( } \quad \text { ) }
\end{aligned}
$$

$$
\begin{aligned}
& \left(r_{0}^{2}-p_{0}{ }^{2}\right) P=-p_{0}\left(p p^{\prime}-q q^{\prime}+r r^{\prime}-s s^{\prime}\right)+r_{0}\left(p r^{\prime}+p^{\prime} r-q s^{\prime}-q^{\prime} s\right), \\
& \text { " } R=r_{0}\left(i \quad \text { ) } \quad p_{0}(\quad, \quad \text {, }\right. \\
& \text { " } Q=p_{0}\left(p q^{\prime}-p^{\prime} q+r s^{\prime}-r^{\prime} s\right)-r_{0}(\quad \text { ) }, \\
& \text { " } S=-r_{0}(\quad, \quad)+p_{0}(\quad, \quad) \text {. }
\end{aligned}
$$

and hence

$$
P=\left(x+\partial x+\frac{1}{2} \partial^{2} x\right)\left(x-\partial x+\frac{1}{2} \partial^{2} x\right),=x^{2}+\left\{x \partial^{2} x-(\partial x)^{2}\right\},
$$

and similarly for $Q, R, S$. Moreover, observing that $x^{\prime}$ and $z^{\prime}$ are even functions, $y^{\prime}$ and $w^{\prime}$ are odd functions, of $u^{\prime}, v^{\prime}$, we have

$$
x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}=x_{\theta}+\frac{1}{2} \hat{\partial}^{2} x_{0}, \partial y_{0}, z_{0}+\frac{1}{2} \partial z_{0}, \partial w_{0},
$$

where $\partial^{2} x_{0}, \partial y_{0}, \& c$., are what $\partial^{3} x, \partial y$, \&c., become on writing therein $u=0, v=0$; $\partial y_{0}, \partial w_{0}$ are of course lincar functions, $\partial x_{0} x_{0}, \partial^{2} z_{0}$ quadric functions of $u^{\prime}$ and $v^{\prime}$. The valucs of $x^{\prime 2}, y^{\prime 2}, z^{\prime 2}, w^{\prime 2}$ are thus $x_{0}^{2}+x_{0} \partial^{2} x_{0},\left(\partial y_{0}\right)^{2}, z_{0}{ }^{2}+z_{v} \partial^{0} z_{0},\left(\partial w_{0}\right)^{2}$; and we have

$$
\begin{aligned}
& x_{0} \partial^{2} x_{0}\left(\partial y_{0}\right)^{2} \quad z_{0} \partial^{2} z_{0}\left(\partial w_{0}\right)^{2} \\
& x^{2} x^{\prime 2}-y^{2} y^{\prime 2}+z^{2} z^{\prime 2}-w^{2} w^{\prime 2}=x^{2} x_{0}{ }^{2}+z^{2} z_{0}{ }^{2} \overline{+x^{2}}-y^{2}+z^{2}-w^{2}, \\
& x^{2} y^{\prime 2}-y^{2} x^{\prime 2}+z^{2} w^{\prime 2}-w^{2} z^{\prime 2}=-y^{2} x_{0}^{2}-w^{2} z_{0}^{2}-y^{2}+x^{2}-w^{2}+z^{2} \text {, } \\
& x^{2} z^{\prime 2}-y^{2} w^{\prime 2}+z^{2} x^{\prime 2}-w^{2} y^{\prime 2}=z^{2} x_{0}^{2}+x^{2} z_{0}^{2}+z^{2}-w^{2}+x^{2}-y^{2} \text {, } \\
& x^{2} 2 w^{\prime 2}-y^{2} z^{\prime 2}+z^{2} y^{\prime 2}-w^{2} x^{\prime 2}=-w^{2} x_{0}^{2}-y^{2} z_{0}^{2} \quad-w^{2}+z^{2}-y^{2}+x^{2} .
\end{aligned}
$$

135. On substituting these values, the constant terms (or terms independent of $u^{\prime}, v^{\prime}$ ) disappear of themselves; and the equations, transposing the second and third of them, become

$$
\begin{aligned}
& \left(z_{0}^{4}-x_{0}{ }^{4}\right)\left\{x_{0}^{2} x-(\partial x)^{2}\right\}=\frac{x_{0} \partial^{2} x_{0}}{\left(-x_{0}^{2} x^{2}+z_{0}^{2} z^{2}\right)+\left(x_{0}^{2} y^{2}-z_{0}^{2} w^{2}\right)+\left(-x_{0}{ }^{2} z^{2}+z_{0}^{2} x^{2}\right)+\left(x_{0}^{2} w^{2}-z_{0}^{2} y^{2} y^{2}\right),} \\
& \text { " }\left\{y \partial^{2} y-(\partial y)^{2}\right\}=-\left(x_{0}{ }^{2} y^{2}-z_{0}{ }^{2} w^{2}\right)-\left(-x_{0}{ }^{2} x^{2}+z_{0}{ }^{2} z^{2}\right)-\left(x_{0}{ }^{2} w^{2}-z_{0}{ }^{2} y^{2}\right)-\left(-x_{0}{ }^{2} z^{2}+z_{0}{ }^{2} x^{2}\right) \text {, } \\
& \text { " }\left\{z \partial^{2} z-(\partial z)^{2}\right\}=\left(-x_{0}{ }^{2} z^{2}+z_{0}^{2} x^{2}\right)+\left(x_{0}{ }^{2} w^{2}-z_{0}^{2} y^{2}\right)+\left(-x_{0}{ }^{2} x^{2}+z_{0}^{2} z^{2}\right)+\left(x_{0}^{2} y^{2}-z_{0}^{2} w^{2}\right) \text {, } \\
& \text { " }\left\{w \partial^{2} w-(\partial w)^{2}\right\}=-\left(x_{0}^{2} w^{2}-z_{0}^{2} y^{2}\right)-\left(-x_{0}{ }^{2} z^{2}+z_{0}^{2} x^{0}\right)-\left(x_{0}{ }^{2} y^{2}-z_{0}^{2} w^{2}\right)-\left(-x_{0}{ }^{2} x^{2}+z_{0}^{2} z^{2}\right) \text {, }
\end{aligned}
$$

where it will be recollected that $x, y, z, w$ mean $\mathscr{I}_{4}, \mathcal{Y}_{7}, \mathcal{Y}_{8}, \mathcal{I}_{11}(u) ; x_{0}$ is $\mathcal{I}_{4}(0)$, that is, $c_{4}$, and $z_{0}$ is $9_{8}(0)$, that is, $c_{8}$. But the formulx contain also

$$
\begin{aligned}
& \partial^{2} x_{0}=\left(c_{4}^{\prime \prime \prime}, c_{4}^{i v}, c_{4}{ }^{\prime} \gamma u^{\prime}, v^{\prime}\right)^{2}, \quad \partial y_{0}=\left(c_{7}^{\prime}, c_{7}^{\prime \prime} \gamma u^{\prime}, v^{\prime}\right),
\end{aligned}
$$

The formulæ may be written

where $\partial^{2} c_{4}, \hat{\partial}^{2} c_{8}, \partial c_{7}, \partial c_{11}$ are written in place of $\partial^{2} x_{0}, \partial^{2} z_{0}, \partial y_{0}, \partial w_{0}$. There is of course a like system of equations for each of the Göpel tetrads.
136. Observe that, dividing the first equation by $9_{4}{ }^{2}(u)$, or say by $\mathcal{9}_{4}{ }^{2}$, the lefthand side is a mere constant multiple of $\partial^{2} \log 9_{5}$; and the right-hand side depends only on the quotient-functions $9_{7} \div 9_{4}, 9_{8} \div 9_{4}, 9_{11} \div 9_{4}$; each side is a quadric function of $u^{\prime}, v^{\prime}$. Equating the terms in $u^{\prime 2}, u^{\prime} v^{\prime}, v^{\prime 2}$ respectively, we have

$$
\frac{d^{2}}{d u^{2}} \log 9_{4}, \quad \frac{d^{2}}{d u} d v \log 9_{1}, \quad \frac{d^{2}}{d v^{2}} \log 9_{4}
$$

each of them expressed as a linear function of the squares of the quotient-functions $9_{7} \div 9_{4}, 9_{8} \div 9_{4}, 9_{11} \div 9_{4}$. The formula is thus a second-derivative formula serving for the expression of a double theta-function by means of three quotient-functions.

## Differential relations of the theta-functions.

137. In "The second set of 16 ," selecting the eight equations which contain $Y_{1}$ and $W_{1}$, these are

$$
\begin{aligned}
& \begin{array}{lll}
u+u^{\prime} & u-u^{\prime} & u+u^{\prime} \\
u-u^{\prime} \\
\text { (Suffixes 1.) }
\end{array} \\
& 9.9 \text { 9.9 } \quad \text { Y } W \\
& \frac{1}{2}\left\{4^{1} 0-0 \quad 4_{j}=\widehat{Y^{\prime}+W^{\prime}}\right. \text {, } \\
& 128-8 \quad 12=Y^{\prime}-W^{\prime} \text {, } \\
& 6 \quad 2-26=W^{\prime}+Y^{\prime} \text {, } \\
& \begin{array}{rrr}
14 & 10-10 \quad 14 & =W^{\prime}-Y^{\prime}, \\
\frac{1}{2}\left\{\begin{array}{lll}
5 & 1+1 & 5
\end{array}\right\}=X^{\prime}+Z^{\prime},
\end{array} \\
& 13 \quad 9+9 \quad 13=X^{\prime}-Z^{\prime}, \\
& 73+37=Z^{\prime}+X^{\prime}, \\
& \text { 1.) } 11+11 \quad 15=Z^{\prime}-X^{\prime} \text {. }
\end{aligned}
$$

Then, considering any line in the upper half and any two lines in the lower half, we can from the three equations climinate $Y_{1}$ and $W_{1}$, thus obtaining an equation such as

$$
\left|\begin{array}{ccc}
9_{1} 9_{0}-9_{0} 9_{5}, & Y^{\prime}, & W^{\prime} \\
9_{5} 9_{1}+9_{1} 9_{5}, & X^{\prime}, & Z^{\prime} \\
9_{13} 9_{9}+9_{9} 9_{13}, & X^{\prime}, & -Z^{\prime}
\end{array}\right|=0,
$$

viz. this is

$$
\begin{aligned}
& -2 X^{\prime} Z^{\prime} \quad\left(9_{5} 9_{0}-9_{0} 9_{4}\right) \\
& +\left(\quad X^{\prime} W^{\prime}+Y^{\prime} Z^{\prime}\right)\left(9_{5} 9_{1}+I_{1} I_{5}\right) \\
& +\left(-X^{\prime} W^{\prime}+Y^{\prime} Z^{\prime}\right)\left(\Im_{13} \mathscr{I}_{9}+\mathscr{T}_{9} \mathscr{I}_{13}\right)=0,
\end{aligned}
$$

where the arguments of the theta-functions are as above, $u+u^{\prime}, u-u^{\prime}, u+u^{\prime}, u-u^{\prime}$; and the suffixes of the $X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$ are all $=1$.
138. Suppose that in this equation $u^{\prime}$ becomes indefinitely small. If $u^{\prime}$ were $=0$, the values of $X^{\prime}, Y^{\prime}, Z^{\prime}, W^{\prime}$ would be $\alpha, 0, \gamma, 0$ : hence $u^{\prime}$ being indefinitely small, we take them to be $\alpha, \partial \beta, \gamma, \partial \delta$, where

$$
\partial \beta,=\left(u^{\prime} \frac{l}{d u}+v^{\prime} \frac{d}{d v}\right) \mathrm{I}, \text { and } \partial \delta,=\left(u^{\prime} \frac{d}{d u}+v^{\prime} \frac{d}{d v}\right) \boldsymbol{W}^{*}, \quad(u=v=0),
$$

are, in fact, linear functions of $u^{\prime}$ and $v^{\prime}$.
We have $9_{0} 9_{0}-9_{0} 2_{1}$ standing for
and here

$$
\mathscr{I}_{1}\left(u+u^{\prime}\right) \mathscr{I}_{0}\left(u-u u^{\prime}\right)-\mathscr{I}_{0}\left(u+u^{\prime}\right) \mathscr{I}_{4}\left(u-u^{\prime}\right),
$$

$$
\mathscr{I}_{\Delta}\left(u \pm u^{\prime}\right)=\mathscr{I}_{4} \pm \partial \mathscr{I}_{4}, \quad \mathscr{I}_{0}\left(u \pm u^{\prime}\right)=\mathscr{I}_{0} \pm \partial \mathscr{I}_{0} ;
$$

the function in question is thus
where the arguments are $u, v$, and the $\partial$ denotes $u^{\prime} \frac{d}{d u}+v^{\prime} \frac{d}{d v}$.
Also $\mathscr{I}_{5} \mathscr{F}_{1}+\mathscr{I}_{1} \mathscr{I}_{5}$, that is, $\mathscr{I}_{5}\left(u+u^{\prime}\right) \mathscr{I}_{1}\left(u-u^{\prime}\right)+\mathscr{I}_{1}\left(u+u^{\prime}\right) \mathscr{I}_{5}\left(u-u^{\prime}\right)$, becomes simply $=29_{5} 9_{1}$, and similarly $\mathcal{I}_{13} \mathcal{I}_{9}+\mathcal{Y}_{9} \mathcal{I}_{13}$ becomes $=2 \mathcal{I}_{13} \mathcal{Y}_{9}$; and the equation thus is

$$
-2 \alpha_{1} \gamma_{1}\left(\mathscr{g}_{0} \partial \mathscr{T}_{4}-9_{4} \partial \mathscr{I}_{0}\right)+\left(\alpha_{1} \partial \delta_{1}+\gamma_{1} \partial \beta_{1}\right) \mathscr{s}_{5} \mathscr{T}_{1}+\left(-\alpha_{1} \partial \delta_{1}+\gamma_{1} \partial \beta_{1}\right) \mathscr{I}_{13} \Im_{9}=0
$$

where the proper suffix 1 is restored to the $\alpha, \partial \beta, \gamma$, and $\partial \delta$.
139. The equation shows that the differential combination $\mathscr{I}_{0} \partial \mathcal{I}_{4}-\mathscr{\vartheta}_{4} \partial \mathscr{I}_{0}$ is a linear function of $\mathcal{Y}_{3} \mathscr{F}_{1}$ and $\mathcal{I}_{13} \mathcal{S}_{9}$, the coeffieients of these products being of course linear functions of $u^{\prime}$ and $v^{\prime}$. Writing the equation

$$
\mathscr{I}_{0} \partial \mathscr{I}_{4}-\mathscr{I}_{4} \partial \mathscr{I}_{0}=A \mathscr{A}_{3} \mathscr{I}_{1}+B \mathscr{I}_{13} \Im_{9},
$$

we can if we please determine the coefficients in terms of the constants $c^{\prime}, c^{\prime \prime}, c^{\prime \prime \prime}, c^{i r}, c^{r}$; viz. taking $u, v$ iudefinitely small, we have

$$
\begin{aligned}
& \mathcal{I}_{0}=c_{0}, \quad \partial \mathscr{S}_{\mathrm{s}}=u^{\prime}\left(c_{\mathrm{s}}^{\prime \prime \prime} u+c_{4}^{\mathrm{i} v} v\right)+v^{\prime}\left(c_{\mathrm{s}}^{\mathrm{lj}} u+c_{\mathrm{s}}^{\mathrm{v}} v\right), \\
& \mathcal{I}_{4}=c_{4}, \quad \partial \mathcal{I}_{0}=u^{\prime}\left(c_{0}{ }^{\prime \prime \prime} u+c_{0}^{\mathrm{lv}} v\right)+v^{\prime}\left(c_{0}^{\mathrm{IV}} u+c_{0}{ }^{\mathrm{V}} v\right) \text {, } \\
& 9_{1}=c_{1}, \quad 9_{3}=\quad c_{5}^{\prime} u+c_{5}^{\prime \prime} v, \\
& \mathcal{I}_{9}=c_{9}, \quad \exists_{13}=\quad c_{13}{ }^{\prime} u+c_{13}{ }^{\prime \prime} v,
\end{aligned}
$$

or substituting, and equating the coefficients of $u$ and $v$ respectively, we have

$$
\begin{aligned}
& c_{0}\left(c_{4}^{\prime \prime \prime} u^{\prime}+c_{4}^{\mathrm{iv}} v^{\prime}\right)-c_{\mathrm{s}}\left(c_{0}^{\prime \prime \prime} u^{\prime}+c_{0}^{\mathrm{iv}} v^{\prime}\right)=A c_{1} c_{5}^{\prime}+B c_{9} c_{13}^{\prime}, \\
& c_{0}\left(c_{4}^{\mathrm{iv}} u^{\prime}+c_{4}^{\mathrm{v}} v^{\prime}\right)-c_{\mathrm{s}}\left(c_{0}^{\mathrm{iv}} u^{\prime}+c_{0}^{\mathrm{o}} v^{\prime}\right)=A c_{1} c_{5}^{\prime \prime}+B c_{9} c_{13}^{\prime \prime}
\end{aligned}
$$

which equations give the values of $A, B$.
140. Disregarding the values of the coefficients, and attending only to the form of the equation

$$
9_{0} \partial 9_{4}-9_{4} \partial 9_{0}=A 9_{3} \Im_{1}+B 9_{13} \Im_{9}
$$

this is one of a system of 120 equations; viz. referring to the foregoing table of the 120 pairs, it in fact appears that taking any pair such as $9_{0} 9_{4}$ out of the upper compartment or the lower compartment of any column of the table, the corresponding differential combination $9_{0} \partial 9_{4}-9_{4} \partial 9_{0}$ is a linear function of any two of the four pairs in the other compartment of the same column.

## Differential relation of $u, v$ and $x, y$.

141. We have, as before, in the two notations, the pairs

$$
\begin{array}{lr}
A . B & 11.7 \\
\hline C . D E & 5.9 \\
D . C E & 13.1 \\
E . C D & 14.2 \\
F . A B & 10.6 .
\end{array}
$$

From the expressions given above for the four pairs below the line, it is clear that any linear function of these four pairs may be represented by

$$
(u-b) \frac{1}{\theta}\{(\lambda+\mu y) \sqrt{\text { cdefa }, b}+(\lambda+\mu x) \sqrt{c, d, e, f, a b}\}
$$

where $\lambda, \mu$ are constant coefficients: the factor $(a-b)$ has been introduced for convenience, as will appear.

We have consequently a relation

$$
\sqrt{\mathrm{aa}}, \partial \sqrt{\mathrm{bb}},-\sqrt{\mathrm{b}}, \partial \sqrt{\mathrm{aa}}=\frac{a-b}{\theta}\{(\lambda+\mu y) \sqrt{\mathrm{cdefa}} \overline{\mathrm{~b}},+(\lambda+\mu x) \sqrt{\mathrm{c}, \mathrm{~d}, \mathrm{e}, \mathrm{f}, \mathrm{ab}}\},
$$

where, as before, $\partial$ is used to denote $u^{\prime} \frac{d}{d u}+v^{\prime} \frac{d}{d v}$, $u^{\prime}$ and $v^{\prime}$ being arbitrary multipliers; considering $u, v$ as functions of $x, y$, we have

$$
\begin{aligned}
& \frac{d}{d u}=\frac{d x}{d u} \frac{d}{d x}+\frac{d y}{d u} \frac{d}{d y} \\
& \frac{d}{d v}=\frac{d x}{d v} \frac{d}{d x}+\frac{d y}{d v} \frac{d}{d y},
\end{aligned}
$$

and thence $\partial=P \frac{d}{d x}+Q \frac{d}{d y}$, if for shortness $P$ and $Q$ are written to denote $u^{\prime} \frac{d x}{d u}+v^{\prime} \frac{d x}{d v}$ and $u^{\prime} \frac{d y}{d u}+v^{\prime} \frac{d y}{d v}$ respectively.
142. The left-hand side then is

$$
=P\left(\sqrt{\mathrm{aa}}, \frac{d}{d x} \sqrt{\mathrm{bb}},-\sqrt{\mathrm{b}}, \frac{d}{d x} \sqrt{\mathrm{aa}}\right)+Q\left(\sqrt{\mathrm{aa}}, \frac{d}{d y} \sqrt{\mathrm{bb}},-\sqrt{\mathrm{bb}}, \frac{d}{d y} \sqrt{\mathrm{aa}}\right)
$$

C. x .
the coefficients of $P$ and $Q$ are at once found to be

$$
=-\frac{1}{2} \frac{(a-b) \sqrt{a_{i} b_{i}}}{\sqrt{a b}},-\frac{1}{2} \frac{\left(a_{c}-b_{c}\right) \sqrt{\mathrm{ab}}}{\sqrt{\mathrm{a}_{1} \mathrm{~b}_{1}}},
$$

respectively, or observing that $\mathrm{a}-\mathrm{b},=\mathrm{a},-\mathrm{b}_{\boldsymbol{f}},=a-b$, the equation becomes
or multiplying by $\sqrt{a b a b}$, and writing for shortness $a b c d e f=X, a, b, c, d, e, f=Y$, this becomes

$$
a, b,\left\{P+\frac{2}{\theta}(\lambda+\mu y) \sqrt{X}\right\}+a b\left\{Q+\frac{2}{\theta}(\lambda+\mu x) \sqrt{Y}\right\}=0 .
$$

143. There are, it is clear, the like equations

$$
\begin{aligned}
& \mathrm{b}_{,},\left\{P+\frac{2}{\theta}\left(\lambda^{\prime}+\mu^{\prime} y\right) \sqrt{X}\right\}+\mathrm{bc}\left\{Q+\frac{2}{\theta}\left(\lambda^{\prime}+\mu^{\prime} x\right) \sqrt{Y}\right\}=0 \\
& \mathrm{c}, \mathrm{a},\left\{P+\frac{2}{\theta}\left(\lambda^{\prime \prime}+\mu^{\prime \prime} y\right) \sqrt{X}\right\}+\mathrm{ca}\left\{Q+\frac{2}{\theta}\left(\lambda^{\prime \prime}+\mu^{\prime \prime} x\right) \sqrt{Y}\right\}=0
\end{aligned}
$$

and it is to be shown that $\lambda=\lambda^{\prime}=\lambda^{\prime \prime}$ and $\mu=\mu^{\prime}=\mu^{\prime \prime}$. For this purpose, recurring to the forms

$$
\begin{aligned}
& \sqrt{\mathrm{aa}}, \partial \sqrt{\mathrm{~b} \overline{\mathrm{~b}}}-\sqrt{\mathrm{bb}}, \partial \sqrt{\mathrm{aa}}=\frac{a-b}{\theta}\{(\lambda+\mu y) \sqrt{\mathrm{cdefa}, \mathrm{~b}}+(\lambda+\mu x) \sqrt{\mathrm{c}, \mathrm{~d}, \mathrm{e}, f, \mathrm{ab}}\} \\
& \sqrt{\mathrm{bb}}, \partial \sqrt{\mathrm{cc}},-\sqrt{\mathrm{cc}}, \partial \sqrt{\mathrm{bb}}=\frac{b-c}{\theta}\left\{\left(\lambda^{\prime}+\mu^{\prime} y\right) \sqrt{\mathrm{adefb}, \mathrm{c}},\left(\lambda^{\prime}+\mu^{\prime} x\right) \sqrt{\mathrm{a}, \mathrm{~d}, \mathrm{e}, \mathrm{f}, \mathrm{bc}}\right\} \\
& \sqrt{\mathrm{cc}}, \partial \sqrt{\mathrm{aa}},-\sqrt{\mathrm{aa}}, \partial \sqrt{\mathrm{cc}},=\frac{c-a}{\theta}\left\{\left(\lambda^{\prime \prime}+\mu^{\prime \prime} y\right) \sqrt{\mathrm{bdefc}, a},+\left(\lambda^{\prime \prime}+\mu^{\prime \prime} x\right) \sqrt{\mathrm{b}, \mathrm{~d}, \mathrm{e}, f, \mathrm{ca}}\right\}
\end{aligned}
$$

multiply the first equation by $\sqrt{\mathrm{cc}_{\text {e }}}$, the second by $\sqrt{a_{a}}$, and the third by $\sqrt{\mathrm{bb}_{\text {, }}}$, and add: the left-hand side vanishes, and therefore the right-hand side must also vanish identically.
144. But on the right-hand side we have the term $\frac{1}{\theta} \sqrt{\text { defa }, b, c}$, multiplied by

$$
(a-b) \mathrm{c}(\lambda+\mu y)+(b-c) \mathrm{a}\left(\lambda^{\prime}+\mu^{\prime} y\right)+(c-a) \mathrm{b}\left(\lambda^{\prime \prime}+\mu^{\prime \prime} y\right),
$$

and the term $-\frac{1}{\theta} \sqrt{d, \mathrm{e}, \mathrm{f}, \mathrm{bc}}$ multiplied by

$$
(a-b) \mathrm{c}_{1}(\lambda+\mu x)+(b-c) \mathrm{a}_{1}\left(\lambda^{\prime}+\mu^{\prime} x\right)+(c-a) \mathrm{b}_{1}\left(\lambda^{\prime \prime}+\mu^{\prime \prime} x\right),
$$

and it is clear that the whole can vanish only if these two coefficients separately vanish. This will be the case if we have for $\lambda, \lambda^{\prime}, \lambda^{\prime \prime}$ the equations

$$
\begin{aligned}
& (a-b) \lambda+(b-c) \lambda^{\prime}+(c-a) \lambda^{\prime \prime}=0 \\
& c \quad{ }^{(a-a} \quad, \quad+\quad, \quad=0,
\end{aligned}
$$

and the like equations for $\mu, \mu^{\prime}, \mu^{\prime \prime}$. The equations written down give

$$
(a-b) \lambda:(b-c) \lambda^{\prime}:(c-a) \lambda^{\prime \prime}=a-b: b-c: c-a
$$

that is, $\lambda=\lambda^{\prime}=\lambda^{\prime \prime}$ : and similarly $\mu=\mu^{\prime}=\mu^{\prime \prime}$.
145. But this being so, the three equations in $P, Q$ give

$$
P+\frac{2}{\theta}(\lambda+\mu y) \sqrt{X}=0, \quad Q+\frac{2}{\theta}(\lambda+\mu x) \sqrt{ } Y=0
$$

that is,

$$
\begin{aligned}
& u^{\prime} \frac{d x}{d u}+v^{\prime} \frac{d x}{d v}=-\frac{2}{x-y}(\lambda+\mu y) \sqrt{X}, \\
& u^{\prime} \frac{d y}{d u}+v^{\prime} \frac{d y}{d v}=-\frac{2}{x-y}(\lambda+\mu x) \sqrt{Y} .
\end{aligned}
$$

In these equations $u^{\prime}$ and $v^{\prime}$ are arbitrary; hence $\lambda$ and $\mu$ must be linear functions of $u^{\prime}$ and $v^{\prime}$; say their values are $=\varpi u^{\prime}+\rho v^{\prime}, \sigma u^{\prime}+\tau v^{\prime}$ respectively. We have therefore

$$
\begin{array}{ll}
\frac{d x}{d u}=-\frac{2}{\theta}(\omega+\sigma y) \sqrt{X}, & \frac{d x}{d v}=-\frac{2}{\theta}(\rho+\tau y) \sqrt{\boldsymbol{X}}, \\
\frac{d y}{d u}=-\frac{2}{\theta}(\omega+\sigma x) \sqrt{\bar{Y}}, & \frac{d y}{d v}=-\frac{2}{\theta}(\rho+\tau x) \sqrt{\boldsymbol{Y}},
\end{array}
$$

or, what is the same thing,

$$
\begin{aligned}
& -\frac{1}{2} \theta \frac{d x}{\sqrt{X}}=(\varpi+\sigma y) d u+(\rho+\tau y) d v, \\
& -\frac{1}{2} \theta \frac{d y}{\sqrt{\Gamma}}=(\varpi+\sigma x) d u+(\rho+\tau x) d v,
\end{aligned}
$$

whence also

$$
\begin{aligned}
& \sigma d u+\tau d v=\frac{1}{2}\left(\frac{d x}{\sqrt{X}}-\frac{d y}{\sqrt{Y}}\right) \\
& \sigma d u+\rho d v=-\frac{1}{2}\left(\frac{x d x}{\sqrt{\bar{X}}}-\frac{y d y}{\sqrt{\bar{Y}}}\right)
\end{aligned}
$$

which are the required relations, depending on the square roots of the sextic functions $X=a b c d e f$, and $Y=a, b, c, d, e f$, of $x$ and $y$ respectively; but containing the constants $\varpi, \rho, \sigma, \tau$, the values of which are not as yet ascertained.
146. I commence the integration of these equations on the assumption that the values $u=0, v=0$ correspond to indefinitely large values of $x$ and $y$. We have

$$
X=x^{b}\left(1-\frac{S}{x}+\ldots\right), \quad Y=y^{b}\left(1-\frac{S}{y}+\ldots\right)
$$

where $S=a+b+c+d+e+f$; and thence the equations are

$$
\left.\begin{array}{l}
\sigma d u+\tau d v=\frac{1}{2} \frac{d x}{x^{3}}\left(1+\frac{\frac{1}{x} S}{x}+\ldots\right)-\frac{1}{2} \frac{d y}{y^{3}}\left(1+\frac{\frac{1}{2} S}{y}+\ldots\right), \\
\varpi d u+\rho d v=-\frac{1}{2} \frac{d x}{x^{2}}\left(1+\frac{\frac{1}{2} S}{x}+\ldots\right)+\frac{1}{2} \frac{d y}{y^{2}}\left(1+\frac{1}{2} S\right. \\
y
\end{array}+\ldots\right) .
$$

Hence integrating, we have

$$
\begin{aligned}
& \sigma u+\tau v=-\frac{1}{2}\left(\frac{1}{x^{2}}-\frac{1}{y^{2}}\right)+\ldots, \\
& \varpi u+\rho v=\frac{1}{2}\left(\frac{1}{x}-\frac{1}{y}\right)+\frac{1}{8} S\left(\frac{1}{x^{2}}-\frac{1}{y^{2}}\right)+\ldots,
\end{aligned}
$$

and thence

$$
w u+\rho v+\frac{1}{2} S(\sigma u+\tau v)=\frac{1}{2}\left(\frac{1}{x}-\frac{1}{y}\right)+\ldots
$$

where the omitted terms depend on $\frac{1}{x^{3}}, \frac{1}{y^{3}} \mathbb{L c}$.
Hence, neglecting these terms, we have

$$
\frac{\sigma u+\tau v}{\varpi u+\rho v+\frac{1}{4} S(\sigma u+\tau v)}=-\left(\frac{1}{x}+\frac{1}{y}\right),
$$

an equation connecting the indefinitely small values of $u$, $v$, with the indefinitely large values of $x, y$.
147. From the equations $A=k_{11} \varpi \sqrt{a}, B=k_{7} \varpi \sqrt{b}$, taking ( $u, v$ ) indefinitely small and therefore $(x, y)$ indefinitely large, we deduce

$$
\frac{c_{1^{\prime}} u+c_{1^{\prime \prime}}^{\prime \prime} v}{c_{7}^{\prime} u+c_{7}^{\prime \prime} v}=\frac{k_{11}}{k_{7}} \frac{1-\frac{1}{2} a\left(\frac{1}{x}+\frac{1}{y}\right)}{1-\frac{1}{2} b\left(\frac{1}{x}+\frac{1}{y}\right)} ;
$$

hence substituting for $\frac{1}{x}+\frac{1}{y}$ the foregoing value, and introducing an indeterminate multiplier $M$, we obtain

$$
c_{11}^{\prime} u+c_{11}{ }^{\prime \prime} v=M k_{11}\left\{\varpi u+\rho v+\frac{1}{4} S(\sigma u+\tau v)+\frac{1}{2} a(\sigma u+\tau v)\right\},
$$

which breaks up into the two equations

$$
c_{11}{ }^{\prime}=M k_{11}\left\{\omega+\left(\frac{1}{4} S+\frac{1}{2} a\right) \sigma\right\}, \quad c_{11}{ }^{\prime \prime}=M k_{11}\left\{\rho+\left(\frac{1}{4} S+\frac{1}{2} a\right) \tau\right\} .
$$

Similarly

$$
\left.\begin{array}{lllllll}
c_{7}^{\prime}=M k_{7}\{ & " & b & \}, & c_{7}^{\prime \prime}=M k_{7}\{ & " & b
\end{array}\right\},
$$

which twelve equations determine the coefficients $\varpi, \sigma, \rho, \tau$ in terms of the $c^{\prime}, c^{\prime \prime}$ of the odd functions $5,7,10,11,13,14$; and moreover give rise to relations connecting these $c^{\prime}, c^{\prime \prime}$ with each other and with the constants $a, b, c, d, e, f$.
148. It is observed that if, as before,

$$
\partial=u^{\prime} \frac{d}{d u}+v^{\prime} \frac{d}{d v}, \quad=P \frac{d}{d x}+Q \frac{d}{d y},
$$

then, substituting for $P$ and $Q$ their values, we have

$$
\begin{aligned}
\partial & =-\frac{2}{\theta}\left(\varpi u^{\prime}+\rho v^{\prime}\right)\left(\sqrt{X} \frac{d}{d x}+\sqrt{Y} \frac{d}{d y}\right)-\frac{2}{\theta}\left(\sigma u^{\prime}+\tau v^{\prime}\right)\left(y \sqrt{X} \frac{d}{d x}+x \sqrt{Y} \frac{d}{d y}\right), \\
& =\left(\varpi u^{\prime}+\rho v^{\prime}\right) \partial_{1}+\left(\sigma u^{\prime}+\tau v^{\prime}\right) \partial_{2},
\end{aligned}
$$

if for shortness

$$
\partial_{1}=-\frac{2}{\theta}\left(\sqrt{X} \frac{d}{d x}+\sqrt{Y} \frac{d}{d y}\right), \quad \partial_{2}=-\frac{2}{\theta}\left(y \sqrt{\bar{X}} \frac{d}{d x}+x \sqrt{\bar{Y}} \frac{d}{d y}\right) ;
$$

then operating with $\partial$ on the equations $A=\pi k_{11} \sqrt{a b}$, \&c., we have for instance

$$
\begin{aligned}
A \partial B-B \partial A=\varpi^{2} k_{i_{1}} k_{7}\{ & \left(\varpi u^{\prime}+\rho v^{\prime}\right)\left(\sqrt{\bar{a}} \partial_{1} \sqrt{b}-\sqrt{b} \partial_{1} \sqrt{a}\right) \\
+ & \left.\left(\sigma u^{\prime}+\tau v^{\prime}\right)\left(\sqrt{a} \partial_{2} \sqrt{b}-\sqrt{b} \partial_{2} \sqrt{a}\right)\right\},
\end{aligned}
$$

which is one of a system of 120 equations, the $A, B$ being in fact any two of the 16 functions.

These are in fact nothing else than the foregoing system of 120 equations giving the values of the differential combinations $\vartheta_{0} \partial \mathcal{I}_{1}-9_{1} \partial Э_{0}$, \&c., each as a sum of products of pairs of functions, only on the right-hand sides we have expressions such as $\sqrt{a} \partial_{1} \sqrt{b}-\sqrt{b} \partial_{1} \sqrt{a}$, \&c., which present themselves as perfectly determinate functions of $x, y$ : so that, regarding $\varpi u^{\prime}+\rho v^{\prime}, \sigma u^{\prime}+\tau v^{\prime}$ as given linear functions of the arbitrary quantities $u^{\prime}, v^{\prime}$, there is no longer anything indeterminate in the form of the equations.

## 705.

## PROBLEMS AND SOLUTIONS.

[From the Mathematical Questions with their Solutions from the Educational Times, vols. xiv. to Lxi. (1871-1894).]
[Vol. xiv., July to December, 1870, pp. 17-19.]
3002. (Proposed by Matthew Collins, B.A.)-If every two of five circles $A, B, C, D, E$ touch each other, except $D$ and $E$, prove that the common tangent of $D$ and $E$ is just twice as long as it would be if $D$ and $E$ touched each other.

## Solution by Professor Cayley.

Consider the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, foci $R, S$; the coordinates of a point $U$ on the ellipse may be taken to be $(a \cos u, b \sin u)$, and then the distances of this point from the foci will be

$$
r=u(1-e \cos u), \quad s=a(1+e \cos u) .
$$

Taking $k$ arbitrarily, with centre $R$ describe a circle radius $a-k$, with centre $S$ a circle radius $a+k$, and with centre $U$ a circle radius $k-a e \cos u$ : say these are the circles $R, S, U$ respectively; the circle $U$ will touch each of the circles $R, S$ (viz. assuming $a e<k<a$, so that the foregoing radii are all positive, it will touch the circle $R$ externally and the circle $S$ internally).

Considering next a point $V$, coordinates $(a \cos v, b \sin v)$, and the circle described about this point with the radius $k-a e \cos v$, say the circle $V$; this will touch in like manner the circles $R, S$ respectively. And the circles $U, V$ may be made to touch each other externally; viz. this will be the case if squared sum of radii $=$ squared
distance of centres, or what is the same thing, squared difference of radii +4 times the product of radii $=$ squared distance of centres; that is,

$$
a^{2} e^{2}(\cos u-\cos v)^{2}+4(k-a e \cos u)(k-a e \cos v)=a^{2}(\cos u-\cos v)^{2}+b^{2}(\sin u-\sin v)^{2},
$$

or

$$
2(k-a e \cos u)(k-u e \cos v)=b^{2}\{1-\cos (u-v)\} .
$$

If for a moment we write $\tan \frac{1}{2} u=x, \tan \frac{1}{2} v=y$, and therefore

$$
\begin{aligned}
\cos u & =\frac{1-x^{2}}{1+x^{2}}, \quad \cos v=\frac{1-y^{2}}{1+y^{2}}, \quad \sin u=\frac{2 x}{1+x^{2}}, \quad \sin v=\frac{2 y}{1+y^{2}}, \\
\cos (u-v) & =\frac{\left(1-x^{2}\right)\left(1-y^{2}\right)+4 x y}{\left(1+x^{2}\right)\left(1+y^{2}\right)}, \quad 1-\cos (u-v)=\frac{2(x-y)^{2}}{\left(1+x^{2}\right)\left(1+y^{2}\right)},
\end{aligned}
$$

we have

$$
\left\{k-\frac{u e\left(1-x^{2}\right)}{1+x^{2}}\right\}\left\{k-\frac{u e\left(1-y^{2}\right)}{1+y^{2}}\right\}=\frac{b^{2}(x-y)^{2}}{\left(1+x^{2}\right)\left(1+y^{2}\right)}
$$

or

$$
\left\{k-u e+(k+a e) x^{2}\right\}\left\{k-u e+(k+a e) y^{2}\right\}=b^{2}(x-y)^{2},
$$

which is readily identified with the circular relation

$$
\tan ^{-1} y\left(\frac{k+u e}{k-a e}\right)^{\frac{1}{2}}-\tan ^{-1} x\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}}=\tan ^{-1}\left(\frac{k^{2}-a^{2} e^{2}}{a^{2}-k^{2}}\right)^{\frac{1}{2}}:
$$

or, what is the same thing, in order that the circles $U, V$ may touch, the relation between the parameters $u, v$ must be

$$
\tan ^{-1}\left\{\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}} \tan \frac{1}{2} v\right\}-\tan ^{-1}\left\{\left(\frac{k+u e}{k-a e}\right)^{\frac{1}{2}} \tan \frac{1}{2} u\right\}=\tan ^{-1}\left(\frac{k^{2}-a^{2} e^{2}}{a^{2}-k^{2}}\right)^{\frac{1}{2}} .
$$

Considering in like manner a circle, centre the point $W$, coordinates $(a \cos w, b \sin w)$, and radius $k-a e \cos w$, say the circle $W$; this will, as before, touch the circles $R, S$; and we may make $W$ touch each of the circles $U, V$; viz. we must have

$$
\begin{aligned}
& \tan ^{-1}\left\{\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}} \tan \frac{1}{2} w\right\}-\tan ^{-1}\left\{\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}} \tan ^{-1} \frac{1}{2} v\right\}=\tan ^{-1}\left(\frac{k^{2}-a^{2} e^{2}}{u^{2}-k^{2}}\right)^{\frac{1}{2}}, \\
& \tan ^{-1}\left\{\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}} \tan \frac{1}{2} u\right\}-\tan ^{-1}\left\{\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}} \tan ^{-1} \frac{1}{2} w\right\}=\tan ^{-1}\left(\frac{k^{2}-a^{2} e^{2}}{a^{2}-k^{2}}\right)^{\frac{1}{2}},
\end{aligned}
$$

wherc, in the last equation, $\tan ^{-1}\left\{\left(\frac{k+a e}{k-a e}\right)^{\frac{1}{2}} \tan \frac{1}{2} \mu\right\}$ must be considered as denoting its. value in the first equation increased by $\pi$. Hence, adding the three equations, we have

$$
\pi=3 \tan ^{-1}\left(\frac{k^{2}-u^{2} e^{2}}{a^{2}-k^{2}}\right)^{\frac{1}{2}},
$$

that is,

$$
\left(\frac{k^{2}-u^{2} e^{2}}{a^{2}-k^{2}}\right)^{\frac{1}{2}}=\tan \frac{1}{3} \pi=\sqrt{ } 3 ;
$$

or
that is,

$$
\begin{aligned}
& k^{2}-a^{2} e^{3}=3\left(a^{2}-k^{2}\right), \\
& 3 a^{2}-4 k^{2}+a^{8} e^{2}=0 ;
\end{aligned}
$$

viz. this is the condition for the existence of the three circles $U, V, W$, each touching the two others, and also the circles $R, \mathrm{~S}$.

The circle $R$ lies inside the circle $S$, and the tangential distance is thus imaginary; but defining it by the equation
squared tangential dist. = squared dist. of centres - squared sum of radii,
the squared tangential distance is

$$
=4 a^{2} e^{\mathrm{o}}-4 a^{2} .
$$

But if the circles were brought into contact, the distance of the centres would be $2 k$, and the value of the squared tangential distance $=4 k^{2}-4 a^{2}$; hence, if this be $=$ one-fourth of the former value, we have
that is,

$$
\begin{aligned}
& 4\left(k^{2}-a^{2}\right)=a^{2} e^{2}-a^{2}, \\
& 3 a^{2}-4 k^{2}+a^{2} e^{2}=0,
\end{aligned}
$$

the same condition as above. The solution might easily be varied in such wise that the circles $R, S$ should be external to each other, and therefore the tangential distance real; but the case here considered, where the locus of the centres of the circles $U, V, W$ is an ellipse, is the more convenient, and may be regarded as the standard case.
[Vol. xiv., p. 19.]
3144. (Proposed by Professor Cayley.)-If the extremities $A, A^{\prime}$ of a given line $A A^{\prime}$ describe given lines respectively, show that there is a point rigidly connected with $A A^{\prime}$ which describes a circle.
[Vol, Xiv., pp. 67, 68.]
3120. (Proposed by Professor Carley.)-To find the equation of the Jacobian of the quadric surfaces through the six points

$$
(1,0,0,0),(0,1,0,0),(0,0,1,0),(0,0,0,1),(1,1,1,1),(\alpha, \beta, \gamma, \delta) .
$$

Solution by the Proposer.
Writing for shortness

$$
a=\beta-\gamma, \quad b=\gamma-\alpha, \quad c=\alpha-\beta, \quad f=\alpha-\delta, \quad g=\beta-\delta, \quad h=\gamma-\delta,
$$

(so that $a+h-g=0, \& \mathrm{c} ., a+b+c=0, a f+b g+c h=0$ ), the six points lie in each of the plane-pairs

$$
\begin{array}{lc}
x(h y-g z+a w)=0, & y(-h x+f z+b w)=0, \\
z(g x-f y+c w)=0, & w(-a x-b y-c z)=0 .
\end{array}
$$

We cannot take these as the four quadrics, on account of the identical equation $0=0$, which is obtained by adding the four equations; but we may take the first three of them for three of the quadrics, and for the fourth quadric the cone, vertex $(0,0,0,1)$, which passes through the other five points; viz. this is

$$
a \alpha y z+b \beta z x+c \gamma x y=0 .
$$

We write therefore

$$
\begin{array}{ll}
P=x(h y-g z+a w), & Q=y(-h x+f z+b w), \\
R=z(g x-f y+c w), & S=a \alpha y z+b \beta z x+c \gamma x y ;
\end{array}
$$

and we equate to zero the determinant formed with the derived functions of $P, Q, R, S$ in regard to the coordinates ( $x, y, z, w$ ) respectively. If, for a moment, we write $A, B, C$ to denote $b y-c h, c h-a f, a f-b g$ respectively, it is easily found that the term containing $d_{x} S$ is

$$
(b \beta z+c \gamma y) x\left(-a g h, b h f, c f g, d b c,-a f^{2},-g B, h C, a A, b^{2} g,-c^{2} h^{\gamma}(x, y, z, w)^{2}:\right.
$$

the terms containing $d_{y} S$ and $d_{z} S$ are derived from this by a mere cyclical interchange of the letters $(x, y, z),(A, B, C),(a, b, c)$, and $(f, g, h)$. Collecting and reducing, it is found that the whole equation divides by $2 a b c$; and that, omitting this factor, the result is

$$
\left.\begin{array}{r}
\quad a y z\left(\alpha w^{2}-\delta x^{2}\right)+f x w\left(\beta z^{2}-\gamma y^{2}\right) \\
+b z x\left(\beta w^{2}-\delta y^{2}\right)+g y w\left(\gamma x^{2}-\alpha z^{2}\right) \\
+c x y\left(\gamma w^{2}-\delta z^{2}\right)+h z w\left(\alpha y^{2}-\beta x^{2}\right)
\end{array}\right)=0,
$$

which, substituting for $a, b, c, f, g, h$ their values, is the required form.
If, in the equation, we write for instance $x=0$, the equation becomes

$$
a y z w(h y-g z+a w)=0 ;
$$

or, the section by the plane is made $u p$ of four lines. Calling the given points $1,2,3,4,5,6$, it thus appears that the surface contains the fifteen lines $12,13, \ldots, 56$, and also the ten lines $123.456, \& c$.; in all twenty-five lines. Moreover, since the surface coutains the lines $12,13,14,15,16$, it is clear tbat the point 1 is a node (conical point) on the surface ; and the like as to the points $2,3,4,5,6$.
[Vol. xiv., pp. 104, 105.]
3249. (Proposed by Professor Cayley.)-Given on a given conic two quadrangles PQRS and pqrs, having the same centres, and such that $P, p ; Q, q ; R, r ; S, s$ are the corresponding vertices (that is, the four lines $P Q, R S, p q, r s$ all pass through

$$
\text { c. } \mathrm{x} \text {. }
$$

the same point; and similarly the lines $P R, Q S, p r, q s$, and the lines $P S, Q R, p s, q r)$ : it is required to show that a conic may be drawn, passing through the points $p, q, r, s$ and touched at these points by the lines $p P, q Q, r R, s S$, respectively.

## Solution by the Proposer.

Taking the centres for the vertices of the fundamental triangle, the equation of the given conic may be taken to be $x^{2}+y^{2}+z^{2}=0$; and then the coordinates of $P$, $Q, R, S$ to be $(A, B, C),(A,-B, C),(A, B,-C),(A,-B,-C)$ respectively, where $A^{2}+B^{2}+C^{2}=0$; and those of $p, q, r, s$ to be $(\alpha, \beta, \gamma),(\alpha,-\beta, \gamma),(\alpha, \beta,-\gamma)$, $(\alpha,-\beta,-\gamma)$ respectively, where $\alpha^{2}+\beta^{2}+\gamma^{2}=0$. The required conic, assuming it to exist, will be given by an equation of the form $l x^{2}+m y^{2}+n z^{2}=0$. This must pass through the point ( $\alpha, \beta, \gamma$ ), and the tangent at this point must be

$$
x(B \gamma-C \beta)+y(C \alpha-A \gamma)+z(A \beta-B \alpha)=0 ;
$$

that is, we must have $l \alpha^{2}+m \beta^{2}+n \gamma^{2}=0$, and

$$
l \alpha: m \beta: n \gamma=B \gamma-C \beta: C \alpha-A \gamma: A \beta-B \alpha .
$$

The first condition is obviously included in the second; and the second condition remains unaltered if we reverse the signs of $B, \beta$, or of $C, \gamma$, or of $B, \beta$ and $C, \gamma$. Hence the conic passing through $p$, and touched at this point by $p P$, will also pass through the points $q, r, s$, and be touched at these points by the lines $q Q, r R, s S$, respectively ; that is, the equation of the required conic is

$$
B_{\gamma}-\underline{C \beta} x^{2}+\frac{C \alpha-A \gamma}{\beta} y^{3}+\frac{A \beta-B \alpha}{\gamma} z^{2}=0 ;
$$

or, what is the same thing,

$$
\left|\begin{array}{ccc}
\beta \gamma x^{2}, & \gamma \alpha y^{2}, & \alpha \beta z^{3} \\
A, & B, & C \\
\alpha, & \beta, & \gamma
\end{array}\right|=0 .
$$

[Vol. xv., January to June, 1871, pp. 17-20.]
3206. (Proposed by Professor Cayley.)-In how many geonetrically distinct ways can nine points lie in nine lines, each through three points?
3278. (Proposed by Professor Cayley.)-It is required, with nine numbers each taken three times, to form nine triads containing twenty-seven distinct duads (or, what is the same thing, no duad twice), and to find in how many essentially distinet ways this can be done.

## Solution by the Proposer.

Let the numbers be $1,2,3,4,5,6,7,8,9$. Any number, say 1 , enters into three triads, no two of which have any number in common. We may take these triads to be $123,145,167$. There remain the two numbers 8,9 ; and these are, or are not, a duad of the system.

First Case.-8 and 9 a duad. In the triad which contains 89, the remaining number cannot be 1 ; it must therefore be one of the numbers 2,$3 ; 4,5 ; 6,7$; and it is quite immaterial which; the triad may therefore be taken to be 289. There is one other triad containing 2, the remaining two numbers thereof being taken from the numbers 4,$5 ; 6,7$. They cannot be 4,5 or 6,7 ; and it is indifferent whether they are taken to be 4,$6 ; 4,7 ; 5,6$, or 5,7 : the triad is taken to be 247 . We have thus the triads

$$
123,145,167,289,247 \text {; }
$$

and we require two triads containing 8 and two triads containing 9 . These must be made up with the numbers 3, 4, 5, 6, 7: but as no one of them ean contain 47, it follows that, of the two pairs which contain 8 and 9 respectively, one pair must be made up with $3,5,6,7$, and the other pair with $3,5,6,4$; say, the pairs which contain 8 are made up with $3,5,6,7$, and those which contain 9 are made up with $3,5,6,4$ (sinee obviously no distinet case would arise by the interchange of the numbers 8, 9). The triads which contain 8 must contain each of the numbers $3,5,6,7$, and they cannot be 835,867 , since we have 67 in the triad 167 ; similarly the triads which contain 9 must contain cach of the numbers $3,5,6,4$, and they cannot be 845,836 , since we have 45 in 145 . Hence the triads can only be

| 836, | 857 | 934, | 956, |
| :--- | :--- | :--- | :--- |
| 837, | 856 | 935, | $946 ;$ |

and elearly the top row of 8 must combine with the top row of 9 , and the bottom row of 8 with the bottom row of 9 ; that is, the system of the nine triads is

$$
123,145,167,289,247,
$$

in combination with
or else in combination with

$$
\begin{aligned}
& 836,857,934,956, \\
& 837,856,935,946 .
\end{aligned}
$$

These are really systems of the same form, that is, each of them is of the form

| $B C \alpha$ | $\beta \gamma a$ | $b c C$ |
| :--- | :--- | :--- |
| $C A \beta$ | $\gamma \alpha b$ | $c a A$ |
| $A B \gamma$ | $\alpha \beta c$ | $a b B ;$ |

viz. in the first and second systems respectively we have

| $A$ | $B$ | $C$ | $\alpha$ | $\beta$ | $\gamma$ | $a$ | $b$ | $c$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6 | 1 | 3 | 2 | 8 | 7 | 5 | 4 | 9 | (First system), |
| 5 | 1 | 3 | 2 | 9 | 4 | 6 | 7 | 8 | (Second system), |

as one out of many ways of effecting the identification. Observe that there is not in the system any triad of triads containing all the numbers. It thus appears that 8,9 , a duad, gives only a single form of the system.

Cor.-It is possible to find in a plane nine points such that the points belonging to the same triad lie in lineat. The nine points are, in fact, on a cubic curve; and the figure is that belonging to a theorem of Prof. Sylvester's, according to which it is possible to find on a cubic curve a system of points $1,2,4,5,7,8$, \&c., (a series of

numbers not divisible by 3 ), such that for any triad (such as 145) where the sum of the numbers, one taken negatively, $=0$, the three points are in lineá; and so also that, if two of the points become identical, in the figure $13=14$, then there is not any new point, but the preceding points are indefinitely repeated; thus, 2, 14, 16 being in lineâ, and 14 being $=13,16$ must be $=11$, and so on.

Second and Third Cases.-8 and 9 do not form a duad. There are thus three triads composed of 8 with ( 2,$3 ; 4,5 ; 6,7$ ), and three triads composed of 9 with $(2,3 ; 4,5 ; 6,7)$. If with these numbers $(2,3 ; 4,5 ; 6,7)$ we form all the arrangements of three duads other than those which contain all or any of the duads $23,45,67$, there are the eight arrangements

$$
\begin{array}{ll}
A=24,37,56, & E=26,35,47, \\
B=24,36,57, & F=26,34,57, \\
C=25,36,47, & G=27,34,56, \\
D=25,37,46, & H=27,35,46,
\end{array}
$$

where $A$ has a duad in common with $B$, with $D$, and with $G$ : but it has no duad in common with $C, E, F$, or $H$. We have thus the sixteen pairs

$$
\begin{array}{llll}
A C, & A E, & A F, & A H, \\
B D, & B E, & B G, & B H, \\
C F, & C G, & C H, & \\
D E, & D F, & D G, & \\
E G, & F H, & &
\end{array}
$$

where each pair contains six different duads.

Combining $A C$ with 8,9 , we have the triads $8(24,37,56)$ and $9(24,36,57)$, that is, the triads 824, 837, 856: 924, 936, 957 :
which, with the original three triads $123,145,167$, form a system of nine triads; $s$ and 9 might, of course, be interchanged, but no essentially distinct system would arise thereby. Hence we have a system of nine triads by combining the original three triads 123, 145, 167, with any one of the sixteen pairs $A C, A E, \& c$. But it is sufficient to consider the combinations of the three triads with each of the pairs $A C, A E, A F, A H$; in fact, these are the only systems which contain the triad 824 ; and since there is no distinction between the two pairs 4,5 and 6,7 , or between the two numbers of the same pair, it is allowable to take 824 as a triad of the system. Hence-

Second Cuse-The system cousists of the three triads combined with $A E$; viz. it is 123, 145, 167 : 824, 837, 856 : $926,935,947$ :
which, it is to be observed, consists of three triads of triads, each triad of triads containing all the nime numbers; viz. the system is

$$
123,479,568: 145,269,378: 167,248,359 .
$$



Cor:-We may have nine points such that the points belonging to the same triad lie in linect, viz. the figure is that of Pascal's hexagon when the conic is a line-pair.

Third Case-Combining the three triads with $A C, A F$, or $A H$, it is readily seen that we obtain in each case a system of the form

$$
\begin{array}{lll}
A \alpha \alpha^{\prime}, & A \beta \gamma, & A \beta^{\prime} \gamma^{\prime}, \\
B \beta \beta^{\prime}, & B \gamma \alpha, & B \gamma^{\prime} \alpha^{\prime}, \\
C_{\gamma \gamma^{\prime}}, & C \alpha \beta, & C \alpha^{\prime} \beta^{\prime},
\end{array}
$$

viz. in the case where the pair is $A C$; that is, the system is

$$
123,145,167: 824,837,856: 925,936,947 ;
$$

and in the cases where the pair is $A F$ or $A H$, the ilentifieations may be taken to be

| $A$ | $B$ | $C$ | $\alpha$ | $\beta$ | $\gamma$ | $\alpha^{\prime}$ | $\beta^{\prime}$ | $\gamma^{\prime}$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 9, | 8, | $1 ;$ | 4, | 5, | $2 ;$ | 7, | 6, | 3 | $\ldots .$. | $(A C)$, |
| 9, | 8, | $1 ;$ | 2, | 3, | $4 ;$ | 6, | 7, | 5 | $\ldots .$. | $(A F)$, |
| 9, | 8, | $1 ;$ | 5, | 4, | $6 ;$ | 3, | 2, | 7 | $\ldots \ldots(A H)$. |  |

Observe that there is in the system a single triad of triads $A \alpha \alpha^{\prime}, B \beta \beta^{\prime}, C \gamma \gamma^{\prime}$, containing all the numbers; viz. for the system with $A C$, this is $123,856,947$; for the system with $A F$, it is $145,837,926$; and for the system with $A H$, it is $167,824,935$.

Cor.-It is possible to find a system of nine points such that the points belonging to the same triad lie in lineti. Such a figure is this:-


The solution shows that ihese are the only systems of nine points satisfying the prescribed conditions.
[Vol. xv., pp. 66, 67.]
3329. (Proposed by Professor Cayley.)-It is required to show that every permutation of 12345 can be produced by means of the cyclical substitution (12345), and the interchange (12).

## Solution by the Proposer.

It is sufficient to show that the interchanges (13), (14), (15) can be so produced; for then, with the interchanges (12), (13), (14), (15), we can, by at most two such interchanges, bring any number into any place.

Writing $P=(12345), \alpha=(12)$, we have

$$
\begin{aligned}
& (12)=\alpha \\
& (13)=\alpha P^{3} \alpha P^{4} \alpha \\
& (14)=\alpha P^{a} P^{4} \alpha P^{2} \alpha P^{3} \alpha P \alpha P^{4} \alpha, \\
& (15)=P^{4} \alpha P
\end{aligned}
$$

as can be at once verified; and the theorem is thus proved.
I remark that, starting with any two or more substitutions, and combining them in every possible manner (each of them being repeatable an indefinite number of times), we obtain a "group"; viz. this is either (as in the problem proposed) the
system of all the substitutions (or say the entire group), or else it is a system the number of whose terms is a submultiple of the whole number of substitutions. The interesting question is, to determine those two or more substitutions, which, by their combination as above, do not give the entire group; for in this way we should arrive at all the forms of a submultiple group.
[Vol. xv., p. 80.]
3356. (Proposed by Professor Cayley.) - If the roots ( $\alpha, \beta, \gamma, \delta$ ) of the equation $(a, b, c, d, e)(u, 1)^{4}=0$ are no two of them equal; and if there exist unequal magnitudes $\theta$ and $\phi$, such that

$$
(\theta+\alpha)^{4}:(\theta+\beta)^{4}:(\theta+\gamma)^{4}:(\theta+\delta)^{4}=(\phi+\alpha)^{4}:(\phi+\beta)^{4}:(\phi+\gamma)^{4}:(\phi+\delta)^{4}
$$

show that the cubinvariant

$$
a c e-a d^{2}-b^{2} e-c^{3}+2 b c d=0 ;
$$

and find the values of $\theta, \phi$.
[Vol. xvi., June to December, 1871, p. 65.]
3507. (Proposed by Professor Cayley.)-Show that, for the quadric cones which pass through six given points, the locus of the vertices is a quartic surface having upon it twenty-five right lines; and, thence or otherwise, that for the quadric cones passing through seven given points the locus of the vertices is a sextie curve.
[Vol. xvi., p. 90.]
3536. (Proposed by Professor Cayley.)-A particle describes an ellipse under the simultaneous action of given central forces, each varying as (distance) ${ }^{-3}$, at the two foci respectively: find the differential relation between the time and the excentric anomaly.

> [Vol. xvil., January to June, 1872, p. 35.]
3591. (Proposed by Professor Cayley.)-If in a plane $A, B, C, D$ are fixed points and $P$ a variable point, find the linear relation

$$
\alpha \cdot P A B+\beta \cdot P B C+\gamma \cdot P C D+\delta \cdot P D A=0
$$

which connects the areas of the triangles $P A B$, \&c.
[Vol. xvir., p. 49.]
2652. (Proposed by Professor Cayley.)-Find the differential equation of the parallel surfaces of an ellipsoid.
[Vol. xvil., p. 60.]
3677. (Proposed by Professor Cayley.)-Find at any point of a plane curve the angle between the normal and the line drawn from the point to the centre of the chord parallel and indefinitely near to the tangent at the point; and examine whether a like question applies to a point on a surface and the indicatrix section at such point.
[Vol. xum., p. 72.]
3564 (Proposed by Professor Cayley.)-To determine the least circle enclosing three given points.
[Vol. xvin., July to December, 1872, p. 68.]
3875. (Proposed by Professor Cayley.)-Given the constant $a$ and the variables $x, y$, to construct mechanically $\frac{a^{2}-x^{2}}{y}$; or what is the same thing, given the fixed points $A, B$, and the moving point $P$, to mechanically connect therewith a point $P^{\prime}$ such that $P^{\prime} P^{\prime}$ shall be always at right angles to $A B$, and the point $P^{\prime}$ in the circle $A P B$.
[Vol. xx., July to December, 1873, pp. 106, 107.]
3430. (Proposed by W. J. C. Miller.)-Find the equation of the first negative focal pedal of (1) an ellipsoid, and (2) an ellipse.

## Solution by Professor Cayley.

1. It is easily seen that if a sphere be drawn, passing through the centre of the given quadric and touching it at any point ( $x^{\prime}, y^{\prime}, z^{\prime}$ ), then the point ( $x, y, z$ ) on the required surface, which corresponds to $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, is the extremity of the diameter of this sphere which passes through the centre of the quadric. We thus easily find the expressions

$$
x=x^{\prime}\left(2-\frac{t}{a^{2}}\right), \quad y=y^{\prime}\left(2-\frac{t}{b^{2}}\right), \quad z=z^{\prime}\left(2-\frac{t}{c^{2}}\right) ;
$$

where

$$
t=x^{\prime 2}+y^{\prime 2}+z^{\prime 2} .
$$

Solving these equations for $x^{\prime}, y^{\prime}, z^{\prime}$, and substituting in the two equations

$$
x x^{\prime}+y y^{\prime}+z z^{\prime}=x^{\prime 2}+y^{\prime 2}+z^{\prime 2}, \quad \frac{x^{\prime 2}}{a^{2}}+\frac{y^{\prime 2}}{b^{2}}+\frac{z^{\prime 2}}{c^{2}}=1,
$$

we get

$$
\begin{align*}
\frac{x^{2}}{\left(2-\frac{t}{a^{2}}\right)}+\frac{y^{2}}{\left(2-\frac{t}{b^{2}}\right)}+\frac{z^{2}}{\left(2-\frac{t}{c^{2}}\right)} & =t  \tag{1}\\
\frac{x^{2}}{a^{2}\left(2-\frac{t}{a^{2}}\right)^{2}}+\frac{y^{2}}{b^{2}\left(2-\frac{t}{b^{2}}\right)^{2}}+\frac{z^{2}}{c^{2}\left(2-\frac{t}{c^{2}}\right)^{2}} & =1
\end{align*}
$$

Since (2) is the differential with respect to $t$ of (1), the result of eliminating $t$ between these two equations is the discriminant of (1). Hence the equation of the required surface is the discriminant of (1) with respect to $t$. Since (1) is only of the fourth degree, this discriminant is easily formed. If (1) be written in the form

$$
A t^{4}+4 B t^{3}+6 C t^{2}+4 D t+E=0
$$

it will be found that $A$ and $B$ do not contain $x, y, z$, while $C, D, E$ contain them, each in the second degree. Now the discriminant is of the sixth degree in the coefficients, and of the form $A \phi+B^{2} \psi$ (see Salmon's Higher Algebra, § 107); hence it contains $x, y, z$ only in the tenth degree. This is therefore the degree of the required surface.

The section of this derived surface by the principal plane $z$ consists of the discriminant of

$$
\begin{equation*}
\frac{x^{2}}{2-\frac{t}{a^{2}}}+\frac{y^{2}}{2-\frac{t}{b^{2}}}=t \tag{3}
\end{equation*}
$$

(which is of the sixth degree, and is the first negative pedal of $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ ), together with the conic (taken twice), which is obtained by putting $t=2 c^{2}$ in (3).

This conic, which is a double curve on the surface, touches the curve of the sixth degree in four points.
2. The formulæ for the conic are quite analogous to those for the ellipsoid, viz. we have

$$
x=X\left\{2-\frac{1}{a^{2}}\left(X^{2}+Y^{2}\right)\right\}, \quad y=Y\left\{2-\frac{1}{b^{2}}\left(X^{2}+Y^{2}\right)\right\}
$$

leading to the equations

$$
\theta=\frac{x^{2}}{2-\frac{\theta}{a^{2}}}+\frac{y^{2}}{2-\frac{\theta}{b^{2}}},
$$

and its derived equation, from which to eliminate $\theta$. The first is the cubic equation $(A, B, C, D)(\theta, 1)^{3}=0$, where

$$
A=1, \quad B=-\frac{2}{3}\left(a^{2}+b^{2}\right), \quad C=\frac{1}{3}\left(a^{2} x^{2}+b^{2} y^{2}+4 a^{2} b^{2}\right), \quad D=-2 a^{2} b^{2}\left(x^{2}+y^{2}\right) .
$$

c. x .

Equating the discriminant to zero, this is

$$
0=A^{2} \nabla=4\left(A C-B^{2}\right)^{3}-\left(3 A B C-A^{2} D-2 B^{3}\right)^{2}
$$

Or finally

$$
\begin{aligned}
\left(3 a^{2} x^{2}+3 b^{2} y^{2}-4 a^{4}\right. & \left.+4 a^{2} b^{2}-4 b^{4}\right)^{3} \\
& +\left\{9\left(a^{2}-2 b^{2}\right) a^{2} x^{2}+9\left(b^{2}-2 a^{2}\right) b^{2} y^{2}-8 a^{6}+12 a^{4} b^{2}+12 a^{2} b^{4}-b^{6}\right\}^{2}=0
\end{aligned}
$$

which is the required equation.
[Vol. xxi., January to June, 1874, pp. 29, 30.]
4298. (Proposed by J. W. L. Glaisher, B.A.)-With four given straight lines to form a quadrilateral inscribable in a circle.

## Solution by Professor Cayley.

Let the sides of the quadrilateral taken in order be $a, b, c, d$; and let its diagonals be $x, y$; viz. $x$ the diagonal joining the intersection of the sides $a, b$ with that of the sides $c, d ; y$ the diagonal joining the intersection of the sides $a, d$ with that of the sides $b, c$; then, the quadrilateral being inscribed in a circle, the opposite angles are supplementary to each other. Suppose for a moment that the angles subtended by the diagonal $x$ are $\theta, \pi-\theta$, we have

$$
x^{2}=b^{2}+c^{2}+2 b c \cos \theta, \quad x^{2}=a^{2}+d^{2}-2 a d \cos \theta ;
$$

and thence

$$
(a d+b c) x^{2}=a d\left(b^{2}+c^{2}\right)+b c\left(a^{2}+d^{2}\right)=(a c+b d)(a b+c d),
$$

that is,

$$
x^{2}=(a c+b d) \frac{a b+c d}{a d+b c},
$$

and similarly

$$
y^{2}=(a c+b d) \frac{a d+b c}{a b+c d}
$$

agreeing as they should do with the known relation $x y=a c+b d$ : the quadrilateral is thus determined by means of either of its diagonals. It is however interesting to treat the question in a different manner.

Considering $a, b, c, d, x, y$ as the sides and diagonals of a quadrilateral, we have between these quantities a given relation, say

$$
F(a, b, c, d, x, y)=0
$$

and the quadrilateral being inscribed in a circle, we have also the relation $x y=a c+b d$; which two equations determine $x, y$; and thus give the solution of the problem.

The expression of the function $F$ is in effect given in my paper, "Note on the value of certain determinants, \&c.," Quarterly Mathematical Journal, t. III. (1860), pp. 275-277, [286]; viz. $a, b, c$ being the edges of any face, and $f, g, h$ the remaining edges of a tetrahedron, then

$$
\begin{aligned}
\text { volume }=\frac{1}{144} & \left\{b^{2} c^{2} \quad\left(g^{2}+h^{2}\right)+c^{2} a^{2}\left(h^{2}+f^{2}\right)+a^{2} b^{2}\left(f^{2}+g^{2}\right)\right. \\
& +g^{2} h^{2} \quad\left(b^{2}+c^{2}\right)+h^{2} f^{2}\left(c^{2}+a^{2}\right)+f^{2} g^{2}\left(a^{2}+b^{2}\right) \\
& -a^{2} f^{2}\left(a^{2}+f^{2}\right)-b^{2} g^{2}\left(b^{2}+g^{2}\right)+c^{2} h^{2}\left(c^{2}+h^{2}\right) \\
& \left.-a^{2} g^{2} h^{2}-b^{2} h^{2} f^{2}-c^{2} f^{2} g^{2}-a^{2} b^{2} c^{2}\right\},
\end{aligned}
$$

where, when the tetrahedron becomes a quadrilateral, the volume is $=0$.
In this formula, changing $c, b, h, g, f, a$ into $a, h, c, d, x, y$, we have the required equation $F=0$; viz. this is found to be

$$
\begin{aligned}
a^{2} b^{2} c^{2}+b^{2} c^{2} d^{2}+c^{2} d^{2} a^{2}+d^{2} a^{2} b^{2} & -b^{2} d^{2}\left(b^{2}+d^{2}\right)-a^{2} c^{2}\left(a^{2}+c^{2}\right)+x^{2} y^{2}\left(a^{2}+b^{2}+c^{2}+d^{2}-x^{2}-y^{2}\right) \\
& +x^{2}\left(a^{2} c^{2}+b^{2} d^{2}-a^{2} d^{2}-b^{2} c^{2}\right)+y^{2}\left(a^{2} c^{2}+b^{2} d^{2}-a^{2} b^{2}-c^{2} d^{2}\right)=0,
\end{aligned}
$$

which, with $x y=a c+b d$, determines $x, y$. Substituting in the foregoing equation for $x y$ its value, the equation becomes
$(a d+b c)^{2} x^{2}+(a b+c d)^{2} y^{2}=2\left\{a^{2} b^{2} c^{2}+b^{2} c^{2} d^{2}+c^{2} d^{2} a^{2}+d^{2} a^{2} b^{2}+a b c d\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\right\}$,
or

$$
(a d+b c)^{2} x^{2}+(a b+c d)^{2} y^{2}=2(a d+b c)(a b+c d)(a c+b d)
$$

To show more clearly how this equation arises, I observe that we have identically

$$
\begin{gathered}
F-\left(a^{2}+b^{2}+c^{2}+d^{3}-x^{2}-y^{2}\right)(x y+a c+b d)(x y-a c-b d)-2(a d+b c)(a b+c d)(x y-a c-b d) \\
=\{(a d+b c) x-(a b+c d) y\}^{2} .
\end{gathered}
$$

The resulting equation $(a d+b c) x-(a b+c d) y=0$, together with $x y=a c+b d$, gives for $x, y$ the foregoing values.
[Vol. xxi., pp. 81, 82.]
4392. (Proposed by S. Roberts, M.A.)-If $N_{p}$ denotes the number of terms in a symmetrical determinant of $p$ rows and columns, show that the successive numbers are given by the equation

$$
N_{k}-N_{k-1}-(k-1)^{2} N_{k-2}+\frac{1}{2}(k-1)(k-2)\left\{N_{k-3}+(k-3) N_{k-4}\right\}=0
$$

$k$ being positive and $N_{0}$ being taken equal to unity.

## Solution by Professor Cayley.

It is a curious coincidence that the question of determining the number of distinct terms in a symmetrical determinant has been recently solved by Captain Allan 73-2

Cunningham in a paper in the last number of the Quarterly Journal of Science*; and the question having been proposed to me by Mr Glaisher, I have also solved it in a paper [580] printed in the April Number of the Monthly Notices of the Royal Astronomical Society. I there obtain

$$
N_{k}=1.2 \ldots k \operatorname{cocff} . x^{k} \text { in } \frac{e^{\frac{3 x+3 x^{2}}{}}}{(1-x)^{\frac{1}{2}}}
$$

viz. writing

$$
u=N_{0}+N_{1} \frac{x}{1}+N_{2} \frac{x^{2}}{1.2}+\ldots
$$

I show that $u$ satisfies the differential equation

$$
2 \frac{d u}{d x}=\left\{1+x+\frac{1}{1-x}\right\} u
$$

giving when the constant is determined

$$
u=\frac{e^{2 x+}+\frac{1 x x^{2}}{(1-x)^{1}}}{(.}
$$

Writing the differential equation in the form

$$
2(1-x) \frac{d u}{d x}=\left(2-x^{2}\right) u
$$

we at once obtain for $N_{k}$ the equation of differences

$$
N_{k}-k N_{k-1}+\frac{1}{2}(k-1)(k-2) N_{k-s}=0,
$$

which is in fact a particular first integral of Mr Roberts's equation; viz. from the above equation we have

$$
N_{k-1}-(k-1) N_{k-2}+\frac{1}{2}(k-2)(k-3) N_{k-4}=0,
$$

and multiplying this last by $k-1$ and adding, we have

$$
N_{k}-N_{k-1}-(k-1)^{3} N_{k-2}+\frac{1}{2}(k-1)(k-2)\left\{N_{k-3}+(k-3) N_{k-4}\right\}=0,
$$

which is the equation obtained by Mr Roberts. It thence appears that the general first integral of his equation is

The equation

$$
N_{k}-k N_{k-1}+\frac{1}{2}(k-1)(k-2) N_{k-s}=(-)^{k} C 1.2 \ldots(k-1) .
$$

$$
N_{k}=k N_{k-1}-\frac{1}{2}(k-1)(k-2) N_{k-3}
$$

gives very readily the numerical values, viz.

$$
\begin{array}{l|r|r}
1=1.1-0 & 17=4.5-3.1 & 2461=7.388-15.17 \\
2=2.1-0 & 73=5.17-6.2 & 18155=8.2461-21.73 . \\
5=3.2-1.1 & 388=6.73-10.5 &
\end{array}
$$

- I have not the volume at hand to refer to, but he obtains an equation of differences, and gives the numbers 1, 2, 5, 73, 398 (should be 388), ...
[Vol. xxir., July to December, 1874, pp. 20, 21.]

4354. (Proposed by R. Tucker, M.A.)--Solve the equations

$$
\begin{align*}
& -x^{2}+x y+x z=a=4 \ldots  \tag{1}\\
& -y^{2}+x y+y z=b=-20  \tag{2}\\
& -z^{2}+x z+y z=c=-8 . \tag{3}
\end{align*}
$$

## Note on Question 4354. By Professor Cayley.

A question of simple algebra such as this, becomes more interesting when interpreted geometrically: thus, writing the equations in the form

$$
-x^{2}+x y+x z=a w^{2}, \quad y x-y^{2}+y z=b w^{2}, \quad z x+z y-z^{2}=c w^{2},
$$

and then putting for shortness

$$
\alpha=-a+b+c, \quad \beta=a-b+c, \quad \gamma=a+b-c,
$$

the solutions obtained are

$$
\begin{aligned}
& x: y: z: w=a \alpha: b \beta: c \gamma:(\alpha \beta \gamma)^{\frac{1}{2}}, \\
& x: y: z: w=a \alpha: b \beta: c \gamma:-(\alpha \beta \gamma)^{\frac{1}{3}} ;
\end{aligned}
$$

say these are

$$
\left\{a \alpha, b \beta, c \gamma,(\alpha \beta \gamma)^{\frac{1}{2}}\right\} \text { and }\left\{a \alpha, b \beta, c \gamma,-(\alpha \beta \gamma)^{\frac{1}{1}}\right\} .
$$

But the equations are also satisfied by

$$
(x=0, y=z, w=0), \quad(y=0, z=x, w=0), \quad(z=0, x=y, w=0),
$$

or what is the same thing, $(0,1,1,0),(1,0,1,0),(1,1,0,0)$. The three equations represent quadric surfaces, each two of them intersecting in a proper quadric curve, and the three having in common 8 points; viz. these are made up of the first mentioned two points each once, and the last mentioned three points each twice: $2+3.2=8$.

To verify this, observe that, at each of the three points, the tangent planes of the surfaces have a common line of intersection; this line is the tangent of the eurve of intersection of any two of the surfaces, and the curve of intersection therefore touches the third surface; wherefore the point counts for two intersections. In fact, taking $(X, Y, Z, W)$ as current coordinates, the equations of the tangent planes at the point $(x, y, z, w)$ are

$$
\begin{aligned}
X(2 x-y-z)-Y x & -Z x & +2 a W w=0, \\
-X y & +Y(-x+2 y-z)-Z y & +2 b W w=0, \\
-X z & -Y z & +Z(-x-y+2 z)+2 c W w=0:
\end{aligned}
$$

hence at the point $(0,1,1,0)$ these equations are

$$
-2 X=0, \quad X+Y-Z=0, \quad-X-Y^{r}+Z=0,
$$

which three planes meet in the line $X=0, Y-Z=0$; and similarly for the other two of the three points.
[Vol. xxil., pp. 60-64.]
4458. (Proposed by Professor Cayley.)-Find (1) the intersections of the two quartic curves

$$
\lambda(a b-x y)^{2}=a b x(a-y)(b-y), \quad \mu(a b-x y)^{2}=a b y(a-x)(b-x) ;
$$

and (2) trace the curves in some particular cases; for instance, when $a=1, b=2$, $\lambda=1, \mu=-2$.

## Solution by the Proposer.

1. The 16 intersections are made $u p$ as follows: 5 points at infinity on the line $x=0,5$ at infinity on the line $y=0$, the two points $(x=a, y=b),(x=b, y=a)$, and 4 other points, $16=5+5+2+4$. As to the points at infinity, observe that, as regards the first curve, the point at infinity on the line $x=0$ is a flecnode having this line for a tangent to the fleenodal branch; and, as regards the second curve, the same point is a cusp, having this line for its tangent; hence the point in question counts as $2+3,=5$ intersections; and the like as to the point at infinity on the line $y=0$. It remains to find the coordinates of the 4 points of intersection. Assume $x y=a b \omega$, then the equations become

$$
\lambda(1-\omega)^{2}=x+\omega y-(a+b) \omega, \quad \mu(1-\omega)^{2}=\omega x+y-(a+b) \omega ;
$$

hence, eliminating successively $y$ and $x$, the factor $1-\omega$ divides out,-this factor belongs to the points $(x=a, y=b),(x=b, y=a)$ for which obviously $\omega=1$ —, and the equations become

$$
(\lambda-\mu \omega)(1-\omega)+(a+b) \omega=(1+\omega) x, \quad(\mu-\lambda \omega)(1-\omega)+(a+b) \omega=(1+\omega) y
$$

Multiplying these two equations together, and substituting for $x y$ its value $a b \omega$, we find

$$
\{(\lambda-\mu \omega)(\mu-\lambda \omega)+(a+b)(\lambda+\mu) \omega\}(1-\omega)^{2}+(a+b)^{2} \omega^{2}-(1+\omega)^{2} \omega a b=0 .
$$

Write, for shortness, $p=(\lambda+\mu)(a+b)-\lambda^{2}-\mu^{2}$, then, dividing by $\omega^{2}$, and writing $\omega+\frac{1}{\omega}=\Omega$, the equation is

$$
(\lambda \mu \Omega+p)(\Omega-2)+(a+b)^{2}-a b(\Omega+2)=0
$$

viz. this is a quadric equation for $\Omega$. But, instead of $\Omega$, it is convenient to introduce the quantity $\theta,=\frac{\Omega-2}{\Omega+2}=\left(\frac{\omega-1}{\omega+1}\right)^{2}$. The equation thus becomes
or

$$
\left\{2 \lambda \mu \frac{1+\theta}{1-\theta}+p\right\} \frac{4 \theta}{1-\theta}+(a+b)^{2}-a b \frac{4}{1-\theta}=0
$$

or

$$
\{2 \lambda \mu(1+\theta)+p(1-\theta)\} 4 \theta+(a+b)^{2}(1-\theta)^{2}-4 a b(1-\theta)=0
$$

$$
\theta^{2}\left\{(a+b)^{2}-4(p-2 \lambda \mu)\right\}+\theta\left\{-\supseteq a^{2}-2 b^{2}+4(p+2 \lambda \mu)\right\}+(a-b)^{2}=0 ;
$$

viz. substituting for $p$ its values, this is

$$
\theta^{3}(a+b-2 \lambda-2 \mu)^{2}+2 \theta\left\{-a^{2}-b^{2}+2(\lambda+\mu)(a+b)-2(\lambda-\mu)^{2}\right\}^{2}+(a-b)^{2}=0
$$

or if we write
this is

$$
A=a^{2}-2 a(\lambda+\mu)+(\lambda-\mu)^{2}, \quad B=b^{2}-2 b(\lambda+\mu)+(\lambda-\mu)^{2},
$$

whence

$$
\theta^{2}(a+b-2 \lambda-2 \mu)^{2}-2(A+B) \theta+(a-b)^{2}=0
$$

$$
\begin{aligned}
\left\{(a-b)^{2}-(A+B) \theta\right\}^{2} & =\theta^{2}\left\{(A+B)^{2}-(a-b)^{2}(a+b-2 \lambda-2 \mu)^{2}\right\} \\
& =\theta^{2}\left\{(A+B)^{2}-(A-B)^{2}\right\}=4 A B \theta^{2} ;
\end{aligned}
$$

viz. taking for convenience the sign - on the right-hand side, this is

$$
(a-b)^{2}-(A+B) \theta=-2 \theta \sqrt{ } \overline{A B}
$$

and we have thus

$$
\theta=\frac{(a-b)^{3}}{(\sqrt{ } A-\sqrt{ } B)^{2}},
$$

that is,

$$
\theta_{2}=\frac{\omega-1}{\omega+1}=\frac{a-b}{\sqrt{ } A-\sqrt{ } B} ; \quad \omega=\frac{\sqrt{ } A-\sqrt{ } B+a-b}{\sqrt{ } A-\sqrt{ } B-a+b} .
$$

We may write

$$
\begin{aligned}
& x=\mu(\omega-1)+\frac{1}{2}(a+b)+\frac{1}{2}(a+b-2 \lambda-2 \mu) \frac{\omega-1}{\omega+1}, \\
& y=\lambda(\omega-1)+\frac{1}{2}(a+b)+\frac{1}{2}(a+b-2 \lambda-2 \mu) \frac{\omega-1}{\omega+1},
\end{aligned}
$$

whence also $x-y=(\mu-\lambda)(\omega-1)$, as is also seen at once from the original equations; then we have

$$
\begin{aligned}
\frac{1}{2}(a+b-2 \lambda-2 \mu) \frac{\omega-1}{\omega+1} & =\frac{\frac{1}{2}(a-b)(a+b-2 \lambda-2 \mu)}{\sqrt{ } A-\sqrt{ } B} \\
& =\frac{\frac{1}{2}(A-B)}{\sqrt{ } A-\sqrt{ } B},=\frac{1}{2}(\sqrt{ } A+\sqrt{ } B) ;
\end{aligned}
$$

and the values are

$$
\begin{aligned}
x & =\frac{2 \mu(a-b)}{\sqrt{ } A-\sqrt{ } B-a+b}+\frac{1}{2}(\sqrt{ } A+\sqrt{ } B+a+b) \\
& =\frac{(a-b)(\mu-\lambda)+b \sqrt{ } A-a \sqrt{ } B}{\sqrt{ } A-\sqrt{ } B-a+b}, \\
y & =\frac{2 \lambda(a-b)}{\sqrt{ } A-\sqrt{ } B-a+b}+\frac{1}{2}(\sqrt{ } A+\sqrt{ } B+a+b) \\
& =\frac{(a-b)(\lambda-\mu)+b \sqrt{ } A-a \sqrt{ } B}{\sqrt{ } A-\sqrt{ } B-a+b},
\end{aligned}
$$

which may be expressed in the more simple form

$$
\begin{aligned}
& x=\frac{1}{4 \lambda}(a+\lambda-\mu+\sqrt{ } A)(b+\lambda-\mu+\sqrt{ } B), \\
& y=\frac{1}{4 \mu}(a-\lambda+\mu+\sqrt{ } A)(b-\lambda+\mu+\sqrt{ } B),
\end{aligned}
$$

the transformations depending on the identity

$$
\frac{8 \lambda \mu(a-b)}{\sqrt{A-\sqrt{ } B-a+b}}=a b-(\lambda+\mu)(a+b)+(\lambda-\mu)^{2}+\sqrt{ } A(b-\lambda-\mu)+\sqrt{ } B(a-\lambda-\mu)+\sqrt{ } A B,
$$

which is easily verified. Of course, since the signs of $\sqrt{ } A, \sqrt{ } B$ are arbitrary, we have 4 systems of values of $(x, y)$, which is right.

In the original equations, for $a, b, \lambda, \mu, x, y$, write $1, k^{-2}, \lambda^{2},-\mu^{2}, x^{2},-y^{2}$; then the equations become

$$
\lambda^{2}\left(1+k^{2} x^{2} y^{2}\right)^{2}=x^{2}\left(1+y^{2}\right)\left(1+k^{2} y^{2}\right), \quad \mu^{2}\left(1+k^{2} x^{2} y^{2}\right)^{2}=y^{2}\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right),
$$

and we thence have

$$
\lambda+\mu i=\frac{x \sqrt{\left(1+y^{2}\right)\left(1+k^{2} y^{2}\right)}+i y \sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}}{1+k^{2} x^{2} y^{2}} ;
$$

viz. assuming $x=\operatorname{sn} \alpha(\operatorname{sinam} \alpha), i y=\operatorname{sn} i \beta$, this is $\lambda+\mu i=\operatorname{sn}(\alpha+\beta i)$; viz. the problem is (for a given modulus $k$, assumed as usual to be real, positive, and less than 1) to reduce a given imaginary quantity $\lambda+\mu i$ to the form $\mathrm{sn}(\alpha+\beta i)$. The proper solution is that in which the signs of the radicals are each -, viz. it may in this case be shown that the value of $x^{2}$ is positive and less than 1 , that of $y^{2}$ positive. The values thus are

$$
\begin{aligned}
& x^{2}=\frac{1}{4 \lambda^{2}}\left(1+\lambda^{2}+\mu^{2}-\sqrt{ } A\right)\left(\frac{1}{k^{2}}+\lambda^{2}+\mu^{2}-\sqrt{ } B\right), \\
& y^{2}=\frac{1}{4 \mu^{2}}\left(1-\lambda^{2}-\mu^{2}-\sqrt{ } A\right)\left(\frac{1}{k^{2}}-\lambda^{2}-\mu^{2}-\sqrt{ } B\right),
\end{aligned}
$$

where

$$
A=1-2 \lambda^{2}+2 \mu^{2}+\left(\lambda^{2}+\mu^{2}\right), \quad B=\frac{1}{k^{2}}-\frac{2}{k^{2}} \lambda^{2}+\frac{2}{k^{2}} \mu^{2}+\left(\lambda^{2}+\mu^{2}\right)^{2} .
$$

The solution is really equivalent to that given by Richelot (Crelle, t. xlv., 1853, p. 225). To verify this partially, observe that, writing $\sigma, \tau$ for Richelot's $\tan \frac{1}{2} \phi$, $\tan \frac{1}{2} \psi$, we have

$$
\left(\sigma+\frac{1}{\sigma}\right) \lambda=1+\lambda^{2}+\mu^{2}
$$

giving

$$
\begin{aligned}
& \left(\sigma-\frac{1}{\sigma}\right) \lambda=-\sqrt{ } A \\
& \left(\tau+\frac{1}{\tau}\right) \frac{\lambda}{k}=\frac{1}{k^{2}}+\lambda^{2}+\mu^{2}
\end{aligned}
$$

giving

$$
\left(\tau-\frac{1}{\tau}\right) \frac{\lambda}{k}=-\sqrt{ } B ;
$$

whence

$$
2 \sigma \lambda=1+\lambda^{2}+\mu^{2}-\sqrt{ } A, \quad 2 \tau \frac{\lambda}{k}=\frac{1}{k^{2}}+\lambda^{2}+\mu^{2}-\sqrt{ } B
$$

or the above value of $x^{2}$ is $=k^{-1} \sigma \tau$, agreeing with his; the value of $y^{2}$ is, however, presented under a somewhat different form.
2. The curves are

$$
(2-x y)^{2}=2 x(1-y)(2-y), \quad-(2-x y)^{2}=y(1-x)(2-x) \ldots \ldots \ldots(1,2),
$$

each passing through the points $(1,2)$ and $(2,1)$; the four points of intersection found by the foregoing general theory are all real, viz. these are

$$
\begin{array}{rccccc}
x=\frac{1}{2}(2+\sqrt{ } 3)(5+\sqrt{ } 17), & y=-\frac{1}{8}(-1+\sqrt{ } 3)(-1+\sqrt{ } 17), & \text { say }+17.00 \text { and }-0.57, \\
-\sqrt{ } 3, & +\sqrt{ } 17 & " & " & +1.65 & +0.94, \\
+\sqrt{ } 3, & -\sqrt{ } 17 & " & " & +1.22 & +2.13, \\
-\sqrt{ } 3, & -\sqrt{ } 17 & " & " & -0.12 & -3.49 .
\end{array}
$$

The equation of the curve (1) may also be written in the forms

$$
y^{2}\left(x^{2}-2 x\right)+2 y x-4 x+4=0, \quad x^{2} y^{2}+x\left(-2 y^{2}+2 y-4\right)+4=0 .
$$

The original form shows that, if $y$ is between 1 and $2, x$ is negative-(but by a further examination it appears that there is not in fact any branch of the curve between these limits of $y$ )-but $y$ being outside these limits, then $x$ is positive; in fact, the whole curve lies on the positive side of the axis of $y$. And then the inspection of the first quadric equation shows that the lines $x=0$ and $x=2$ are each an asymptote.

The point at infinity on the axis of $y$ is in fact a flecnode, the tangent to the flecnodal branch being $x=0$, and that of the ordinary branch $x=2$.

Similarly, from the second quadric equation, it appears that the line $y=0$ is an asymptote; the point at infinity on the axis of $x$ is in fact a cusp, the axis in question $y=0$ being the cuspidal tangent.

The cquation of the curve (2) may also be written in the forms

$$
x^{2} y^{2}+\left(x^{2}-7 x+2\right) y+4=0, \quad\left(y^{2}+y\right) x^{2}-7 y x+2 y+4=0 .
$$

The original form shows that, if $x$ is between 1 and $2, y$ is positive; but that $x$ being beyond these limits, $y$ is negative; and as regards the first case, $x$ between 1 and 2 , we at once establish the existence of an oval, meeting the line $y=1$ in the points $x=2$ and $\frac{3}{2}$, and the line $y=2$ in the points $x=1$ and $\frac{4}{3}$; it is further easy to see that the horizontal tangents of the oval are $y=\frac{1}{16}(25 \pm \sqrt{113})$, $=$ say $2 \cdot 2$ and 0.9 .

The remainder of the curve lies wholly below the line $y=0$. The first quadric equation shows the asymptote $x=0$; the point at infinity on the axis of $y$ is in fact a cusp, having the axis itself for the cuspidal tangent. The second quadric equation shows the asymptotes $y=0, y=-1$; the point at infinity on the axis of $x$ is in fact a flecnode, having the line $y=0$ for the tangent to the flecnodal branch, and $y=-1$ for that of the other branch. It is further seen that there are two vertical tangents $x=\frac{1}{2}(11 \pm \sqrt{ } 113)=10.8$ or 0.2 ; the former of these touches a branch
C. X .
lying wholly between the two asymptotes $y=0, y=-1$; the latter one of the branches belonging to the cuspidal asymptote $x=0$; this last branch euts the asymptote $x=0$ at $y=-2$, and then, cutting the asymptote $y=-1$ and $x=-\frac{?}{2}(=-0 \cdot 3)$, goes on to touch at infinity the asymptote $y=0$. It is now easy to trace the curve.

The figure shows the two curves. The curve (1) is shown by a continuous line, the eurve (2) by a thick dotted line; the points $1,2,3,4$ show the above mentioned

four intersections of the curves; the point 1 and the dotted branch through it are of necessity drawn considerably out of their true positions; viz. as above appearing, the $x$-coordinate of 1 is $=17 \cdot 00$, and the equation of the vertical tangent to the branch is $x=10.8$.
[Vol. xxir., pp. 78, 79.]
4520. (Proposed by A. B. Evans, M.A.)-Find the least integral values of $x$ and $y$ that will satisfy the equation $x^{2}-953 y^{2}=-1$.

## Solution by Professor Cayley.

The values are given in Degen's Tables, viz.

$$
x=2746864744, \quad y=88979677 .
$$

The work referred to is entitled "Canon Pellianus, sive Tabula simplicissimam æquationis celebratissimæ $y^{2}=a x^{2}+1$ solutionem pro singulis numeri dati valoribus ab 1 usque ad 1000 in numeris rationalibus iisdemque integris exhibens. Auctore C. F. Degen, Hafniæ (Copenhagen), 1817."

Table I., pp. $3-100$ gives, for all numbers 1 to 1000 , the denominators, (?) the quotients of the convergent fraction of $\sqrt{ } a$, and also the least values of $x, y$ which will satisfy the equation $x^{2}-a y^{2}=+1$. Thus

$953 |$| 30, | 1, | 6, | 1, | 2, | 1, | 3, | 8, | 1, | 1, | $(4$, | $4)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1, | 53, | 8, | 41, | 17, | 37, | 16, | 7, | 32, | 29, | $(13$, | $13)$, |
| 488830275367615376, | 15090531843660371073. |  |  |  |  |  |  |  |  |  |  |

Table II., pp. 109-112, is described as giving for all those values of $a$ between 1 and 1000 , for which there exists a solution of the equation $x^{2}-a y^{2}=-1$, the least values of $x$ and $y$ which satisfy this equation: thus $953, x$ and $y$ as above. It is, however, to be noticed that the values of $a=\beta^{2}+1$, for which there is the obvious solution $x=\beta, y=1$, are omitted from the table. The reason for this appears, but the heading should have been different.
[Vol. xxiif., January to July, 1875, pp. 18, 19.]
4528. (Proposed by Professor Cayley.)-A lottery is arranged as follows:-There are $n$ tickets representing $a, b, c$ pounds respectively. A person draws once; looks at his ticket; and if he pleases, draws again (out of the remaining $n-1$ tickets); looks at his ticket, and if he pleases draws again (out of the remaining $n-2$ tickets); and so on, drawing in all not more than $k$ times; and he receives the value of the last drawn ticket. Supposing that he regulates his drawings in the manner most advantageous to him according to the theory of probabilities, what is the value of his expectation?

## Solution by the Proposer.

Let the expression " $a$ or $a$ " signify " $a$ or $\alpha$, whichever of the two is greatest," and let $M_{1}(a, b, c, \ldots)$ deuote the mean of the quantities $(a, b, c, \ldots)$, viz. their sum, divided by the number of them.

To fix the ideas, consider five quantities $a, b, c, d, e$, and write

$$
\begin{aligned}
& M_{1}(a, b, c, d, e)=M_{1}(a, b, c, d, e), \\
& M_{2}(a, b, c, d, e)=M_{1}\left\{a \text { or } M_{1}(b, c, d, e), b \text { or } M_{1}(a, c, d, e), \ldots, e \text { or } M_{1}(a, b, c, d)\right\}, \\
& M_{3}(a, b, c, d, e)=M_{1}\left\{a \text { or } M_{2}(b, c, d, e), b \text { or } M_{2}(a, c, d, e), \ldots, e \text { or } M_{2}(a, b, c, d)\right\},
\end{aligned}
$$

and so on. And the like in the case of any number of quantities $a, b, c, \ldots$
Then the value of the expectation is $=M_{k}(a, b, c, \ldots)$.
For, when $k=1$, the value is obviously $=M_{1}(u, b, c, \ldots)$.

When $k=2$, if $a$ is drawn, the adventurer will be satisfied or he will draw again, aceording as $a$ or $M_{1}(b, c, \ldots)$ is greatest, viz. in this case the value of the expectation is " $a$ or $M_{1}(b, c, \ldots)$."

So if $b$ is drawn, the adventurer will be satisfied or he will draw again, according as $b$ or $M_{1}(a, c, \ldots)$ is greatest; viz. in this case the value of the expectation is " $b$ or $M_{1}(a, c, \ldots)$ "; and so on: and the several cases being equally probable, the value of the total expectation is

$$
=M_{1}\left\{a \text { or } M_{1}(b, c, \ldots), \quad b \text { or } M_{1}(a, c, \ldots), \ldots\right\}=M_{2}(a, b, c, \ldots):
$$

and the like for $k=3, k=4$, $\mathfrak{k e}$.
For instance, $a, b, c, d=1,2,3,4, M_{1}(1,2,3,4)=\frac{10}{4}$,

$$
\begin{aligned}
& M_{2}(1,2,3,4)=M_{1}\left(1 \text { or } \frac{9}{3}, 2 \text { or } \frac{8}{3}, 3 \text { or } \frac{7}{3}, 4 \text { or } \frac{6}{3}\right)=M_{1}\left(\frac{9}{3}, \frac{8}{3}, \frac{9}{3}, \frac{12}{3}\right)=\frac{38}{12}, \\
& M_{2}(2,3,4)=M_{1}\left(2 \text { or } \frac{7}{2}, 3 \text { or } \frac{5}{2}, 4 \text { or } \frac{5}{2}\right)=M_{1}\left(\frac{7}{2}, \frac{5}{2}, \frac{8}{2}\right)=\frac{21}{6}, \\
& M_{3}(1,3,4)=M_{1}\left(1 \text { or } \frac{7}{2}, 3 \text { or } \frac{5}{2}, 4 \text { or } \frac{4}{2}\right)=M_{1}\left(\frac{7}{2}, \frac{6}{2}, \frac{8}{2}\right)=\frac{21}{6} \text {, } \\
& M_{2}(1,2,4)=M_{1}\left(1 \text { or } \frac{6}{2}, 2 \text { or } \frac{5}{2}, 4 \text { or } \frac{3}{2}\right)=M_{1}\left(\frac{6}{2}, \frac{5}{2}, \frac{8}{2}\right)=\frac{19}{6} \text {, } \\
& M_{2}(1,2,3)=M_{1}\left(1 \text { or } \frac{3}{2}, 2 \text { or } \frac{4}{2}, 3 \text { or } \frac{3}{2}\right)=M_{1}\left(\frac{3}{2}, \frac{4}{2}, \frac{f}{2}\right)=\frac{15}{6} \text {, } \\
& M_{3}(1,2,3,4)=M_{1}\left(1 \text { or } \frac{21}{6}, 2 \text { or } \frac{21}{6}, 3 \text { or } \frac{19}{6}, 4 \text { or } \frac{15}{6}\right)=M M_{1}\left(\frac{21}{6}, \frac{21}{6}, \frac{29}{6}, \frac{24}{6}\right)=\frac{88}{24}, \\
& M_{3}(1,2,3)=3 \& \mathrm{E} \text {., } \\
& M_{1}(1,2,3,4)=M_{1}(1 \text { or } 4,2 \text { or } 4,3 \text { or } 4,4 \text { or } 3)=M_{1}(4,4,4,4)=4 \text {. }
\end{aligned}
$$

Or finally

$$
M_{1}, M_{2}, M_{3}, M_{4}=\frac{10}{4}, \frac{38}{12}, \frac{85}{24}, 4=\frac{60}{24}, \frac{76}{24}, \frac{85}{24}, \frac{96}{24} .
$$

Cor. If the $a, b, c, \ldots$ denote penalties instead of prizes, then the solution is the same, except that " $a$ or $a$ " must now denote " $a$ or $\alpha$, whichever of them is least."
[Vol. xxili., pp. 47, 48.]
4581. (Proposed by the Rev. M. M. U. Wileinson.)-A witness, whose statement is what he opines once in $m$ times, and whose opinion is correct once in $n$ times, asserted that the number of a note, issued by a bank universally known to have issued notes numbered from $B$ to $B+A-1$ inelusive, was $B+P$, where $P$ is either $0,1,2, \ldots$, or $A-1$. Prove (1) that the probability that the note in question was that note is

$$
\frac{1}{m n}\left\{1+\frac{(m-1)(n-1)}{A-1}\right\} .
$$

The above witness also said that the note was signed by $X$, it being universally known that $X$ has signed one note, and $Y$ the remaining $A-1$ notes; find (2) the probability that this last statement was correct.

## Remark by Professor Cayley.

There is a serious difficulty in the question, or the answer; I think, in the question. Try the answer in numbers $m=10, n=10$. The witness says what he opines once out of 10 times-he is in fact an atrocious liar; and he opines rightly once out of 10 times, that is, wrongly 9 times out of 10 ; he is therefore a blundererbut a remarkably ingenious one, in that the chances are so greatly against his blundering upon a right result.

He says that the note was signed by $X$, and the chance of this being so is found to be $\frac{1}{100}+\frac{81}{100}=\frac{82}{100}$, or more than $\frac{8}{10}$; the larger part $\frac{81}{100}$ of this is obtained as follows:-the witness having said that the note was signed by $X$, the chances are 9 out of 10 that he thought the reverse; and, thinking the reverse, the chance is 9 out of 10 that he thought wrongly, viz. that the note was signed by $X$. But can the statement of such a witness create any probability in favour of the event?

The fallacy seems to consist in the assumption that $n$ can have a determinate value irrespective of the nature of the opinion. Suppose there are 500 notes, and that the opinion is that the note was a definite number 99 ; it is quite conceivable that, in forming a series of such opinions, the witness may be wrong 9 times out of 10 . But let the opinion be that the note was not 99 ; no amount of ingenuity of blundering can make him wrong 9 times out of 10 in a series of such opinions. If it could, a friend who knew the true opinion of the witness, would be able 9 times out of 10 to know the number of the note, from the mere fact that the witness opines that the note is not a named number.

## [Vol. xxili., p. 58.]

4638. (Proposed by Professor Cayley.)-Find the equation of the surface which is the envelope of the quadric surface $a x^{2}+b y^{2}+c z^{2}+d w^{2}=0$, where $a, b, c, d$ are variable parameters connected by the equation $A b c+B c a+C a b+F a d+G b d+H c d=0$; and consider in particular the case in which the constants $A, B, C, F, G, H$ satisfy the condition

$$
(A F)^{\frac{1}{2}}+(B G)^{\frac{1}{2}}+(C H)^{\frac{1}{2}}=0 .
$$

[Vol. xxiv., July to December, 1875, p. 41.]
4694. (Proposed by Professor Cayley.)-Taking $F, F^{\prime}$ a pair of reciprocal points in respect to a circle, centre $O$; then if $F, F^{\prime}$ are centres of force, each force varying as (distance) ${ }^{-n}$, prove that (1) the resultant force upon any point $P$ on the circle is in the direction of a fixed point $S$ on the axis $O F^{\prime} F^{\prime}$; and if, moreover, the forces at the unit of distance are as $(O F)^{\frac{2}{(n-1)}}$ to $\left(O F^{\prime}\right)^{\frac{1}{(n-1)}}$, then (2) the resultant force is proportional to

$$
(S P)^{-\frac{1}{2}(n-1)} \cdot(P V)^{-\frac{1}{2}(n+1)}
$$

where $P V$ is the chord through $S$.
[Vol. xxiv., pp. 72-74.]
4793. (Proposed by Professor Wolstexholme, M.A.)-If $y=x^{n}(\log x)^{r}$, where $n$ and $r$ are integers, prove that

$$
\begin{aligned}
x^{r} \frac{d^{n+r} y}{d x^{n+r}}+\frac{r(r-1)}{2} x^{r-1} \frac{d^{n+2-1} y}{d x^{n+2-1}}+\frac{r(r-1)(r-2)(3 r-5)}{24} x^{r-2} \frac{d^{n+r-2} y}{d x^{n+r-2}}+\ldots \\
\left.\ldots+\left(2^{r-1}-1\right) x^{2} \frac{d^{n+2} y}{d x^{n+2}}+x \frac{d^{n+1} y}{d x^{n+1}}=r \right\rvert\, \underline{n},
\end{aligned}
$$

the coefficients being

$$
\frac{\Delta^{r-1} 1^{r-1}}{\underline{r-1}}, \frac{\Delta^{r-2} 1^{r-1}}{r-2}, \frac{\Delta^{r-3} 1^{r-1}}{r-3}, \ldots \ldots, \frac{\Delta 1^{r-1}}{\underline{1}}, \text { and } 1 ;
$$

so that the result may be symbolically written

$$
\epsilon^{x D د}\left(1^{r-1} \frac{d^{n+1} y}{d x^{n+1}}\right)=\frac{|r| n}{x},
$$

where $D$ denotes $\frac{d}{d x}$ and operates on $\frac{d^{n} y}{d x^{2}}$ only, and $\Delta$ operates on $1^{r-1}$ only, the terms after the $r$ th all vanishing since $\Delta^{m} x^{n}=0$, when $m$ is an integer $>n$. The calculations involved prove that, when $x=1$,

$$
\begin{gathered}
\Delta^{n-1} x^{n}=\frac{\mid n+1}{2}, \quad \Delta^{n-2} x^{n}=\underline{n+1} \cdot \frac{3 n-2}{24}, \\
\Delta^{n-3} x^{n}=n+1 . \frac{(n-1)(n-2)}{48} .
\end{gathered}
$$

## Solution by Professor Cayley.

Since $y=x^{n}(\log x)^{r}$, therefore $\left(x d_{x}-n\right) y=r x^{n}(\log x)^{r-1}$; by repeating the same operation, we have

$$
\left(x d_{x}-n\right)^{r} y=[r]^{r} x^{n} ; \text { whence } d_{x}^{n}\left(x d_{x}-n\right)^{r} y=[r]^{r}[n]^{n} \text {. }
$$

Now, for any value whatever of the function $y$, we have

$$
d_{x}^{n}\left(x d_{x}-n\right)^{r} y=A x^{r} d_{x}^{r+n} y+B x^{r-1} d_{x}^{r+n-1} y+C x^{r-2} d_{x}^{r+n-2} y+\& c .,
$$

the coefficients $A, B, C, \ldots$ being functions, presumably of $r, n$, but independent of the form of the function $y$. It will, however, appear that $A, B, C, \ldots$ are, in fact, functions of $r$ only.

To see how this is, observe that $\left(x d_{x}-n\right)^{r}$ consists of a set of terms $\left(x d_{x}\right)^{\theta}, \quad(\theta=0$ to $r)$,
where $\left(x d_{x}\right)^{\theta}$ denotes $\theta$ repetitions of the operation $x d_{x}$; by a well-known theorem, this is $=\left[x d_{x}+\theta-1\right]^{\theta}$, where, after expansion of the factorial, $\left(x d_{x}\right)^{8}$ is to be replaced by $x^{8} d_{x^{8}}$, thus

$$
\left(x d d_{x}\right)^{2}=\left[x d_{x}+1\right]^{3}=x^{2} d_{x}{ }^{2}+x d_{x}, \quad\left(x d_{x}\right)^{3}=\left[x d_{x}+2\right]^{3}=x^{3} d_{x}^{3}+3 x^{2} d_{x}{ }^{2}+2 x d_{x}, \delta c c ;
$$

thus $\left(x d_{x}-n\right)^{r}$ consists of a series of terms $x^{\theta} d_{x}{ }^{\theta},(\theta=0$ to $r)$, and, operating with $d_{x}{ }^{n}$, this last, $=\left(d_{x}+d_{x}^{\prime}\right)^{n}$, consists of a series of terms such as $d_{x}{ }^{a} d_{x}^{\prime n-a}$, where the unaccented symbol operates on the $x^{\theta}$, and the accented symbol on the $y$; the term is thus $x^{\theta-a} d_{x^{n+\theta-a}}$, or observing that $\theta-\alpha$ is at most $=r$, and putting it $=r-k$, the term is $x^{r-k} d_{x}^{n+k}$, viz. $d_{x}^{n}\left(x d_{x}-n\right)^{r}$ consists of a series of terms of the form $x^{r-k} d_{x}{ }^{n+k}$; or, what is the same thing, $d_{x}{ }^{n}\left(x d_{x}-n\right)^{r} y$ is a series of the form in question.

To understand how it can be that the coefficients $A, B, C, \ldots$ are independent of $n$, take the particular case $r=2$; then we have here

$$
d_{x}^{n}\left(x d_{x}-n\right)^{2} y=A x^{2} d_{x}{ }^{n+2} y+B x d_{x}^{n+1} y+C d_{x}{ }^{n} y
$$

The right-hand side is
which is

$$
\begin{array}{r}
=\left\{x^{2} d^{n+2}+2 n x d_{x}{ }^{n+1}+\left(n^{2}-n\right) d_{x}^{n}\right\} y \\
-(2 n-1)\{ \\
+n^{2}\{
\end{array}
$$

hence

$$
A=1, \quad B=2 n-(2 n-1),=1, \quad C=\left(n^{2}-n\right)-n(2 n-1)+n^{2},=0 ;
$$

and we thus see also how in this particular case the last coefficient is $=0$, viz. that we have

$$
d_{x}^{n}\left(x d_{x}-n\right)^{2} y=x^{2} d_{x}{ }^{n+2} y+x d_{x}{ }^{n+1} y
$$

without any term in $d_{x}{ }^{n} y$.
To find the coefficients $A, B, C, \ldots$ generally, write $y=x^{r+n+\theta}$, then $x d_{x}-n=r+\theta$, and consequently

$$
d_{x^{n}}^{n}\left(x d_{x}-n\right)^{r} y,=(r+\theta)^{r} d_{x}^{n} x^{r+n+\theta},=(r+\theta)^{r}[r+n+\theta]^{n} x^{r+\theta} ;
$$

whence

$$
(r+\theta)^{r}[r+n+\theta]^{n}=A[r+\theta+n]^{n+r}+B[r+\theta+n]^{n+r-1}+\ldots \ldots ;
$$

or, what is the same thing,

$$
(r+\theta)^{r}=A[r+\theta]^{r}+B[r+\theta]^{r-1}+\ldots \ldots .
$$

Since the left-hand side, and cvery term $[r+\theta]^{8}$ on the right-hand side, contains the factor $r+\theta$, there is not on the right-hand side any term $[r+\theta]^{0}$; dividing the equation by $r+\theta$, it then becomes

$$
(r+\theta)^{r-1}=A[r+\theta-1]^{r-1}+B[r+\theta-1]^{r-2}+\ldots \ldots,
$$

and we thus have

$$
A=\frac{\Delta^{r-1} 1^{r-1}}{[r-1]^{r-1}}(=1), \quad B=\frac{\Delta^{r-2} 1^{r-1}}{[r-2]^{r-2}} ;
$$

viz. writing $r+\theta=1+x, u_{x}=(1+x)^{r-1}$, and taking the terms in the reverse order, the series is the well-known one

$$
u_{x}=u_{0}+\frac{x}{1} \Delta u_{0}+\frac{x \cdot x-1}{1.2} \Delta^{2} u_{0}+\& c .
$$

Hence, in general,

$$
d_{x}^{n}\left(x d_{x}-n\right)^{r} y=\frac{\Delta^{r-1} 1^{r-1}}{[r-1]^{r-1}} x^{r} d_{x}^{r+n} y+\frac{\Delta^{r-2} 1^{r-1}}{[r-2]^{r-2}} x^{r-1} d_{x}^{r+n-1} y+\& \mathrm{c} .
$$

where observe that the last term is $=x d_{x}^{n+1} y$.
For the function $y=x^{n}(\log x)^{n}$, the value of each side is $=[r]^{r}[n]^{n}$.
[Vol. xxiv., pp. 89-91.]
4752. (Proposed by Professor Cayley.)-Mr Wolstenholme's Question 3067 may evidently be stated as follows:-

If ( $a, b, c$ ) are the coordinates of a point on the cubic curve
and if

$$
a^{3}+b^{3}+c^{3}=(b+c)(c+a)(a+b)
$$

$$
\left(b^{2}+c^{2}-a^{2}\right) x=\left(c^{2}+a^{2}-b^{2}\right) y=\left(a^{2}+b^{2}-c^{2}\right) z ;
$$

then $(x, y, z)$ are the coordinates of a point on the same cubic curve.
This being so, it is required to find the geometrical relation of the two points to each other.

## Solution by Professor Cayley.

1. On referring to Professor Wolstenholme's Solution of the original Question 3067 (Reprint, Vol. xili., p. 70), it appears that the coordinates ( $x, y, z$ ) of the point in question may be expressed in the more simple form

$$
x: y: z=a(-a+b+c): b(a-b+c): c(a+b-c)
$$

viz. the given relation between $(a, b, c)$ being equivalent to

$$
4 a b c+(-a+b+c)(a-b+c)(a+b-c)=0
$$

we have

$$
a^{2}-(b-c)^{2}=\frac{-4 a b c}{-a+b+c},
$$

and thence

$$
b^{2}+c^{2}-a^{2}=2 b c\left(1+\frac{2 a}{-a+b+c}\right)=2 b c\left(\frac{a+b+c}{-a+b+c}\right) ;
$$

and consequently

$$
\left(b^{2}+c^{2}-a^{2}\right) x=\frac{2 a b c(a+b+c) x}{a(-a+b+c)}
$$

whence the transformation in question.
2. Writing for greater symmetry $(x, y, z)$ in place of $(a, b, c)$, and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ in place of $(x, y, z)$, the coordinates $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ of the two points are connected by the relation

$$
x^{\prime}: y^{\prime}: z^{\prime}=x(-x+y+z): y(x-y+z): z(x+y-z),
$$

and we thence at once deduce the converse relation

$$
x: y: z=x^{\prime}\left(-x^{\prime}+y^{\prime}+z^{\prime}\right): y^{\prime}\left(x^{\prime}-y^{\prime}+z^{\prime}\right): z^{\prime}\left(x^{\prime}+y^{\prime}-z^{\prime}\right) .
$$

Hence, writing

$$
(-x+y+z, \quad x-y+z, \quad x+y-z)=(\xi, \quad \eta, \quad \zeta),
$$

and similarly

$$
\left(-x^{\prime}+y^{\prime}+z^{\prime}, \quad x^{\prime}-y^{\prime}+z^{\prime}, \quad x^{\prime}+y^{\prime}-z^{\prime}\right)=\left(\xi^{\prime}, \eta^{\prime}, \zeta\right),
$$

we have

$$
x^{\prime}: y^{\prime}: z^{\prime}=x \xi: y \eta: z \zeta, \quad x: y: z=x^{\prime} \xi^{\prime}: y^{\prime} \eta^{\prime}: z^{\prime} \xi^{\prime},
$$

and thence also $\xi \xi^{\prime}=\eta \eta^{\prime}=\zeta \zeta^{\prime}$; so that, regarding ( $\xi, \eta, \zeta$ ), ( $\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}$ ) as the coordinates of the two points, we see that these are inverse points one of the other in regard to the triangle $\xi=0, \eta=0, \zeta=0$.

To complete the solution, we must introduce these new coordinates into the equation of the cubic curve. Writing this under the form
and observing that

$$
8 x y z+2(-x+y+z)(x-y+z)(x+y-z)=0,
$$

the equation is

$$
\begin{aligned}
& (2 x, 2 y, 2 z)=(\eta+\zeta, \zeta+\xi, \xi+\eta) \\
& (\eta+\zeta)(\zeta+\xi)(\xi+\eta)+2 \xi \eta \zeta=0
\end{aligned}
$$

viz. this is a cubic curve inverting into itself. And the two points in question are thus any two inverse points on this cubic curve.
3. In regard to the original form, that the point $(x, y, z)$ defined by the equations

$$
x\left(-a^{2}+b^{2}+c^{2}\right)=y\left(a^{2}-b^{2}+c^{2}\right)=z\left(a^{2}+b^{2}-c^{2}\right),
$$

lies on the cubic curve

$$
a^{3}+b^{3}+c^{3}-(b+c)(c+a)(a+b)=0,
$$

Professor Sylvester proceeds as follows:-Writing

$$
(x, y, z)=\left\{a^{4}-\left(b^{2}-c^{2}\right)^{2}, b^{4}-\left(c^{2}-a^{2}\right)^{2}, c^{4}-\left(a^{2}-b^{2}\right)^{2}\right\},=(A, B, C),
$$

suppose; and

$$
F(a, b, c)=a^{3}+b^{3}+c^{3}-(b+c)(c+a)(a+b),
$$

he observes that the truth of the theorem depends on the identity

$$
F(A, B, C)+F(a, b, c) F(a,-b, c) F(a, b,-c) F(a,-b,-c)=0,
$$

and that, in order to prove the identity generally, it is sufficient to prove it for the three cases $a^{2}=0, a^{2}=b^{2}+c^{2}, a^{2}=b^{2}$, which may be effected without difficulty.
4. But, for a general proof of the identity, write

$$
\lambda=b^{2}+c^{2}, \quad \mu=b^{2}-c^{2},
$$

so that

$$
A=a^{4}-\mu^{2}, \quad B=\left(a^{2}+\mu\right)\left(-a^{2}+\lambda\right), \quad C=\left(-a^{2}+\lambda\right)\left(a^{2}-\mu\right),
$$

©. x .
whence

$$
\begin{aligned}
-F(A, B, C)= & -\left(a^{4}-\mu^{2}\right)^{3}+2\left(a^{2}-\lambda\right)^{3}\left(a^{6}+3 a^{2} \mu^{2}\right)-8 a^{2} b^{2} c^{2}\left(a^{4}-\mu^{2}\right)\left(a^{2}-\lambda\right), \\
= & a^{12}-6 \lambda a^{10}+\left(6 \lambda^{2}+9 \mu^{2}-8 b^{2} c^{2}\right) a^{8}+\lambda\left(-2 \lambda^{2}-18 \mu^{2}+8 b^{2} c^{2}\right) a^{6} \\
& +\mu^{2}\left(18 \lambda^{2}-3 \mu^{2}+8 b^{2} c^{2}\right) a^{4}+\lambda \mu^{2}\left(-6 \lambda^{2}-8 b^{2} c^{2}\right) a^{2}+\mu^{6} .
\end{aligned}
$$

Moreover

$$
F(a, b, c)=a\left\{a^{2}-(b+c)^{2}\right\}-(b+c)\left\{a^{2}-(b-c)^{n}\right\},
$$

therefore

$$
F(a,-b,-c)=a\left\{a^{2}-(b+c)^{2}\right\}+(b+c)\left\{a^{2}-(b-c)^{u}\right\} ;
$$

whence

$$
\begin{aligned}
F(a, b, c) F(a,-b,-c) & =a^{2}\left\{a^{2}-(b+c)^{2}\right\}^{2}-(b+c)^{2}\left\{a^{2}-(b-c)^{2}\right\}^{3} \\
& =a^{b}-3 \gamma^{2} a^{4}+\gamma^{2}\left(\gamma^{2}+2 \delta^{2}\right) a^{2}-\gamma^{2} \delta^{2},
\end{aligned}
$$

if $\gamma=b+c, \delta=b-c$. By changing the sign of $c$, we interchange $\gamma$ and $\delta$, and we thus have

$$
F(a, b,-c) F^{\prime}(a,-b, c)=a^{6}-3 \delta^{2} a^{4}+\delta^{2}\left(2 \gamma^{2}+\delta^{2}\right) a^{2}-\gamma^{4} \delta^{2},
$$

and the identity to be verified is thus

$$
\begin{gathered}
\left\{a^{6}-3 \gamma^{2} a^{4}+\gamma^{2}\left(\gamma^{2}+2 \delta^{2}\right) a^{2}-\gamma^{2} \delta^{4}\right\}\left\{a^{8}-3 \delta^{2} a^{4}+\delta^{2}\left(2 \gamma^{2}+\delta^{2}\right) a^{2}-\gamma^{4} \delta^{2}\right\} \\
=a^{12}-6 \lambda a^{10}+\ldots \ldots+\mu^{6}, \text { ut supril } ;
\end{gathered}
$$

the values of $\lambda, \mu$ in terms of $\gamma, \delta$ are $\lambda=\frac{1}{2}\left(\gamma^{2}+\delta^{2}\right), \mu=\gamma \delta$; substituting these values on the right-hand side, the verification can be completed without difficulty.
[Vol. xxv., January to July, 1876, p. 82.]
4946. (Proposed by Professor Cayley.)- Show that the attraction of an indefinitely thin double convex lens on a point at the centre of one of its faces is equal to that of the infinite plate included between the tangent plane at the point and the parallel tangent plame of the other face of the lens.
[Vol. xxvi., July to December, 1876, pp. 41, 42.]
5020. (Proposed by W. S. B. Woolhouse, F.R.A.S.)-Let $1, \delta_{1}, \delta_{2}, \delta_{3}, \ldots, \delta_{n}$ be the first differences of the coefficients of the expansion of the binomial $(1+x)^{2 n}$ taken as far as the central or maximum coefficient; also let

$$
\nu=\frac{1}{2}(n+1) n, \quad \nu^{\prime}=\frac{1}{2} n(n-1), \quad \nu^{\prime \prime}=\frac{1}{2}(n-1)(n-2), \& \mathrm{c} . ;
$$

then show that the algebraic function

$$
x^{\prime \prime}-\delta_{1} x^{y^{\prime}}+\delta_{3} x x^{y^{\prime \prime}}-\delta_{3} x^{\nu^{\prime \prime \prime}}+\& c .
$$

is divisible by $(x-1)^{n}$ without a remainder; and that the sum of the numerical cocfficients of the quotient is equal to $1.3 .5 \ldots 2 n-1$.
[Sce Solution to Question 1894, Reprint, vol. v., p. 113.]

## Solution by Professor Cayley.

Mr Woolhouse's elegant theorem depends ultimately on the property of triangular numbers $\phi(n),=\frac{1}{2}\left(n^{2}-n\right)$; then $\phi(n+1)=\phi(-n)$, so that, writing down the series of triangular numbers backwards and forwards,

$$
\begin{array}{rrrrrrrrrrr}
\ldots, & 10, & 6, & 3, & 1, & 0, & 0, & 1, & 3, & 6, & 10, \ldots \\
\ldots & , & a, & b, & c, & d, & e, & f, & g, & h, & \ldots
\end{array}
$$

we have, in fact, a continuous single series obtained by giving to $n$ the different negative and positive integer values, zero included.

Thus a particular case is

$$
(1+x)^{6}-5(1+x)^{3}+9(1+x)-5 \equiv 0\left(\bmod . x^{3}\right)=1.3 .5 x^{3}+\& \mathrm{e} . x^{4}+\ldots
$$

where, on the left-hand side, the exponents are the triangular numbers $\phi(n+1)$, $n=0$ to 3 ; and the cocfficients, after the first, are the differences of the binomial coefficients of the power $2 n$ (in the particular case, $n=3$ ); viz. the binomial cocfficients being

$$
1,6, \quad 15, \quad 20, \quad 15,6, \quad 1,
$$

the differences taken as far as they are positive are

$$
5, \quad 9, \quad 5 .
$$

Expanding the several terms and writing down only the coefficients, we have a diagram

$$
\begin{array}{r|rrrrrrr} 
& 1, & 6, & 15, & 20, & 15, & 6, & 1, \\
-5 & 1, & 3, & 3, & 1, & & \\
+9 & 1, & 1, & & & & \\
-5 & 1, & & & & &
\end{array}
$$

The theorem in the particular case depends on the identities

$$
\begin{aligned}
1-5+9-5 & =0 \\
6-15+9 & =0 \\
5-15 & =0 \\
20-5 & =1.3 .5
\end{aligned}
$$

or writing, as above, $h, g, f, e$, to denote the triangular numbers $6,3,1,0$, these may be replaced by

$$
\begin{array}{llll}
h^{0} & -5 g^{0} & +9 f^{0}-5 e^{0}=0, \\
h & -5 g & +9 f-5 e & =0, \\
\frac{1}{2} h(h-1) & -5 \cdot \frac{1}{2} g(g-1) & +\ldots & =0, \\
\frac{1}{6} h(h-1)(h-2)-5 \cdot \frac{1}{6} g(g-1)(g-2)+\ldots & =1.3 .5 ;
\end{array}
$$

or, reducing each equation by those which precede it, these become

$$
\begin{aligned}
& h^{0}-5 g^{0}+9 f^{0}-5 e^{0}=0, \\
& h^{1}-5 g^{1}+9 f^{1}-5 e^{1}=0, \\
& h^{2}-5 g^{2}+9 f^{2}-5 e^{2}=0, \\
& h^{3}-5 g^{3}+9 f^{3}-5 e^{3}=1.2 .3 .1 .3 .5 .
\end{aligned}
$$

Consider any one of these, for instance the third; the function on the lefthand is

$$
1 h^{2}-(6-1) g^{2}+(15-6) f^{2}-(20-15) e^{2}
$$

or, introducing the values $b, c, d$ as above,

$$
1 h^{2}-6 y^{2}+15 f^{2}-20 e^{2}+15 d^{2}-6 c^{2}+1 b^{2},
$$

which is, in fact, $=0$, if $b, c, d, e, f, g, h$ are any successive triangular numbers; viz. this is an immediate consequence of the well-known theorem

$$
\begin{aligned}
1(\theta+6)^{n}-6(\theta+5)^{m} & +15(\theta+4)^{m}-20(\theta+3)^{m}+15(\theta+2)^{n}-6(\theta+1)^{m}+\theta^{n} \\
=\Delta^{\varepsilon} \theta^{m}, & =0 \text { for any value of } m \text { up to } m=5, \text { and } \\
& =1.2 .3 .4 .5 .6 \text { for } m=6 .
\end{aligned}
$$

We have thus all the equations except the last; and as regards the last equation, observe that the equation to be verified is

$$
1\left[\frac{1}{2}(\theta+6)(\theta+5)\right]^{3}-6\left[\frac{1}{2}(\theta+5)(\theta+4)\right]^{3}+\ldots=1.2 \cdot 3 \cdot 1 \cdot 3 \cdot 5,
$$

viz. this may be replaced by

$$
1(\theta+6)^{6}-6(\theta+5)^{6}+\ldots=2^{3} \cdot 1 \cdot 2 \cdot 3 \cdot 1 \cdot 3 \cdot 5=2 \cdot 4 \cdot 6 \cdot 1 \cdot 3 \cdot 5=1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6,
$$

which is right.
It is clear that the proof, although worked out on a particular case, is perfectly general ; and Mr Woolhouse's theorem is thus proved.
[Vol. xxvi., pp. 77, 78.]
5079. (Proposed by Professor Cayley.)-Show that the curve

$$
\begin{aligned}
&\left\{(\beta-\gamma i)^{2}-\delta^{2}\right\}^{\frac{1}{2}}\left\{(x-\beta i)^{2}+y^{2}\right\}^{2} \frac{1}{2}+q^{\{ }\left\{(\beta+\gamma i)^{2}-\delta^{2}\right\} \frac{1}{2}\left\{(x+\beta i)^{2}+y^{2}\right\}^{\frac{1}{2}} \\
&=\left\{\left(1-q^{2}\right) \frac{\beta}{\delta}\right\}^{\frac{1}{2}}\left\{\beta^{2}-(\gamma-\delta i)^{2}\right\}^{\frac{1}{2}}\left\{(x-\gamma-\delta i)^{2}+y^{2}\right\}^{\frac{2}{2}},
\end{aligned}
$$

where $i=(\sqrt{ }-1)$ as usual, is a real bicircular quartic having the axial foci $\beta i,-\beta i, \gamma+\delta i, \gamma-\delta i$.

Solution by the Proposer.
Consider the equation

$$
(l+m i)^{\frac{1}{2}}\left[(x-\beta i)^{3}+y^{2}\right]^{\frac{1}{2}}+q(l-m i)^{\frac{1}{2}}\left[(x+\beta i)^{2}+y^{2}\right]^{\frac{1}{2}}=(\lambda+\mu i)^{\frac{1}{2}}\left[(x-\gamma-\delta i)^{2}+y^{2}\right]^{\frac{1}{2}} .
$$

This is

$$
\begin{aligned}
(l+m i)\left\{x^{2}+y^{2}-\right. & \left.\beta^{2}-2 \beta x i\right\}+q^{2}(l-m i)\left\{x^{2}+y^{2}-\beta^{2}+2 \beta x i\right\} \\
& -(\lambda+\mu i)\left\{x^{2}+y^{2}-\beta^{3}+\beta^{2}+\gamma^{2}-\delta^{3}-2 \gamma x-2(x-\gamma) \delta i\right\} \\
& +2 q\left(l^{2}+m^{2}\right)^{ \pm}\left[\left(x^{2}+y^{2}-\beta^{2}\right)^{2}+4 \beta^{2} x^{2}\right]^{\frac{1}{2}}=0,
\end{aligned}
$$

where, putting the imaginary part equal to zero, we have
$m\left(1-q^{2}\right)\left(x^{2}+y^{2}-\beta^{2}\right)-2 l\left(1-q^{2}\right) \beta x-\mu\left\{x^{2}+y^{2}-\beta^{2}+\left(\beta^{2}+\gamma^{2}-\delta^{2}\right)-2 \gamma x\right\}+2 \lambda(x-\gamma) \delta=0$, which will be true identically if

$$
\begin{array}{r}
m\left(1-q^{2}\right)-\mu=0, \\
-l\left(1-q^{2}\right) \beta+\mu \gamma+\lambda \delta=0, \\
-\dot{\beta}\left(\beta^{2}+\gamma^{2}-\delta^{2}\right)-2 \lambda \gamma \delta=0 .
\end{array}
$$

The last gives

$$
\lambda=\theta\left(\beta^{2}+\gamma^{2}-\delta^{2}\right), \quad \mu=-2 \theta \gamma \delta, \quad \theta \text { arbitrary } ;
$$

and then

$$
\begin{gathered}
l\left(1-q^{2}\right) \beta=\theta \delta\left(\beta^{2}+\gamma^{2}-\delta^{2}-2 \gamma^{2}\right)=\theta \delta\left(\beta^{2}-\gamma^{2}-\delta^{2}\right), \\
m\left(1-q^{2}\right)=-2 \theta \delta \gamma ;
\end{gathered}
$$

so that, putting

$$
\theta \delta=\left(1-q^{2}\right) \beta, \text { or } \theta=\left(1-q^{2}\right) \frac{\beta}{\delta},
$$

we have

$$
\begin{array}{rlrl}
l=\beta^{2}-\gamma^{3}-\delta^{2}, & m & =-2 \beta \gamma, \\
\lambda=\left(1-q^{2}\right) \frac{\beta}{\delta}\left(\beta^{2}+\gamma^{2}-\delta^{2}\right), & \mu=\left(1-q^{2}\right) \frac{\beta}{\delta}(-2 \gamma \delta) .
\end{array}
$$

Therefore

$$
\begin{aligned}
& l \pm m i=(\beta \mp \gamma i)^{2}-\delta^{2}, \\
& \lambda \pm \mu i=\left(1-\gamma^{2}\right) \frac{\beta}{\delta}\left[\beta^{2}+(\gamma \mp \delta i)^{2}\right]
\end{aligned}
$$

and the equation is

$$
\begin{aligned}
\left\{(\beta-\gamma i)^{2}-\delta^{2}\right\}^{\frac{1}{2}}\left\{(x-\beta i)^{2}+y^{2}\right\}^{\frac{1}{2}} & +q\left\{(\beta+\gamma i)^{2}-\delta^{2}\right\}^{\frac{1}{2}\left\{(x+\beta i)^{2}+y^{2}\right\}^{\frac{1}{2}}} \\
& =\left\{\left(1-q^{2}\right) \frac{\beta}{\delta}\right\}^{\frac{1}{2}}\left\{\beta^{2}-(\gamma-\delta i)^{2 \frac{1}{2}}\left\{(x-\gamma-\delta i)^{2}+y^{2}\right\}^{\frac{2}{2}},\right.
\end{aligned}
$$

which is a real curve having the axial foei $+\beta i,-\beta i ; \gamma+\delta i ; \gamma-\delta i ;$ viz. $\gamma+\delta i$ being a focus, and the curve being real, it is elear that $\gamma-\delta i$ is also a focus.
[Vol. xxvir., January to June, 1877, p. 20.].
5130. (Proposed by Professor Cayley.)-Show that the envelope of a variable circle, having its centre on a given conic and cutting at right angles a given circle, is a bicircular quartic; which, when the given conic and the circle have double eontact, becomes a pair of circles; and, by means of the last-mentioned particular case of the theorem, comnect together the porisms arising out of the two problems-
(i) Given two conics, to find a polygon of $n$ sides inscribed in the one and circumscribed about the other.
(ii) Given two circles, to find a closed series of $n$ circles each touching the two circles and the two adjacent circles of the series.

## [Vol. xxvii., pp. 81-83.]

5208. (Proposed by Professor Silvester.)-Let the magnitude of any ramification signify the number of its branches, and let its partial magnitudes in respect to any node signify the magnitudes of the ramifications which come together at that node. If at any node the largest magnitude exceeds by $k$ the sum of the other magnitudes, let the node be called superior by $k$, or be said to be of superiority $k$; but if no magnitude exceeds the sum of the other magnitudes, let the node be called subequal. Then the theorem is, in any ramification, either there is one and ouly one subequal node; or else there are two and only two nodes each superior by unity, these two nodes being contignous.

## Solution by Professor Cayley.

The proof consists in showing that (1) there cannot be more than one subequal node; (2) there cannot be more than two nodes each superior by unity: and if there is one such mode, then there is, contiguous to it, another such node; (3) starting from a node which is superior by more than unity, there is always a contiguous node which is either of smaller superiority, or else subequal; for, these theorems holding good, we can, by (3), always arrive at a node which is either subequal or else superior by unity; in the former case, by (1), the subequal node thus arrived at is unique; in the latter case, by (2), we have, contiguous to the node arrived at, a second node superior by unity; and we have thus a unique pair of nodes each superior by unity.

I will prove only (3), as it is easy to see that the like process applies to the proof of (1) and (2).

Let the whole magnitude be $n$; and suppose at a node $P$ which is superior by $k$, the largest magnitude is $\alpha$, and that the other magnitudes are, say, $\beta, \gamma, \delta$. We
have $\alpha=\beta+\gamma+\delta+k$; and since $n=\alpha+\beta+\gamma+\delta$, we have thence $n=2 \alpha-k$, or $\alpha=\frac{1}{2}(n+k), \beta+\gamma+\delta=\frac{1}{2}(n-k)$ : clearly $k$ is even or odd, according as $n$ is even or odd.

Suppose now that we pass from $P$, along the branch of magnitude $\alpha$, to a contiguous node $Q$; and let the magnitudes for $Q$ be $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta^{\prime}, \epsilon^{\prime}$, where $a^{\prime}$ denotes the magnitude for the branch $Q P$. We have $\alpha^{\prime}=\beta+\gamma+\delta+1$ : for the ramification consists of the branch $Q P$ and of the ramifications of magnitudes $\beta, \gamma, \delta$ which meet in $P$. We have thus
and thence

$$
\alpha^{\prime}=\frac{1}{2}(n-k)+1=\frac{1}{2} n-\frac{1}{2}(k-2) ;
$$

$$
\beta^{\prime}+\gamma^{\prime}+\delta^{\prime}+\epsilon^{\prime}=\frac{1}{2} n+\frac{1}{2}(k-2) .
$$

Supposing here that $k$ is greater than 1 , viz. that it is $=$ or $>2, k-2$ is 0 or positive; and if $a^{\prime}$ be the greatest magnitude belonging to the node $Q$, this is a subequal node. But it may be that $\alpha^{\prime}$ is not the greatest magnitude; supposing then that the greatest magnitude is $\beta^{\prime}$, we have

$$
\begin{array}{r}
\beta^{\prime}=\frac{1}{2} n+\frac{1}{2}(k-2)-\gamma^{\prime}-\delta^{\prime}-\epsilon^{\prime}, \\
\alpha^{\prime}+\gamma^{\prime}+\delta^{\prime}+\epsilon^{\prime}=\frac{1}{2} n-\frac{1}{2}(k-2)+\gamma^{\prime}+\delta^{\prime}+\epsilon^{\prime},
\end{array}
$$

and thence

$$
\beta^{\prime}-\left(\alpha^{\prime}+\gamma^{\prime}+\delta^{\prime}+\epsilon^{\prime}\right)=k-2-2\left(\gamma^{\prime}+\delta^{\prime}+\epsilon^{\prime}\right) ;
$$

viz. either the node is subequal, or else, being superior, the superiority is at most $=k-2$; that is, if from the node $P$, of superiority $=$ or $>2$, we pass along the branch of greatest magnitude to the contiguous node $Q$, this is either subequal, or else of superiority less than that of $P$; which is the foregoing proposition (3).

The subequal node, and the two nodes of superiority 1 , in the cases where they respectively exist, may be termed the centre and the bicentre respectively; and the theorem thus is, every ramification has either a centre or else a bicentre. But the centre and the bicentre here considered, due (as remarked by Professor Sylvester) to M. Camille Jordan, and which may for distinction be termed the centre and the bicentre of magnitude, are quite distinct from the centre and the bicentre discovered by Professor Sylvester, and considered in my researches upon trees, British Associution Report, 1875, [610]. These last may for distinction be termed the centre and the bicentre of distance: viz. we here consider, not the magnitude, but the length of a ramification, such length being measured by the number of branches to be travelled over in order to reach the most distant terminal node. The ramification has cither a centre or else a bicentre of distance: viz. the centre is a node such that, for two or more of the ramifications which proceed from it, the lengths are equal and superior to those of the other ramifications, if any; the bicentre a pair of contiguous nodes such that, disregarding the branch which unites the two nodes, there are from the two nodes respectively (one at least from each of them) two or more ramifications the lengths of which are equal to each other and superior to those of the other ramifications, if any.

It is very noticeable how close the agreement is between the proofs for the existence of the two kinds of centre or bicentre respectively. Say, first as regards distance, if at any node the length of the longest branch exceeds by $k$ the length of the next longest branch or branches, then the node is superior by $k$, or is of the superiority $k$; but, if there are two or more longest branches, then the node is subequal. And say next, in regard to magnitude, if at any node the largest magnitude exceeds by $k$ the sum of all the other magnitudes, the node is superior by $k$, or has a superiority $k$; but if the largest magnitude does not exceed the sum of the other magnitudes, then the nole is subequal. Then, whether we attend to distance or to magnitude, the three propositions hold good: (1) there cannot be more than one subequal node; (2) there camot be more than two nodes each superior by unity: and if there is one such node, there is contiguous to it another such node; (3) starting from a node which is superior by more than unity, there is always a contiguons node which is of smaller superiority or else subequal; whence, as in the solution just referred to, there is always, as regards distance, a centre or a bicentre; and there is always, as regards magnitude, a centre or a bicentre.
[Vol. xxvir., pp. 89, 90.]

## On Mr Artemus Martin's First Question in Probabilities. By Professor Cayley.

The question was, " $A$ says that $B$ says that a certain event took place: required the probability that the event did take place, $p_{1}$ and $p_{2}$ being $A$ 's and $B$ 's respective probabilities of speaking the truth."

The solutions, referred to or given on pp. 77-79 of volume xxvir. of the Reprint, give the following values for the probability in question :-

$$
\begin{aligned}
& \text { Todhunter's Algebra ............................. } p_{1} p_{2}+\left(1-p_{1}\right)\left(1-p_{2}\right) . \\
& \text { Artemas Martin .................................. } p_{1}\left[p_{1} p_{2}+\left(1-p_{1}\right)\left(1-p_{2}\right)\right] . \\
& \text { American Mathematicians and Woolhouse... } p_{1} p_{2} .
\end{aligned}
$$

It seems to me that the true answer cannot be expressed in terms of only $p_{1}$ and $p_{2}$, but that it involves two other constants $\beta$ and $k$; and my value is-
Cayley

$$
\cdot p_{1} p_{2}+\beta\left(1-p_{1}\right)\left(1-p_{2}\right)+k(1-\beta)\left(1-p_{1}\right) .
$$

In obtaining this I introduce, but I think of necessity, clements which Mr Woolhouse calls extraneous and imperfect.
$B$ told $A$ that the event happened, or he did not tell $A$ this; the only evidence is $A$ 's statement that $B$ told him that the event happened; and the ehances are $p_{1}$ and $1-p_{1}$. But, in the latter ease, either $B$ told $A$ that the event did not happen, or he did not tell him at all; the chances (on the supposition of the incorrectness of $A$ 's statement) are $\beta$ and $1-\beta$; and the chances of the three cases
are thus $p_{1}, \beta\left(1-p_{1}\right)$, and $(1-\beta)\left(1-p_{1}\right)$. On the suppositiong of the first and second cases respectively, the chances for the event having happened are $p_{2}$ and $1-p_{2}$; on the supposition of the third case (viz. here there is no information as to the event) the chance is $k$, the antecedent probability; and the whole chance in favour of the event is

$$
p_{1} p_{2}+\beta\left(1-p_{1}\right)\left(1-p_{2}\right)+k(1-\beta)\left(1-p_{1}\right) .
$$

If $\beta=1$, we have Todhunter's solution ; if $\beta=0$, and also $k=0$, we have the solution preferred by Woolhouse; but we do not (otherwise than by establishing between $k$ and $\beta$ a relation which is quite arbitrary) obtain Martin's solution. The error in this seems to be as follows :-A says that $B$ told him as to the event, and says further that $B$ told him that the event did happen; the probability of the truth of the compound statement is taken to be $=p_{1}{ }^{2}$; whereas, in calling the probability of $A$ 's speaking the truth $p_{1}$, we mean that if $A$ makes the statement, " $B$ says that the event took place," this is to be regarded as a simple statement, and the probability of the truth of the statement is $=p_{1}$; viz. I think that Martin introduces into his solution a hypothesis contradictory to the assumptions of the question.

I remark further that in my solution I assume that the event is of such a nature that, when there is any testimony in regard to it, the probability is determined by that testimony, irrcspectively of the antecedent probability. This is quite consistent with the antecedent probability being, not zero, but as small as we please; so that, if $k$ is (as it may very well be) indefinitely small, the whole probability is the same as if $k$ were $=0$. But there is absolutely no reason for assigning any determinate value to $\beta$; so that the solutions $p_{1} p_{2}+\left(1-p_{1}\right)\left(1-p_{2}\right)$ and $p_{1} p_{2}$, which assume respectively $\beta=1$ and $\beta=0$, seem to me on this ground erroneous.
[Vol. xxviin., June to December, 1877, p. 17.]
5306. (Proposed by Professor Cayley.)-If $\alpha, \beta, \gamma, \delta ; \alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}$, are such that

$$
\begin{gathered}
\left(\alpha_{1}-\delta_{1}\right)\left(\beta_{1}-\gamma_{1}\right)=(\alpha-\delta)(\beta-\gamma), \\
\left(\beta_{1}-\delta_{1}\right)\left(\gamma_{1}-\alpha_{1}\right)=(\beta-\delta)(\gamma-\alpha), \quad\left(\gamma_{1}-\delta_{1}\right)\left(\alpha_{1}-\beta_{1}\right)=(\gamma-\delta)(\alpha-\beta) ;
\end{gathered}
$$

show that the three equations

$$
\begin{aligned}
& \frac{x_{1}-\alpha_{1}}{x_{1}-\delta_{1}}=\frac{1}{\left(\beta_{1}-\delta_{1}\right)\left(\gamma_{1}-\delta_{1}\right)}\left\{(x-\alpha)^{\frac{t}{2}}(x-\delta)^{\frac{1}{2}}-(x-\beta)^{\frac{1}{2}}(x-\gamma)^{\frac{1}{2}}\right\}^{2}, \\
& \frac{x_{1}-\beta_{1}}{x_{1}-\delta_{1}}=\frac{1}{\left(\gamma_{1}-\delta_{1}\right)\left(\alpha_{1}-\delta_{1}\right)}\left\{(x-\beta)^{\frac{1}{4}(x-\delta)^{\frac{1}{2}}-(x-\gamma)^{\frac{1}{2}}(x-\alpha)^{\frac{1}{2}},}\right. \\
& \frac{x_{1}-\gamma_{1}}{x_{1}-\delta_{1}}=\frac{1}{\left(\alpha_{1}-\delta_{1}\right)\left(\beta_{1}-\delta_{1}\right)}\left\{(x-\gamma)^{\frac{1}{4}}(x-\delta)^{\frac{1}{2}}-(x-\alpha)^{\frac{1}{2}}(x-\beta)^{3},\right.
\end{aligned}
$$

C. x .
are equivalent to each other; and show also that, consistently with the foregoing relations between the constants, the differences $\alpha_{1}-\delta_{1}, \beta_{1}-\delta_{1}, \gamma_{1}-\delta_{1}$ may be so determined that the equations in $\left(x, x_{1}\right)$ constitute a particular integral of the differential equation

$$
\frac{d x}{\{(x-\alpha)(x-\beta)(x-\gamma)(x-\delta)\}^{2}}=\frac{d x_{1}}{\left\{\left(x_{1}-\alpha_{1}\right)\left(x_{1}-\beta_{1}\right)\left(x_{1}-\gamma_{1}\right)\left(x_{1}-\delta_{1}\right)\right\}^{1}} .
$$

[Vol. xxix., January to June, 1878, p. 20.]
4870. (Proposed by Professor Cayley.)-Given three conics passing through the same four points; and on the first a point $A$, on the second a point $B$, and on the third a point $C$. It is required to find on the first a point $A^{\prime}$, on the second a point $B^{\prime}$, and on the third a point $C^{\prime}$, such that the intersections of the lines
$A^{\prime} B^{\prime}$ and $A C, A^{\prime} C^{\prime}$ and $A B$, lie on the first conic;
$B^{\prime} C^{\prime}$ and $B A, B^{\prime} A^{\prime}$ and $B C$, lie on the second conic;
$C^{\prime} A^{\prime}$ and $C B, C^{\prime} B^{\prime}$ and $C A$, lie on the third conic.
[Vol. xxix., pp. 96, 97.]
5625. (Proposed by Professor Cayley.)-The equation

$$
\left\{q^{2}(x+y+z)^{2}-y z-z x-x y\right\}^{2}=4(2 q+1) x y z(x+y+z)
$$

represents a trinodal quartic curve having the lines $x=0, y=0, z=0, x+y+z=0$ for its fonr bitangents; it is required to transform to the coordinates $X, Y, Z$, where $X=0, Y=0, Z=0$ represent the sides of the triangle formed by the three nodes.
[Vol. xxxi., January to June, 1879, p. 38.]
5387. (Proposed by Professor Cayley.)-Show that a cubic surface has at most 4 conical points, and a quartic surface at most 16 conical points.
[Vol. xxxir., July to December, 1879, p. 35.]
5927. (Proposed by Professor Cayley.)-If $\{\alpha+\beta+\gamma+\ldots\}^{p}$, denote the expansion of $(\alpha+\beta+\gamma+\ldots)^{p}$, retaining those terms $N \alpha^{a} \beta^{b} \gamma^{c} \delta^{d} \ldots$ only in which

$$
b+c+d+\ldots \ngtr p-1, \quad c+d+\ldots \ngtr p-2, \& \mathrm{c} . \& \mathrm{c} .
$$

prove that

$$
\begin{aligned}
& \dot{x^{n}}=(x+\alpha)^{n}-(n)_{1}\{\alpha\}^{2}(x+\alpha+\beta)^{n-1}+\frac{n(n-1)}{1.2}\{\alpha+\beta\}^{2}(x+\alpha+\beta+\gamma)^{n-2} \\
& \quad-\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3}\{\alpha+\beta+\gamma\}^{3}(x+\alpha+\beta+\gamma+\delta)^{n-3}+\& c \ldots(1) .
\end{aligned}
$$

[Vol. xxxiit., January to July, 1880, p. 17.]
6155. (Proposed by Professor Cayley.)-Given, by means of their metrical coordinates, any two lines; it is required to find their inclination, shortest distance, and the coordinates of the line of shortest distance.
N.B.-If $\lambda, \mu, \nu$ are the inclinations of a line to three rectangular axes, and $\alpha, \beta, \gamma$ the coordinates to the same axes of a point on the line, then the metrical coordinates of the line are

$$
\begin{array}{cccccc}
a, & b, & c, & f, & g, & h, \\
=\cos \lambda, & \cos \mu, & \cos \nu, & \beta \cos \nu-\gamma \cos \mu, & \gamma \cos \lambda-\alpha \cos \nu, & \alpha \cos \mu-\beta \cos \lambda,
\end{array}
$$

satisfying identically the relations

$$
a^{2}+b^{2}+c^{2}=1, \quad a f+b g+c h=0 .
$$

> [Vol. xxxvi., 1881, p. 21.]
6470. (Proposed by Professor Cayley.)-It is required, by a real or imaginary linear transformation, to express the equation of a given cubic curve in the form

$$
x y-z^{2}=\left\{\left(z^{2}-x^{2}\right)\left(z^{2}-k^{2} x^{2}\right)\right\}^{2} .
$$

[Vol. xxxyi., p. 64.]
6766. (Proposed by Professor Cayley.)-Find the stationary and the double tangents of the curve $x^{4}+y^{4}+z^{4}=0$.

## Solution by the Proposer.

Take $l$ a fourth root of $-1 ; m$ and $n$ fourth roots of +1 ; then the 28 double tangents are the lines $x=l y, x=l z, y=l z,(4+4+4=) 12$ lines; and the lines $x+m y+n z=0,16$ lines; and the first 12 of these, each counted twice, are the 24 stationary tangents. In fact, any one of the 12 lines is an osculating tangent, or line meeting the curve in 4 coincident points; it counts therefore once as a double tangent, and twice as a stationary tangent. There should consequently be 16 other double tangents; and it only needs to be shown that these are the 16 lines $x+m y+n z=0$. Consider any one line $x+m y+n z=0$; for its interscetions with the curve $x^{4}+y^{4}+z^{4}=0$, we have
or, as this may be written,

$$
(m y+n z)^{4}+y^{4}+z^{4}=0,
$$

viz. this is

$$
(m y+n z)^{4}+m^{4} y^{4}+n^{4} z^{4}=0 ;
$$

or, what is the same thing,

$$
2\left(1,2,3,2,1^{\text {C }} \text { 多 } m y, n z\right)^{4}=0,
$$

$$
2\left[(1,1,1 \bigvee m y, n z)^{2}\right]^{2}=0:
$$

so that the line is a double tangent, the two points of contact being given by means of the equation $\left(1,1,1^{\gamma} m y, n z\right)^{2}=0$; viz. $\omega$ being an imaginary cube root of unity, we have $n z=\omega m y$ or $\omega^{2} m y$ : and thence, for the points of contact,

$$
x: y: z=1: \frac{\omega}{m}: \frac{\omega^{2}}{n}, \text { or }=1: \frac{\omega^{2}}{m}: \frac{\omega}{n} ;
$$

values which satisfy, as they should do, the two equations

$$
x+m y+n z=0 \text { and } x^{4}+y^{4}+z^{4}=0 .
$$

[Vol. xxxvi., pp. 106, 107.]
6800. (Proposed by W. J. C. Miller, B.A.)-Prove that, if

$$
\frac{a y z}{y^{2}+z^{2}}=\frac{b z x}{z^{2}+a^{2}}=\frac{c x y}{x^{2}+y^{2}}=1
$$

then

$$
a^{2}+b^{2}+c^{2}=a b c+4
$$

## Note on Question 6800. By Professor Cayley.

The identity given by the solution is a very interesting one. Instead of $a, b, c$, writing ( $a, b, c$ ) $\div d$, we have

$$
4 d^{3}-d\left(a^{2}+b^{2}+c^{2}\right)+a b c=0
$$

satisfied by

$$
a: b: c: d=x\left(y^{2}+z^{2}\right): y\left(z^{2}+x^{2}\right): z\left(x^{2}+y^{2}\right): x y z ;
$$

or, considering ( $a, b, c, d$ ) as the coordinates of a point in space, and $(x, y, z)$ as the coordinates of a point in a plane, we have thus a correspondence between the points of the cubic surface $4 d^{3}-d\left(a^{2}+b^{2}+c^{2}\right)+a b c=0$, and the points of the plane. To a given system of values of ( $x, y, z$ ) there corresponds, it is clear, a single system of values of $(a, b, c, d)$; and it may be shown without difficulty that, to a given system of values of ( $a, b, c, d$ ) satisfying the equation of the surface, there correspond two systems of values of $(x, y, z)$; the plane and cubic surface have thus a $(1,2)$ correspondence with each other.
[Vol. xxxvii., 1882, p. 74.]
5244. (Proposed by Professor Cayley.)-Writing for shortness

$$
\begin{gathered}
L=\beta^{2} \gamma^{2}-\alpha^{2} \delta^{2}, \quad M=\gamma^{2} \alpha^{2}-\beta^{2} \delta^{2}, \quad N=\alpha^{2} \beta^{2}-\gamma^{2} \delta^{3}, \\
F=\alpha^{2}+\delta^{2}-\beta^{2}-\gamma^{2}, \quad G=\beta^{2}+\delta^{2}-\gamma^{2}-\alpha^{2}, \quad H=\gamma^{2}+\delta^{2}-\alpha^{2}-\beta^{2}, \\
\Delta=\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2} ;
\end{gathered}
$$

show that the equation

$$
\begin{aligned}
L M N\left(x^{4}+y^{4}+z^{4}+w^{4}\right)+M N & (F \Delta+2 L)\left(y^{2} z^{2}+x^{2} w^{2}\right)+N L(G \Delta+2 M)\left(z^{2} x^{2}+y^{2} w^{2}\right) \\
& +L M(H \Delta+2 N)\left(x^{2} y^{2}+z^{2} w^{2}\right)-2 \alpha \beta \gamma \delta F G H \Delta x y z w=0
\end{aligned}
$$

belongs to a 16 -nodal quartic surface, having the nodes

| $x=\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\beta$ | $\beta$ | $\beta$ | $\beta$ | $\gamma$ | $\gamma$ | $\gamma$ | $\gamma$ | $\delta$ | $\delta$ | $\delta$ | $\delta$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $y=\beta$ | $-\beta$ | $-\beta$ | $\beta$ | $\alpha$ | $-\alpha$ | $-\alpha$ | $\alpha$ | $\delta$ | $-\delta$ | $-\delta$ | $\delta$ | $\gamma$ | $-\gamma$ | $-\gamma$ | $\gamma$ |
| $z=\gamma$ | $-\gamma$ | $\gamma$ | $-\gamma$ | $\delta$ | $-\delta$ | $\delta$ | $-\delta$ | $\alpha$ | $-\alpha$ | $\alpha$ | $-\alpha$ | $\beta$ | $-\beta$ | $\beta$ | $-\beta$ |
| $w=\delta$ | $\delta$ | $-\delta$ | $-\delta$ | $\gamma$ | $\gamma$ | $-\gamma$ | $-\gamma$ | $\beta$ | $\beta$ | $-\beta$ | $-\beta$ | $\alpha$ | $\alpha$ | $-\alpha$ | $-\alpha$ |

and the sixteen singular tangent planes represented by the equations

$$
(\alpha, \beta, \gamma, \delta)(x, y, z, w)=0, \& c .
$$

[Vol. xxxviiI., 1883, pp. 87-89.]
7190. (Proposed by Professor Wolstenholime, M.A.)-If $x, y, z$ be three quantities satisfying the two symmetrical equations

$$
y z+z x+x y=0, \quad x^{3}+y^{3}+z^{3}+4 x y z=0 ;
$$

prove that (1) they will also satisfy one of the two pairs of semi-symmetrical expressions

$$
\begin{aligned}
& y^{2} z+z^{2} x+x^{2} y=(y-z)(z-x)(x-y),=+x y z, \\
& y z^{2}+z x^{2}+x y^{2}=(y-z)(z-x)(x-y),=-x y z ;
\end{aligned}
$$

and (2) one set of the following equations will also be satisfied:-

$$
\begin{array}{lll}
\left(x^{2}+y z-y^{2}=0,\right. & y^{2}+z x-z^{2}=0, & \left.z^{2}+x y-x^{2}=0\right) ; \\
\left(x^{2}+y z-z^{2}=0,\right. & z^{2}+z x-x^{2}=0, & \left.z^{2}+x y-y^{2}=0\right)
\end{array}
$$

## Solution by Professor Cayley.

The two symmetrical equations represent a conic and a cubic respectively; they intersect therefore in 6 points, and if we denote by $\alpha$ a root of the equation

$$
u^{3}+u^{2}-2 u-1=0,
$$

then the other two roots of this equation are

$$
\beta,=-1-\frac{1}{\alpha}, \quad \gamma=\frac{-1}{\alpha+1} ;
$$

viz. if $\alpha^{3}+\alpha^{2}-2 \alpha-1=0$, then we have

$$
(u-\alpha)\left(u+1+\frac{1}{\alpha}\right)\left(u+\frac{1}{\alpha+1}\right)=u^{3}+u^{2}-2 u-1
$$

an identity whieh is easily verified. It may be remarked that, if

$$
\phi \alpha=-1-\frac{1}{\alpha},
$$

then

$$
\phi^{2} \alpha=\frac{-1}{\alpha+1}, \quad \phi^{3} \alpha=\alpha ;
$$

the left-hand side of the last mentioned equation thus is $(u-\alpha)(u-\phi \alpha)\left(u-\phi^{2} \alpha\right)$, which remains unaltered when $\alpha$ is changed into $\phi \alpha$ or $\phi^{2} \alpha$. Then the coordinates of the six points of intersection can be expressed indifferently in terms of any one of the roots $(\alpha, \beta, \gamma)$, viz. the coordinates are

$$
\begin{array}{lll}
\left(\alpha^{2}-1,-\alpha,-1\right), & \left(-1, \alpha^{2}-1,-\alpha\right), & \left(-\alpha,-1, \alpha^{2}-1\right), \ldots(1,2,3) \\
\left(\alpha^{2}-1,-1,-\alpha\right), & \left(-\alpha, a^{2}-1,-1\right), & \left(-1,-\alpha, \alpha^{2}-1\right), \ldots(4,5,6) ;
\end{array}
$$

or they are equal to the like expressions in $\beta$ and in $\gamma$ respectively; say these are the coordinates of the points $1,2,3,4,5,6$ respectively, as shown by the attached numbers. Thus, writing

$$
x, y, z=\alpha^{2}-1,-\alpha,-1,
$$

we find

$$
\begin{aligned}
y z+z x+x y & =\alpha-\alpha^{2}+1-\alpha^{3}+\alpha=-\left(\alpha^{3}+\alpha^{2}-2 \alpha-1\right)=0 \\
x^{3}+y^{3}+z^{3}+4 x y z & =\left(\alpha^{2}-1\right)^{3}-\alpha^{3}-1+4 x\left(\alpha^{2}-1\right) \\
& =\alpha^{6}-3 \alpha^{4}+3 \alpha^{3}+3 x^{2}-4 \alpha-2=\left(\alpha^{3}+\alpha^{2}-2 \alpha-1\right)\left(\alpha^{3}-\alpha^{2}+2\right)=0,
\end{aligned}
$$

which verifies the formule for the six points of intersection. Take, again,
then we find

$$
x, y, z=\alpha^{2}-1,-\alpha,-1 ;
$$

$$
\begin{aligned}
& y z^{2}+z x^{2}+x y^{2}=-\alpha-\left(\alpha^{2}-1\right)^{2}+\alpha^{2}\left(\alpha^{2}-1\right)=\alpha^{2}-\alpha-1, \\
& y^{2} z+z^{2} x+x^{2} y=-\alpha^{2}+\left(\alpha^{2}-1\right)-\alpha\left(\alpha^{2}-1\right)^{2}=-\alpha^{5}+2 \alpha^{3}-\alpha-1 .
\end{aligned}
$$

Or, since $\alpha^{3}=-\alpha^{3}+2 \alpha+1$, and thence

$$
\alpha^{4}=3 \alpha^{3}-\alpha-1, \quad \alpha^{5}=-4 \alpha^{2}+5 z+3
$$

the last equation becomes

$$
\begin{aligned}
& y^{2} z+z^{2} x+x^{2} y=2 \alpha^{2}-2 \alpha-2 \\
& x y z=\alpha^{3}-\alpha=-\alpha^{2}+\alpha+1
\end{aligned}
$$

hence the point in question is situate on each of the cubics

$$
\begin{gathered}
y z^{2}+z x^{2}+x y^{2}+x y z=0, \quad y^{2} z+z^{3} x+x^{2} y+2 x y z=0 \\
y^{2} z+z^{2} x+x^{2} y-2\left(y z^{3}+z x^{2}+x y^{2}\right)=0
\end{gathered}
$$

and this, of coursc, shows the points $1,2,3$ are all three of them situate upon each of the threc eubics; and in preciscly the same manner it appears that the points $4,5,6$ are all three of them situate on each of the three cubics

$$
\begin{gathered}
y z^{2}+z x^{2}+x y^{2}+2 x y z=0, \quad y^{2} z+z^{2} x+x^{3} y+x y z=0, \\
y z^{3}+z x^{2}+x y^{2}-2\left(y^{2} z+z^{2} x+x^{2} y\right)=0 .
\end{gathered}
$$

Again, from the values $x, y, z=\alpha^{2}-1,-\alpha,-1$, we have

$$
x^{2}+y z-y^{2}=0, \quad y^{2}+z x-z^{2}=0, \quad z^{2}+x y-x^{2}=0 ;
$$

viz. the point 1 lies on each of these conics; similarly the point 2 lies on each of the same conics; and the point 3 lies on each of the same conics; that is, the conics in question have in common the points $1,2,3$.

In like manner, the conics

$$
x^{2}+y z-z^{2}=0, \quad y^{2}+z x-x^{2}=0, \quad z^{2}+x y-y^{2}=0,
$$

have in common the points $4,5,6$.
The general result is that the given conic and the cubic meet in six points forming two groups of points ( $1,2,3$ ) and ( $4,5,6$ ) ; through the points ( $1,2,3$ ) we have three cubics and three conics; and through the points ( $4,5,6$ ) we have three cubics and three conics.

If in the equation $x^{3}+x^{2}-2 x-1=0$, whose roots are $\alpha, \phi(\alpha), \phi^{2}(\alpha)$, we put $x=2 \cos \theta$, the equation becomes

$$
2(3 \cos \theta+\cos 3 \theta)+2(1+\cos 2 \theta)-4 \cos \theta-2=0
$$

or

$$
2 \cos 3 \theta+2 \cos 2 \theta+2 \cos \theta=0, \quad \text { or } \quad \frac{\sin \frac{7}{2} \theta}{\sin \frac{1}{2} \theta}=0 ;
$$

or the three roots are $2 \cos \frac{2}{\frac{2}{2}} \pi, 2 \cos \frac{4}{7} \pi, 2 \cos \frac{6}{7} \pi$. The two equations

$$
y z+z x+x y=0, \quad x^{3}+y^{3}+z^{3}+3 x y z=0,
$$

are satisfied if $x: y: z=$ these three roots in any order, giving the six solutions. The semi-symmetrical systems are satisfied, the one by

$$
x: y: z, \text { or } y: z: x, \text { or } z: x: y,=\cos \frac{2}{7} \pi: \cos \frac{4}{7} \pi: \cos \frac{\frac{8}{7}}{} \pi
$$

and the other by

$$
z: y: x, \text { or } y: x: z, \quad \text { or } \quad x: z: y,=\cos \frac{2}{7} \pi: \cos \frac{4}{7} \pi: \cos \frac{6}{7} \pi
$$

[Vol. xxxix., 1883, p. 31.]
5689. (Proposed by Professor Caylex.)-Show (1) that the apparent contour of a Steiner's surface ( $2 x y z+y^{2} z^{2}+z^{2} x^{2}+x^{2} y^{2}=0$ ), as seen from an exterior point on a nodal line (say the axis of $z$ ), projected on the plane of the other two nodal lines, is an ellipse passing through the four points $( \pm 1,0)$ and $(0, \pm 1)$; and (2) find the surface-contour, or curve of contact, of the cone and surface.
[Vol. xxxix., p. 49.]
4722. (Proposed by Professor Cayley.)-1. Show that the conditions in regard to the reality of the roots of the equation
are, if

$$
\left(x^{2}-\alpha\right)^{2}+16 A(x-m)=0
$$

$$
\left(4 m^{2}-3 x\right)^{3}-\left(8 m^{3}-9 m \alpha-27 A\right)^{2}=-
$$

then the roots are two real, two inaginary; but if
then, if simultaneously

$$
\begin{gathered}
\left(4 m^{2}-3 \alpha\right)^{3}-\left(8 m^{3}-9 m \alpha-27 A\right)^{2}=+ \\
\alpha=+, \quad A(m \alpha-9 A)=+
\end{gathered}
$$

the roots are all real, but otherwise they are all imaginary.
2. If the roots of the foregoing equation are all imaginary, then for any real value whatever of $y$, the roots of the equation

$$
\left(x^{2}+y^{2}-\alpha\right)^{2}+16 A(x-m)=0
$$

are all imaginary.

> [Vol. xxxix., pp. 69, 70.]
4387. (Proposed by Professor Cayley.)-Using the term "Cassinian" to denote a bi-circular quartic having four foci in a right line; show that the equation of a Cassinian having for its four foci the points $x=a, x=b, x=c, x=d$ on the axis of $x$, may be written in the four equivalent forms
that is,

$$
\begin{gathered}
. \quad \tau(d-c) B^{\frac{1}{d}}+\sigma(b-d) C^{\frac{1}{2}}+\rho(c-b) D^{\frac{1}{2}}=0, \\
\tau(c-d) A^{\frac{1}{2}} \cdot \\
\text { \&c., \&c., }
\end{gathered}
$$

where $A^{\frac{1}{2}}, B^{\frac{1}{2}}, C^{\frac{1}{2}}, D^{\frac{1}{2}}$ are the distances from the four foci respectively, and the parameters $\rho, \sigma, \tau$ are connccted by the equation

$$
\rho^{2}(a-d)(b-c)+\sigma^{2}(b-d)(c-a)+\tau^{2}(c-d)(a-b)=0 .
$$

Show also that the curve has, at right angles to the axis of $x$, two double tangents, the equation whereof is any one of the three equivalent forms

$$
(a+d-2 x)(b+c-2 x):(b+d-2 x)(c+a-2 x):(c+d-2 x)(a+b-2 x)=\rho^{2}: \sigma^{2}: \tau^{2} .
$$

[Vol. xL., 1884, p. 32.]
7376. (Proposed by Professor Cayley.)-Show how the construction of a regular heptagon may be made to depend on the trisection of the angle $\cos ^{-1}\left(\frac{1}{2 \sqrt{ } 7}\right)$.
[Vol. xL., p. 110.]
7352. (Proposed by Professor Cayley.)-Denoting by $x, y, z, \xi, \eta, \zeta$ homogeneous linear functions of four coordinates, such that identically

$$
x+y+z+\xi+\eta+\zeta=0, \quad a x+b y+c z+f \xi+g \eta+h \zeta=0,
$$

where $a f=b g=c h=1$; show that

$$
\sqrt{ }(x \xi)+\sqrt{ }(y \eta)+\sqrt{ }(z \zeta)=0
$$

is the equation of a quartic surface having the sixteen singular tangent planes (each touching it along a conic)

$$
\begin{aligned}
& x=0, \quad y=0, \quad z=0, \quad \xi=0, \quad \eta=0, \quad \zeta=0, \\
& x+y+z=0, \quad x+\eta+z=0, \quad a x+b y+c z=0, \quad a x+g \eta+c z=0, \\
& \xi+y+z=0, \quad x+y+\zeta=0, \quad f \xi+b y+c z=0, \quad a x+b y+h \zeta=0, \\
& \frac{x}{1-b c}+\frac{y}{1-c a}+\frac{z}{1-a b}=0, \quad \frac{\xi}{1-g h}+\frac{\eta}{1-h f}+\frac{\zeta}{1-f g}=0 .
\end{aligned}
$$

[Vol. xli., 1884, p. 37.]
5421. (Proposed by Professor Cayley.)-Suppose

$$
S_{x}=m_{1}\left(x-a_{1}\right), m_{2}\left(x-a_{2}\right), m_{3}\left(x-a_{3}\right), m_{4}\left(x-a_{4}\right) ;
$$

where, for any given value of $x$, we write + , - , or 0 , according as the linear function is positive, negative, or zero, and where the order of the terms is not attended to. If $x$ is any one of the values $a_{1}, a_{2}, a_{3}, a_{4}$, the corresponding $S$ is $0+++, 0---$, $0++-$, or $0+--$ : and if $I$ denote indifferently the first or the second form, and $R$ denote indifferently the third or the fourth form: then it is to be shown that the four $S$ 's are $R, R, R, R$, or else $R, R, I, I$.
[Vol. xliv., 1886, p. 109.]
8340. (Proposed by F. Morley, B.A.)-Show that (1) on a chess-board the number of squares visible is 204, and the number of rectangles (including squares) visible is 1,296 ; and (2) on a similar board, with $n$ squares in each side, the number of squares is the sum of the first $n$ square numbers, and the number of rectangles (including squares) is the sum of the first $n$ cube numbers.
c. x .

## Solution by Professor Cayley.

In a board of $n^{2}$ squares, the number of pairs of vertical lines at a distance from each other of $n-r+1$ squares is $=r$; and the number of pairs of horizontal

| 4 |  | 3 | 2 |
| :---: | :---: | :---: | :---: | 

lincs at a distance from each other of $n-s$ squares is $=s$. Hence the number of rectangles, breadth $n-r+1$ and depth $n-s+1$, or say the number of

$$
(n-r+1)(n-s+1)
$$

rectangles, is $=r s$.
For instance, $n=4$, the number of rectangles $44,43,34, \& c$., is shown in the diagram; hence the whole number of rectangles is $(1+2+3+4)^{2}=1^{3}+2^{3}+3^{3}+4^{3}$, and so for any value of $n$.

The same diagram shows that the whole number of squares is $=1^{2}+2^{2}+3^{2}+4^{2}$; and so for any value of $n$.
[Vol. Xlvi., 1887, pp. 49, 50.]
8636. (Proposed by Professor Mahendra Nath Ray, M.A., LL.B.)-Show that the following equations are satisfied by the same value of $x$, and find this value:-

$$
\begin{gathered}
a x\left(x^{2}-a^{2}\right)^{\frac{1}{2}}+b x\left(x^{2}-b^{2}\right)^{\frac{1}{2}}+c x\left(x^{2}-c^{2}\right)^{\frac{1}{2}}=2 a b c, \\
2\left(x^{2}-a^{2}\right)^{\frac{1}{2}}\left(x^{2}-b^{2}\right)^{\frac{1}{2}}\left(x^{2}-c^{2}\right)^{\frac{1}{2}}=x\left(a^{2}+b^{2}+c^{2}-2 x^{2}\right) .
\end{gathered}
$$

## Solution by Professor Cayley.

The second equation rationalised gives
$4 x^{3}-4 x^{4}\left(a^{2}+b^{2}+c^{2}\right)+4 x^{2}\left(b^{2} c^{2}+c^{2} a^{2}+a^{2} b^{2}\right)-4 a^{2} b^{2} c^{2}=4 x^{5}-4 x^{4}\left(a^{2}+b^{2}+c^{2}\right)+x^{2}\left(a^{2}+b^{2}+c^{2}\right)^{2} ;$ that is,

$$
\nabla x^{2}=4 a^{2} b^{2} c^{2},
$$

if, for shortness,
We thence find

$$
\nabla=-a^{4}-b^{4}-c^{4}+2 b^{2} c^{2}+2 c^{2} a^{2}+2 a^{2} b^{2}
$$

$$
\begin{gathered}
\nabla\left(x^{2}-a^{2}\right)=a^{2}\left(-a^{2}+b^{2}+c^{2}\right)^{2}, \\
\nabla\left(x^{2}-b^{2}\right)=b^{2}\left(a^{2}-b^{2}+c^{2}\right)^{2}, \quad \nabla\left(x^{2}-c^{2}\right)=c^{2}\left(a^{2}+b^{2}-c^{2}\right)^{2},
\end{gathered}
$$

and therefore also

$$
\nabla^{2} a^{2} x^{2}\left(x^{2}-a^{2}\right)=4 a^{8} b^{2} c^{2}\left(-a^{2}+b^{2}+c^{2}\right)^{2}, \text { \&c. }
$$

Or, assuming the sign of the square roots,

$$
\begin{gathered}
\nabla a x\left(x^{2}-a^{2}\right)^{\frac{1}{2}}=2 a b c\left(-a^{4}+a^{2} b^{2}+a^{3} c^{2}\right), \quad \nabla b x\left(x^{2}-b^{2}\right)^{\frac{1}{2}}=2 a b c\left(+a^{2} b^{2}-b^{4}+b^{2} c^{2}\right), \\
\nabla c x\left(x^{2}-c^{2}\right)^{\frac{1}{2}}=2 a b c\left(a^{2} c^{2}+b^{3} c^{2}-c^{4}\right),
\end{gathered}
$$

whence, adding, the whole divides by $\nabla$ and we have

$$
a x\left(x^{2}-a^{2}\right)^{\frac{1}{2}}+b x\left(x^{2}-b^{2}\right)^{\frac{1}{2}}+c x\left(x^{2}-c^{2}\right)^{\frac{1}{2}}=2 a b c,
$$

the seeond equation. Observe that the second equation rationalised gives an equation of the form $\left(x^{2}, 1\right)^{4}=0$; the foregoing value $x^{2}=4 a^{2} b^{2} c^{2} / \Delta$ is thus one of the four values of $x^{2}$.
[Vol. xlvii., 1887, p. 141.]
5271. (Proposed by Professor Cayley.)-If $\omega$ be an imaginary eube root of nnity, show that, if

$$
y=\frac{\left(\omega-\omega^{2}\right) x+\omega^{2} x^{3}}{1-\omega^{2}\left(\omega-\omega^{2}\right) x^{2}},
$$

then

$$
\frac{d y}{\left(1-y^{2}\right)^{\frac{1}{2}}\left(1+\omega y^{2}\right)^{\frac{1}{2}}}=\frac{\left(\omega-\omega^{2}\right) d x}{\left(1-x^{2}\right)^{\frac{1}{2}}\left(1+\omega x^{2}\right)^{\frac{1}{2}}}
$$

and explain the general theory.
[Vol. L., 1889, p. 189.]
3105. (Proposed by Professor Cayley.)-The following singular problem of literal partitions arises out of the geometrical theory given in Professor Cremona's Memoir, "Sulle trasformazioni geometriche delle figure piane," Mem. di Bologna, tom. v. (1865). It is best explained by an example:-A number is made up in any manner with the parts $2,5,8,11$, \&e., viz. the parts are always the positive integers $\equiv 2(\bmod .3)$; for instance, $27=1.11+8.2$. Forming, then, the product of 27 factors $a^{11}(b c d e f g h i)^{2}$, this may be partitioned on the same type $1.11+8.2$ as follows,

$$
a^{3} b c d e f g h i, a b, a c, a d, a e, a f, a g, a h, a i .
$$

(Observe that the partitionment is to be symmetrical as regards the letters which have a common index.) But, to take another example,

$$
37=0.11+3.8+1.5+4.2=1.11+0.8+4.5+3.2 .
$$

The first of these gives the product $(a b c)^{8} d^{5}(e f g h)^{2}$, which cannot be partitioncd (symmetrically as above) on its own type, though it may be on the second type; and the second gives the product $a^{12}(b c d e)^{3}(f g h)^{2}$, which cannot be partitioned (symmetrically as above) on its own type, though it may be on the first type; viz. the partitions of the two products respectively are:

First product on second type,
$(a b c)^{2} d e f g h, a b c d e, a b c d f, a b c d g, a b c d h, a b, a c, b c ;$
Second product on first type,
$a^{2} b c d e f g, a^{2} b c d e f h, a^{2} b c d e g h, a b c d e, a b, a c, a d, a e ;$
so that in the first example the type is sibi-reciprocal, but in the second example there are two conjugate types. Other examples are:

| Parts | 48 | 54 | 55 | 56 |  |  |  |  | No. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 14 | 3 | 1 | 0 | 3 | 6 | 0 | 2 |  |
| 5 | 0 | 2 | 3 | 0 | 6 | 0 | 5 | 0 |  |
| 8 | 0 | 3 | 2 | 7 | 0 | 1 | 2 | 5 |  |
| 11 | 0 | 0 | 2 | 0 | 0 | 3 | 0 | 1 |  |
| 14 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |  |
| 17 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |  |
| 20 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |

viz. the first four columns give each of them a sibi-reciprocal type, but the last two double columns give conjugate types. It is required to investigate the general solution.
[Vol. L., p. 191.]
3304. (Proposed by Professor Cayley.)-The coordinates $x, y, z$ being proportional to the perpendicular distances from the sides of an equilateral triangle, it is required to trace the eurve

$$
(y-z) \sqrt{ } x+(z-x) \sqrt{ } y+(x-y) \sqrt{ } z=0 .
$$

[Prof. Cayley remarks that the curve in question is a particular case of that which presents itself in the following theorem, communicated to him (with a demonstration) several years ago by Mr J. Griffiths:-

The locus of a point $(x, y, z)$ such that its pedal circle (that is, the circle which passes through the feet of the perpendiculars drawn from the point in question
upon the sides of the triangle of reference) touches the nine-point circle, is the sextic curve

$$
\begin{aligned}
& \left\{x \cos A(y \cos B-z \cos C)\left(\frac{y}{\cos B}-\frac{z}{\cos C}\right)\right\}^{\frac{1}{2}} \\
+ & \left\{y \cos B(z \cos C-x \cos A)\left(\frac{z}{\cos C}-\frac{x}{\cos A}\right)\right\}^{\frac{1}{2}} \\
+ & \left\{z \cos C(x \cos A-y \cos B)\left(\frac{x}{\cos A}-\frac{y}{\cos B}\right)\right\}^{\frac{1}{2}}=0
\end{aligned}
$$

It would be an interesting problem to trace this more general curve.]
[Vol. L., p. 192.]
3481. (Proposed by Professor Cayley.)-Find, in the Hamiltonian form

$$
\frac{d \eta}{d t}=\frac{d H}{d \varpi}, \quad \frac{d \varpi}{d t}=-\frac{d H}{d \eta}, \& \mathrm{c} .
$$

the equations for the motion of a particle acted on by a central force.
[Vol. Lw., 1891, p. 27.]
10716. (Proposed by Professor Cayley.)-In a hexahedron $A B C D A^{\prime} B^{\prime} C^{\prime} D^{\prime}$ the plane faces of which are $A B C D, A^{\prime} B^{\prime} C^{\prime} D^{\prime}, A^{\prime} A D D^{\prime}, D^{\prime} D C C^{\prime}, C^{\prime} C B B^{\prime}, B^{\prime} B A A^{\prime}$, the edges $A A^{\prime}, B B^{\prime}, C C^{\prime}, D D^{\prime}$ intersect in four points, say $A A^{\prime}, D D^{\prime}$ in $\alpha ; B B^{\prime}, C C^{\prime}$ in $\beta$; $C C^{\prime}, D D^{\prime}$ in $\gamma ; A A^{\prime}, B B^{\prime}$ in $\delta$ : that is, starting with the duad of lines $\alpha \beta, \gamma \delta$, the four edges $A A^{\prime}, B B^{\prime}, C C^{\prime}, D D^{\prime}$ are the lines $a \delta, \beta \delta, \beta \gamma, \alpha \gamma$ which join the extremities of these duads. Similarly, the four edges $A B, C D, A^{\prime} B^{\prime}, C^{\prime} D^{\prime}$ are the lines joining the extremitics of a duad; and the four edges $A D, B C, A^{\prime} D^{\prime}, B^{\prime} C^{\prime}$ are the lines joining the extremities of a duad. The question arises, "Given two duads, is it possible to place them in space so that the two tetrads of joining lines may be eight of the twelve edges of a hexahedron?" The duad $\alpha \beta, \gamma \delta$ is considered to be given when there is given the tetrahedron $\alpha \beta \gamma \delta$, which determines the relative position of the two finite lines $\alpha \beta$ and $\gamma \delta$.

> [Vol. Lxi., 1894, pp. 122, 123.]
3162. (Proposed by Professor Cayley.)-By a proper determination of the coordinates, the skew cubic through any six given points may be taken to be

$$
x: y: z=y: z: w
$$

or, what is the same thing, the coordinates of the six given points may be taken to be

$$
\left(1, t_{1}, t_{1}^{2}, t_{1}^{3}\right), \ldots,\left(1, t_{6}, t_{6}^{2}, t_{6}^{3}\right)
$$

Assuming this, it is required to show that if
and if

$$
\begin{aligned}
& p_{1}=\Sigma t_{1}, p_{2}=\Sigma t_{1} t_{2}, \ldots, p_{6}=t_{1} t_{2} t_{2} t_{4} t_{5} t_{6}, \\
& \nabla=6 x y z w-4 x z^{3}-4 y^{3} w+3 y^{2} z^{2}-x^{2} w^{2}
\end{aligned}
$$

then the equation of the Jacobian surface of the six points is

$$
\begin{array}{rr} 
& 3\left(x p_{3}\right. \\
+ & \left(r z p_{1}-2 w\right) \delta_{x} \nabla \\
+ & \left.2 z p_{2}-w p_{1}\right) \delta_{y} \nabla \\
+ & \left(x p_{5}-2 y p_{4}\right.
\end{array}
$$

[Vol. Lxi., p. 123.]
3185. (Proposed by Professor Cayley.)-An unclosed polygon of ( $m+1$ ) vertices is constructed as follows: viz. the abscisse of the several vertices are $0,1,2, \ldots, m$, and corresponding to the abscissa $k$, the ordinate is equal to the chance of $m+k$ heads in $2 m$ tosses of a coin; and $m$ then continually increases up to any very large value; what information in regard to the successive polygons, and to the areas of any portions thereof, is afforded by the general results of the Theory of Probabilities?
[Vol. Lxi., p. 124.]
3229. (Proposed by Professor Cayley.)-It is required to find the value of the elliptic integral $F(c, \theta)$ when $c$ is very nearly $=1$ and $\theta$ very nearly $=\frac{1}{2} \pi$; that is, the value of

$$
\int_{0}^{\frac{3}{2 \pi-a}} \frac{d \theta}{\left\{1-\left(1-b^{2}\right) \sin ^{2} \theta\right\}^{\frac{1}{2}}},
$$

where $a, b$ are each of them indefinitely small.
N.B.-Observe that, for $\alpha=0, b$ small, the value is equal $\log 4 / b$, and for $b=0$, $\alpha$ small, the value is $-\log \cot \frac{1}{2} \alpha$.

In the following Contents, the Problems are referred to, each by its number and the proposer's name; and the subject is briefly indicated. An asterisk shews that no solution was given. A line -_ shews that there is no number.
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[^0]:    * The expressions in the text may be understood as extending to the case where $U$ is a function of any number ( $\alpha$ ) of constants $c_{1}, c_{2}, \ldots, c_{\alpha}$, connected by an ( $\alpha-1$ )fold relation, $U$ thus virtually depending on a single arbitrary parameter.

[^1]:    * The two branches must be distinct branches; a branch whether odd or even does not of necessity intersect itself (have upon it any real node), but it may intersect itself in an odd, or an even, number of real points.

[^2]:    * Viz. we use indifferently, in regard to the differential equations and to the partial differential equation, the term integral, which is appropriate to the differential equations; the appropriate term in regard to the partial differential equation would be solution.

[^3]:    * The namerators might equally well have been $\lambda+\lambda_{1}-\left(\mu \nu_{1}-\mu_{1} \nu\right)$, etc., but there is no essential difference: we pass from one set of formule to the other by reversing the signs of all the symbols: and hence, by properly fixing the sense of the rotations, the signs may be made to be + as in the text. Assuming this to be so, if we then reverse the order of the component rotations, we have for the new compound rotation the like formulm with the signs - instead of + ; but this in passing. The formula, virtually due to Rodrigues, are given in my paper "On the motion of rotation of a solid body," Camb. Math. Journal, t. III. (1843), [6].
    c. x .

[^4]:    [* See paper, number 665.]

[^5]:    * In explanation of the notation of substitutions, observe that (abcde) means that $a$ is to be changed into $b, b$ into $c, c$ into $d, d$ into $e, e$ into $a$; and similarly ( $a b$ ) (cde) means that $a$ is to be changed into $b$, $b$ into $a, \mathrm{c}$ into $d, d$ into $e, e$ into $c$.

[^6]:    *The two cases of the closed curve including no point $V$, and including all the points $V$, are really identical, as the discontinuity at infinity may be disregarded. It is to be observed that, this being so, it follows that the number of the points $V$ must be even.

[^7]:    * The name figure of eight refers to the ease where the two eurves which come to unite at ( $W^{\prime \prime}$ ) are proper ovals (non-autotomic elosed curves). They might have one or both of them a node or nodes, as explained in No. 3; and the term would then be inappropriate. And so, lower down, the name twiceindented oval is used to express the form into which a proper figure of eight is changed by the disappearance of the node.

[^8]:    Each term inside this diagram is a deg-order indicatiug the congregate determined by an irreducible syzygy: viz. the congregate is the
    prodnct of the outside covariants in the hine and column containing the deg-order, and of the literal factor (if any) placed immediately above the
    

[^9]:    * To give the last degree of perfection to the beautiful method of Professor Cayley it would seem desirable that a proof should be given of the principle illustrated by the example in the text, and the nature of the mischief resulting from its negleot clearly pointed out.-Ens. of the A. J. M.

[^10]:    "See the two memoirs "Ueber Determinanten und ihre Anwendung in der Geometrie" and "Ueber die Doppeltangenten der Curven vierter Ordnung," Crelle, t. xur. (1855).

[^11]:    *This is more than is necessary ; it would be enough if the ultimate values of $m$ were $-\mu, \mu^{\prime}, \mu$ and $\mu^{\prime}$ being in a ratio of equality; and the like as regards $n$. But it is convenient that the numbers should be absolutely equal.
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