DECEMBER 1972

# THE DIRECTIONAL ANALYSIS OF OCEAN WAVES: AN INTRODUCTORY DISCUSSION (SECOND EDITION) 

CARL M. BENNETT

## Approved for Public Release;

Distribution Unlimited

## ABSTRACT

An introductory discussion of the mathematics behind the directional analysis of ocean waves is presented. There is sufficient detail for a reader interested in applying the methods; further, the report can serve as an entry into the theory. The presentation is basically tutorial but does require a reasonably advanced mathematical background. Results of a program for the measurement of directional ocean wave bottom pressure spectra are included as an appendix. This second edition makes corrections to the first and adds some details of an iterative directional analysis method.
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## 1. INTRODUCTION

The report presents an introductory discussion of the mathematics pertaining to the directional analysis of ocean waves. The presentation is tutorial in form but does require a reasonably complete mathematical background; a background equivalent to that required in reading Kinsman's textbook Wind Waves (1965).

The level of the presentation is moderate at the beginning. The level picks up rapidly toward the middle but there should be sufficient detail and redundancy in the mathematics to allow the reader to follow the development without having to rediscover too many omitted steps. It is in this sense that the report is tutorial. In some places the mathematical development is intuitive rather than rigorous. This is deliberate in order to provide insight and understanding. In most such cases, references to rigorous reports are given.

The development is reasonably detailed so that the interested reader may apply the methods presented and use the report as an entry point into the rigorous theory of the directional analysis of ocean waves. In this respect, if the report serves as a bridge across the gap between a handbook and a rigorous and sparse theory on the subject then the objective of the report will have been fulfilled.

The report first presents an intuitive development of a sea surface model that assumes the sea surface to be a two-dimensional random process definable in terms of a directional power spectrum. A discussion of the space and time covariance function and its relationship to the directional power spectrum follows. Both one- and two-sided power spectra are discussed; however, the main development is in terms of the two-sided spectrum. Next, the relationship between the power and cross power spectrum for two fixed locations and the sea surface directional spectrum is developed. Explicit relationships for the special cases of an isotropic sea and a single wave of a given direction and frequency are then obtained. The related topic of the directional resolving power of an array of wave transducers is then presented.

Using the preliminary developments as a basis, several methods for the directional analysis of ocean waves based on the information obtainable from an array of wave transducers are presented. The methods
are basically a direction finder technique, a least square single-wave train fit, and a Fourier-Bessel expansion fit. In conclusion, a generalized Fourier expansion method is suggested. Extensive results of the application of the least square single-wave train fit are presented in Appendix A. Appendix B is a FORTRAN II listing of a program for this analysis.

## 2. WAVE MODELS

In its simplest form an ocean wave can be thought of as a single frequency, sinusoidal, infinitely long crested wave of length $\lambda$, moving in time over the ocean surface from a given direction $\theta$. Such a wave is illustrated in Figure 1.


FIGURE 1. SIMPLE OCEAN WAVE

Assume that the wave is frozen in time over the surface (the $x, y$ spacial plane). The coordinates (u,v) are a $\theta$ degree rotation of the ( $x, y$ ) coordinates. The positive $u$ axis lies along the direction from which the wave is traveling. The wave surface $n(u, v)$, shown frozen in time in Figure 1 can be described mathematically by

$$
\begin{equation*}
\eta(u, v)=\cos (2 \pi K u+2 \pi \phi) \tag{2.1}
\end{equation*}
$$

where $K=1 / \lambda$ is the wave number of spacial frequency in cycles per unit length along the $u$ axis, and $2 \pi \phi$ is a spacial phase shift.

To make the wave move in time across the spacial plane with a time frequency $f=1 / p$, where $p$ is the wave period, it is necessary to add a time part to the argument of the cosine function in the model above. The time part is a phase shift dependent only upon time. As time passes, the time part changes causing the cosine wave to move across the ( $u, v$ ) plane, in this case the ocean surface. Adding the time part we get (where $2 \pi \psi$ is a fixed time phase shift)

$$
\eta(u, v, t)=\cos (2 \pi K u+2 \pi \phi+2 \pi f t+2 \pi \psi) .
$$

If we combine the effect of the $\phi$ and $\psi$ phase shifts as $\alpha=\phi+\psi$, we get

$$
\begin{equation*}
n(u, v, t)=\cos (2 \pi(K u+f t+\alpha)) \tag{2.2}
\end{equation*}
$$

as a simple model of a sinusoidal wave moving in time over the ocean surface.

Since the coordinates ( $u, v$ ) are a rotation of the coordinates ( $x, y$ ) through an angle of $\theta$ degrees, we know

$$
\begin{aligned}
& \mathrm{u}=\mathrm{x} \cos \theta+\mathrm{y} \sin \theta \\
& \mathrm{v}=-\mathrm{x} \sin \theta+\mathrm{y} \cos \theta
\end{aligned}
$$

Using the above relations, and letting $\ell=k \cos \theta$ and $m=k \sin \theta$ be the spacial frequencies along the x and y axes, respectively, we have

$$
\begin{equation*}
n(x, y, t)=A \cos (2 \pi(l x+m y+f t+\alpha)) \tag{2.3}
\end{equation*}
$$

as a model for a wave of height 2 A moving from a direction

```
0=\operatorname{arctan (m/l)}
```

with a phase shift of $2 \pi \alpha$. A wave crest of such a wave system is infinite in length. A crest occurs at a set of points ( $x, y, t$ ) which satisfy the relation

$$
\ell x+m y+f t=a \text { constant }=(n-\alpha)
$$

where $n=0,-1,+1,-2,+2, \ldots$. Each value of the index $n$ relates to a particular crest. The intersections of the crests with the $x$ and $y$ axes move along the respective axes with time velocities $V_{X}=-f / \ell$ and $V_{y}=-f / m$. This follows from the differential expressions

$$
\begin{align*}
& D_{t}(x)=D_{t}\left[\frac{n-\alpha}{l}-\frac{m t}{l}-\frac{f t}{l}\right]=-\frac{f}{l}  \tag{2.4}\\
& D_{t}(\varphi)=D_{t}\left[\frac{n-\alpha}{m}-\frac{l x}{m}-\frac{f t}{m}\right]=-\frac{f}{m} \tag{2.5}
\end{align*}
$$

obtained from the wave crest relationship given above.
From Euler's equation we know that $\cos \gamma=(\operatorname{Exp}(i \gamma)+\operatorname{Exp}(-i \gamma)) / 2$. If we consider $\gamma$ as $2 \pi(l x+m y+f t+\alpha)$ we can write

$$
\begin{align*}
& n(x, y, t)=1 / 2 A \operatorname{Exp}(i 2 \pi(\ell x+m y+f t+\alpha)+ \\
& 1 / 2 A \operatorname{Exp}(i 2 \pi(-\ell x-m y-f t-\alpha)) \tag{2.6}
\end{align*}
$$

where $-\infty<\ell<+\infty,-\infty<m<+\infty$ and $-\infty<f<+\infty$.
In the above we have introduced the notion of negative time frequencies. This makes it possible to express an elementary wave in the mathematically convenient form

$$
\begin{equation*}
\eta(x, y, t)=a \operatorname{Exp}(i 2 \pi(\ell x+m y+f t+\alpha)) \tag{2.7}
\end{equation*}
$$

where $a=1 / 2 \mathrm{~A}$. In the real world a complex wave of this type implies the existence of another wave $\eta^{*}(x, y, t)$ which is the complex conjugate of $n(x, y, t)$ above. This complex conjugate is given by

$$
\begin{align*}
n^{*}(x, y, t) & =a \operatorname{Exp}(-i 2 \pi(\ell x+m y+f t+\alpha)) \\
& =a \operatorname{Exp}(i 2 \pi[(-\ell) x+(-m) y+(-f) t+(-\alpha)]) \tag{2.8}
\end{align*}
$$

The fact that negative frequencies are considered is explicit in the above relation.

A property of the above model, which will be used later in connection with the directional analysis of waves from measurements obtained from an array of detectors, is expressed by the equation for the phase difference of two measurements made at two different points in space and time. Assume we know the value of $\eta(x, y, t)$ at the three-dimensional coordinates $\left(x_{0}, y_{0}, t_{0}\right)$ and $\left(X_{0}+X, y_{0}+Y, t_{0}+T\right)$, where $X, Y$, and $T$ are constants. The phases at the two points are given by

$$
\begin{align*}
& \phi\left(x_{0}, y_{0}, t_{0}\right)=\ell x_{0}+m y_{0}+f t_{0}+\alpha  \tag{2.9}\\
& \phi\left(x_{0}+x, y_{0}+Y, t_{0}+T\right)=\ell\left(x_{0}+x\right)+m\left(y_{0}+Y\right)+f\left(t_{0}+T\right)+\alpha \tag{2.10}
\end{align*}
$$

This gives a phase difference of

$$
\begin{equation*}
\Delta \phi=(\ell X+m Y+f T) \tag{2.11}
\end{equation*}
$$

To obtain a more complicated wave system consisting of many waves of various frequencies and directions, we can linearly superimpose (add up) many waves of the form given above. If we do this, we can write

$$
\begin{equation*}
\eta(x, y, t)=\sum_{n=1}^{N} a_{n} E_{x p}\left(i 2 \pi\left(l_{n} x+m_{n} y+f_{n} t+\alpha_{n}\right)\right) . \tag{2.12}
\end{equation*}
$$

For this wave system to be real, the terms must occur in complex conjugate pairs as indicated above.

For completeness, consider a model for an infinite but countable number of distinct (discrete) waves and write

$$
\begin{equation*}
\eta(x, y, t)=\sum_{n=1}^{\infty} a_{n} \operatorname{Exp}\left(i 2 \pi\left(l_{n} x+m_{n} y+f_{n} t+\alpha_{n}\right)\right) . \tag{2.13}
\end{equation*}
$$

Again the terms must occur in complex conjugate pairs for the wave system to be real. This will be assumed to be the case in future discussions.

A model for a wave system in the case where energy exists for continuous intervals of frequency and direction should be considered. In particular, consider the general case of continuous direction from 0 to $2 \pi$ radians and continuous frequency in the interval ( $-\mathrm{f}_{\mathrm{n}}$, $+\mathrm{f}_{\mathrm{n}}$ ), or even the interval $(-\infty, \infty)$. In theory the above model does not hold for the continuous case. The power spectrum for the infinite but countable case would be a set of Dirac delta functions of amplitude $a_{n}^{2}$ standing on the points $\left(\ell_{n}, m_{n}, f_{n}\right)$ of a three-dimensional frequency space. The continuous case produces a power spectrum, $S_{0}(\ell, m, f)$, which is everywhere nonnegative and in general continuous over the region of three-dimensional frequency space where power is assumed to exist. A reasonable model for $\eta(x, y, t)$ in the continuous case must be determined. Consider a single wave element

$$
\begin{equation*}
a_{n} \operatorname{Exp}\left(i 2 \pi\left(\ell_{n} x+m_{n} y+f_{n} t+\alpha_{n}\right)\right) \tag{2.14}
\end{equation*}
$$

The energy or mean square in this element is $a_{n}^{2}$. Assume the element is a part of a continuum of elements for $-\infty<\mathbf{f}<+\infty$ and $0 \leq \theta$ $<2 \pi$. In this case $a_{n}^{2}$ must be an infinitesimal energy associated with the frequency differential, df, and space frequency differentials, dl, and dm , which are related to the direction $\theta$ of the wave element as before. Let the power spectrum, $S(\ell, m, f)$, be defined with units of amplitude squared and divided by unit spacial frequency, $l$, unit spacial frequency, $m$, and unit time frequency, $f$. The power spectrum is then a spectral density value at ( $\ell, m, f$ ). In this case we must have the infinitesimal energy, $a_{n}^{2}$, defined by

$$
\begin{equation*}
a_{n}^{2}=S\left(l, m_{n}, f_{n}\right) d l d m d f \tag{2.15}
\end{equation*}
$$

The real valued, nonnegative function $S(l, m, f)$ is a power (energy density) spectrum of the standard type in three-dimensional frequency space ( $\ell, m, f$ ). Intuitively, we can write an infinitesimal wave element as

$$
\begin{equation*}
\left[\operatorname{Exp}\left(i 2 \pi\left(l_{n} x+m_{n} y+f_{n} t+\alpha_{n}\right)\right)\right] \sqrt{S\left(d_{n} \cdot m_{n} f_{n}\right) d d d m d f} \tag{2.16}
\end{equation*}
$$

where the positive square root is assumed. To arrive at a model of $\eta(x, y, r)$ for the continuous case, we need only form a triple "sum" of the infinitesimals or, to be precise, the triple integral $\eta(x, y, t)=$
$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum_{\infty}^{\infty} \operatorname{Exp}(\operatorname{ie\pi }(l x+m y+f t+\alpha(l, m, f))) \sqrt{s(l, m, f) d l d m d f}$
For different sets of values of the phase relation $\alpha(l, m, f)$, the wave system, $\eta(x, y, t)$, has a different shape, even when $S(\ell, m, f)$ is fixed. In fact there is a wide range of possible shapes of $\eta(x, y, t)$ for a given $S(l, m, f)$. The above development is more intuitive than mathematically rigorous. It has been shown by Pierson (1955 - pp. 126129) that if $2 \pi \alpha(\ell, m, f)$ is a random function such that for fixed ( $l, m, f$ ) phase values of the form $2 \pi \alpha$ MOD $2 \pi$ between 0 and $2 \pi$, are equally probable and all phase values are independent, then Equation (2.17) represents an ensemble (collection of all probable) $n(x, y, t$ ) for a given $S(\ell, m, f)$. The random process represented by the ensemble is then a stationary Gaussian process indexed by the three dimensions ( $x, y, t$ ). Detail discussions of the above can be found in St. Dennis and Pierson (1953 - pp. 289-386) and Kinsman (1965 - pp. 368-386). The fact that a particular sea-way can be considered as a realization of a stationary three-dimensional Gaussian process has been verified. Refer to Pierson and Marks (1952).

The model in Equation (2.17) as a stationary random process will be assumed in following discussion.

## 3. A DIRECTIONAL WAVE SPECTRUM

The power spectrum $S(\ell, m, f)$ is the directional wave spectrum of $\eta(x, y, t)$. If $\eta(x, y, t)$ is to be real, every infinitesimal of the form given in the continuous case above presumes the existence of its complex conjugate. Let us consider the one-sided power spectral density, $S^{\prime}\left(l_{0}, m_{0}, f_{0}\right)$, of a single real wave where $0 \leq f_{0}<\infty$. For such a real wave element of length $\lambda_{0}$, from a direction $\bar{\theta}_{0}, 0 \leq \theta_{0}<2 \pi$, the value $S^{\prime}\left(l_{0}, \mathrm{~m}_{0}, \mathrm{f}_{0}\right),=\mathrm{S}\left(\ell_{0}, \mathrm{~m}_{0}, \mathrm{f}_{0}\right)+\mathrm{S}\left(-\ell_{0},-\mathrm{m}_{0},-\mathrm{f}_{0}\right)$, where $\ell_{0}=\mathrm{K}_{\mathrm{O}} \cos \theta_{0}$, $m_{0}=K_{0} \sin \theta_{0}$, and $K_{0}=19 \lambda_{0}$. If the above real wave came from a direction $(2 \pi-\theta)$, the power density would be $S^{\prime}\left(\ell_{0},-m_{0}, f_{0}\right)=S\left(\ell_{0},-m_{0}, f_{0}\right)$ $+S\left(-\ell_{0}, m_{0},-f_{0}\right)$.

Figure 2 illustrates a real wave of length $\lambda_{0}$, from a direction $\theta_{0}$, in two-dimensional spacial frequency (wave number) space.


FIGURE 2. REAL WAVE IN WAVE NUMBER SPACE

If the wave number relation

$$
\begin{equation*}
K=2 \pi f^{2} / g \operatorname{Tanh}(2 \pi K h) \tag{3.1}
\end{equation*}
$$

holds, refer to Kinsman (1965 - p. 157) and Munk et al (1963 - p. 527), where $h=$ water depth, $g=$ acceleration of gravity, and $K=$ wave number $=1 / \lambda, \lambda$ being the wave length; then a relationship between $f$ and ( $\ell, m$ ) is implied that requires a wave frequency $f_{0}$ to have a unique wave number $k$. From this we have the general one-sided spectral form for waves where $\mathrm{f}=\mathrm{f}_{\mathrm{o}}$ of

$$
S^{\prime}\left(\ell, m, f_{0}\right)=\left\{\begin{array}{l}
\text { zero where } \ell^{2}+m^{2} \neq K_{0}^{2} \\
\text { a power density } \geq 0 \text { for } \ell^{2}+M^{2}=K_{0}^{2}
\end{array}\right.
$$

$S^{\prime}\left(\ell, m, f_{0}\right)$ thus defines power density at $f=f_{0}$ for wave energy over $0 \leq \theta<2 \pi$. Figure 3 illustrates this case in wave number space.


FIGURE 3. DIRECTIONAL WAVE SPECTRUM AT A FIXED FREQUENCY, $f_{o}$

We want to estimate the shape of $S^{\prime}\left(\ell, m, f_{0}\right)$ above the circle $\ell^{2}+m^{2}=$ $\mathrm{K}_{\mathrm{\rho}}{ }^{2}$ in a directional wave train analysis. Remember, the $S^{\prime}\left(\ell, m, f_{0}\right)$ above is restricted to $f_{0} \geq 0$ and is, in fact, equal to
where

$$
\left[s\left(l, m, f_{0}\right)+s\left(-l_{1}-m_{1}-f_{0}\right)\right]
$$

$$
\begin{equation*}
s\left(l, m, f_{0}\right)=s\left(-l_{1}-m,-f_{0}\right) \tag{3.2}
\end{equation*}
$$

if $\eta(x, y, t)$ is to be real.
Let us see how $S^{\prime}(\ell, m, f)$ might be found: we have said that $\eta(x, y, t)$ can be assumed to be a stationary Gaussian process. One characteristic of such a process is that for fixed values ( $x_{0}, y_{0}, t_{0}$ ) of the process indices, $h\left(x_{0}, Y_{0}, t_{0}\right)$ is random variable with a Gaussian distribution; i.e.,

$$
\operatorname{Prob}\left(\eta\left(x_{0}, y_{0}, t_{0}\right)<\eta_{0}\right)=\int_{-\infty}^{\eta_{0}} \frac{1}{\sigma} \frac{1}{\sqrt{2 \pi}} e^{\frac{1}{2}\left(\frac{\eta-\mu}{\sigma}\right)^{2}} d \eta
$$

where $\mu$ is the arithmetic mean of $\eta$ and $\sigma^{2}$ is the variance. Intuitively $n$ is as likely to be positive as negative, so let us assume that Prob $\left(n\left(x_{0}, y_{0}, t_{0}\right)<0\right)=1 / 2$. Since $n$ is Gaussian distributed, and is thus symmetric about its mean, we have $\operatorname{Prob}\left(\eta\left(x_{0}, Y_{0}, t_{0}\right)<\mu\right)=1 / 2$ or that $\mu=0$. For $\sigma^{2}$, we have (using expected value notation)

$$
\sigma^{2}=E\left[(\eta-\mu)^{2}\right]=E\left[\eta^{2}\left(x_{0}, y_{0}, t_{0}\right)\right]
$$

where we ate thinking of $n$ as a random variable.
A Gaussian process is completely defined statistically if we know che form of the mean

$$
E(\eta(x, y, t)) \text { and the covariances }
$$



$$
E(\eta(x+X, y+Y, t+T))]\}
$$

where $X, Y$, and $T$ are space and time separations, respectively. Refer to Parzen (1962 - pages 88-89). We have assumed $E(\eta(x, y, t))=\mu=0$ and that the process is stationary (only weakly stationary is necessary). Hence, by definition of weak stationarity, we have for each ( $x, y, t$ ), and yet independent of the particular $x, y, t$ values, the covariance form

$$
\begin{equation*}
R(X, Y, T) \equiv E[\eta(x, y, t) \eta(x+X, y+Y, t+T)] \tag{3.3}
\end{equation*}
$$

All of the properties of the stationary Gaussian process $n(x, y, t)$ are implicit in $R(X, Y, T)$, just as a knowledge of $\mu$ and $\sigma^{2}$ for a single Gaussian random variable completely defines such a random variable. Here it is important to understand that we are discussing expected values across all possible realizations at a point ( $x, y, t$ ) ; i.e., across the ensemble of all possible sea wave shapes at ( $x, y, t$ ) for a given $S(\ell, m, f)$.

There is a simple and unique relationship between $R(x, y, t)$ and $S(\ell, m, f)$. Consider a single real wave element (from Equation (2.16) and (3.2)) as a random process and write $\eta(x, y, t)=[\operatorname{EXP}(i 2 \pi(\ell x+m y+f t+\alpha))$

$$
+\operatorname{Exp}(-i 2 \pi(l x+m y+f t+\alpha))] \sqrt{s(l, m, f) d l d m d f} .
$$

Form the covariance function

$$
\begin{aligned}
& R(X Y T)=E[\eta(x, y, f) \cdot \eta(x+X, y+Y, z+T)] \\
& =E[\operatorname{Exp}(i 2 \pi(l(2 x+X)+m(2 y+Y)+f(2 t+T)+2 \alpha) \\
& +\operatorname{Exp}(-i 2 \pi(l(2 x+X)+m(2 y+Y)+f(e t+T)+2 \alpha) \\
& +\operatorname{Exp}(i 2 \pi(l X+m Y+f T)) \\
& +\operatorname{Exp}(-i 2 \pi(l X+m Y+f T))] S(l, m, f) d l d m d f
\end{aligned}
$$

where $E$ is the expected value over the ensemble for any fixed $x, y, t$. Note that

$$
\sqrt{s(l, m, f) d \mid d m d f}
$$

is a constant with respect to the expected value.
Consider the following problem. Let $u$ be a random variable with uniform probability density function

$$
f(u)= \begin{cases}k & 0 \leqslant u<2 \pi \text { radians } \\ 0 & \text { elsewhere }\end{cases}
$$

Define a random variable $Z=e^{i u}$. The expected value of $Z$ is defined as

$$
\begin{aligned}
E(z) & =\int_{-\infty}^{\infty} e^{i u} f(u) d u \\
& =k \int_{0}^{2 \pi} e^{i u} d u=0
\end{aligned}
$$

Considering the random variable nature of the phase $2 \pi \alpha$ as described following Equation (2.17) at the end of Section 2, and applying the above notion to the cross product terms of $R(X, Y, T)$ we obtain

$$
\begin{aligned}
R(X Y T)= & {[\operatorname{Exp}(i 2 \pi(1 X+m Y+f T))+} \\
& \operatorname{Exp}(-i 2 \pi(1 X+m Y+f T))] S\left(\lambda_{1}, f\right) d l d m d f .
\end{aligned}
$$

For a real wave element we have, where $S(\ell, m, f)=S(-\ell,-m,-f)$, see Equation (3.2), $R(X, Y, T)=\operatorname{Exp}\left(i 2 \pi\left(l X+m X+f^{\prime} T\right) S(l, m, f) d I d m d f\right.$

$$
+\operatorname{Exp}(-i 2 \pi(d X+m Y * f T)) S(-l--m,-f) d l d m d f
$$

which is simply the sum of the covariance functions of two complex wave elements which are conjugate pairs. It also follows that $R(X, Y, T)$ is real valued.

Reverting to the complex wave element form, and noting that the expected ensemble value of cross products between different wave alements is zero in a manner similar to the case of cross products shown above, we obtain the composite general relationship

$$
\begin{equation*}
R(X, Y, T)=\iiint_{-\infty}^{\infty} \operatorname{Exp}(i 2 \pi(l x+m Y+f T) S(l, m, f) d t d m d f \tag{3.4}
\end{equation*}
$$

We have demonstrated, but not rigorously proven, that the covariane function $R(X, Y, T)$ is the three-dimensional Fourier transform of the directional power spectrum $S(\ell, m, f)$.

We cannot hope to be able to estimate $R(X, Y, T)$ for continuous values of $\mathrm{X}, \mathrm{Y}$, and T . However, there is a way around this problem, we can write the above as

$$
R(X, Y, T)=
$$

$$
\begin{equation*}
\int_{-\infty}^{\infty} \operatorname{Exp}(i 2 \pi f T)\left[\iint_{-\infty}^{\infty} \operatorname{Exp}(i 2 \pi(l X+m Y) S(\Omega, m, f) d l d m] d f\right. \tag{3.5}
\end{equation*}
$$

which is in the form of a single dimension (variable f) Fourier transform of the term in brackets [ ]'s. Note this term is not a function of T. It depends only on the value of (X,Y). Further, by Fourier transform pairs we can write this expression as

$$
\begin{equation*}
[]_{s}^{\prime}=\int_{-\infty}^{\infty} R(X, Y, T) \operatorname{Exp}(-i 2 \pi f T) d T \tag{3.6}
\end{equation*}
$$

In general, assuming that the term in [ ]'s is complex, we can write

$$
\begin{align*}
{[C(X, Y, f)} & -i Q(X, Y, f)]= \\
& \int_{-\infty}^{\infty} R(X, Y, T) \operatorname{Exp}(-i 2 \pi f T) d T . \tag{3.7}
\end{align*}
$$

To find $[C(X, Y, f)$ - $i Q(X, Y, f)]$ we need only know $R(X, Y, T)$ for continuous $T$ for the given value of $X, Y)$. Further, we have just stated that

$$
\begin{align*}
& {[C(X, Y, f)-i Q(X, Y, f)]=[]_{s}^{\prime}=} \\
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(l, m, f) \operatorname{Exp}(i 2 \pi(l X+m Y)) d l d m \tag{3.8}
\end{align*}
$$

This is in the form of a Fourier transform; thus, we can write from transform pairs

$$
\begin{equation*}
S(l, m f)=\iint[C(X, Y, f)-i Q(X Y f)] \operatorname{Exp}(-i 2 \pi(Q X+m Y)) d X d Y \tag{3.9}
\end{equation*}
$$

As has been stated, we cannot hope to have a continuous set of values of ( $X, Y$ ). The solution is to find $R(X, Y, T)$ for continuous $T$ and selected values of ( $X, Y$ ), and then employ the above to estimate $S(\ell, m, f)$. This is described in the next section.

## 4. CROSS SPECTRAL MATRIX OF AN ARRAY

Let us look at $\eta(x, y, t)$ at two fixed points in space, say ( $x_{0}, y_{0}$ ) and ( $x_{1}, y_{1}$ ). This would give two stationary Gaussian processes indexed on time alone because ( $x_{0}, y_{0}$ ) and ( $x_{1}, y_{1}$ ) are fixed. Thus, we may write

$$
\eta_{0}(t)=\eta\left(x_{0}, y_{0}, t\right) \text { and } \eta_{0}(t)=\eta\left(x_{1}, y_{1,}, t\right)
$$

If $X=\left(x_{1}-x_{0}\right)$ and $Y=\left(y_{1}-y_{0}\right)$ Then we can say, since $\eta(x, y, t)$ is assumed weakly stationary (see Equation (3.3)), that

$$
R(X, Y, T)=E\left[\eta_{0}(t) \cdot \eta_{1}(t+T)\right]
$$

where the expected value is over the ensemble for some specific value of $t$, where $-\infty<t<\infty$. Let us extend this idea by a change of notation and let $\mathbb{N}(X, Y, t)$ be a two-dimensional (vector) process, double-indexed on time; i.e., let $N$ be a vector function

$$
\begin{align*}
& N(X, Y, t)=\left(\eta \cdot(t), \eta_{1}(t)\right)=N(t) \\
& \quad \text { for }-\infty<t<\infty \tag{4.1}
\end{align*}
$$

We can then write a generalized covariance function (assumed to be finite) as the matrix equation

$$
\begin{align*}
R(T) & =E\left[N^{T}(t) N(t+T)\right] \\
= & {\left[\begin{array}{ll}
E\left(\eta_{0}(t) \eta_{0}(t+T)\right) & E\left(\eta_{0}(t) \eta_{1}(t+T)\right) \\
E\left(\eta_{1}(t) \eta_{0}(t+T)\right) & E\left(\eta_{1}(t) \eta_{1}(t+T)\right)
\end{array}\right] } \\
= & {\left[\begin{array}{ll}
R(0,0, T) & R(X, Y, T) \\
R\left(-X_{0}-Y, T\right) & R(0,0, T)
\end{array}\right] } \tag{4.2}
\end{align*}
$$

Now $R(-T)$ is

$$
R(-T)=\left[\begin{array}{ll}
R(0,0,-T) & R(X, Y,-T) \\
R(-X-Y,-T) & R(0,0,-T)
\end{array}\right]
$$

and $R(-T)$ transpose is

$$
R^{T}(-T)\left[\begin{array}{ll}
R(0,0,-T) & R(-X,-Y,-T)  \tag{4.3}\\
R(X, Y,-T) & R(0,0,-T)
\end{array}\right]
$$

We have by Equation (3.3) and stationarity that

$$
\begin{align*}
& R(-X,-Y,-T)=E\left(\eta\left(x_{1}, y_{1}, t+T\right) \eta\left(x_{0}, y_{0}, t\right)\right) \\
& \quad=E\left(\eta\left(x_{0}, y_{0}, t\right) \eta\left(x_{1}, y_{1}, t+T\right)\right)=R(X, Y, T) \tag{4.4}
\end{align*}
$$

It then follows that

$$
\begin{equation*}
R(T)=R^{T}(-T) \tag{4.5}
\end{equation*}
$$

From Equation (3.7),
let $\quad P^{*}(X, Y, f)=\left[C\left(X_{1}, Y, f\right)-\AA Q(X, Y, f)\right]$
and we get

$$
P^{*}(X, Y, f)=\int_{-\infty}^{\infty} R(X, Y, T) E_{x p}(-i 2 \pi f T) d T
$$

Now $R(-X,-Y, T)=R(X, Y,-T)$ by Equation (4.5). Thus, we have from Equation (3.4)

$$
R(X, Y,-T)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E x p(i 2 \pi(\ell X+m Y+f(-T)) S(l, m, f) d l d m d f
$$

or, by the same procedure, that Equation (3.6) was obtained from Equation (3.4), we have

$$
\begin{equation*}
P^{*}(X, Y, f)=\int_{-\infty}^{\infty} R(X, Y,-T) \operatorname{Exp}(i 2 \pi f T) d T \tag{4.6}
\end{equation*}
$$

Now, since $R(X, Y,-T)$ is real and Fourier transform pairs are unique, we must have from Equation (4.6) that

$$
\int_{-\infty}^{\infty} R(X, Y,-T) \operatorname{Exp}(-i 2 \pi f T) d T=P(X, Y, f)
$$

a paralle1 form of Equation (3.6). Therefore, the Fourier transform of $R(-X,-Y, T)=R(X, Y,-T)$ is the complex conjugate of the transform of $R(X, Y, T)$; i.e., (see Equation (3.7))

$$
P^{*}(-X,-Y, f)=\left[P^{*}(X, Y, f)\right]^{*}=P(X, Y, f)
$$

In general, we have that the Fourier transform of $R(T)=R^{T}(-T)$ is

$$
\left[\begin{array}{ll}
P(0,0, f) & P^{*}(X, Y, f)  \tag{4.7}\\
P(X, Y, f) & P(0,0, f)
\end{array}\right]
$$

Note: $P *(0,0, f)=P(0,0, f)$ is real.

By definition $1 t$ follows that

$$
\begin{aligned}
& C(X, Y, f)=\operatorname{Re}[P(X, Y, f)] \\
& Q(X, Y, f)=\operatorname{Im}[P(X, Y, f)]
\end{aligned}
$$

where $-\infty<\mathrm{f}<\infty$.
The function $C(X, Y, f)$ is called the cospectrum and $Q(X, Y, f)$ is called the quadrature spectrum. Both are spectral density functions.

Explicitly, we can think of $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$ as being the location of elements of a probe-array with space separation ( $\mathrm{X}, \mathrm{Y}$ ).

The first step to find (or estimate) $S(\ell, m, f)$ (see Equation (3.9)) is to find $P(X, Y, f)$ related to a pair of array elements. This is a problem of estimating the cospectrum and quadrature spectrum of a twodimensional (vector) stationary Gaussian process. Goodman (Mar 1967 Chapter 3) has an excellent treatment of this subject, which we will discuss. Kinsman (1965 - Chapters 7-9) also discusses the subject. The essence of the problem is that if $P(X, Y, f)$ is continuous and negligible for $|f|>f_{n}$, then $R(X, Y, T)$ can be obtained by a time average over a particular realization $N(X, Y, t)$ instead of having to average (find the expected value) over the ensemble. This says that we can find $R(X, Y, T)$ by obtaining two time series (realizations) $r_{0}(t)$ and $r_{1}(t)$ measured over time at only two points; e.g., ( $\mathrm{x}_{\mathrm{O}}, \mathrm{y}_{\mathrm{O}}$ ) and ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) where $\left(x_{1}-x_{0}\right)=X$ and $\left(y_{1}-y_{0}\right)=Y$. The relationship between $\left(r_{0}(t), r_{1}(t)\right)$ and $R(X, Y, T)-\infty<T<\infty$ is

$$
\begin{equation*}
R(X, Y, T)=\operatorname{Limit}_{t_{0} \rightarrow \infty} \frac{1}{t_{0}} \int_{-t_{0} / 2}^{t_{0} / 2} r_{0}(t) \cdot r_{1}(t+T) d t \tag{4.8}
\end{equation*}
$$

where $r_{0}(t)$ is a realization measured over time at ( $x_{0}, y_{0}$ ) and $r_{1}(t)$ is measured at ( $\mathrm{X}_{1}, \mathrm{y}_{1}$ ). We can simplify the notation by an expression for a time average given by

$$
R(X, Y, T)=R_{01}(T)=\overline{r_{0}(t) r_{1}(t+T)}
$$

It follows from Equation (3.7) that $C(X, Y, f)=C_{01}(f)=$

$$
\int_{-\infty}^{\infty} R_{01}(T) \cos (2 \pi f T) d t
$$

and

$$
\begin{equation*}
Q(X, Y, f)=Q_{01}(f)=\int_{-\infty}^{\infty} R_{01}(T) \operatorname{Sin}(2 \pi f T) d T \tag{4.9}
\end{equation*}
$$

We also have (see Equations (4.2) and (4.7)) $C_{00}(f)=C_{11}(f)=P_{00}(f)=$ $\mathrm{P}_{11}(\mathrm{f})$,

$$
\begin{align*}
& Q_{00}(f)=Q_{11}(f)=0 ; \\
& P_{01}(f)=C_{01}(f)-i Q_{01}(f) . \tag{4.10}
\end{align*}
$$

The phase of $P_{01}(f)$ is given by
$Q_{01}(f)=\operatorname{Arctan} \frac{Q_{01}(f)}{C_{01}(f)}$.
This is the expected phase lead of the signal at $\left(x_{0}, y_{0}\right)$ over the signal at $\left(\mathrm{X}_{1}, \mathrm{y}_{1}\right)$ for f where $-\infty<\mathrm{f}<\infty$.

For an array of $N$ detectors located at $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$ $\ldots\left(x_{N}, y_{N}\right)$ we can find $N^{2}$ spectra $\left[P_{i j}\right] i=1, N, j=1$, N. This gives a unique spectrum $P_{i i}\left(P_{11}=\ldots=P_{N N}\right)$ and since $P_{i j}=P_{j i}^{*}$ (see
we have

$$
\begin{equation*}
\frac{N(N-1)}{2} \tag{4.12}
\end{equation*}
$$

unique cross spectra or a total of $[N(N-1)+2] / 2$ unique spectra. Thus, for real $\eta(x, y, t)$ we have $P_{i j}(f)=P_{i j}(f)$ and $P_{i j}(f)=P_{i j}(-f)$ allowing us to define the information about $P(X, Y, f)$ obtainable from an array by a cross spectral matrix

$$
\left(\begin{array}{cccc}
P_{11}(f) & C_{12}(f) & \cdots & C_{1 N}(f)  \tag{4.13}\\
Q_{12}(f) & P_{22}(f) & \cdots & \cdots \\
\vdots & & C_{2 N}(f) \\
Q_{1 N}(f) & \cdots & \cdots & \vdots \\
P_{N N}(f)
\end{array}\right) \text { WHERE } 0 \leqslant f<\infty
$$

This information can be used together with Equation (3.9) to obtain an approximation to $S(\ell, m, f)$. Numerical details for finding the spectral matrix are given in Bennett, et al (June 1964).

It should be pointed out that negative frequencies are still considered in the relationships being discussed. We do not know $P *(X, Y, f)$ for continuous values of ( $X, Y$ ). We do know from the spectral matrix the values of

$$
P^{*}\left(X_{i j}, Y_{i j}, f\right) \text { for } i=1, \cdots, N ; j=i, \cdots ; N
$$

where $X_{i j}=\left(x_{j}-x_{i}\right)$

$$
Y_{i j}=\left(y_{j}-y_{i}\right)
$$

We also have from Equation (4.7) that

$$
\begin{equation*}
P^{*}\left(-X_{i j},-Y_{i j}, f\right)=P\left(X_{i j}, Y_{i j}, f\right) \tag{4.14}
\end{equation*}
$$

From Equation (3.9) we get

$$
\begin{aligned}
& S(l, m, f)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left\{P^{*}(X, Y, f) \cos [2 \pi(l X+m Y)]\right. \\
&\left.-i P^{*}(X, Y, f) \sin [2 \pi(l X+m Y)]\right\} d X d Y
\end{aligned}
$$

or, since $S(\ell, m, f)$ is real

$$
\begin{align*}
S(l, m, f) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\{C(X Y f) \cos [2 \pi(l X+m Y)] \\
& -Q(X, Y, f) \sin [2 \pi(l X+m Y)]\} d X d Y \tag{4.15}
\end{align*}
$$

Let us consider treating the points of ( $X, Y$ ) where we know $C(X, Y, f)$ and $Q(X, Y, f)$ as weighted Dirac delta functions; e.g., at $\left(X_{12}, Y_{12}\right)$ we get

$$
C(X, Y, f)=b_{12} C\left(X_{12}, Y_{12}, f\right) d\left(X-X_{12}\right) d\left(Y-Y_{12}\right) .
$$

Reverting to the $C_{i j}, Q_{i j}$ notation of Equation (4.13), we have, where $X_{j i}=-X_{i j}$ and $Y_{j i}=-Y_{i j}, C_{j i}=C_{i j}$ and $Q_{j i}=-Q_{i j}$. The numerical form of Equation (4.15) then becomes

$$
\begin{align*}
s(l, m, f) & =b_{i i} c_{i i}(f)+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} b_{i j}\left\{C_{i j}(f) \cos \left[2 \pi\left(l X_{i j}+m Y_{i j}\right)\right]\right. \\
& \left.-Q_{i j}(f) \sin \left[2 \pi\left(l X_{i j}+m Y_{i j}\right)\right]\right\} . \tag{4.16}
\end{align*}
$$

Choice of $b_{i j}$ values is arbitrary. A reasonable choice is $b_{i j}=$ $[N(N-1)+1]^{-1}$ for all ( $i, j$ ) (refer to following section). We now have a basis for an approximation of $S(\ell, m, f)$. Before exploiting this result, we need a few side results.
5. SPECIAL CROSS SPECTRAL MATRICES

Assume that we have a real sea wave of frequency $f_{0_{0}}>0$ moving from direction $\theta_{0}$ where $\ell_{0}=K_{0} \cos \theta_{0}$ and $m_{0}=K_{0} \sin \theta_{0}$, $K_{0}$ being the wave number from Equation (3.1). We can write the wave as

$$
\begin{equation*}
n(x, y, t)=A \cos \left(2 \pi\left(l_{0} x+m_{0} y+f_{0} t+\alpha\right)\right) \tag{5.1}
\end{equation*}
$$

Since the root-mean-square (rms) value of a cosine wave is $A / \sqrt{2}$, we have for the two-sided ( $-\infty<\mathrm{f}<\infty$ ) directional power spectrum of the wave in Equation (5.1)

$$
\begin{align*}
S(l, m, f) & =\frac{A^{2}}{4}\left[\delta\left(l-l_{0}\right) \delta\left(m-m_{0}\right) d\left(f-f_{0}\right)+\right. \\
& \left.+\delta\left(l+l_{0}\right) \delta\left(m+m_{0}\right) \delta\left(f+f_{0}\right)\right] \tag{5.2}
\end{align*}
$$

or in polar form where $K=\sqrt{\ell^{2}+m^{2}} ; \theta=\arctan \left(\frac{m}{\ell}\right)$

$$
\begin{aligned}
S(K, \theta, f) & =\frac{A^{2}}{4}\left[\delta\left(\theta-\theta_{0}\right) \delta\left(f-f_{0}\right) t\right. \\
& \left.+\delta\left(\theta-\left(\theta_{0}-\pi\right)\right) \delta\left(f+f_{0}\right)\right] \delta\left(K-K_{0}\right)
\end{aligned}
$$

From Equations (3.8) and (5.2) we have for a single wave of frequency $f_{0}>0$ from a direction $\theta_{0}$ that the two-sided

$$
\begin{align*}
& P_{i j}^{* *}(f)=\frac{A^{2}}{4}\left[\operatorname{ExP}\left(i 2 \pi\left(l_{0} x_{i j}+m_{0} Y_{i j}\right)\right) \delta\left(f-f_{0}\right)+\right. \\
&\left.+\operatorname{Exp}\left(i 2 \pi\left(-l_{0} x_{i j}-m Y_{i j}\right)\right) \delta\left(f+f_{0}\right)\right] \\
& \text { or where } P_{i j}^{*}(f)=C_{i j}(f)-i(i j) \quad \text { that } \\
& C_{i i}\left(f_{0}\right)=C_{i j}\left(-f_{0}\right)=\frac{A^{2}}{4}, \\
& C_{i j}\left(f_{0}\right)=C_{i j}\left(-f_{0}\right)=\frac{A^{2}}{4} \cos \left(2 \pi\left(l_{0} X_{i j}+m_{0} Y_{i j j}\right)\right), \\
& Q_{i j}\left(f_{0}\right)=-Q_{i j}\left(-f_{0}\right)=-\frac{A^{2}}{4} \sin \left(2 \pi\left(l_{0} X_{i j}+m Y_{i j}\right)\right) \tag{5.3}
\end{align*}
$$

describe the elements for the spectral matrix of a single wave. Recall that, in general, $C_{i j}(f)=C_{j i}(f)$ and $Q_{i j}(f)=-Q_{i j}(-f)$. Substituting into Equation (4.16), we get where $\mathrm{b}_{\mathrm{ij}} \stackrel{=}{=}[\mathrm{N}(\mathrm{N}-1)+1]^{-1}=1 / \mathrm{M}$ and $f_{0}>0$ is assumed $S\left(l, m, f_{0}\right) \doteq \frac{A^{2}}{4 M}\{1+$

$$
\begin{aligned}
& 2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left[\operatorname { c o s } \left(2 \pi\left(l_{0} X_{i j}+m Y_{i j}\right) \cos \left(2 \pi\left(l X_{i j}+m Y_{i j}\right)\right)+\right.\right. \\
& \left.\quad+\sin \left(2 \pi\left(l_{0} X_{i j}+m Y_{i j}\right)\right) \sin \left(2 \pi\left(\ell X_{i j}+m Y_{i j}\right)\right)\right] \quad \text { or }
\end{aligned}
$$

$s(l, m, f, f)=$

$$
\begin{equation*}
\frac{A^{2}}{4 M}\left\{1+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{M} \cos \left(2 \pi\left[X_{i j}\left(l-l_{0}\right)+Y_{i j}\left(m-m_{0}\right)\right]\right)\right\} \tag{5.5}
\end{equation*}
$$

The choice of $b_{i j}=1 / M=[N(N-1)+1]^{-1}$ and observing that $\sum_{i=1}^{N-1} \sum_{=1+1}^{N} 1=\frac{N(N-1)}{2}$,
gives the convenient result (Note: For $-f_{0}<0$ we would use $\left(-\ell_{0},-m_{0}\right)$ in place of ( $\ell_{0}, m_{0}$ )

$$
\begin{aligned}
& S\left(l_{0}, m_{0}, f_{0}\right)=S\left(-l_{0},-m_{0},-f_{0}\right) \\
& \doteq \frac{A^{2}}{4 m}\{1+N(N-1)\}=\frac{A^{2}}{4}
\end{aligned}
$$

which agrees with the values of Equation (5.2) at the points ( $l_{0}, m_{0}, f_{0}$ ) and $\left(-\ell_{0},-m_{0},-f_{0}\right)$. Note that there is not general agreement elsewhere. In fact, Equation (4.16) may (and does) give negative values for the approximation of $S(l, m, f)$. This is a problem of probe array design and is directly related to the directional resolving power of a probe array. This problem is discussed later in another section.

Consider the case of a single frequency, $f_{0}>0$, real sea with equal wave energy from all directions; ie., isotropic waves. In this case, assuming the wave equation (Equation (3.1)) holds, we have

$$
S(l, m, f)=\left[\tilde{A} \delta\left(\left(l^{2}+m^{2}\right)-\left(l_{0}^{2}+m_{0}^{2}\right)\right)\right]\left[\delta\left(f-f_{0}\right)+d\left(f+f_{0}\right)\right]
$$

OR WHERE $k^{2}=l^{2}+m^{2}, k=+\sqrt{k^{2}}$, AND $\theta=\operatorname{ARCTAN}$ ( $M / l$ )

$$
\begin{equation*}
S(k, \theta, f)=\widetilde{A} \delta\left(k^{2}-k_{0}^{2}\right)\left[d\left(f-f_{0}\right)+\delta\left(f+f_{0}\right)\right] \tag{5.6}
\end{equation*}
$$

as the two-sided directional power spectrum for such an isotropic wave.
Since $\ell=K \cos \theta$ and $m=K \sin \theta$, Equation (3.8) can be expressed in polar coordinate form as
$P_{i j}^{*}(f)=\int_{-\pi}^{\pi} \int_{0}^{\infty} S(K, \theta, f) \operatorname{Exp}\left(i 2 \pi K\left(X_{i j} \cos \theta+Y_{i j} \sin \theta\right)\right) K d K d \theta_{(5.7)}$

Letting

$$
D_{i j}=\left(X_{i j}^{2}+Y_{i j}^{2}\right)
$$

and

$$
\phi_{i j}=\operatorname{ARCTAN}\left(\frac{Y_{i j}}{x_{i j}}\right)
$$

we can write

$$
\begin{equation*}
P_{i j}^{*}(f)=\int_{-\pi}^{\pi} \int_{0}^{\infty} S(K, \theta, f) \operatorname{Exp}\left(i 2 \pi K D_{i j} \cos \left(\theta-\theta_{i j}\right)\right) k d k d \theta \tag{5.8}
\end{equation*}
$$

Using Equation (5.6) for $S(K, \theta, f)$ we get

$$
\begin{align*}
P_{i j}^{*}\left(f_{0}\right) & =\tilde{A} K_{0} \int_{-\pi}^{\pi} E \times P\left(i 2 \pi K_{0} D_{j j} \cos \left(\theta-\phi_{i j}\right)\right) d \theta \\
& =\tilde{A} K_{0} \int_{-\pi}^{\pi} \cos \left(2 \pi K_{0} D_{i j} \cos \left(\theta-\phi_{i j}\right)\right) d \theta+ \\
& +i \tilde{A} K_{0} \int_{-\pi}^{\pi} \sin \left(2 \pi K_{0} D_{i j} \cos \left(\theta-\phi_{i j}\right)\right) d \theta \tag{5.9}
\end{align*}
$$

Now, departing from the above development, consider the following integral where

$$
\begin{aligned}
z= & 2 \pi k_{0} D_{i j} ; \psi=\phi_{i j} \\
& \int_{-\pi}^{\pi} \cos (n \theta) \cos (z \cos (\theta-\psi)) d \theta
\end{aligned}
$$

Let $\phi=\theta-\psi$ and we get

$$
\int_{-\pi-\psi}^{\pi-\psi} \cos (n \phi+n \psi) \cos (z \cos \phi) d \phi
$$

Expanding $\cos (n \theta+n \psi)$ we get

$$
\begin{aligned}
& \cos n \psi \int_{-\pi-\psi}^{\pi-\psi} \cos n \phi \cos (z \cos \phi) d \phi \\
& -\sin n \psi \int_{-\pi-\psi}^{\pi-\psi} \sin n \phi \cos (z \cos \phi) d \phi
\end{aligned}
$$

We have $(\pi-\psi)-(-\pi-\psi)=2 \pi$ so that the integrands are over $2 \pi$ allowing us to write the above as

$$
\begin{aligned}
& \cos n \psi \int_{-\pi}^{\pi} \cos n \phi \cos (z \cos \phi) d \phi \\
& -\sin n \psi \int_{-\pi}^{\pi} \sin n \phi \cos (z \cos \phi) d \phi .
\end{aligned}
$$

From Ryzhik and Gradshteyn (1965 - page 402) we have (since sine is odd and cosine is even) the result

$$
\begin{align*}
& \int_{-\pi}^{\pi} \cos (n \theta) \cos (\pi \cos (\theta-\psi)) d \theta \\
& \quad=\cos n \psi\left[2 \pi \cos \left(\frac{n \pi}{2}\right) J_{n}(z)\right] . \tag{5.10}
\end{align*}
$$

In a similar way we get

$$
\begin{align*}
& \int_{-\pi}^{\pi} \cos (n \theta) \sin (z \cos (\theta-\psi)) d \theta \\
& =\cos n \psi\left[2 \pi \sin \left(\frac{n \pi}{2}\right) J_{n}(z)\right], \tag{5.11}
\end{align*}
$$

where $J_{n}(Z)$ is a Bessel function of the first kind of integer order $n$. Returning to Equation (5.9), the above results give, for $n=0$ where $f_{0}>0$, the result

$$
\begin{align*}
& P_{i j}\left( \pm f_{0}\right)=\widetilde{A} 2 \pi K_{0} J_{0}\left(2 \pi K_{0} D_{i j}\right) \\
& \text { Since the above is real } \\
& C_{i i}\left( \pm f_{0}\right)=2 \pi K_{0} \widetilde{A} \\
& C_{i j}\left( \pm f_{0}\right)=2 \pi K_{0} \widetilde{A} J_{0}\left(2 \pi K_{0} D_{i j}\right) \\
& Q_{i j}\left( \pm f_{0}\right)=0 \tag{5.12}
\end{align*}
$$

describe the elements for the spectral matrix of a single frequency isotropic sea.

The above two special cases for sea waves are the extremes of directionality of real sea waves of frequency $f_{0}>0$. These results will have important applications later.
6. A MEASURE OF ARRAY DIRECTIONAL RESOLVING POWER

From Equation (3.9) we have the Fourier transform

$$
\begin{equation*}
S(l, m, f)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P^{*}(X, Y, f) \operatorname{Exp}(-i ; 2 \pi(l X+m Y)) d x d Y \tag{6.1}
\end{equation*}
$$

In practice we use a probe array with elements at $\left(x_{1}, y_{1}\right) \ldots,\left(x_{k}, y_{k}\right)$ to obtain $\mathrm{P}^{*}(\mathrm{X}, \mathrm{Y}, \mathrm{f})$ at the separation points $(0.0),\left(\mathrm{X}_{12}, \mathrm{Y}_{12}\right)$, $\left(-X_{12},-Y_{12}\right) \ldots,\left(X_{k-1, k}, Y_{k-1, k}\right),\left(-X_{k-1, k},-Y_{k-1, k}\right)$.

We do not then know $P *(X, Y, f)$ but the product

$$
\begin{equation*}
[P *(X, Y, f) g(X, Y)] \tag{6.2}
\end{equation*}
$$

where $g(X, Y)$ is a set of Dirac delta functions standing on the separatron points of the probe array, and zero elsewhere.

Thus, we have the estimate

$$
\hat{S}(l, m, f)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[P^{*}(x, Y, f) g(X, Y)\right] \operatorname{ExP}(-i 2 \pi(l X+m Y)) d x d Y
$$

Let

$$
\begin{equation*}
G(l, m)=\iint_{-2} g(x, Y) \exp (-i e \pi(1 X+m Y)) d x d y \tag{6.3}
\end{equation*}
$$

Using this and Equation (3.8) we have for a given ( $\ell_{0}, m_{0}, f_{0}$ ) that

$$
\begin{aligned}
& \operatorname{EXP}\left(-i 2 \pi\left(l_{0} X+m_{0} Y\right)\right) d X d Y \\
& =\iiint\left[\iint(l, m, t) q(x, Y) \operatorname{exP}\left(-i 2 \pi\left(x\left(1(0-Q)+Y\left(m_{0}-m\right)\right)\right) d x d y\right] d d d m\right.
\end{aligned}
$$

$$
\begin{align*}
& =\iint(l, m, f) G\left(l_{0}-\ell, m_{0}-m\right) d d d m \tag{6.4}
\end{align*}
$$

As expected, $\hat{S}(l, m, f)$ is a two-dimensional convolution of the true directional spectrum $S(l, m, f)$ with $G(l, m)$ the Fourier transform of $g(X, Y)$. We see then that $\hat{S}(\ell, m, f)$ is a weighted average of $S(\ell, m, f)$
and that $G(\ell, \mathbb{R})$ is a measure of the directional resolving power of the assumed probe array. By the nature of $g(X, Y)$ we have from Equation (6.3)
$G(l, m)=1+2 \sum_{i=1}^{n-l} \sum_{n=1+1}^{N} \cos \left(2 \pi\left(l x_{i j}+m Y_{i j}\right)\right)$

If we assume that the wave equation (Equation (3.1)) holds, we find that $S\left(\ell, m, f_{0}\right)$ is zero when $l^{2}+m^{2} \neq k_{0}^{2}$, the wave number for $f_{0}$. From this we have for a given $\left(\ell_{0} m_{0}\right)$ that the directional resolving power, DRP, is
$\operatorname{DRP}\left(l, m, f_{0}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta\left(\left(l^{2}+m^{2}\right)-K_{0}^{2}\right) G\left(l_{0}-l, m_{0}-m\right) d l d m$
LET $\ell=K_{0} \cos \theta, m=K_{0} \sin \theta$, which implies $\ell^{2}+m^{2}=K_{0}$
and we get, for energy coming from a direction $\theta_{0}$ at frequency $f_{0}$ as a function of $0 \leq \theta \leq 2 \pi$, that

$$
\operatorname{DRP}\left(\theta \mid \theta_{0}, f_{0}\right)=G\left(K_{0}\left(\cos \theta_{0}-\cos \theta\right), K_{0}\left(\sin \theta_{0}-\sin \theta\right)\right)
$$

From Equation (6.5) we get

$$
\begin{align*}
& \operatorname{DRP}\left(\theta \mid \theta_{0}, f_{0}\right)=1+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \cos \left[2 \pi \left(X_{i j} K_{0}\left(\cos \theta_{0}-\cos \theta\right)+Y_{i j} K_{0}\right.\right. \\
& \left.\left.\quad\left(\sin \theta_{0}-\sin \theta\right)\right)\right] \\
& =1+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \cos \left[2 \pi\left(\left(l_{0}-K_{0} \cos \theta\right) X_{i j}+\left(m_{0}-K_{0} \sin \theta\right) Y_{i j}\right)\right] \\
& \text { NOTE THAT } \operatorname{DRP}\left(\theta_{0} \mid \theta_{0} f_{0}\right)=N(N-1)+1 \tag{6.6}
\end{align*}
$$

Compare Equation (6.6) and (5.5). Except for the amplitude term, $A^{2} / 4 \mathrm{M}$, in Equation (5.5) the equations give identical results. The choice of $\mathrm{b}_{\mathrm{ij}}=[\mathrm{N}(\mathrm{N}-1)+1]^{-1}=1 / \mathrm{M}$ is again found convenient.

## 7. DIRECTIONAL ANALYSIS FROM THE CROSS SPECTRAL MATRIX

First, we consider a fundamental approach. We have for a pair of detectors $I$ and $J$ located at $\left(x_{i}, y_{i}\right)$ and ( $x_{i}, y_{j}$ ) respectively, the cross spectral matrix, $P_{i j}(f)=C_{i j}(f)+i Q_{i j}(f)$ and more importantly $\phi 1 j(f)$ the phase lead of $I$ over $J$ given by,

$$
\begin{equation*}
Q_{i j}(f)=\operatorname{ARCTAN}\left[\frac{Q_{i j}(f)}{C_{i j}(f)}\right] \tag{7.1}
\end{equation*}
$$

The actual phase lead may differ from this value since the true phase lead $\theta$ is some one of the values

$$
\varphi_{i j}(f)+h 2 \pi
$$

where

$$
h=0, \pm 1, \pm 2, \cdots .
$$

Consider a single wave of frequency $f_{o}$ with corresponding wave length $\lambda_{0}$ and wave number $K_{0}=1 / \lambda_{0}$, and find the direction the wave must travel; i.e., fit a single wave to the spectral matrix results for the detectors I and J.

Let $D_{i j}$ be the distance between $I$ and $J$. The distance between $I$ and $J$ in wave lengths is $K_{o} D_{i j}$. In radians this is $2 \pi K_{0} D_{i j}$. From this relation we get

$$
-2 \pi K_{0} D_{i j} \leqslant \varphi \leqslant 2 \pi K_{0} D_{i j}
$$

or that only values of $h$ such that

$$
\begin{equation*}
-2 \pi k_{\cdot} D_{i j} \leqslant \Phi_{i j}(f)+h 2 \pi \leqslant 2 \pi k_{0} D_{i j} \tag{7.2}
\end{equation*}
$$

give physically acceptable candidates for the value of $\phi$. If $D_{i j}<\lambda_{0} / 2$ only one $h$ value is valid. If $\lambda_{0} / 2<D_{i j}<\lambda_{0}$ at most two values of $h$ are valid, etc.

The problem is how to find the true direction, $\theta_{0}$, of a single wave given the above possible value (s) of $\phi$. Consider a given value of $\phi$ in terms of wave length units and we obtain

$$
\begin{equation*}
L_{0}=\frac{\phi}{2 \pi} \lambda_{0}=\frac{Q}{2 \pi K_{0}} . \tag{7.3}
\end{equation*}
$$

Figure 4 illustrates a case for $\phi \geq 0$ (and thus $L_{0} \geq 0$ ). From the figure we have, where the true direction is $\theta_{0}$ and True phase is $\phi$, that

$$
\begin{equation*}
\theta_{0}=\psi_{i j}+\frac{\pi}{2}+\alpha \tag{7.4}
\end{equation*}
$$

WHERE $\quad \sin \alpha=\frac{\phi}{2 \pi K_{0} D_{i j}}$
or

$$
\alpha=\operatorname{ARCSIN}\left[\frac{\phi}{2 \pi K_{i} D_{i j}}\right]=\operatorname{ARCSIN}\left[\frac{L_{0}}{D_{i j}}\right]
$$



FIGURE 4. WAVE DIRECTION ANALYSIS

Recall that $\sin (\alpha)=\sin ( \pm \pi-\alpha)$. Thus for a given $\phi \geq 0$ we get, since $\alpha$ must be obtained from an arcsin relationship, two possible values of wave direction, the true value $\theta_{0}$ and its image

$$
\begin{align*}
\theta^{\prime} & =\left[\psi_{i j}+\frac{\pi}{2}\right]+[-\pi-\alpha] \\
& =\psi_{i j}-\frac{\pi}{2}-\alpha=\psi_{i j}-\left[\frac{\pi}{2}+\alpha\right] \tag{7.5}
\end{align*}
$$

This is illustrated in Figure 5. In actual practice we do not know the true direction, thus a given value of $\phi \geq 0$ gives the direction as

$$
\theta_{0}=\psi_{i j} \pm\left[\frac{\pi}{2}+\alpha\right]
$$

where $0 \leq \alpha \leq \pi / 2$ is obtained from the principle value of the arcsin. If $\phi<0$, then I actually lags $J$ by $|\phi|>0$ and $L_{o}^{\prime}=L_{o} / D_{i j}<0$, so that arcsin ( $L_{0}^{\prime}$ ) gives $-\pi / 2 \leq \alpha<0$.


FIGURE 5. DIRECTION ANALYSIS FROM A PAIR OF ARRAY ELEMENTS

The implied directions, for $\phi<0$, are directly opposite from those for $\phi \geq 0$ so that for a given value of $\phi \leq 0$ we get directions ( $\alpha<0$ )
and

$$
\theta_{0}=\psi_{i j}-\frac{\pi}{2}-\infty
$$

or $\theta_{0}=\Psi_{i j}+\frac{\pi}{2}+\alpha$
as before.

$$
\theta=\psi_{i j} \pm\left[\frac{\pi}{2}+\alpha\right]
$$

Thus, where the principle value of arcsin is assumed, we get a set of possible directions

$$
\theta_{c h}=\psi_{i j} \pm\left[\frac{\pi}{2}+\alpha_{h}\right]
$$

where

$$
\begin{equation*}
\alpha_{h}=\operatorname{ARCSIN}\left[\frac{Q_{i j}(f)+h 2 \pi}{2 \pi K_{0} D_{i j}}\right] \tag{7.6}
\end{equation*}
$$

$h$ being constrained by

$$
\left|\frac{Q_{i j}(f)+h 2 \pi}{2 \pi K_{0} D_{i j}}\right| \leqslant 1
$$

An example of this type analysis, for an array pair, is illustrated in Figure 6. Thus several estimates of $\theta_{0}$ are available (at least two).

The estimates of true direction, $\theta_{0}$, often vary from one array element pair to another, making the selection of a true $\theta_{0}$ value difficult. The selection is also hindered because half of the estimates of $\theta_{0}$ are of the image type; i.e., false estimates.

While the above directional method leaves something to be desired, it does illustrate the basic directional information produced by an array of detectors.

A better method, suggested in Murk et al (April 1963), of using the spectral matrix directional information to fit a single wave at each


FIGURE 6. DIRECTIONAL ESTIMATES FOR A PAIR OF ARRAY ELEMENTS
frequency is given below. It is based on Equation (4.16) in the form
$S(l, m, f) \doteq \frac{1}{M}\left[C_{0}(f)+2 \sum_{i=1}^{N} \sum_{j=i+1}^{N}\left[C_{i j}(f) \cos \left(2 \pi\left(l X_{i j}+m Y_{(7, j)}\right)\right)\right.\right.$

$$
\left.\left.-Q_{i j}(f) \sin \left(2 \pi\left(l X_{i j}+m Y_{i j}\right)\right)\right]\right]
$$

where $M=[N(N-1)+1], \quad C_{0}(f)=\frac{1}{N} \sum_{i=1}^{N} C_{i i}(f)$
and $N=$ number of array elements.

Recall that for a single real wave of frequency $\mathrm{f}_{\mathrm{O}}>0$ and known direction $\theta_{0}, C_{i j}\left(f_{0}\right), Q_{i j}\left(f_{0}\right)$ are known (see Equation (5.3)). These values give

$$
S\left(K_{0}, \theta_{0}, f_{0}\right)=S\left(K_{0},\left[\theta_{0}-\pi\right]_{0},-f_{0}\right)=\frac{A^{2}}{4} .
$$

When a single, well-directed swell is expected, it is reasonable to assume a single wave for a given frequency exists, and to select $\theta_{0}$ and $A_{0}=A^{2} / 4$ such that the least square error between the theoretical cross spectral matrix for a single wave (see Equations (5.1) and (5.3)) and an observed cross spectral matrix is a minimum. Accordingly, using the expressions of Equation (5.3) and an observed cross spectral matrix for a given frequency, $f_{0}$, we can form the squared error

$$
\begin{gather*}
H=\left(C_{0}-A_{0}\right)^{2} \\
+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left[C_{i j}-A_{0} \cos \left(2 \pi\left(l_{0} X_{i j}+m_{0} Y_{i j}\right)\right)\right]^{2} \\
+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left[Q_{i j}+A_{0} \sin \left(2 \pi\left(l_{0} X_{i j}+m_{0} Y_{i j}\right)\right)\right]^{2} \\
\text { NOTE: } A_{0}=\frac{A^{2}}{4}: C_{0}=\frac{1}{N} \sum_{i=1}^{N} C_{i i} \tag{7.8}
\end{gather*}
$$

Expanding and collecting terms we get

$$
\begin{align*}
H & =C_{0}^{2}+2 \sum_{i=1}^{N-1} \sum_{=i+1}^{N}\left(C_{i j}^{2}+Q_{i j}^{2}\right)+[N(N-1)+1] A_{0}^{2} \\
& -2 A_{0}\left[C_{0}+2 \sum_{i=1}^{N-1} \sum_{j=1+1}^{N} C_{i j} \cos \left(2 \pi\left(A_{0} X_{i j}+m_{0} Y_{i j}\right)\right)\right. \\
& \left.-2 \sum_{i=1}^{N-1} \sum_{j=1+1}^{N} Q_{i j} \sin \left(2 \pi\left(l_{0} X_{i j}+m_{0} Y_{i j}\right)\right)\right] \tag{7.9}
\end{align*}
$$

or using results in Equation (7.7)

$$
\begin{equation*}
H=C_{0}^{2}+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(C_{i j}^{2}+Q_{i j}^{2}\right)+[N(N-1)+1]\left[A_{0}^{2}-2 A_{0} S\left(l, m, f_{0}\right)\right] \tag{7.10}
\end{equation*}
$$

To find $A_{0}$ that minimizes $H$, consider
$\frac{\delta H}{\delta A_{0}}=2[N(N-1)+1]\left[A_{0}-S\left(l, m, f_{0}\right)\right]=0$

This requires that $A_{0}$ be of the form $A_{0}=S\left(\ell, m, f_{0}\right)$ and a resulting value of $H$ of the form

$$
\begin{equation*}
H=C_{0}^{2}+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(C_{i j}^{2}+Q_{i j}^{2}\right)-[N(N-1)+1]\left[S\left(l, m, f_{0}\right)\right]^{2} \tag{7.12}
\end{equation*}
$$

Since $C_{o}^{2}, C_{i j}^{2}$, and $Q_{i j}^{2}$ are all nonnegative, a minimum $H$ results when $S\left(\ell, m, f_{0}\right)$ is a maximum. A choice of $\ell_{0}$ and $m_{0}$ that maximizes $S\left(\ell, m, f_{0}\right)$ implies a $\theta_{0}=\arctan \mathrm{m}_{0} / \ell_{0}$ which is optimum. Remember that we are assuming $K_{0}^{2}=\ell_{0}^{2}+M_{0}^{2}$ holds, along with the wave equation. The results then for each $f_{0}$ is a two-sided energy spectrum estimate $A_{0}\left(f_{0}, \theta_{0}\right)$. Appendix B contains a listing of a FORTRAN II program for finding $A_{0}\left(f_{0}, \theta_{0}\right)$, the least square wave fit, from a set of spectral matrices obtained from the task SWOC data collection and analysis system described in Bennett et al (June 1964).

Examples of least square single-wave train fit analysis from Bennett (March 1968) are shown in Figure 7.

A more complete collection of the directional spectra calculated from data collected off Panama City, Florida, is given in Appendix A, and in Bennett (November 1967), and Bennett and Austin (September 1968), an unpublished Laboratory Technical Note TN160.

We would actually like a continuous estimate of $S^{\prime}(\ell, m, f)$. Consider then a third method. From Equation (3.8) we have for a pair of detectors, as illustrated in Figure 8, that

$$
P^{*}(X, Y, f)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(l, m, f) \operatorname{ExP}[i 2 \pi(\ell X+m Y)] d l d m
$$
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FIGURE $7_{C}$ DIRECTIOMAL sPECTRUM $A_{0}(f, \theta)$


Figure $\mathcal{T}_{B}$ directional spectrum $\dot{A}_{0}(f, \theta)$


Figure To $_{\text {directional spectruil } A_{0}(f, \theta)}$

FIGURE 7. LEAST SQUARE SINGLE WAVE FIT DIRECTIONAL SPECTRA A $\left(f, \theta_{0}\right)$


FIGURE 8. DETECTOR GEOMETRY

Let $\ell=K \cos \theta$ and $m=K \sin \theta$
and

$$
D=\sqrt{X^{2}+Y^{2}}, \psi=\operatorname{Arctan} \frac{Y}{X}
$$

or

$$
X=D \cos \psi \text { and } Y=D \sin \psi
$$

Using the above changes of variable, we get
$P^{*}(X, Y, Y)=\int_{-\pi}^{\pi} \int_{0}^{\infty} S(K \theta f) \operatorname{ExP}[\operatorname{iz\pi }(K D \cos \theta \cos \psi+k \cos \sin \theta \sin \psi)]$ kdkde
$P^{*}(x, Y, f)=\int_{-\pi}^{\pi} \int_{0}^{\infty} S(K, \theta, f) \operatorname{ExP}[i 2 \pi K D \cos (\theta-\psi]] K d K d \theta$

We have from Equation (3.2) that

$$
S\left(K, \theta, f_{0}\right)=S\left(K, \theta-\pi,-f_{0}\right)
$$

If we think in terms of $f_{0}>0$

$$
\begin{equation*}
S^{\prime}\left(k, \theta_{,}, f_{0}\right)=2 S\left(k, \theta, f_{0}\right) \tag{7.14}
\end{equation*}
$$

We are assuming that the wave number relation of Equation (3.1) holds. Thus Figure 3 is applicable, and we can write the one-sided spectral density as

$$
\begin{aligned}
S^{\prime}\left(K, \theta_{,} f_{0}\right) & =2 a\left(\theta, f_{0}\right) \delta\left(K-K_{0}\right) \\
\text { WHERE } \quad \delta\left(K-K_{0}\right) & = \begin{cases}1 & k=K_{0} \\
0 & K \neq K_{0}\end{cases}
\end{aligned}
$$

This allows us to write, $-\infty<f_{0}<+\infty$,

$$
\begin{align*}
& P^{*}\left(X, Y, f_{0}\right)=\int_{-\pi}^{\pi} \int_{0}^{\infty} a\left(\theta, f_{0}\right) \delta\left(K-K_{0}\right) E \times P[i 2 \pi K D \cos (\theta-\psi]] K d K d \theta \\
& P^{*}\left(X, Y, f_{0}\right)=\int_{-\pi}^{\pi} a\left(\theta, f_{0}\right) \operatorname{ExP}\left[i 2 \pi K_{0} D \cos (\theta-\psi]\right] K_{0} d \theta \tag{7.15}
\end{align*}
$$

We have reduced the problem to finding $\left[a\left(\theta, f_{0} \cdot K_{o}\right]\right.$.
From Equation (7.15) we see that

$$
P^{*}(0,0, f)=P(f)=\int_{-\pi}^{\pi} a\left(\theta, f_{0}\right) K_{0} d \theta
$$

where $P\left(f_{0}\right)$ is the power spectral density of frequency $f_{o}$. For better comparison of cases where $P\left(f_{1}\right)=P\left(f_{0}\right),\left|f_{1}\right| \neq\left|f_{0}\right|$, it is convenient to express $a\left(\theta, f_{0}\right)$ in a normalized form

$$
A\left(\theta, f_{0}\right)=a\left(\theta, f_{0}\right) K_{0}
$$

where we get

$$
\begin{equation*}
P(f)=\int_{-\pi}^{\pi} A(\theta, f) d \theta \tag{7,16}
\end{equation*}
$$

Thus if the energy distribution as a function of direction is the same for $P\left(f_{1}\right)=P\left(f_{0}\right)$ then we also get

$$
A\left(\theta, f_{I}\right)=A\left(\theta, f_{0}\right) .
$$

Consider now (assuming $A(\theta, f)$ can be so expressed) a Fourier series expansion of $A(\theta, f)$ for fixed $f$. Clearly it is periodic in $\theta$ with period $2 \pi$. Thus for any given $f=f_{o}$ we can write $A(\theta, f)$ as

$$
\begin{equation*}
A(\theta)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left[a_{n} \cos n \theta+b_{n} \sin n \theta\right] \tag{7.17}
\end{equation*}
$$

Substituting this expansion into Equation (7.15) we get

$$
\begin{aligned}
& P^{*}(X, Y, f)=\frac{a_{0}}{2} \int_{-\pi}^{\pi} E x P i 2 \pi K D \cos (\theta-\psi) d \theta+\sum_{n=1}^{\infty}\left[a_{n} \int_{-\pi}^{\pi} \cos n \theta\right. \\
& \left.\operatorname{ExP} i 2 \pi K D \cos (\theta-\psi) d \theta+b_{n} \int_{-\pi}^{\pi} \sin n \theta \operatorname{ExP} ; 2 \pi K D \cos (\theta-\psi) d \theta\right]
\end{aligned}
$$

$$
\text { OR } P^{*}(X, Y, f)=\left[\frac{a_{0}}{2} \int_{-\pi}^{\pi} \cos (2 \pi k D \cos (\theta-\psi)) d \theta+\sum_{n=1}^{\infty}\left(a_{n} \int_{-\pi}^{\pi} \cos n \theta \cos (2 \pi k D\right.\right.
$$

$$
\left.\left.\cos (\theta-\psi)) d \theta+b_{n} \int_{-\pi}^{\pi} \sin n \theta \cos (2 \pi k D \cos (\theta-\psi)) d \theta\right)\right]
$$

$$
+j\left[\frac{a_{0}}{2} \int_{-\pi}^{\pi} \sin (2 \pi k D \cos (\theta-\psi)) d \theta+\right.
$$

$+\sum_{n=1}^{\infty}\left(a_{n} \int_{-\pi}^{\pi} \cos n \theta \sin (2 \pi k D \cos (\theta-\psi)) d \theta+\right.$

$$
\begin{equation*}
\left.\left.b_{n} \int_{-\pi}^{\pi} \sin n \theta \sin (2 \pi k D \cos (\theta-\psi)) d \theta\right)\right] \tag{7.18}
\end{equation*}
$$

Thus we can express $\mathrm{P} *(\mathrm{X}, \mathrm{Y}, \mathrm{f})$ as complex infinite series with unknown coefficients $a_{0}, a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, \ldots$ and constants defined by the integrals ( let $Z=2 \pi \mathrm{KD} ; \mathrm{n}=0,1,2, \ldots$ ) of the form

$$
\begin{align*}
& \int_{-\pi}^{\pi} \cos n \theta \cos (z \cos (\theta-\psi)) d \theta  \tag{7,19}\\
& \int_{-\pi}^{\pi} \sin n \theta \cos (z \cos (\theta-\psi)) d \theta  \tag{7.20}\\
& \int_{-\pi}^{\pi} \cos n \theta \sin (z \cos (\theta-\psi)) d \theta  \tag{7.21}\\
& \int_{-\pi}^{\pi} \sin n \theta \sin (z \cos (\theta-\psi)) d \theta
\end{align*}
$$

Consider Equation (7.19) where $\phi=(\theta-\psi)$ and $d \phi=d \theta, \psi$ being a constant. We then have on changing variables

$$
\begin{align*}
& \int_{-\pi-\psi}^{\pi-\psi} \cos (n \phi+n \psi) \cos (z \cos \phi) d \phi \\
& =\cos n \psi \int_{-\pi-\psi}^{\pi-\psi} \cos n \phi \cos (z \cos \phi) d \phi  \tag{7.23}\\
& \quad-\sin n \psi \int_{-\pi-\psi}^{\pi-\psi} \sin n \phi \cos (z \cos \phi) d \phi
\end{align*}
$$

Since the integrands in Equation (7.23) are both of period $2 \pi$ and the interval $[-\pi-\psi, \pi-\psi]$ is of length $2 \pi$ we can write the equivalent of Equation (7.23) as

$$
\begin{align*}
& \cos n \psi \int_{-\pi}^{\pi} \cos n \phi \cos (z \cos \phi) d \phi \\
& -\sin n \psi \int_{-\pi}^{\pi} \sin n \phi \cos (z \cos \phi) d \phi \tag{7.24}
\end{align*}
$$

From Ryzhik and Gradshteyn (1965 - page 402) and noting that the second integrand is odd we get Equation (7.23) equivalent to

$$
\begin{equation*}
\cos n \psi\left[2 \pi \cos \left(\frac{n \pi}{2}\right) J_{n}(z)\right] \tag{7.25}
\end{equation*}
$$

where $J_{n}(Z)$ is the Bessel function of the first kind. Employing a similar procedure for Equations (7.20), (7.21), and (7.22) we get

$$
\begin{align*}
& P^{* *}(x, Y, f)=\frac{a}{2}\left[2 \pi J_{0}(2 \pi k D)\right]+ \\
& \sum_{n=1}^{\infty}\left[a_{n} \cos n \psi 2 \pi \cos \left(\frac{n \pi}{2}\right) J_{n}(2 \pi k D)+b_{n} \sin n \psi 2 \pi\right. \\
& \left.\cos \left(\frac{n \pi}{2}\right) J_{n}(2 \pi k D)\right] \\
& +\sum_{n=1}^{\infty}\left[a_{n} \cos n \psi 2 \pi \sin \left(\frac{n \pi}{2}\right) J_{n}(2 \pi k D)\right. \\
& \left.+b_{n} \sin n \psi 2 \pi \sin \left(\frac{n \pi}{2}\right) J_{n}(2 \pi k D)\right] \tag{7.26}
\end{align*}
$$

Now $\cos \left(\frac{n \pi}{2}\right)=\left\{\begin{array}{cc}0 & n \text { odd } \\ (-1)^{n / 2} & n \text { even }\end{array}\right.$
and $\quad \sin \left(\frac{n \pi}{2}\right)=\left\{\begin{array}{cc}0 & n \text { even } \\ (-1)^{\frac{n-1}{2}} & n \text { odd }\end{array}\right.$
Thus we get $P^{*}(X, Y, f)=\frac{a_{0}}{2}\left[2 \pi J_{0}(2 \pi K D)\right]$

$$
\begin{aligned}
& +\sum_{n=2 n}^{n}\left[2 \pi J_{n}(2 \pi k 0)(-1)^{n}\left(a_{n} \cos n \psi+b_{n} \sin n \psi\right)\right] \\
& n=2,4,6, \cdots
\end{aligned}
$$

From a spectral matrix of the form in Equation (4.13), $M=N(N-1)+1$ different equations can be set up using Equation (7.27). This allows us to get a system of equations for any $m$ of the unknown coefficients $a_{0}, a_{1}, a_{2}, \ldots ; b_{1}, b_{2}, b_{3}, \ldots$ while assuming the rest of the coefficients are negligible. We can then solve for the m desired coefficient values. This has not worked well in practice for two reasons. The inverse of the matrix of constants obtained is sparse and often ill-conditioned. Further, if the wave energy is from a nearrow beam width ( 30 degrees or less), the first 100 harmonics in the Fourier series expansion can be significant. There is perhaps a more efficient orthogonal set of functions than the sines and cosines of the standard Fourier expansion. Search for such an orthogonal set should prove fruitful. One might start with Walsh or Haar functions. See Hammond and Johnson (February 1960).
8. SUMMARY

It is believed that the least square method of using the information in a spectral matrix is the best method presently available. Examples of such analysis can be found in several of the papers in the bibliography. A collection of ocean-wave induced, bottom pressure directional spectra from these papers is given in Appendix A.

An iterative extension of the least square method can be found in an excellent paper by Murk et al (April 1963). Some details of this method are given in Appendix $C$ along with an example result and a FORTRAN program for the method.

There is merit to using the coherency,

$$
R_{i j}(f)=\frac{\left|P_{i j}(f)\right|}{\left(P_{i j} P_{j j}\right)^{\frac{1}{2}}},
$$

to form the weights $b_{i j}$ in Equation (4.16). One idea being explored is

$$
b_{i j}=\frac{R_{i j}}{1+2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} R_{i j}}=\frac{R_{i j}}{R} .
$$
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## APPENDIX A

## A COLLECTION OF DIRECTIONAL OCEAN WAVE BOTTOM PRESSURE POWER SPECTRA

This appendix is a collection of the results of a least square, directional, single-wave train analysis of the cross power spectral matrix resulting from the analysis of ocean bottom pressure data. The data were collected at Stages I and II offshore from Panama City, Florida, during 1965. The data collection system and the estimation of the cross power spectral matrix associated with a set of data are described in Bennett, et al (June 1964). Augmented pentagonal arrays, containing six pressure transducers each, were located seaward of each of the stages. Stage I is 11 miles offshore in approximately 103 feet of water, and Stage II is 2 miles offshore in approximately 63 feet of water.

Certain parameter values are pertinent to the directional analyses presented: the number of data points in each pressure data set is $N=1800$; the sampling rate is once per second, $\Delta t=1$ second. On the cylindrical polar plots frequency is the radial variable and compass bearing the angular variable. The vertical axis is log10 of power spectral density in inches ${ }^{2}$-seconds of water pressure. The frequency axis range is 0 to 0.3 Hz in 0.05 Hz increments. This is illustrated in Figure 7 of the report. In each plot title, the date, time, and location (stage) is indicated. The value WD is wind direction in compass degrees, and WS is wind speed in knots. Appendix B gives a listing of the FORTRAN II computer program used to produce the plots.
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## APPENDIX B

A FORTRAN II PROGRAM FOR SINGLE-WAVE TRAIN ANALYSIS

The FORTRAN II listing of an IBM 704 program for the least square single-wave train analysis of a spectral matrix obtained from an array of ocean wave bottom pressure transducers is included. The listing is from the FORTRAN to ALGOL translator of the Burroughs B-5500 and is syntax free at the FORTRAN II level. The mathematics of the singlewave train analysis is described in the body of this report. The data collection system and calculation of the required cross spectral matrix is described in Bennett et al (June 1964). The plotter subroutines GPHPVW and PFB3D are also included. Bennett (March 1968) describes the plotting technique in PFB3D which was used to produce the plots in Appendix A.

## FORTRAN TO ALGOL TRANSLATOK

PHASE 1 FORTRAN STATEMENTS

C LISTING OF AN IBM $70 A$ FGRTRAN PROGRAM FOR DIRECTIONAL WAVE ANALYSIS.
C 13350-? C 8ENNETT JULY 1967 SWOG 78-301-8210
C REQUEST-0268
C LEAST SQUARE SINGLE WAVE TRAIN FIT AFTER MUNK
OIMENSION ID(11),FQ(100),WN(100), PERIOD(100),WAVLGH(100), THMAX(100 X), DEPATN(100), AVEP (100), P(100, 6,6$), E M A X(100), T E M(146)$

DIMENSION O(6, (6),PSI $(6,6), E(100,12), T H E T A(72), D E(73), T H Z R O(146)$, $X H(100), H I(100), H 2(100), G O O D(6)$

DIMENSION OATA (1000)
E2TEN $=0.43429448$
TWOPI $=6.281853$
RTD=57.29578
$D T R=0.0174532925$
FIV=0.087266465
REWIND 3
REWINO 9
CALL PLOTS(DATA (1000), 1000)
CALL PLOT $(0.0,-30,0,-3)$
CALL PLOT $2.5,2.5,-3$ )
$0051=1,72$
TI $3(1-1) * 5$
5 THETA(I)=ZI*DTR

$$
\begin{aligned}
& 00 \quad 10 \quad 1=1.6 \\
& \text { DO } 10 \quad \mathrm{~J}=1,6 \\
& D(I, J)=0.0 \\
& 10 \text { PSI (I, J) }=0.0 \\
& D(1, ?)=100.0 \\
& D(1,3)=100.0 \\
& D(1,4)=100.0 \\
& D(1.5)=100.0 \\
& D(1,5)=100.0 \\
& D(2,3)=117.558 \\
& D(2,4)=190.21 ? \\
& O(2,5)=190.21 ? \\
& D(2,6)=117.558 \\
& D(3.4)=117.558 \\
& D(3.5)=190.212 \\
& D(3,5)=190.212 \\
& D(4,5)=117.558 \\
& D(4,5)=190.212 \\
& D(5,5)=117.558 \\
& \text { PSI IS TRIG ANGLE } \\
& \text { C } \\
& \text { O IS DISTANCE } \\
& \text { PSI( } 1 ; 2)=0.0 \\
& \text { PSI(1.3)=72.0*DTR } \\
& \text { PSI (1.4) = 144.0*DTR }
\end{aligned}
$$

```
    PSI(1.5)=216.0*DTR
    PSI(1.6)=288.0*DTR
    PSI(2,3)=126.0*DTR
    PSI(2,4)=162.0*DTR
    PSI(2.5)=198.0*DTR
    PSI(2,6)=234.0*DTR
    PSI(3,4)=198.0*DTR
    PSI(3,5)=234.0*DTR
    PSI(3,6)=270.*DTR
    PSI(4,5)=2T0.0*DTR
    PSI(4,6)=306.0*DTR
    PSI(5,6)=342.0*DTR
C GOID(I)= 1 FOR USARLE CHANNEL DATA AND O FOR BAD CHANNEL
    15 READ 2, ISKIP ,(GOOD(I),I#1,6)
        2 FORMAT(I2,GF1.0)
        IF(ISKIP)100:30,20
    200025 I=1,ISKIP
        READ TAPE 3,ID,FQ(1),WN(1),M,K
        IF(K)21,22,21
    21 PAUSE 20202
    TAPE DUT OF PHASE WITH DATA READ DESIRED
    GO TO 15
    22 MP=M+1
    0023 L=2,MP
```

23 REAC TAPE. 3
25 CUNTINUE
G0 TO 15
C
$F Q(1)=0.0$ CAN NDT AE MEANINGLYFULLY PHICESSED
30 READ TAPE 3,ID,FQ(1):WN(1),MOK
[F(K)21.31,21
$31 M P=M+1$
$0032 L=2 \cdot M P$
32 READ TAPE $3, I D, F Q(L), W N(L), M, K, D E L T A T, I) E P T H, P E R I O D(L), W A V L G H(L)$, $X \cap F P A T N(L), \operatorname{AVEP}(L),(P P(L, I, J), J=1,6), I=1,6)$

C
C WN(L) IS WAVE NJMBER=2PI/WAVE LENGTH IN FEET
C. $\quad P I=3.1415927 \ldots$

C VALUE K NO LONGER NEEDED
GOODCH $=0.0$
DO $40 \quad 1=1.6$
$G 000(I)=G 000(I) * P(2, I, I)$
IF (GOOD (I) )41.40.41
$41 \mathrm{GOODCH}=\mathrm{GOODCH}+1.7$
$\operatorname{GOOD}(I)=1.0$
40 CONTINUE
TERMS $=1.0+(\operatorname{GOODCH} *(G O O D C H-1.0))$
DO $70 \mathrm{~L}=2, \mathrm{MP}$
$S U M=0.0$

```
    OU 5) I=1.6
    IF(gOUD(I))51.50.51
    51 SUM=SUM+P(L,I,I)
    50 CONTINUE
    AVEP(L)=SUM/GOODCH
    00 60 k=1.7%
    SUM=0.0
    00 90 I= 1.5
    IF(GOUD(I) 290.90.91
    91 1P=1+1
        DO 95 J= IP,6
    IF(GOUD(J) )95,95:9?
92 SUM = SUM+P(L,I,J)*COSF(WN(L)*D(I,J)*COSF(THETA(K)=PSI(I,J)))
        X
        -P(L,J,I)*SINF(WN(L)*D(I*J)*COSF(THETA(K)-PSI(I,J)))
    95 CONTINUE
    9O CONTINUE
    60E(L,K)=(AVEP(L)+2.0*SUM)/TERMS
    IF(SENSE SWITCH 1)S2.63
    62 PRINT6,FQ(L), AVEP(L),(ID(I),I=1,11),(E(L,K),K=1,72)
    6 FORMAT(1X,IPE11,4,1PE12.4,11A6/(10(1X,1PE11.4)))
    63G=0.1/DTR
    DELTA THETA=50EG UR H=1/2*DEL THETA
    DE(1)=G*(E(L,2)-E(L,72))
    DE(72)=G*(E(L,1)=E(L,71))
```

```
        DO 61 ITHETA=2,71
    61DE(ITHETA)=G*(E(L.ITHETA+1)-E(L.ITHETA-1))
        DE(73)=DE(1)
        K=1
        0065 I=1,72
        IF (DE(I)*DE(I +1))66,67,65
    66 2I=I-1
    FIV IS 5 DEG IN RADIANS
        THZRO(K)=FIV*(ZI+(DE(I)/(DE(I)-DE(I+I))))
        k=k+1
        GOTO 65
    67 IF(DE(I))68,69,68
    69 THZRO(K)=FIV*FLDATF(I-1)
        K=k+1
    68 IF(DE(I+1))65,64,65
    64 THZRO(K)=FIV*FLOATF(I)
        k=k+1
    6 5 ~ C O N T I N U E
        NZEROS=K-1
        DD 75 K=1*NZEROS
C TERMS SAME AS ABTVE
        SUM=0.0
        0076 I=1.5
        IF(GOOD(I) )76,75,77
```

```
    77 IP=I+1
    00 79 J=IP,6
    IF(GJUD(J) )79.70.78
    79 SUM=SUM+P(L,I,J)*COSF(WN(L)*D(I,J)*COSF(THZRO(K)=PSI(I,J)))
    x -P(L,J,I)*SINF(WN(L)*D(I,J)*COSF(THZRO(K)=PSI(I,J)))
    79 CONTINUE
    7B CONTINUE
    75 TEM(K)=(AVEP(L) +2.0*SUM)/TERMS
    EMAX(L)=TEM(1)
    THMAR(L)=RTU*(TW\capPI-THZRO(1))
    nO74 K=2,NLEROS
    IF(EMAX(L)-TEM(K))73.74.74
    73 EMAX(L)=TEM(K)
    THMAK(L)=RTO*(TWDPI=THZRU(K))
C THMAX IS REARING FROM MAGNITIC NDRTH
    74 CONTINUE
    SUM=0.0
    DO 80 I=1.5
    IF(GTUD(I) )80,80,89
    8\ IP=I+1
    OO 83 J=IP,0
    IF(GOUD(J) )83,83,92
82SUM=SUM+P(L,I,J)*P(L,I,J)+P(L,J,I)\starP(L,J,I)
83 CONTINUE
```

```
80 CONTINUE
    SSQ=AVEP(L)*AVEP(L)+2.0*SUM
    H(L)=SSQ-TERMS*EMAX(L)*EMAX(L)
    ATILDA=AVEP(LY/TWUPI
    HTILDA=SSQ-ATILDA*ATILDA*TERMS
    HI(L)=1.00(H(L)/HTILDA)
    H2(L)=(EMAX(L)=ATILDA)/(AVEP(L)-ATILDA)
    [F(SENSE SHITCH 1)99,70
99 PRINTT, TERMS,EMAX(L),ATILDA,HTILUA
    7 FORMAT(1X:F5.1.1P3E11.4 )
TO CONTINUE
    PRINT 3,(ID(I),I=1,11), (GOOD(I),I=1,6),M
    3 FORMATCIH1,39HLEAST SQUARE SINGLE WAVE TRAIN FIT OF ,11AO!
        X1X,6F2,0,2X,2HM=13/1
        X 3X,9HFREQUENCY,5X, SHPERIOD, 3X,11HNAVE LENGTH, 1X,11HATTENUATION,4X,
        X5HAVE P,8X,1HA,10X,5HBRNG, 8X, 1HH,12X,2HH1,10X,2HH2)
        PRINT 4,(FQ(L),PERIOD(L),WAVLGH(L), DEPATN(L),AVEP(L),EMAX(L),
    XTHMAX(L),H(L),HI(L),H2(L),L=2,MP)
    4 FORMATEIX,OPF11.7,3X,OPF9.5,1X,OPF11.4,1X,1PE11.4,
    X 1X,1PE11,4,1X,1PE11.4,3X,OPFT, 2, 3X,1PE11,4,4X,OPF6,3,6X,OPF6,3,)
    DO 1:0 L=2.MP
    AVEP(L)=E2TEN*LOGF(ABSF(AVEP(L)))
    EMAX(L)=E2TEN*LOGF(ABSF(EMAX(L)))
110 WAVLGH(L)=EMAX(L)-E2TEN*LOGF(ABSF(DEPATN(L)))
```

```
    AVEP(1)=AVEP(2)
    EMAX(1)=EMAX(?)
    WAVLGH(1)=WAVLGH(2)
    CALL SYMBOL(2.0.0.75,0.1.14HWAVE TRAIN.FN= ,0.0.14)
    CALL NUMBER(3.5,0.75,0.1,FQ(MP),0.0.2)
    CALL GPHPVW(MP,IN, AVEP,EMAX,WAVLGH)
    115 DELX=UELX O 0.1
        CALL PFB3D(NP,ID,EMAX,FQ,THYAX)
        GO TO 15
    100 REWIND 3
        CALLEXIT
        PAUSE 70707
        GO TO }2
        END(0,1,1,0,1)
        END
```

SUBRIUTINE GPHPVW(L,ID, ZLOGP, ZLOGV, ZLOGW)
SPECIAL FORM OF GPHPVW FOR $13350-2$ AUGUST 1967
กIMENSION ZLDGP(7),ZLOGV(2),ZLOGW(2),ID(2)
CALL PLOT (0.0.0.0.3)
CALL PLOT ( $0.0,10.5,2)$
CALL PLOT ( $8.0,10.5,2)$
CALL PLOT (8.0.0.0.2)

CALL PLOT ( $0.0,0.0,2$ )
CALL PLOT (2.0.1.5.-3)
CALL SYMBOL $(0.0,-1,0,-.1, I D(1), 0.0,66)$
CALL AXIS ( $0.0,0.0,2$ HNORMALIZED FREQUENCY, $=20,5.0,0.0,0.0,0.2$ )
$Z M A X=Z \operatorname{LOGP}(1)$
$00 \quad 10 \quad \mathrm{I}=2 \cdot \mathrm{~L}$
COMPAK $=$ ZLOGP(I)
$102 M A X=M A X 1 F(Z M A X, C O M P A R)$
$M A X=7 M A X+3.0$
$R E=M A X-8$
CALL AXIS $0.0,0.0,17 \mathrm{HLOG}$ POWER DENSITY,17,8.0,90.0.8E, 1.0)
$D X=5.0 / F L O A T F(L-9)$
$Y=Z L O G P(1)-B E$
$x=0.0$
CALL PLOT $(X, Y, 3)$

```
    DO 20 I=2,L
    x=x+Dx
    Y=ZLIGP(I)-EE
20 CALL PLOT (X,Y,2)
    CALL SYMBOL(X,Y,0.1,1HP,0.0,1)
    x=5.0
    Y=ZLOGV(L)-BE
    CALL SYMBOL(X,Y,0.1.1HA,0.0,1)
    CALL PLOT(X,Y,3)
    M=L-1
    DO 21 I= 1:M
    x=x=7x
    II=L-I
    Y=ZLOGV(II )-BE
21 CALL PLOT(x,y,2)
    WMAX =MAX
    x=0.0
    Y=ZLOGW(1)=bE
    CALL PLOT(X,Y,3)
    OO 22 I=2:L
    x=x+7x
    IF(ZLUGW(1)=WMAX)24,23,23
23 Y=8.0
    GOTO 22
```

```
    24 YエZLDGW(1)-BE
    22 CALL PLOT(X,Y,Z)
        CALL SYMBOL(X,Y, n, 1,1HS,0.0,1)
        IF (SENSE LIGHT 1)40,30
    30 CALL PLOT (-2.0,0.0,-3)
        SENSF LIGHT I
        GOTO 50
    40 CALL PLOT ( }0.0,-12.0,-3
    50 RETURN
C END(0,1,1,0,0)
    END
```

PHASE 1 FQRTRAN STATEMENTS

```
    SUBRDUTINE PFR3D(N,IO,P,R,B)
    P=FUNCTION OF R = POWER DENSITY
    B= FINCTION OF R = COMPASS BEARING
    R= FREQUENCY IN HL
    DIMENSION ID(2),P(2),R(2),B(2),C(360),S(360)
    T=10.0
    D=0.70710678
    DTH=0.017453293
    DTH IS ONE DEGREEE IV RADIANS IE RADIANS PEN I DEGREE
    A=0.0
    DO 10 I= 1,360
    A=A+DTH
    C(I)=COSF(A)
10 S(I)=SINF(A)
    CALL PLOT(0.0,0.0.3)
    CALL PLOT(O.0,10.5,2)
    CALL PLOT(8.0.10.5,2)
    CALL PLOT(8.0,0.0.7)
    CALL PLOT(0.0.0.0.2)
    CALL SYMBUL(1.0.0.5,-0.1,ID(1),0.0.66)
    CALL PLOT(4.0,3,5,-3)
    CALL PLOT(3.0.0.0., )
```

CALL SYMBOL $(3.25,0.0,0.1,1 \mathrm{HN}, 0.0,1)$
CALL AXIS ( $0.0,1,0,0 \mathrm{H}, 0,5.0,90.0,=1.0,1.0)$
CALL PLOT $(0.0,1.0,3)$
CALL PLOT $(0.0,0.0,2)$
CALL PLOT $(-3.0,0.0 .2)$
CALL SYMBOL $(-3.26,0.0,0.1,1 \mathrm{HS}, 0.0 .1)$
$x=-3.0 * D$
$Y=X$
CALL SYMBOL $(X-0.1, Y=0.1,0.1,1 H E, 0.0,1)$
CALL PLOT $(X, Y, 3)$
CALL PLOT $(-X,-Y, \nu)$
CALL SYMBOL (0.1-x, $0.1-Y, 0.1,1 H W, 0.0,1)$
CALL PLOT $0.0,0.0,-3)$
DO $20 \mathrm{I}=1.6$
$A=0.5 * F L O A T F(I)$
CALL PLOT (A, 0,0,3)
DO $30 \mathrm{~J}=1,360$
$Y=A * S(J) * 0$
$X=A * C(J)+Y$
30 CALL PLOT $(X, Y, 2)$
20 CONTINUE
CALL PLOT (0.0.0.0,-3)
$D=10.0 * D$
$10 * D$ NEEDED TO SCALE $0.0-0.3$ TO $0=3$ INCHES ON PLOTS
$0040 \quad I=2 \cdot N$
$R A D=D T H * B(I)$
$Y=R(I) * D * S I N F(-R A D)$
$X=R(I) * T \star \operatorname{COSF}(R A D)+Y$
$I U D=3$
CALL PLOT $(X, Y, I U D)$
$A Y=P(I)+Y+1.06$
2 IS NOT ADUED SO TOP SYMBOL WILL BF THE REFERENCE IN - OB SYMBOL
CALL PLOT( $x, \Delta y, 2)$
CALL SYMBOL $(X, A Y, 0.08,2,0.0,-2)$
CALL PLOT(X,AY, 3)

40 CALL PLOT $(x, Y, ?)$
IF (SENSE LIGHT 1)41,42
42 CALL PLOT $(-4,0,7,0,-3)$
SENSE LIGHT 1
GO TO 50
41 CALL PLOT $(4,0,-14,0,-3)$
50 RETURN
C $\operatorname{END}(0,1,1,0,1)$
END

## A FORTRAN PROGRAM FOR ITERATIVE WAVE TRAIN ANALYSIS

The FORTRAN listing of a Burroughs B-5500 program for the iterative least square multiple wave train analysis of a spectral matrix is presented. The mathematics is an iterative utilization of the single wave train analysis described in the body of this report. Following the single wave train analysis of the measured spectral matrix the resulting values of single wave train power, A, and wave bearing, $\theta$, are used to find the spectral matrix that would occur for such a wave. Details for this are given in Section 5 of this report. From the above, a residual measured spectral matrix is formed by subtracting a fractional portion of the single wave spectral matrix from the previously used spectral matrix. The residual spectral matrix is then single wave train analyzed. The above procedure is continued iteratively until a specified number of iterations have been completed or the residual spectral matrix total power gets smaller than a specified value. Table Cl shows numerical results for several frequencies. Figure Cl is a plot of the bearing, $\theta$, and the ratio of $A$ to the total power available in the original measure spectral matrix for the frequency band 0.00833 to 0.24187 Hz . The iteration parameters were set for a maximum of five iterations, a residual power ratio of 0.1 , and a fractional portion value of 0.1. Both results are for data collected for task SWOC at Stage II between 1220 and 1249 hours on 4 June 1965. The wind speed was 12 knots from a bearing of 280 degrees. In Table Cl A, $H$, and bearing are as previously defined. AVE $P$ is the average $C_{i i}(f)$ for the residual spectral matrix and $P$ is the AVE $P$ for the first iteration; i.e., the original measured average power. The H1 and H 2 values are measures of the isotropicity of the energy represented by the residual spectral matrix. H1 compares the least square value of $H$ with the value $H^{\prime}$ that would have been obtained if the wave energy were isotropic:

$$
\mathrm{H} 1=1-\left(\mathrm{H} / \mathrm{H}^{\prime}\right) .
$$

H2 compares the power $A$ of a single wave fit to the total power, AVE P, and the value $A$ ' that would have been obtained for isotropic energy:

$$
\mathrm{H} 2=\left(\mathrm{A}-\mathrm{A}^{\prime}\right) /\left(\mathrm{AVE} \mathrm{P}-\mathrm{A}^{\prime}\right) .
$$

Both H 1 and H 2 are between 0 and 1, the lower limit is for the isotropic case and the upper for a plane wave from a single direction.



SOME NUMERICAL RESULTS OF ITERATIVE DIRECTIONAL ANALYSIS
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FIGURE Cl. ITERATIVE LEAST SQUARE WAVE FIT DIRECTIONAL ANALYSIS
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