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## INTROCUCTICN

Due to recent economic developments such as the energy crisis and persistent cost push inflation there has been considerable interest of the structure of national economies, and how crisis effects economic activities. Une method that is used to study economic systems is Input Output (IO) analysis which is particularly powerful in the study of interindustry activity. The purpose of this paper is to discuss the solution of the IO equation using several methods, the goal being to develop a method to solve a nonlinear Input Output model which will partly alleviate some of the restrictions of linear Input Output analysis.

Input Output analysis is an econometric method which attempts to explain all industrial activity by a simple cause effect relationship. The first critical assumption of $I O$ analysis is that all goods in a product group are manufactured in an identical manner. From this point on when the term good is mentioned, it is to be taken as some representative good in one of the product groups. The amount of a good that society needs to produce is the amount to be supplied for final demand ${ }^{l}$ plus the

1 By final demand we mean several things: goods consumed by households and government, goods sold for export, and also goods used for investment. Most logically investment would be treated as an input to production, but investment can be a very nonlinear function of output. Thus in general economists find it easier to determine investment demands exogeneously. It is possible that the representation of investment as a nonlinear function of output could make the endogenous determination of investment demands more realistic.
amount used in the production of other goods. The second critical assumption of $I O$ analysis is the following: when a good is used in the production of another good, the amount used in this activity is always in a fixed proportion to the total production of the other good. These proportionality constants are termed the technical coefficients, and since in general it is possible that all goods can be used directly in the production of all other goods, if we have an $n$ good economy then there are $n^{2}$ technical coefficients. when the technical coefficients are arranged in a nxn matrix, this matrix is called the technical coefficients matrix or $A$ matrix, though this should not be confused with the $A$ matrix found in control systems literature. If our unit of value is dollars then the element $a_{i j}$ represent the dollar value of the $i^{\text {th }}$ good required in the direct production of one dollar of the $j^{\text {th }}$ good. Thus the $a_{i j}$ 's are positive fractions. The sum of the $j^{\text {th }}$ column of the $A$ matrix represents the fraction of the total cost of producing the good $j$ that is embodied in the goods used in direct production of the $j^{\text {th }}$ good. Then

$$
\begin{equation*}
v_{j}=1-\sum_{i=1}^{n} a_{i j} \tag{0.1}
\end{equation*}
$$

represents the unit cost of production not embodied in the goods used in the direct production of the $j^{\text {th }}$ good. $V_{j}$ is termed the value added for good $j$ and it consists of labor costs, interest, (on the capital used in the direct proxuction of the $j^{\text {th }}$ good,.) direct business taxes, and profits.

If $Y_{i}$ is the amount of the $i^{\text {th }}$ good sold to final demand, then the equation which represents the total production of the $i^{\text {th }}$ good, that is, $x_{i}$, is

$$
\begin{equation*}
x_{i}=y_{i}+\sum_{j=1}^{n} a_{i j} x_{j} \tag{0.2}
\end{equation*}
$$

The summation term in (0.2) is the amount of good $i$ needed in the direct production of all goods. Proceeding in the same way for the other $n-1$ goods, the total demand for all goods is the solution of the matrix equation

$$
\begin{equation*}
A x+y=x \quad \text { or } \quad(I-A) x=y \tag{0.3}
\end{equation*}
$$

We reiterate the basic assumptions of $I O$ analysis; l) that all goods in the same product class are assumed to be made in the same way, 2) that the amount of an input good used in the direct production of another good is always in a fixed proportion.

The first question that needs to be answered is whether solutions to (0.3) do indeed exist. But since we also desire that solutions must correspond to actual economic behavior, the solution vectors should be positive ${ }^{2}$ if the final demand vector is positive. Bellman[l, pp. 296, Theorem 6] has shown that if the column sums of $A$ are less that 1 , then there is a unique positive

2 A vector is said to be positive if all of its elements are positive.
(
solution vector for each positive right hand side. Furthermore, the eigenvalues of $A$ lie inside the unit circle, and

$$
\begin{equation*}
(I-A)^{-1}=I+\sum_{i=1}^{\infty} A^{i} \tag{0.4}
\end{equation*}
$$

with $\lim A^{m}=0$, e.g. see Isaacson and Keller[15, pp.15, Theorem 5]. $\quad$ If $k$ terms are used to approximate $(I-A)^{-1}$ then $(k-1) n^{3}$ multiplications ${ }^{3}$ must be performed.

In the past, eq. Chenary and Clark[17], (I-A) ${ }^{-1}$ was crudely approximated by this method. The objective of this paper is to discuss a method by which the $I O$ equation can be solved with far more efficiency and accuracy. By a factorization method which will be discussed in Chapter 1 , only $\frac{1}{3} n^{3}$ multiplications are required to completely factorize the matrix into a product of triangular matrices, which can then be solved for arbitrary right hand sides in $n^{2}$ multiplications. The first section of Chapter $l$ will also analyze the numerical stability properties of factorization of Input Cutput matrices by elementary transformations, (sometimes denoted as LU decomposition,) and will reexamine the property of the $A$ matrix so that ( 0.3 ) will admit only positive solutions for arbitrary positive final demand vectors. The second section in this chapter proposes a simple method which

3 It is standard practice in numerical analysis to only count the number of multiplications or divisions in a computation since they are more time consuming than addition or subtraction operations.
ansen
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will allow modifications of particular rows and columns of the $A$ matrix that will not require the complete refactorization of the matrix. This method has a very useful property that allows the successive updating of the $I O$ matrix without any algorithmic complexity. Procedures of this type are qenerally referred to as factorization modification, and several papers have been written on this subject, including Gill and Murray[13], Golub et al.[12], Sameh and Bezdek[2], and Noh and Sameh[3]. But with the exception of Gill and Murray[l3], these only deal with factorization by orthogonal transformations, which will be more numerically stable for general matrices, but require more storage and computation than factorization by elementary transformations thus making them comparably more expensive. By examining the structure of IO matrices, we shall see that the use of elementary transformations in the factorization of IO matrices is quite appropriate. We do not mean to distract the reader away from orthogonal transformation factorization methods. As Bierman[5] points out, (this article is an excellent survey of numerical techniques in control and other applications,) in general these methods lend to many algorithmic advantages, and the numerical stability which results is important in control problems which can be illconditioned.

The next section discusses the updating of solutions of linear equations when only a few elements of several columns or rows are changed. We will denote this method by "solution perturbation" since the method depends on solutions to a nominal system of equations. This is a bit of a misnomer, since pertur-
俋
bation implies small changes. However here the changes in elements of the matrix need not be small in any way. In many cases this method has a tremendous computational advantage over factorization modification but it does have its drawbacks. This method requires that columns of the nominal inverse, (that is of $(I-A)^{-1}$ before any elements have changed.) to be computed. In the case of modifying an entire column solution perturbation would require that the entire nominal inverse be computed. Since the computation of an inverse requires approximately three times the computation required to factorize a matrix, this method is not appropriate if many elements in a column are to be modified. Also the method has a disadvantage in that several successive updates of the solution due to new perturbations in the matrix elements are difficult to perform since there is no efficient way to compute the updated inverses.

In Chapter 3 a nonlinear 10 model is proposed which can be solved guite efficiently with the eclectic use the algorithms described in the preceding chapters. This approach largely eliminates the linearity contraint of the standard IO model while the extra cost of solving the nonlinear model is quite small. Using solution perturbation the nonlinear equation that must be solved iteratively is reduced to smaller order. Once the residuals are sufficiently small factorization modification will be utilized to find the complete solution. These algorithms have been coded on a minicomputer system, and the computation of solutions of $350^{\text {th }}$-order IO equations is quite feasible on such a computer system when these algorithms are used.
$2-2+2$

## CHAPTER 1 <br> FACTORIZATION MODIFICATIONS

SECTION 1.1
MATRIX DECOMPOSITION BY ELEMENTARY TRANSFORMATIONS, AND SIMPLIFICATIONS THEREOF ON IO MA'RRICES.

This section describes the $L U$ decomposition algorithm. The presentation will also include a discussion of properties of IO matrices that will simplify the algorithms to be described in the next section.

As with all decomposition algorithms, in the decomposition of the matrix $B$, (in our case $B=I-A$, where $I$ is the identity matrix, and $A$ is the technical coefficient matrix defined in the introductory section, thus $b_{i j}<0$ and $b_{i j}=1-a_{i j}>0,1$ a transformation $Q$ is determined such that

$$
\begin{equation*}
\mathrm{QB}=\mathrm{U} \tag{1.1.1}
\end{equation*}
$$

where $U$ is a upper triangular matrix. To solve the system of equations

$$
\begin{equation*}
B x=y \tag{1.1.2}
\end{equation*}
$$

we premulitply both sides of (1.1.2) by $Q$, so that

$$
\begin{equation*}
\mathrm{QBX}=\mathrm{UX}=\mathrm{QY} \tag{1.1.3}
\end{equation*}
$$

and the equation $U x=Q y$ can be solved by back substitution. In the pure form of LU decomposition $Q$ is the composition of only elementary transformations. An elementary transformation has a
simple matrix representation. Its diagonal elements are all one and it has only one nonzero off diagonal element which we shall call the multiplier element. If $M_{i j}$ is an elementary transformation then it looks like:
$\left[\begin{array}{llllll}1 & & & & & \\ & 1 & & & & \\ & & \ldots & & & \\ & & & 1 & & \\ & & & & \ldots & \\ & & & m_{i j} & & \end{array}\right]$

To simplify the notation, the subscripts below a symbol representing an elementary transformation will denote the position of the multiplier element in the elementary transformation matrix. Thus $m_{i j}$ is in the position $(i, j)$ of the matrix. It is easily verified the the inverse of an elementary transformation is merely the elementary transformation with the nonzero off diagonal element of opposite sign. The direct multiplication of elementary matrices,

$$
\begin{equation*}
N_{j}=M_{n, j} M_{n-1, j} \cdots \cdots M_{j+2, j} M_{j+1, j} \tag{1.1.5}
\end{equation*}
$$

looks like:


The LU decomposition algorithm determines the transforma-
tion

$$
\begin{equation*}
Q=N_{n-1} N_{n-2} \cdots N_{2} N_{1} \tag{1.1.7}
\end{equation*}
$$

If for each $j$ we define

$$
\begin{equation*}
N_{j}\left(\bar{B}_{j}\right)=N_{j}\left(N_{j-1} N_{j-2} \cdots N_{l} B\right) \tag{1.1.8}
\end{equation*}
$$

then the algorithm determines $N_{j}$ such that it zeroes the elements of the $j^{\text {th }}$ column of $B_{j}$ below the diagonal element. Thus

$$
\begin{equation*}
m_{i j}=-\frac{\bar{b}_{i j}}{\bar{b}_{j j}} \quad \text { for } \quad j+l \leq i \leq n \tag{1.1.9}
\end{equation*}
$$


where the $m_{i j}$ 's are elements of $(1.1 .6), \bar{B}_{j}=\left(\bar{D}_{i j}\right)$, and $\bar{\sigma}_{j j}$ is called a pivot element.

A reader familiar with decomposition by elementary transformations ${ }^{4}$ probably notes that row permutation has been omitted. The reason for this will be clear shortly.

Proposition: If all the column sums of $A$ are less than unity then the pivot elements are nonzero.

Proof: Clearly if the column sums of $A$ are less than unity then the same must hold for the $i^{\text {th }}$ leading principal minor of $A$. Thus by Bellman[1, pp.296, theorem 6] the principal minors of (I-A) are nonsingular. Stewart[10, pp.120, theorem 2.5] has shown that if the principal minors of a matrix are nonzero then if the matrix is decomposed by elementary transformations without pivoting, the pivot elements will be nonzero.

There is a fundamental result in Input Output analysis which describes the necessary and sufficient condition on $A$ so that the $I O$ equation admits only positive solutions vectors for positive final demand vectors. This is called the Simon-Hawkins condition [9]. The condition is that all the principal minors of (I - A) must be positive. Let us examine the computation of the solution of $I O$ equation by factorization so that we can see when

4 See Forsythe and Moler[16], or Isaacson and Keller[15] on introductory material on decomposition methods.

If
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it is impossible for a solution to be a nonpositive vector when the final demand vector is positive. After applying the transformation $Q$ to the final demand vector, since all the multiplier elements of $Q$ are nonnegative, each element of $Q y$ must be greater than or equal to the corresponding element of $y$. In the solution of $U x=Q Y$, since the off diagonal elements are all nonpositive, (thus in the back substitution all sums are on numbers of nonnegative sign,) the only way that a negative element can occur in the solution is if a diaqonal element of $U$ is negative. Thus if all the diagonal elements of $U$ are positive, (which implies that all of the multiplier elements of the elementary transformations must be positive,) then it is impossible for the factorized equation to admit a nonpositive solution vector for a positive final demand vector. This is exactly how the Simon-Hawkins condition is checked: the determinant of the $k^{\text {th }}$ principal minor of (I - A) is merely the product of the $k$ topmost elements of the diagonal of $U$ since $\operatorname{det}|Q|=1$.

In the definition of the transformation $Q$ one order of applying the elementary transformations was given. Since elementary transformations are nearly identity matrices one would expect that these transformations will commute in certain cases, (clearly any permutation of the elementary transformations in $N_{j}$ will yield the same transformation.) The elementary transformations can be commuted just as long as no element becomes nonzero that was intentionally zeroed by the application of a previous elementary transformation. Thus:
4
-
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$$
\begin{equation*}
Q=M_{n n-1} \cdots M_{n 2} \cdots M_{32} M_{n 1} \cdots M_{21} \tag{1.1.10}
\end{equation*}
$$

$$
\begin{equation*}
=M_{n n-1} \ldots M_{43}{ }^{N_{1}} 42^{M_{4}} 41^{M_{3}} 2^{M_{3}} 31^{M_{21}} \tag{1.1.11}
\end{equation*}
$$

If we apply $Q$ by (l.1.10) then after the first $n-1$ elementary transformations are applied, the partially decomposed matrix has the structure:

$$
\left[\begin{array}{lllllll}
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}  \tag{1.1.12}\\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}
\end{array}\right]
$$

After the application of the next $n-2$ elementary transformations the matrix has the structure:

$$
\left[\begin{array}{lllllll}
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}  \tag{1.1.13}\\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}
\end{array}\right]
$$

If we apply $Q$ by (1.l.11) then after the application of the first
12
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elementary transformation the partially decomposed matrix has the structure:

$$
\left[\begin{array}{lllllll}
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}  \tag{1.1.14}\\
\emptyset & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}
\end{array}\right]
$$

Then after the application of the next two elementary transformations the matrix has the structure:

$$
\left[\begin{array}{lllllll}
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}  \tag{1.1.15}\\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & \emptyset & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}
\end{array}\right]
$$

Another ordering which will reduce page faults in virtual computers or $I O$ requests in successively reading in and writing out parts of the matrix on machines with little main memory involves storing the matrix in blocks of rows. The topmost partially decomposed block is completely decomposed. Then using this completely decomposed block the remaining blocks are partially
decomposed using this block, that is, all the transformations that need this completely decomposed block will be applied to the lower blocks. Thus this block will no longer be needed. This will reduce page faults or $I O$ requests by a factor equal to the number of rows that are stored in each block. All these methods are equivalent not only mathematically but numerically, that is, if one is careful about the ordering of the computations, all of the methods will achieve identical matrices in terms of the bit patterns.

The name of the method, LU decomposition, refers to the definition

$$
\begin{equation*}
L U=B \tag{1.1.16}
\end{equation*}
$$

where $L$ is lower trianqular. By inspection

$$
\begin{equation*}
\mathrm{L}=\mathrm{Q}^{-1} \tag{1.1.17}
\end{equation*}
$$

This is easily shown by the direct multiplication of the inverses of the elementary transformations.

The algorithm performs approximately $n^{3} / 3$ multiplications and requires only the original matrix as work space. The algorithm is the fastest and most compact of all decomposition algorithms, Moler[11].
Canchan
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## SECTION 1.2

MULTIPLE ROW AND COLUNN MODIFICATIONS

In this section an algorithm will pe discussed which will allow the modification of the factorization of a matrix when certain preselected rows and columns of the matrix are changed. A significant advantage of this algorithm is that each modification of the factorization adds no complexity to solving the new system of equations, since the modified factorization is solved in the same manner as the original system. Also the modified factorization is identical to the factorization resulting from completely factorizing the modified matrix. As we shall see the computation of the modified factorization and the computation of solutions to the modified system of equations can be performed simultaneously. This is useful when the computations are performed on a minicomputer. Experience has shown that the cost of reading in the matrices is the most significant cost in the solution of a large factorized system of equations. Thus streamlining the algorithms with respect to the number of times that the matrices must be read in from secondary storage is worthwhile. In Aoki[4] and Householder[5], LU decomposition is introduced in a manner that would lend itself to factorization modification methods, though there was no intention to discuss the subject.

The algorithm for factorization modification greatly simplifies if the rows to be modified are at the bottom of the matrix, and the columns are on the right hand border. Thus before performing the factorization we exchange the rows to be modified with the bottom rows of the matrix, and exchange the columns to
be modified with the columns on the right hand border. Let $P$, $\mathrm{p}^{-1}=\mathrm{p}^{t}$, be the transformation that exchanges the rows and columns. Clearly the matrix representation of $p$ nas $n^{2}-n$ zero elements, the other $n$ elements being unity. Rows of the transformation corresponding to coordinates that are not permuted have 1 on the diagonal. If coordinate $i$ is to be exchanged with the $j^{\text {th }}$ coordinate, then the elements in positions $(i, j)$ and (j,i) would be one. Therefore for all $i, j p_{i j}=p_{j i}$ or $p=p^{t}$. Also it is easily verified that $P P=I$.

For example let there be two industries for which we desire column or row modifications, their positions being say 1 and 3. We wish to construct a transformation with the properties above which permutes these industries so that their rows are at the bottom and the columns are on the right hand border. $p$ would then look like:

$$
\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 0  \tag{1.2.1}\\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

The above example verifies that $P$ is symmetric. The permuted form of $B$ will be denoted by

$$
\begin{equation*}
B=P^{t} B P=P B P \tag{1.2.2}
\end{equation*}
$$

两
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Let $Q_{p}$ be the composition of $M_{i j} \cdot s$ for $l \leq j \leq n-k, j+l \leq i \leq n$. Q will partially decompose the matrix B. The elementary transformations are to applied as not to destroy zeros previously introduced. The partial decomposition will be denoted by

$$
\begin{equation*}
Q_{p} B=0 . \tag{1.2.3}
\end{equation*}
$$

In our $6 \times 6$ example above, pre- and post-multiplying the original matrix $A$ by $P$ will permute the rows and columns 1 and 3 to the bottom and right border of the matrix. Note that $P(I-A) P=$ (I - PAP). After $Q_{p}$ is applied to our permuted (I-A) matrix, the resultant matrix 0 has the structure:

$$
\left[\begin{array}{llllll}
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}  \tag{1.2.4}\\
0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
0 & 0 & 0 & 0 & \mathrm{x} & \mathrm{x} \\
0 & 0 & 0 & 0 & \mathrm{x} & \mathrm{x}
\end{array}\right]
$$

At this point any of the last $k$ columns of $B$ can be modified. Let us assume that we want to replace a column of $B$ which corresponds to one of the last $k$ columns of $B$ by a column vector g. U is updated merely by replacing the corresponding column of U by $Q_{p} P g$. Changing more such columns requires the identical procedure for each column. The transformation of $g$ and the right

hand side vector by $Q_{p} p$ can be performed simultaneously. This feature in very useful when the computation is performed on a minicomputer system.

Also any of the last $k$ rows of $B$ can be modified. If $a$ row of $B$ which corresponds to one of the last $k$ rows of $B$ is to be replaced by the row vector $h^{t}$, then the corresponding elementary transformations in $Q_{p}$ which zeroed out the first $n-k$ elements of corresponding row of $U$ are recomputed. Suppose that in our $6 \times 6$ example we desire to replace the first row of $B$ by $h^{t}$. This would correspond to replacing the $5^{\text {th }}$ row of $B$ by $(P h)^{t}$. Thus we recompute the elementary transformations $M_{51}$ through $M_{54}$. Before these elementary transformations are applied, the modified 0 has the structure:
$\left[\begin{array}{llllll}\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\ 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\ 0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\ 0 & 0 & 0 & \mathrm{x} & \mathrm{x} & \mathrm{x} \\ \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\ 0 & 0 & 0 & 0 & \mathrm{x} & \mathrm{x}\end{array}\right]$

Note that this procedure does not really violate the rule that no element that has been intentionally zeroed be set nonzero by a elementary transformation applied later. Since we are recomputing all the elementary transformations that zeroed out the elements in the row that is to be modified, it is as though these elementary transformations were never applied before the modification

was made.
For any number of row and/or column modifications, the modified factorization will be identical to the factorized matrix which would result from partially decomposing $\bar{B}$, where $\bar{B}$ is the matrix with the row andor column modifications. In fact when the original rows and columns are replaced in the factorization, the new file is exactly bit comparable to the original. To achieve this the reader is warned that care must be taken in the ordering of operations in the original decomposition and the rows and columns modification algorithms.

To solve the original or a modified system of equations, the rest of the elementary transformations are applied that will reduce $U$ to a triangular matrix. This second composition of elementary transformations, (the $M_{i j} s^{\text {, where } n-k+1 \leq i \leq n-1 ~ a n d ~}$ $i+l \leq j \leq n$,$) are applied in an order that will not make any element$ nonzero which was intentionally set to zero by a previously applied elementary transformation. Denoting this transformation by $Q_{c}$ and letting $U$ be the completely decomposed matrix, the system is solved as follows.

$$
\begin{equation*}
B x=y \tag{1.2.6}
\end{equation*}
$$

$$
\begin{equation*}
\text { PBPPx }=B P x=y \tag{1.2.7}
\end{equation*}
$$

$$
\begin{equation*}
Q_{c} Q_{p} B P x=Q_{c} U P y=\bar{U} P x=Q_{c} Q_{p} P x \tag{1.2.8}
\end{equation*}
$$

$$
\begin{equation*}
P x=U^{-1} Q_{c} Q_{p} P Y \tag{1.2.9}
\end{equation*}
$$

$$
\begin{equation*}
x=P \bar{U}^{-1} Q_{C} Q_{p} P Y \tag{1.2.10}
\end{equation*}
$$

Here we have used the fact that $P P=I$ and that $P^{t}=P$. The transformation $U^{-1}$ is performed by backsubstitution on $U$. Note that if row and column modifications as above have been performed, the algorithm to solve the system does not change. The relevant multiplier elements in the elementary transformations of $Q_{p}$ are changed only if row modifications were performed, while for column modifications only the relevant columns of $U$ have different elements. If the decomposition is terminated so that the lower right hand $k x k$ submatrix remains unfactorized, the modification of $i$ rows and $j$ columns requires no more than $\frac{1}{2}(i+j) n^{2}$ multiplications, while the solution of the new system requires $n^{2}+\frac{1}{3} k^{3}$. If the factorization of the $k x k$ submatrix is stored. the subsequent solutions require $n^{2}$ multiplications.

To give the reader a sense on how large $k$ can be such that the completion of the factorization for each new solution becomes comparatively expensive let us set the number of multiplications required to solve the system equal to the number required to complete the factorization, that is $n^{2}=\frac{1}{3} k^{3}$ or $k=(3 n)^{\frac{3}{2}}$ For $n=100$, $k=45$, and for $n=400, k=113$, and for $n=1000, k=208$.
(

## CHAPTER 2

A SENSITIVITY TRANSFORMATION FOR STUDYING THE PERTURBATIONS OF SOLUTIONS DUE TO THE PERTURBATION OF THE SYSTEM SECTION 2.1

## PERTURBATION OF A SINGLE ELEMENT

The first example to be investigated is the change of the solution due to the change of one element in the system of equations. This result was first deduced by Shermam and Morrison[8]. Though the result here is the same, the procedure and representation are different. At the end of this section we will point out how this is so.

Let $B$ be a $n \times n$ matrix that is identical to the matrix $B$ except for the element $(i, j)$ which is represented as:

$$
\begin{equation*}
b_{i j}=b_{i j}+\sigma b_{i j} \tag{2.1.1}
\end{equation*}
$$

Let $B$ be decomposed by a decomposition technique. Then the $n$ columns of the inverse of $B$ can be found by solving the decomposed system for the appropriate unit vector as a right hand side. Suppose that $x$ is the solution of

$$
\begin{equation*}
B x=Y \tag{2.1.2}
\end{equation*}
$$

and $\ddot{x}$ is the solution of

$$
\begin{equation*}
B \ddot{x}=(B+\sigma B) \ddot{x}=y . \tag{2.1.3}
\end{equation*}
$$

Premultiplying the above equation by $B^{-1}$ we have

$$
\begin{equation*}
\left(I+B^{-1} \sigma B\right) \ddot{x}=B^{-1} y=x \tag{2.1.4}
\end{equation*}
$$

where $6 B$ is a square matrix of order $n$ in which only one element is nonzero, that is, $\sigma_{i j}$. Written out explicitly $\left(I+B^{-1} \sigma B\right)$. is of the form:

(2.1.5)
where $\left(\bar{b}_{k l}\right)=B^{-1}$. It follows directly that

$$
\begin{equation*}
\ddot{x}_{j}=\frac{x_{j}}{1+\delta_{j i} \sigma b_{i j}} \tag{2.1.6}
\end{equation*}
$$

and for $k \neq j$

$$
\begin{equation*}
\ddot{x}_{k}=x_{k}-b_{k i} \sigma b_{i j} x_{j}=x_{k}-\frac{b_{k i} \delta b_{i j} x_{j}}{1+b_{j i} \delta b_{i j}} . \tag{2.1.7}
\end{equation*}
$$

This result can also be found by representing the perturbed system by

$$
\begin{equation*}
(B+\sigma B) \ddot{x}=\left(I+\sigma B B^{-1}\right) B \ddot{x}=y \tag{2.1.8}
\end{equation*}
$$

If we denote $B \ddot{x}=y$ as the perturbed system, then solving

$$
\begin{equation*}
\left(I+\mathrm{BBB}^{-1}\right) z=y \tag{2.1.9}
\end{equation*}
$$

and then

$$
\begin{equation*}
B \ddot{x}=z \tag{2.1.10}
\end{equation*}
$$

yields the solution to the perturbed system. The transforming matrix $\left(I+6 B B^{-1)}\right.$ is of the form:


## (2.1.11)


$\vdots$
$\stackrel{7}{ \pm}$
${ }^{1+6 b_{i j}}{ }^{5 j i}$
$\stackrel{7}{1}$
$\vdots$


Solving $\left(I+6 B B^{-1}\right) z=Y$, for $k \neq i$

$$
\begin{equation*}
z_{k} \quad y_{k} \tag{2.1.12}
\end{equation*}
$$

while for the $i^{\text {th }}$ element.

$$
\begin{align*}
& y_{i}=\sigma b_{i j} \bar{b}_{j 1} y_{1}+\sigma b_{i j} \bar{b}_{j 2} y_{2}+\ldots+6 b_{i j} \bar{D}_{j i-1} y_{i-1}+ \\
& +\left(1+6 b_{i j} \bar{\square} i\right) z_{i}+6 b_{i j} \bar{b}_{j i+1} y_{i+1}+\ldots \\
& \ldots+\sigma_{i j} \bar{b}_{j n} Y_{n} . \tag{2.1.13}
\end{align*}
$$

or

$$
\begin{align*}
& y_{i}=\sigma b_{i j} \bar{D}_{j 1} y_{1}+\sigma b_{i j} \bar{b}_{j 2} y_{2}+\ldots+\sigma b_{i j} \bar{D}_{j i-1} y_{i-1}+ \\
& +6 b_{i j} \bar{b}_{j i} y_{i}-6 b_{i j} \bar{b}_{j i} y_{i} \\
& +\left(1+\sigma b_{i j} \overline{\sigma j i}\right) z_{i}+\sigma b_{i j} \nabla_{j i+1} y_{i+1}+\ldots \\
& \ldots+6 b_{i j}{ }_{j n} Y_{n} . \tag{2.1.14}
\end{align*}
$$

Since

$$
\begin{equation*}
\sum_{k=1}^{n} \delta b_{i j} \bar{b}_{j k} y_{k}=\delta b_{i j} x_{j} \tag{2.1.15}
\end{equation*}
$$

(2.1.14) reduces to

$$
\begin{equation*}
y_{i}=\sigma b_{i j} x_{j}+\left(1+\sigma b_{i j} b_{j i}\right) z_{i}-\sigma b_{i j} \overline{5}_{j i} y_{i} . \tag{2.1.16}
\end{equation*}
$$

or

$$
\begin{align*}
z_{i} & =\frac{\left(1+\sigma b_{i j} \bar{b}_{j i}\right) y_{i}-\sigma b_{i j} x_{j}}{1+\sigma b_{i j} \sigma_{j i}}  \tag{2.1.17}\\
& =y_{i}-\frac{\delta b_{i j} x_{j}}{1+\sigma b_{i j} \sigma_{j i}} \tag{2.1.18}
\end{align*}
$$

Therefore 2 can be written as

$$
\begin{equation*}
z=y-\left(\frac{\delta b_{i j} x_{j}}{1+\delta b_{i j} b_{j i}}\right) e_{i} \tag{2.1.19}
\end{equation*}
$$

where $e_{i}$ is the unit vector of the $i^{\text {th }}$ component. Since $\ddot{x}=B^{-1} z$,

$$
\begin{equation*}
\ddot{x}=x-\frac{\delta b_{i j} x_{j}}{1+\sigma b_{i j}{ }^{D_{j i}}} B^{-1} e_{i} \tag{2.1.20}
\end{equation*}
$$

Explicitly for $k \neq j$

$$
\begin{equation*}
\ddot{x}_{k}=x_{k}-\frac{b_{k i} \delta b_{i j} x_{j}}{1+\sigma b_{i j} b_{j i}} \tag{2.1.21}
\end{equation*}
$$

and for the $j^{\text {th }}$ element,

$$
\begin{equation*}
\ddot{x}_{j}=x_{j}-\frac{b_{j i} \delta b_{j i} x_{j}}{1+\sigma b_{i j} \bar{\delta}_{j i}}=\frac{x_{j}}{1+\sigma b_{i j} \overline{j i}} \text {. } \tag{2.1.22}
\end{equation*}
$$

which corresponds to (2.1.6) and (2.1.7).
The next two sections will consider multiple row and column perturbations. We will see that the analysis of such perturbations will be quite straight forward. For column perturbations the perturbed system of equations will be represented as in (2.1.4), while for row peturbations the representation (2.1.8) is appropriate. In Sherman and Morrison [8] it is only shown that (2.1.6), and (2.1.7) are correct, though they do not show how they arrive at the results. The purpose of this presentation is to demonstrate a procedure which can be used to derive the solution for an arbitrary perturbation, rather than propose a solution and demonstrate its validity.

## COLUMN PERTURBATIONS

In this section the method just described is extended to columnwise perturbations. The first case is for perturbations in a single column with the scaling of the column, while the second is the extension to two columns.

Without loss of generality let us suppose that the first $k$ elements of the $j^{\text {th }}$ column are to be perturbed and that a constand multiple of the column is to be added to the entire column. that is, $6 B$ is an nun matrix which has all zeroes for its delements except for the $j^{\text {th }}$ column, where the $j^{\text {th }}$ column is:

$$
\left|\sigma b_{1 j}+c b_{i j} \quad \sigma b_{2 j}+c b_{2 j} \quad \ldots \quad \sigma b_{k j}+c b_{k j} \quad c b_{k+1 j} \quad \ldots \quad c b_{n j}\right|^{t}
$$

Again the matrix $\left(I+B^{-1} \sigma B\right)$ has the form of (2.1.5) except the $j^{\text {th }}$ column is replaced by:

$$
\begin{equation*}
\left|\phi_{1} \phi_{2} \cdots \phi_{j-1} \quad\left(1+\phi_{j}+c\right) \quad \phi_{j+1} \cdots \phi_{n}\right|^{t} \tag{2.2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{m}=\sum_{p=1}^{k} b_{m p} \delta \bar{b}_{p j} \tag{2.2.3}
\end{equation*}
$$

and $\left(D_{i j}\right)=B^{-1}$. The solution is found of inspection as in

Chapter 2.1:

$$
\begin{equation*}
\ddot{x}_{j}=\frac{x_{j}}{I+\alpha_{j}+c} \tag{2.2.4}
\end{equation*}
$$

and for ifs.

$$
\begin{equation*}
\ddot{x}_{i}=x_{i}-\phi_{i} \ddot{x}_{j} \tag{2.2.5}
\end{equation*}
$$

where $\ddot{x}$ is the solution of $(B+6 B) \ddot{x}=y$, and $x$ is the solution of the unperturbed system $B x=y$.

Now suppose that two columns are to be perturbed, say columns $j_{1}$ and $j_{2}$. For the simplicity of demonstration let us suppose that only the first $k_{1}$ and $k_{2}$ elements of each respective columns are perturbed. So $6 B$ has only 2 nonzero columns, and the $j_{1}^{\text {th }}$ is of the form

$$
\begin{equation*}
\left|\delta b_{1 j_{1}} \quad \delta b_{2 j_{1}} \quad \cdots \quad \sigma b_{k_{1} j_{1}} \quad 0 \quad \ldots \quad\right|^{t} \tag{2.2.6}
\end{equation*}
$$

and the $j_{2}$ column is:

$$
\begin{equation*}
\left.\right|^{\delta b}{ }_{1 j_{2}} \quad \delta b_{2 j_{2}} \quad \cdots \quad \delta b_{k_{2} j_{2}} \quad 0 \quad \ldots \quad \tag{2.2.7}
\end{equation*}
$$

Now two columns of $\left(I+B^{-1} \sigma B\right)$ are not unit vectors, namely columns $j_{1}$ and $j_{2}$. The $j_{1}^{\text {th }}$ column will be denoted by

$$
\begin{equation*}
\left.\left.\right|_{1} ^{1} \phi_{1} \phi_{2} \cdots \phi_{j_{1}-1}\left(1+\phi_{j_{1}}\right) \quad \phi_{j_{1}+1} \cdots \phi_{n}\right|^{t} \tag{2.2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{i}=\sum_{p=1}^{k} \bar{b}_{i p} \delta b_{p j} \tag{2.2.9}
\end{equation*}
$$

and the $\mathrm{j}_{2}^{\text {th }}$ column as.

$$
\begin{equation*}
\left|\phi_{1} \phi_{2} \cdots \phi_{j_{1}-1}\left(1+\phi_{j_{1}}\right) \quad \phi_{j_{1}+1} \ldots \phi_{n}\right|^{t} \tag{2.2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{i}=\sum_{p=1}^{k_{2}} \Sigma_{i p} \delta b_{p j_{2}} \tag{2.2.11}
\end{equation*}
$$

Again by inspection the $j_{1}^{\text {th }}$ and $j_{2}^{\text {th }}$ elements of $\hat{x}$ are found by solving

$$
\left\{\begin{array}{lll}
1+\phi_{j_{1}} & \phi_{j_{1}}  \tag{2.2.12}\\
x_{j_{2}} & 1+\phi_{j_{2}} & \left|\begin{array}{l}
\ddot{x}_{j_{1}} \\
\ddot{x}_{j_{2}}
\end{array}\right|=\left|\begin{array}{l}
x_{j_{1}} \\
x_{j_{2}}
\end{array}\right|
\end{array}\right.
$$

Then for $k \neq j_{1}, j_{2}$ :


$$
\begin{equation*}
\ddot{x}_{k}=x_{k}-\phi_{k} \ddot{x}_{j_{1}}-\phi_{k} \ddot{x}_{j_{2}} . \tag{2,2.13}
\end{equation*}
$$

If all the elements of a column are to be perturbed then it is necessary to have the entire inverse computed. In such a case it would be wiser to use the factorization modification algorithm. In many cases though, especially in Input Output analysis, only a few elements are modified, and the rest are just scaled. In such cases the above method becomes very appealing since the simpler closed form equations provide greater insight into the system.

SECTION 2.3
HOW PERTURBATIONS

This section nearly duplicates the presentation of the previous section except that the perturbation vectors are rows instead of columns.

Without loss of generality let us suppose that the first $k$ elements of the $j^{\text {th }}$ row are to be perturbed and that a constant multiple of the row is to be added to the entire row. Then 6B is an $n \times n$ matrix which has all zeroes for its elements except for the $j^{\text {th }}$ row. The $j^{\text {th }}$ row is:

$$
\left|\sigma b_{j 1}+c b_{j i} \quad \sigma b_{j 2}+c b_{j 2} \quad \ldots \quad \sigma b_{j k}+c b_{j k} \quad c b_{j k+1} \quad \ldots \quad c b_{j n}\right| .
$$

Again the matrix $\left(I+6 B B^{-1}\right)$ is of the same form as (2.1.11) of Chapter 2.1 , but the $j^{\text {th }}$ row is replaced by:

$$
\begin{equation*}
\left|\mu_{1} \mu_{2} \cdots \kappa_{j-1} \quad\left(1+\phi_{j}+c\right) \quad \kappa_{j+1} \cdots \kappa_{n}\right| \tag{2.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{m}=\sum_{p=1}^{k} \sigma b_{j p^{\delta}}{ }_{p m} . \tag{2.3.3}
\end{equation*}
$$

and $\left(\bar{b}_{i j}\right)=B^{-1}$. By inspection the solution of $\left(I+6 B B^{-1}\right) z=Y$ is, for $i \neq j$ :

$$
\begin{equation*}
z_{i}=y_{i} \tag{2.3.4}
\end{equation*}
$$

while

$$
\begin{align*}
& \sum_{m \neq j}^{k} \phi_{m} y_{m}+\left(1+\phi_{j}+c\right) z_{j}=y_{j}  \tag{2.3.5}\\
& =\sum_{m \neq j}^{k} \phi_{m} Y_{m}+\alpha_{j} Y_{j}-\phi_{j} y_{j}+\left(1+\mu_{j}+c\right) z_{j}  \tag{2.3.6}\\
& =\sum_{p=1}^{k} \delta b_{j p} x_{p}-\not \phi_{j} y_{j}+\left(1+\not h_{j}+c\right) z_{j} \tag{2.3.7}
\end{align*}
$$

and therefore

$$
\begin{equation*}
z_{j}=\frac{\left(1+\phi_{j}\right) y_{j}-\sum_{p=1}^{k} \sigma b_{j p} x_{p}}{\left(1+\gamma_{j}+c\right)} \tag{2.3.8}
\end{equation*}
$$

where $x$ is the solution of the unperturbed system $B x=y$. If we denote $z_{j}-y_{j}$ as $t$ then

$$
\begin{equation*}
z=y+t e_{j} \tag{2.3.9}
\end{equation*}
$$

where $e_{j}$ is the unit vector of the $j^{\text {th }}$ component. Denoting the solution of the perturbed system as $\ddot{x}$, as in Chapter 2.1,

$$
\begin{equation*}
\ddot{x}=B^{-1} z=B^{-1}\left(y+t e_{j}\right)=x+t B^{-1} e_{j} \tag{2.3.10}
\end{equation*}
$$

Now suppose that two rows are to be perturbed, say rows $j_{1}$ and $j_{2}$. Again purely for the simplicity of demonstration suppose that only the first $k_{1}$ and $k_{2}$ elements of each respective rows are perturbed. So $\delta B$ has only 2 nonzero rows, the $j_{1}^{\text {th }}$ of which is of the form:

$$
\begin{equation*}
\left.\right|^{\sigma b_{j_{1} 1}} \quad \delta b_{j_{1} 2} \quad \ldots \quad \delta b_{j_{1} k_{1}} \quad 0 \quad \ldots \quad \mid \tag{2.3.11}
\end{equation*}
$$

and the $j_{2}$ row is:

Now two rows of $\left(I+6 B^{-1}\right)$ are not unit vectors, namely rows $j_{1}$ and $j_{2}$. The $j_{1}^{\text {th }}$ row will be denoted by

$$
\left|\begin{array}{llllll}
\phi_{1} & \phi_{2} & \cdots & \phi_{j_{1}} 1 & \left(1+\phi_{j_{1}}\right) \quad \phi_{j_{1}+1} \cdots & \phi_{n}
\end{array}\right|
$$

where

$$
\begin{equation*}
\alpha_{i}=\sum_{p=1}^{k_{1}} \delta b_{j_{1}} p^{\bar{b}} p i \tag{2.3.14}
\end{equation*}
$$

and the $j_{2}^{\text {th }}$ row as,

$$
\left|\begin{array}{lllllll}
\phi_{1} & \phi_{2} & \cdots & \phi_{j_{1}-1} & \left(1+\phi_{j_{1}}\right) & \phi_{j_{1}+1} & \cdots \tag{2.3.15}
\end{array} \phi_{n}\right|
$$

where

$$
\begin{equation*}
\phi_{i}=\sum_{p=1}^{k_{2}} \delta b_{j_{2}} p^{\delta_{p i}} \tag{2.3.16}
\end{equation*}
$$

Solving $\left(I+6 B B^{-1}\right) z=y$, for $i \neq j_{1}, j_{2}$ :

$$
\begin{equation*}
z_{j}=y_{j} \tag{2.3.17}
\end{equation*}
$$

while for $i=j_{1}, j_{2}:$

$$
\left\{\begin{array}{lll}
1+\phi_{j_{1}} & \psi_{j_{2}} & \left|\mid z_{j_{1}}\right.  \tag{2.3.18}\\
\phi_{j_{1}} & 1+\phi_{j_{2}} & \mid z_{j_{2}}
\end{array}=\left\{\begin{array}{l}
\ddot{y}_{j_{1}} \\
\ddot{y}_{j_{2}} \\
\end{array}\right.\right.
$$

where

$$
\begin{equation*}
\ddot{y}_{j_{1}}=\left(1+\phi_{j_{1}}\right) y_{j_{1}}+\phi_{j_{2}} y_{j_{2}}-\sum_{p=1}^{k_{j}} \delta b_{j_{1}} p^{x_{p}} \tag{2.3.19}
\end{equation*}
$$

$$
\ddot{y}_{j_{2}}=\left(1+\varnothing_{j_{2}}\right) y_{j_{2}}+\varnothing_{j_{1}} y_{j_{1}}-\sum_{p=1}^{k_{j_{2}}} \sigma_{b_{j_{2}}} p^{x_{p}} .
$$

Redefining $t$ to be $z_{j_{1}}-y_{j_{1}}$ and definina $u$ to be $z_{j_{2}}-y_{j_{2}}$, then the perturbed solution is:

$$
\begin{equation*}
\ddot{x}=B^{-1} z=B^{-1} y+t B^{-1} e_{j_{1}}+u B^{-1} e_{j_{2}} . \tag{2.3.21}
\end{equation*}
$$

If an entire row is perturbed then only its associated column of the inverse is needed in the computation of the perturbed solution vector. The computation requires $2 n+1$ multiplications, (column perturbation would require about $n^{2}$.)

The above presentation lends particular insight into the perturbation of row elements in linear equations. When several rows are perturbed then the perturbation of the solution is a linear combination of the associated columns of the nominal inverse. Therefore we can make a rough quess on whether solutions are sensitive to perturbations of several rows of the $I O$ matrix by inspecting the associated columns of the numinal inverse.
.

CHAPTER 3
A NONLINEAR INPUT OUTPUT MODEL

As we have seen both factorization modification and solution perturbation have comparative advantages in the solution of modified linear equations. Factorization modification has the advantage of simplicity of data storage, that is, when a row or column is changed, then only that row or column of the modified factorization is changed. Also the repetitive modification of the linear equations is very stable numerically since the refactorized matrix is machine identical ${ }^{5}$ to the factorized matrix when the modified system of linear equations is completely decomposed from scratch. The disadvantage of factorization modification is that $n^{2}$ multiplications must be performed, and $n^{2}$ matrix elements must be read in from secondary storage. In some cases solution perturbation requires much less computation than factorization modification to achieve the same result. The disadvantage of solution perturbation is that if many elements in different rows are to be changed, as in the case of modifying all the elements in a single column, then much or all of the nominal inverse must be computed. Also repetitively computing new solutions due to changes in the elements of the matrix is difficult by this method. In this section we will utilize the comparative advantages of both methods in solving a nonlinear Input Output model.

5 "Machine identical" means that the bit patterns of the two matrices are identical.


There has been very little work presented in the literature about nonlinear IO models, most of it only in the way of existence proofs, Sandberq[6] and Lahiri[7], and very little empirical application. This may be due to the difficulty of obtaining data on the nonlinearity of the transactions, for just obtaining the transactions matrix data is a difficult task in itself. ${ }^{6}$ But the nonlinearity of the transaction elements may not be due so much to the nonlinearity of the input requirements per unit output for each firm. Rather the nonlinearity may be due to the average input requirements per unit output, that is the $a_{i j}$ 's, shift from the production techniques of firms that cannot increase output towards the production techniques of those firms that can. A good example of this type of nonlinearity is the transactions to the oil industry if oil demand would change. If the demand for oil by consumers and industry would drop drastically then the transactions for drilling equipment and real estate would drop disporportionally to the drop in total oil output since oil wells would last for a longer period of time. Given more time there would be fewer chances that wells that are drilled end up to be dry, etc. It is likely that at lower oil demand more oil drilling would be internally financed, and thus the amount of interest charges would be proportionally less.

6 The transactions matrix is $A x$ where $x$ is a diagonalization of the total demand vector. The transactions matrix is the interindustry data that governments actually collect, the A matrix is then derived from the transactions matrix after the total demand vector is computed by summing the rows of the transaction matrix and adding the final demand vector to the resultant vector.


Without scarcity driving up prices firms are less willing to take chances, they may curtail research and development activity. Thus the composition of value added changes. As we shall see in the example below, if the demand for oil would rise the $\mathrm{a}_{\mathrm{ij}}$ 's for the oil industry would shift toward the production techniques of the exploratory firms. New production techniques such as extraction of oil from shale would become more profitable, and average production shifts towards this technique. By classification of firms into two groups, those that can and cannot increase output, we have an elementary procedure by which we can represent the nonlinearity of transactions.

Let $j$ be the index corresponding to the oil industry. Suppose that oil total output is represented by

$$
\begin{equation*}
x_{j}=x_{j}^{n}+x_{j}^{o} \tag{4.1.1}
\end{equation*}
$$

where $x_{j}, x_{j}{ }_{j}, x_{j}$ are total demand for oil, total demand for oil supplied by new oil, and total demand for oil supplied by old oil respectively. We assume that only the producers of new oil can expand the output of oil to a level greater than $x_{j}^{0}$. The transaction from the $i^{\text {th }}$ industry to the oil industry is

$$
\begin{equation*}
t_{i j}=a_{i j} x_{j}=a_{i j}^{0} x_{j}^{o}+a_{i j}^{n}\left(x_{j}-x_{j}^{o}\right) \tag{4.1.2}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
a_{i j}\left(x_{j}\right)=\frac{t_{i j}}{x_{j}}=\frac{\left(a_{i j}^{0}-a_{i j}^{n}\right) x_{i j}^{o}}{x^{j}}+a_{i j}^{n} \tag{4.1.3}
\end{equation*}
$$

for $x_{j} \geq x^{0}{ }_{j}$ (4.1.3) exemplifies the shift in the technical coefficients mentioned in the preceding discussion.

Though oversimplified, (but the linear IO model is even more simplified.) this example does illustrate that empirical work in this area may be more practical than was previously thought. It can also open up the possibility of treating investment as a direct input to production instead of treating it as final demand. Investment cannot be realistically treated as a linear function of total output since if existing capital is used at full capacity the only way output can increase is by investment. Thus investment would make up an considerable portion of costs. Alternatively if capital is not being used at full capacity then there will be little investment till excess capacity has depreciated away. Observation of plant capacity levels, and the catagorization of firms in a industry may give us the essential information needed to produce a viable nonlinear IO model.

The nonlinear 10 model in the following exposition has an restriction in the form of the nonlinearities. It is not the most general model that could be presented, though the formulation does encompass the situations that we would most likely encounter in the real world. We assume that the nonlinearities of the tranasctions are only a function of the buying industries, that
促

$$
\begin{equation*}
t_{i j}=t_{i j}\left(x_{j}\right) \tag{4.1.4}
\end{equation*}
$$

This is a crucial assumption in this algorithm for it tremendously reduces the order of the computation. Though this is a restriction to the analysis, it is aifficult to visualize an example where a transaction element is a direct function of total demand other than the buying industry. Even in the literature though this assumption is seldom made or utilized, the examples presented usually are of this form. Also we have assumed a functional form for the nonlinearities. Though this assumption is not crucial to the exposition, and it can easily be relaxed, we shall see that this representation is computationally advantageous.

A truncated power series will be used as the functional form of the nonlinearities. The use of only three terms is only for the simplicity of demonstration.

$$
t_{i j}\left(x_{j}\right)=\bar{a}_{i j}\left(x_{j}\right) x_{j}=\bar{a}_{i j}\left[\alpha_{i j}+\beta_{i j}\left(\frac{x_{j}}{\bar{x}_{j}}\right)+\gamma_{i j}\left(\frac{x_{j}}{\bar{x}_{j}}\right)^{2}\right] x_{j}
$$

where

$$
\begin{equation*}
l=\alpha_{i j}+\beta_{i j}+\gamma_{i j} \tag{4.1.6}
\end{equation*}
$$

Note that $\bar{a}_{i j}=a_{i j}\left(\bar{x}_{j}\right)$. We denote the matrix $\bar{A}$ and vectors $\bar{x}$ and Y as the nominal technical coefficients matrix, and nominal total and final demand vectors respectively. If $\alpha_{i j}=1$, and $\beta_{i j}=\gamma_{i j}=0$

for some $a_{i j}\left(x_{j}\right)$, then the function is constant, as in the linear IO model. Varying the values of $\beta_{i j}$ and $\gamma_{i j}$ from zero introduces nonlinearity in the technical coefficient. But as long as constraint (4.1.6) holds then the nominal output vector $\bar{x}$ is still the solution of the nonlinear $I O$ model when the final demand vector is $\bar{Y}$.

To introduce the concept of the model. let us assume that only the $j^{\text {th }}$ industry has nonconstant technical coefficients. These technical coefficients are only a function of the total output of the $j^{\text {th }}$ industry, that is, $x_{j}$. Let $\ddot{y}$ be a vector different from $\bar{Y}$ and let $\ddot{x}^{l}$ be the solution of

$$
\begin{equation*}
(I-\bar{A}) \ddot{x}^{1}=\ddot{y} \tag{4.1.7}
\end{equation*}
$$

Clearly there is little chance that $\ddot{x}^{1}$ is the solution of the nonlinear equation

$$
\begin{equation*}
(I-A(\ddot{x})) \ddot{x}=\ddot{y} \tag{4.1.8}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Delta A(x)=A(x)-A \tag{4.1.9}
\end{equation*}
$$

Note that $\Delta A(x)$ is nonzero only for the $j^{\text {th }}$ column. By solution perturbation

$$
\begin{equation*}
(I-A(\hat{x})) \ddot{x}=(I-A)\left(I-(I-A)^{-1} \Delta A(\ddot{x})\right) \ddot{x}=\ddot{y} \tag{4.1.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(I-(I-A)^{-1} \Delta A(\ddot{x})\right) \ddot{x}=\ddot{x}^{1} \tag{4.1.11}
\end{equation*}
$$

where $\ddot{\mathrm{x}}^{1}$ is the solution of (4.1.7).

$$
\text { The } j^{\text {th }} \text { row of } 4.1 .11 \text { is }
$$

$$
\begin{equation*}
\left[1-\sum_{i=1}^{n} \bar{b}_{j i} \sigma a_{i j}\left(\ddot{x}_{j}\right)\right] \ddot{x}_{j}=\ddot{x}_{j}^{1} \tag{4.1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\overleftarrow{b}_{i j}\right)=(I-A)^{-1} \tag{4.1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\sigma_{i j}\left(x_{j}\right)\right)=\Delta A(x) \tag{4.1.14}
\end{equation*}
$$

Since the $\ddot{x}_{j}$ is the only unknown in (4.1.12) we need only solve this scalar nonlinear equation for $\tilde{\mathbf{x}}_{j}$. If the nonlinearities are represented as a truncated power series as in (4.1.5), then (4.1.12) reduces to

$$
\begin{equation*}
\left[1-\theta\left(\left(\frac{x_{j}}{\bar{x}_{j}}-1\right)-\sigma\left(\left(\frac{x_{j}}{\bar{x}_{j}}\right)^{2}-1\right)\right] \ddot{x}_{j}=\ddot{x}_{j}^{l}\right. \tag{4.1.15}
\end{equation*}
$$

where

$$
\begin{align*}
& \sigma=\sum_{i=1}^{n} \bar{b}_{j i} \bar{a}_{i j} \beta_{i j}, \text { and }  \tag{4.1.16}\\
& \theta=\sum_{i=1}^{n} \bar{b}_{j i} \bar{a}_{i j} Y_{i j} . \tag{4.1.17}
\end{align*}
$$

Then (4.1.15) can be solved by a numerical method such as Newton's method.

The advantage of the functional representation (4.1.5) is that the effects of the nonlinearities of all the elements of the $j^{\text {th }}$ column of $A(x)$ are expressed in $\sigma$ and $\theta$. If more terms are added to (4.l.5) then only similar terms are then added to (4.1.15). Note that only the $j^{\text {th }}$ row of the inverse needs to be computed to solve for $\ddot{x}_{j}$, but once we have solved for $\hat{x}_{j}$ we now know all the values of the technical coefficients in the $j^{\text {th }}$ column. Using factorization modification we can compute the entire solution without the computing the inverse, as we would have had to do if we use solution perturbation only. During the factorization modification we can simultaneously compute the solution $\ddot{x}$, thus saving an extra pass througn the matrix. ${ }^{3}$

3 This is only important of course if the computer installation does not have enough main memory to hold the entire matrix.

The extension to case of nonlinearities in more than one column of $A$ is quite straightforward. If $k$ columne of $A$ have nonlinearities, then the $k$ corresponding rows of $(I-\bar{A})^{-1}$ must be computed and a $k^{\text {th }}$ order nonlinear matrix equation corresponding to (4.1.15) is solved.

This algorithm is a tremendous savings over the usual Newton's method solution of this problem, which would be

$$
\begin{equation*}
x^{k+1}=x^{k}-\left(I-\frac{\partial}{\partial x} T\right)^{-1}\left[x^{k}-A\left(x^{k}\right) x^{k}-y\right] \tag{4.1.18}
\end{equation*}
$$

where $x^{k}$ is the approximate solution at the $k^{\text {th }}$ iteration, and $T$ is a vector valued function whose $j^{\text {th }}$ element is

$$
\begin{equation*}
t_{j}=\sum_{i=1}^{n} a_{i j}\left(x_{j}\right) x_{j} \tag{4.1.19}
\end{equation*}
$$

For each iteration (4.l.18) requires approximately $n^{3} / 3+2 n^{2}+i k n$ multiplications where $n$ is the order, $i+l$ is the number of terms in the truncated power series, and $k$ is the number of nonlinear columns. The method proposed here requires only about $k^{3} / 3+(i+1) k^{2}$ multiplications. If $n=100, k=5$, and $i=3$, then an iteration of (4.1.18) requires about 353,000 multiplications, while the method presented here requires about 162 multiplications. Thus the proposed method has a computational savings by a factor of 2,180 !

Most importantly this method gives us a very simple means to compute the "marginal inverse", that is compute the incremen-
tal total output due to an increment in final demand. The marginanal inverse is the inverse of the Jacobian matrix evaluated at a solution. Sandberg[6,rheorem 1] has shown that the inverse of the Jacobian evaluated at a solution will approximate the perturbation of solutions around the solution due to perturbations of final demand. If the vector $c$ is the perturbation in final demand, and the vector $x^{\rho}$ is the actual perturbation of total demand then

$$
\begin{equation*}
x^{p}=J^{-1} c+\Delta(c) \tag{4.1.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\| \Delta(c)| |}{\|c\|} \rightarrow 0 \text { as } \| c| | \rightarrow 0 \tag{4.1.21}
\end{equation*}
$$

The norm operator is the Euclidean. In our example in which only column $j$ is nonlinear, if $\left(j_{i k}\right)=J$, then:

$$
\begin{align*}
& j_{i k}=-\bar{a}_{i k}, \text { for } k \neq i, j  \tag{4.1.22}\\
& j_{k k}=1-\bar{a}_{k k}, \text { for } k \neq j \tag{4.1.23}
\end{align*}
$$

and

$$
\begin{equation*}
j_{i j}=-\bar{a}_{i j}-\left(x_{j}\right) \frac{d}{d \bar{x}_{j}} a\left(x_{j}\right) \text { for } i \neq j, \tag{4.1.24}
\end{equation*}
$$

$$
\begin{equation*}
j_{j j}=1-\bar{a}_{j j}-\left(x_{j}\right) \frac{d}{d x_{j}^{-}} a\left(x_{j}\right) \tag{4.1.25}
\end{equation*}
$$

Since the Jacobian matrix is identical to the $I O$ matrix except for the $j^{\text {th }}$ column we can use factorization modification to replace the $j^{\text {th }}$ column of the nominal $I O$ matrix by the the associated column of the Jacobian matrix. In doing so we have effectively computed the factorization of the Jacobian.

At this point it is worthwhile to digress to a fundamental result of IO analysis. In the linear IO model price is computed by the identity

$$
\begin{equation*}
\left(I-A^{t}\right) p=V \text { or } p=A^{t} p+V \tag{4.1.26}
\end{equation*}
$$

The $j^{\text {th }}$ row of $(4.1 .26)$ reads: the price of good $j$, that is, $P_{j}$ equals the average unit costs of inputs, that is, $\left(A^{t} p\right)_{j}$ plus the cost of value added, that is, $v_{j}$. In this equation profit rates must be assumed, and the costs are average, not marginal. Assuming nonincreasing returns ${ }^{8}$ suppose that we are given a final demand vector $y$ and the corresponding total demand vector $x$ which is the solution of the nonlinear 10 model. Then we can find a price vector $p$ such that it is profit maximizing for each industry to produce the total demand vector $x$ when the final value added functions would imply nonincreasing returns.

```
demand vector is \(y\). Ane equation which computes this price level
``` is:
\[
\begin{equation*}
J^{t} p=v^{n} \tag{4.1.27}
\end{equation*}
\]
where che \(i^{\text {tn }}\) element of \(v^{\text {^ }}\) is:
\[
\begin{equation*}
v\left(x_{i}\right)+\left(x_{i}\right) \frac{a}{a x_{i}}-v\left(x_{i}\right) \tag{4.1.¿と}
\end{equation*}
\]

We have allowed for nonlinearities in value added, and as for the transaction elements, the nonlinearities are only a function of that particular industry. Oi course this definition of value added excludes profits. we can easily verity that the price vector which is the solution ot (4.1.2i) is the price vector that makes \(x\) the profit maximizing output vector. for the \(j\) th industry the per unit profit is
\[
\begin{equation*}
p_{j}-\sum_{i=1}^{n} a_{i j}\left(x_{j}\right)-v\left(x_{j}\right) \tag{4.1.2y}
\end{equation*}
\]
inerefore total proiits are:
\[
\begin{equation*}
\left.\bar{n}=x_{j} \mid p_{j}-\sum_{i=1}^{n} a_{1 j}\left(x_{j}\right)-v\left(x_{j}\right)\right] \tag{4.1.3k}
\end{equation*}
\]
faking the derivative with respect to \(x_{j}\) we nave
\[
\begin{array}{r}
\frac{a}{d x_{j}} \bar{j}=v=p_{j}-\sum_{i=1}^{n} p_{i} a_{i j}\left(x_{j}\right)+v\left(x_{j}\right) \\
\left.-x_{j} \left\lvert\, \sum_{i=1}^{n} n_{i} \frac{a}{a x_{j}}-a_{1 j}\left(x_{j}\right)+\frac{a}{\tilde{u} \bar{x}_{j}} v\left(x_{j}\right)\right.\right] \tag{4.1.31}
\end{array}
\]
or
\[
\left.p_{j}-\sum_{i=1}^{n} F_{i} \left\lvert\, \bar{a}_{i j}\left(x_{j}\right)+\left(x_{j}\right) \frac{a}{d \bar{x}_{j}} a_{i j}\left(x_{j}\right)\right.\right]=v\left(x_{j}\right)+\left(x_{j}\right) \frac{d}{a x_{j}} v\left(x_{j}\right)
\]

Notice that (4.l.24) and (4.l.2b) are the general form of the elements of the Jacobian matrix J. Also the right hand side of (4.l.32) corresponds to (4.1.2 6 ). By differentiating each of the industry's profits function with respect to that industry's total output we see that \((4.1 .26)\) is the first order condition for profit maximization.

\section*{DISCUSSION AND CONCLUSIONS}

A summary of the relative advantages and disadvantages of solving modified systems of equations by factorization modifcation using elementary transformations and by solution perturbation was presented in the beginning of Chapter 3. The conclusion of the discussion was that neither method had a clearcut advantage over the other. When the two methods are used in conjunction with each other, as in the nonlinear lo model, the resulting algorithm can be very efficient.

The efficient solution of \(I O\) equations has been largely ignored by economists. This is evident by the fact that up to now only large batch computer systems were used to solve IO equations. Using the algorithms discussed in this paper a \(368^{\text {th }}\) order IO matrix was factorized on a minicomputer installation. \({ }^{9}\) The solution computation of the solution for an arbitrary final demand vector required 8 seconds user time and 12 seconds system time. \({ }^{10}\)

9 The computer was a Digital Electronics Corporation PDPII/50. The computer was operating under the UNIX operating system developed by Bell Laboratories. The algorithms were coded in \(C\), the principle language in which much of the UNIX system was coded.

10 The Unix operating system indicates two types of program timings, one for user time, which is the time required to perform the actual computation in the user's program area. The other is denoted as system time which is the computation required by the operating system to perform principly the input output functions. Since a \(368^{\text {th }}\) order matrix requires approximately \(l\) megabyte of storage, the computation of physical block addresses of the data consumed the largest portion of the total computation. System time would be significantly reduced by performing raw, ie., pure direct memory access (DMA) input output.

Double precision arithmetic was used by both the decomposition and solution programs. As a test of the numerical stability of the algorithms on actual data, the Bureau of Economic Analysis (BEA) \(368^{\text {th }}\) order IO matrix was decomposed, and then a system of equations utilizing this matrix was solved. The residuals were of the order of \(10^{-14}\) when double precision arithmetic was used. Thus the use of elementary transformations has not been detrimental to numerical stability.

As a test of the nonlinear 10 model, nonconstant technical coefficients were introduced into five columns of the \(1967368^{\text {th }}\) order BEA IO matrix. The iterative solution perturbation algorithm required \(3 . \overline{3}\) seconds user and 6.1 seconds system time, while the factorization algorithm which computes the entire solution vector required 31 seconds user and 27 seconds system. Since the solution perturbation algorithm computes the total output for the industries which have nonlinear input technical coeffficients, we can check the computation of the factorization algorithm by comparing the elements in the solution vector to those computed by the solution perturbation algorithm. The residuals were of the order ot \(10^{-14}\).

For a small set of nonlinear industries, the computation involved in the solution of a nonlinear \(I O\) model is about two or three times the computation involved in solving a factorized system of equations. In terms of computation, there is little that bars the incorporation of the algorithms in empirical IO
research. It may be futile to consider the construction of a empirical nonlinear \(I O\) model with all of the columns being nonlinear, at least this is so for the present. Many times researchers who utilize IO models tocus most of their attention upon one or two, or a small qroup of industries. The effects of alternative technical coefficients of a small group of industries are often analyzed. The framework presented could easily be molded to such applications. Finally it is suggested that interindustry data collection should gear some of its efforts toward the determination of capacity levels of the individual firms. Doing so will allow the construction of the nonlinear investment functions needed to make the endogenous determination of investment levels in \(I O\) models possible.
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