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## PREFACE TO THIRD EDITION.

This little text-book was written some years ago to accompany the lectures in a short preparatory course on the Newtonian Potential Function, especially intended for students who were afterwards to begin a systematic study of the Mathematical Theory of Electricity and Magnetism, with the help of some of the standard treatises on the subject.
$\dot{\rho}$ In preparing the present edition a few imperative changes $\checkmark$ have been made in the plates, some sections have been intro$\sigma$ duced, and a large number of simple miscellaneous problems have been added at the end of the last chapter.

The reader who wishes to get a thorough knowledge of the properties of the Potential Function and of its applications, is referred to the works mentioned in the list given below. Most of those that had then been published I consulted and used in writing these notes, and from some which have appeared since the body of this book was electrotyped I have borrowed material for problems: many other problems I have taken from various college and university examination papers. I am indebted also to my colleagues, Professors Trówbridge, Byerly, E. H. Hall, Osgood, Sabine, M. Bôcher, and C. A. Adams for valuable criticisms and suggestions.

The slight use which I have made of developments in terms of Spherical Harmonics and Bessel's Functions is explained by the fact that students who use this book in Harvard University study at the same time Professor Byerly's admirable Treatise on Fourier's Series, und Spherical, Cylindrical and Ellipsosidal Itermonics.

In the following pages the change made in a function $u$ by giving to the independent variable $x$ the arbitrary increment $\Delta . r$, and keeping the other inctependent variables, if there are any, unchanged, is denoted by $\Delta_{x} u$. Similarly, $\Delta_{y^{\prime \prime}}$ and $\Delta_{z} u$ represent the increments of $u$ due to changes respectively in $y$ alone and in $a$ alone. The total change in $u$ due to simultaneous changes in all the independent variables is sometimes denoted by $\Delta u$; so that, if $u=f(x, y, z)$,

$$
\Delta u=\frac{\Delta_{x} u}{\Delta x} \cdot \Delta x+\frac{\Delta_{y} u}{\Delta y} \cdot \Delta y+\frac{\Delta_{z} u}{\Delta z} \cdot \Delta z+\epsilon,
$$

where $\epsilon$ is an infinitesimal of an order ligher than the first. The partial derivatives, $\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial u}{\partial z}$, are denoted, for convenience, by $I_{x} u, I_{y} u$, and $D_{z} u$, and the sign $\doteq$ placed between a variable and a constant is used to show that the former is to be made to approach the latter as its limit. In those cases where it is desirable to draw attention to the fact that a certain derivative is total, the differential notation $\frac{d u}{d x}$ is used.

It is tacitly assumed that the physical quantities under consideration can be represented in the regions to which the theorems refer, by continuous point functions, having contimuons derivatives of the orders which present themselves in the investigation in hancl. In a few instances, as the reader will see, a theorem is predicated of analytic functions only, when so narrow a limitation is not required by the proof given.
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## THE

## NEWTONIAN POTENTIAL FUNCTION.

## CHAPTER I.

## THE ATTRAOTION OF GRAVITATION.

1. The Law of Gravitation. Every body in the universe attracts every other body with a foree which depends for magnitude and direction upon the masses of the two bodies and upon their relative positions.

An approximate value of the attraction between any two rigid bodies may be obtained by imagining the bodies to be divided into small particles, and assuming that every particle of the one body attracts every particle of the other with a force directly proportional to the product of the masses of the two particles, and inversely proportional to the square of the distance between their centres or other corresponding points. The true value of the attraction is the limit approached by this approximate value as the particles into which the bodies are supposed to be divided are made smaller and smaller.
2. The Attraction at a Point. By "the attraction at any point $P$ in space, due to one or more attracting masses." is meant the limit which would be approached by the value of the attraction on a sphere of unit mass centred at $P$ if the radius of the sphere were made continually smaller and smaller while its mass remained unchanged. The attraction at $P$ is, then, the attraction on a unit mass supposed to be concentrated at $P$.

If the attraction at every point throughout a certain region hats a value other than zaro, the region is called "a field of force" ; and the attraction at any point $P$ ' in the region is called - the strength of the field' is taat point.
3. The Unit of Force. It will presently appear that all spheres made of homogeneons material attract bodies ontside of themwhes as if the masses of the spheres were concentrated at their millike points. If. then, $l i$ be the force of attraction between two mit masses concentrated at points at the unit distance apart, the attraction at a point $l^{\prime}$ due to a homogeneous sphere of radins "and of density $\rho$ is $l \cdot \frac{4 \pi a^{3} \rho}{3 r^{2}}$, where $r$ is the distance of $P$ from the centre of the sphere. In all that follows, however, we shall take as our mint of fore the force of attraction* between two unit masses concentrated at points at the unit distance apart. Using these units, $k$ in the expression given above becomes 1 , and the attraction between two partieles of mass $m_{1}$ and $m_{2}$ concentrated at points $r$ units apart is $\frac{m_{1} m_{2}}{r^{2}}$.
4. Attraction due to Discrete Particles. The attraction at a point $P$, due to particles concentrated at different points in the same plane with $P$, may be expressed


Fig. 1. in terms of two components at right angles to each other.

Let the straight lines joining $P$ with the different particles be denoted by $r_{1}$, $r_{2}, r_{3}, \cdots$, and the angles which these lines make with some fixed line $P x$, $\log _{1} a_{1}, a_{2}, a_{3}, \cdots$. If, then, the masses

* These are "atled "attraction umits of force." When the attraction between two borlies is siven in terms of absolute kinetic force units in any systeme, the correspording value of $k$ is sometimes called the "constant of gravitation." one dyne is equivalent to about $1.543 \times 10^{7}$ c.g.s. attraction mits and one pemmial to abont $9.69 \times 10^{8}$ f.p.s. attraction units. For simple illustrative problems the reader may consult the Miscellaneous Examples at the end of the book.
of the several particles are respectively $m_{1}, m_{2}, m_{3}, \ldots$, the components of the attraction at $P$ are

$$
\begin{equation*}
X=\frac{m_{1} \cos \alpha_{1}}{r_{1}^{2}}+\frac{m_{2} \cos \alpha_{2}}{r_{2}^{2}}+\cdots=\sum \frac{m \cos a}{r^{2}} \tag{1}
\end{equation*}
$$

in the direction $P x$, and

$$
\begin{equation*}
Y=\frac{m_{1} \sin \alpha_{1}}{r_{1}^{2}}+\frac{m_{2} \sin \alpha_{2}}{r_{2}^{2}}+\cdots=\sum \frac{m \sin \alpha}{r^{2}} \tag{2}
\end{equation*}
$$

in the direction $P y$, perpendicular to $P x$.
The resultant force at $P$ is

$$
\begin{equation*}
R=\sqrt{\Gamma^{2}+Y^{2}} \tag{3}
\end{equation*}
$$

and its line of action makes with $P x$ the angle whose tangent is $\frac{Y}{X}$.

If the particles do not all lie in the same plane with $P$. we may draw through $P$ three mutnally perpendicular axes, and call the angles which the lines joining $l^{\prime}$ with the different particles make with the first axis $a_{1}, \alpha_{2}, a_{3}, \cdots$; with the second axis, $\beta_{1}, \beta_{2}, \beta_{3}, \ldots$; and with the third axis, $\gamma_{1}, \gamma_{2}, \gamma_{3}, \cdots$. The three components in the directions of these axes of the attraction at $P$ due to all the particles are then

$$
\begin{equation*}
\mathrm{X}=\sum \frac{m \cos \alpha}{r^{2}} ; Y=\sum \frac{m \cos \beta}{r^{2}} ; Z=\sum \frac{m \cos \gamma}{r^{2}} . \tag{4}
\end{equation*}
$$

The resultant attraction is

$$
\begin{equation*}
R=\sqrt{X^{2}+Y^{2}+Z^{2}}, \tag{5}
\end{equation*}
$$

and its line of actiou makes with the axes angles whose cosines are respectively

$$
\begin{equation*}
\frac{N}{R}, \frac{Y}{R} \text {, and } \frac{Z}{R} . \tag{6}
\end{equation*}
$$

5. Attraction at a Point in the Produced Axis of a Straight Wire. Let $\mu$ be the miss, of the mit of tength of a miform straight wire $A B$ of length $l$, and of cross section so small that
we may suppose the mass of the wire concentrated in its axis
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distance $u$ from 1 . Divide the wire into elements of length $\Delta x$. The attraction at $P$ due to one of these elements, $M$, whose nearest point is at a distance $x$ from $P$, is less than $\frac{\mu \Delta x}{x^{2}}$ and greater than $\frac{\mu \Delta x}{(x+\Delta x)^{2}}$.

The attraction at $P$ due to the whole wire lies between $\sum \frac{\mu \Delta x}{x^{2}}$ and $\sum \frac{\mu \Delta x}{\left(x+\Delta x^{2}\right)^{2}}$; but these quantities approach the same limit as $\Delta x$ is made to approach zero, so that the attracLoul at $l^{\prime}$ is

$$
\begin{equation*}
\operatorname{limit}_{\Delta r \doteq 0}^{\log } \sum \frac{\mu \Delta x}{x^{r^{2}}}=\int_{a}^{a+t} \frac{\mu d x}{x^{2}}=\mu\left[\frac{1}{a}-\frac{1}{a+1}\right] \tag{7}
\end{equation*}
$$

If the coüdinates of $P, A$, and $B$ are respectively $(x, 0,0)$, $\left(x_{1}, 0,0\right)$, and $\left(x_{1}+l, 0,0\right)$, this result may be put into the form

$$
\begin{equation*}
\mu\left[\frac{1}{x_{1}-x}-\frac{1}{x_{1}-x+l}\right] \tag{8}
\end{equation*}
$$

6. Attraction at any Point, due to a Straight Wire. Let $P$ (Fig. :3) be any point in the perpendicular drawn to the straight wire $1 B$ at $A$, and let $P A=c, A B=l, A M=x$, and the angle $A B P=\delta$. Let $M N$ he one of the equal elements of mass $(\mu \Delta x)$ into which the wire is divided, and call $P M, r$. The attraction at $l^{\prime}$ due to this element is appoximately equal to $\frac{1 \Delta x}{r^{2}}$, and acts in some dire tion lying between PM and $P N$. This attraction can be resolved into two components whose approximate values are $\frac{\mu \Delta \cdot x^{2}}{\left(c^{2}+x^{2}\right)^{\frac{3}{2}}}$ in the direction PA, and $\frac{\mu \Delta x \cdot x}{\left(c^{2}+x^{2}\right)^{\frac{3}{2}}}$ in the
direction PL. The true values of the components in these directions of the attraction at $P$, due to the whole wire, are, then, respectively :

$$
\int_{0}^{l} \frac{\mu c d x}{\left(c^{2}+x^{2}\right)^{\frac{1}{2}}}=\frac{\mu}{c}\left[\frac{x}{\sqrt{c^{2}+x^{2}}}\right]_{0}^{2}=\frac{\mu}{c} \cos \delta
$$


and

$$
\begin{equation*}
\int_{0}^{l} \frac{\mu x d x}{\left(c^{2}+x^{2}\right)^{\frac{3}{2}}}=\frac{-\mu}{c}\left[\frac{c}{\sqrt{c^{2}+x^{2}}}\right]_{0}^{l}=\frac{\mu}{c}(1-\sin \delta) \tag{10}
\end{equation*}
$$
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The resultant attraction is equal to the square root of the sum of the squares of these components, or
$R=\frac{\mu}{c} \sqrt{2(1-\sin \delta)}=\frac{\mu}{c} \sqrt{2(1-\cos A P B)}=\frac{2 \mu}{c} \sin \frac{1}{2} A P B,[11]$ and its line of action makes with $P A$ an angle whose tangent is $\frac{1-\sin \delta}{\operatorname{eos} \delta}=\frac{1-\cos A P B}{\sin A P B}=\frac{2 \sin ^{2} \frac{1}{2} A P B}{2 \sin \frac{1}{2} A P B \cdot \cos \frac{1}{2} A P B}=\tan \frac{1}{2} A P B$.

That is, the resultant attraction at $P$ acts in the direction of the biseetor of the angle $\triangle P B$.

From these results we can easily oltain the value of the attraction at any point $P$, due to a uniform straight wire $B^{\prime} B$ (Fig. 4). Drop a perpendicular $P A$ from $P$ upon the axis of the wire. Let $A B=l, A B^{\prime}=l^{\prime}, P^{\prime} A=r, A B P=\delta, A B^{\prime} P=\delta^{\prime}$, $B P B^{\prime}=\theta$. The component in the direction $P d$ of the attraction at $P$ is [9]

$$
\frac{\mu}{c}\left(\cos \delta+\cos \delta^{\prime}\right)
$$

and that in the direction $/$ ' $L$ is

$$
\frac{\mu}{c}\left(\sin \delta^{\prime}-\sin \delta\right)=\mu\left(\frac{1}{P B^{\prime}}-\frac{1}{P B}\right)
$$

so that the resultant attraction is

$$
\begin{equation*}
R=\frac{\mu}{c} \backslash 2\left[1+\cos \left(\delta+\delta^{\prime}\right)\right]=\frac{2 \mu}{c} \cos \frac{1}{2}\left(\delta+\delta^{\prime}\right)=\frac{2 \mu}{c} \sin \frac{1}{2} \theta \tag{12}
\end{equation*}
$$
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The line of action $P h_{i}$ of $R$ makes with $P A$ an angle $\phi$ such that

$$
\begin{aligned}
\tan \phi & =\frac{\sin \delta^{\prime}-\sin \delta}{\cos \delta+\cos \delta^{\prime}}=\tan \frac{1}{2}\left(\delta^{\prime}-\delta\right) \\
\therefore B^{\prime} P K^{\prime} & =\frac{\pi}{2}-\delta^{\prime}+\frac{1}{2}\left(\delta^{\prime}-\delta\right)=\frac{\pi}{2}-\frac{1}{2}\left(\delta+\delta^{\prime}\right),
\end{aligned}
$$

and

$$
B P K^{\prime}=\frac{\pi}{2}-\delta-\frac{1}{2}\left(\delta^{\prime}-\delta\right)=\frac{\pi}{2}-\frac{1}{2}\left(\delta+\delta^{\prime}\right)
$$

It is to be notieer that $/$ hisects the angle $\theta$, and does not in general pans though the centre of gravity or any other fixed point of the wire. Index. the path of a particle moving from rest moler the attration of a straight wire is generally curved : for if the partiele sumlal start at a point $Q$ and move a short
 of the wire would now wre the particle in the direction of the bisector of the angle $l ; l^{\prime} l^{\prime}$, and this is usually not coincident with the lisector of $B\left(P^{\prime}\right.$.

If $q$ is the area of the cross section of the wire, and $\rho$ the mass of the unit volume of the sulstance of which the wire is made, we may substitute for $\mu$ in the formulas of thas section its value $q \rho$.

If instead of a very thin wire we had a borly in the shape of a prism or cylinter of considerable cross section, we might divide this up into a large number of slender prisms and use the equations just obtained to find the limit of the sum of the attractions at any point due to all these elementary prisms. This would be the attraction due to the given body.

## 7. Attraction at a Point in the Produced Axis of a Cylinder

 of Revolution. In order to find the attraction due to a homogeneous cylinder of revolution at any point $P$ (Fig. is) in the axis of the cylinder produced, it will be eonvenient to imagine the cylinder cut up into dises of constant thickness $\Delta c$, by means of planes perpendicular to the axis.Let $\rho$ be the mass of the unit of volume of the cylinder, and a the radius of its base. Consider a dise whose nearer face is at a distance $c$ from $P$, and divide it into elements by means of
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radial planes drawn at angular intervals of $\Delta \theta$ and concentric cylindrical surfaces at radial intervals of $\Delta r$.

The mass of any element $M$ whose inner radius is $r$ is equal to $\rho \Delta c \cdot \Delta \theta\left[r \Delta r+\frac{1}{2}(\Delta r)^{2}\right]$, and the whole attraction at $P$ due to $M$ is approximately $\rho \frac{\Delta \theta \Delta c\left[r \Delta r+\frac{1}{2}(\Delta r)^{2}\right]}{r^{2}+r^{2}}$ in a line joining $P$ with some point of $M$. The component of this attraction in the direction $P C$ is found by multiplying the expression just
given by $\frac{b}{r^{2}+i^{2}}$, the cosine of the angle CDS, so that the attraction at $P^{\prime}$ in the direction $P^{\prime} C$, due to the whole disc, is approximately

$$
\begin{gather*}
\Delta c \cdot \lim \sum \frac{\rho c \Delta \theta\left[r \Delta r+\frac{1}{2}(\Delta r)^{2}\right]}{\left(c^{2}+r^{2}\right)^{2}}=\Delta c \int_{0}^{2 \pi} d \theta \int_{0}^{a} \frac{\rho c r d r}{\left(c^{2}+r^{2}\right)^{\frac{3}{2}}} \\
=2 \pi \rho \Delta \cdot\left[1-\frac{c}{\sqrt{c^{2}}+a^{2}}\right] . \tag{14}
\end{gather*}
$$

If the bases of the cylinder are at distances $c_{0}$ and $c_{0}+h$ from $P$, the true value of the attaction at $P$ in the direction $I^{\prime} C$. due to the eylimer ( $\left(Q^{\prime}\right.$, is

$$
\begin{gather*}
\underset{\Delta c \doteq 0}{\operatorname{limit}} \sum 2 \pi \rho \Delta r\left[1-\frac{c}{\sqrt{a^{2}+a^{2}}}\right]=2 \pi \rho \int_{c_{0}}^{c_{0}+n}\left(1-\frac{c}{\sqrt{c^{2}+a^{2}}}\right) d c \\
=2 \pi \rho\left[h+\sqrt{c_{0}^{2}+a^{2}}-\sqrt{\left(c_{0}+h\right)^{2}+a^{2}}\right] \tag{15}
\end{gather*}
$$

This is evidently the whole attraction at $P$ due to the eylinder, for considerations of symmetry show us that the resultant attraction at $P$ has no component perpendicular to $P C$.
$[14]$ sives the attraction due to the elementary disc $A B A^{\prime} B^{\prime}$, on the asomption that the whole matter of the dise is concentrated at the face $A B C$. The actual attraction at $P$ due to this tlise may be fonm by putting $c_{n}=c$ and $h=\Delta c$ in [15].

If $a$, the radins of the "ylinder, is very large eompared with $1 /$ and $r_{n}$, the expression [15] for the attraction at $P$ due to the cylinder approaches the value $2 \pi \rho h$.
8. Attraction at the Vertex of a Cone. The attraction due to a homogencous come of revolution, at a point at the vertex of the cone. may be foum by the aide of [14].

If Fig. of reprements: a plane section of the cone taken through the axis. aml if $P^{\prime} M=r, M M^{\prime}=\Delta \cdot$, and $M B=r$, the attraction at $P$ due to the dies $.1 B C^{\prime} /$ ) is approximately

$$
2 \pi \rho \Delta c\left[1-\frac{r}{\sqrt{c^{2}+r^{2}}}\right]=2 \pi \rho \Delta c(1-\cos \alpha),
$$

and the attraction due to the whole cone is

$$
\begin{aligned}
\underset{\Delta c \doteq 0}{\operatorname{limit}} \sum 2 \pi \rho(1-\cos a) \Delta c & =2 \pi \rho(1-\cos a) \underset{\Delta c \doteq 0}{\operatorname{limit}} \sum \Delta c \\
& =2 \pi \rho(1-\cos \alpha) \cdot P L . \quad .[16]
\end{aligned}
$$

The attraction at $P$ due to the frustum $A B K N$ is found by subtracting the value of the attraction due to the cone $A B P$ from the expression given in [16]. The result is

$$
\begin{equation*}
2 \pi \rho(1-\cos a)(P L-P M)=2 \pi \rho(1-\cos \alpha) M L \tag{17}
\end{equation*}
$$

and it is easy to see from this that dises of equal thickness cut out of a cone of revolution at different distances from the vertex by planes perpendicular to the axis exert equal attractions at the vertex of the cone.


Fig. 6.
It follows almost directly that the portions cut out of two concentric spherical shells of equal uniform density and equal thickness, by any conical surface having its vertex at the common centre $P$ of the shells, exert equal attraction at this centre; but we may prove this proposition otherwise, as follows:

Divide the inner surface of the portion cut out of one of the shells by the given cone into elements, and make the perimeter of each of these surface elements the directrix of a conical surface having its vertex at $P$. Divide the given shells into elementary shells of thickness $\Delta \cdot$ by means of concentric spherical surfaces drawn about $P$. In this way the attracting masses will be cut up into volume elements.

Let $M L^{\prime}$ (Fig. 7) represent one of these elements, whose inner surface has a radius equal to $r$; then, if the elementary
conc $1 l^{\prime \prime}$ l intereppt an element of area $\Delta \omega$ from a spherical surfate of ratins mity dawn aromed $P$, the area of the surface element at $M M I^{\prime}$ is $r^{\prime 2} \Delta \omega$, and that at $L L^{\prime}$ is $(r+\Delta r)^{2} \Delta \omega$. The


Fig. 7.
attatation at $P$ in the direction $P M$, due to the element $M L^{\prime}$, is approximately

$$
\rho \frac{r^{2} \Delta(1, \Delta r}{r^{2}}=\rho \Delta(1) \Delta r,
$$

and the component of this in any direction $P x$, making an angle a with $P M$ is approximately $\rho \Delta \Delta \Delta \cos a$. The attraction at $I^{\prime}$ in the direction $I \times r$, due to the whole shell $\operatorname{EDFG}$, is, them.

$$
\mathrm{I}=\lim \sum \rho \Delta \cdot \Delta \omega \cos a,
$$

where the sum is to inchde all the volume elements which go to $m: k \mathrm{k}$ up the shell. If $P^{\prime} F^{\prime}=r_{0}, P G=r_{1}, P F^{\prime}=r_{0}{ }^{\prime}, P G^{\prime}=r_{1}{ }^{\prime}$, :114 $\mu=F^{\prime}\left(i=F^{\prime \prime}\left(i^{\prime}\right.\right.$.

$$
\mathrm{X}=\int_{r_{0}}^{\stackrel{\rightharpoonup}{r}_{r_{0}} \rho d \cdot \int \cos \alpha d \omega=\rho \mu \int \cos \alpha d \omega . ~ . ~ . ~}
$$

'The attraction at $P$ ' in the same direction, due to the shell $\left.E^{\prime}\right)^{\prime} F^{\prime \prime}\left(r^{\prime \prime}\right.$, is

$$
X^{\prime}=\rho \cdot \int_{r_{1,}^{\prime}}^{r_{r_{1}^{\prime}}^{\prime}} d \cdot \int \cos \alpha d(t)=\rho / l^{\prime} \int \cos a d \omega .
$$

But the limits of integration with regard to ow are the same in both cases: $\therefore X^{\prime}=X^{\prime}$. which was to be proved.

If the shells are of different thicknesses. it is evident that they will exert attractions at $P$ proportional to these thicknesses.

The area of the portion which a conical surface euts out of a spherical surface of unit radius drawn about the vertex of the eone is called " the solid angle" of the conical surface.
9. Attraction of a Spherical Shell. In order to find the attraction at $P$, any point in space, due to a homogeneous spherical shell of radii $r_{0}$ and $r_{1}$, it will be best to begin by dividing up the shell into a large number of eoncentrie shells of thickness $\Delta r$, and to consider first the attraction of one of these thin shells, whose inside radius shall be $r$.

Let $\rho$ be the density of the given shell, that is, the mass of the unit of volume of the material of which the shell is composed. Join $P$ (Fig. 8) with $O$ by a straight line cutting the inner surface of the thin shell at $J$, and pass a plane through $P O$ cutting this inner surface in a great circle $N L S L^{\prime}$, which
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will serve as a prime meridian. Using $N$ as a pole, describe upon the inner surface of the thin shell a mumber of parallels of latitude so as to cut off equal ares on $N L S L^{\prime}$. Denote by $\Delta \theta$ the angle which each one of these ares subtends at $O$. Throngh $P O$ pass a number of planes so as to cut up each parallel of latitude into equal ares. Denote by $\Delta \phi$ the angle between amy two contiguous planes of this series. By this means the inner surface of the elementary shell will he divided into small gmadrilaterals, each of which will have two sides formed of meridian arcs. of length $r \cdot \Delta 9$, and two sides formed of ares of parallels of latitude, of length $r \sin \theta \cdot \Delta \phi$ and $r \sin (\theta+\Delta \theta) \cdot \Delta \phi$, where
$\theta$ is the angle which the radius drawn to the parallel of higher latitude makes with OLV. 'The area of one of these quadrilatcrals is approximately $r^{2} \sin \theta \cdot \Delta \theta \cdot \Delta \phi$, and the thickness of the shell is $\Delta r$, so that the element of volume is approximataly $r^{2} \sin \theta \cdot \Delta r \cdot \Delta \theta \cdot \Delta \phi$. Let $P M=?$, then the attraction at $I$, due to an element of mass which has a comer at $M$, is approximately $\frac{\rho r^{2} \sin \theta \Delta \cdot \Delta \theta \Delta \phi}{y^{2}}$, in the direction $P M$. This fore may be resolved into three components: one in the direction $P()$, the others in directions perpendicular to $P O$ aud to each other ; but it is evident from considerations of symmetry that in finding the attraction at $P$ due to the whole shell we shall need only that component which acts in $P O$. This is alproximately $\frac{p r^{2} \sin \theta \cdot \Delta r \Delta \theta \Delta \phi \cdot \cos K P M}{y^{2}}$; or, if $P O=c$,

$$
\frac{\rho r^{2} \sin \theta(c-r \cos \theta) \Delta r \Delta \theta \Delta \phi}{y^{3}} .
$$

The attraction at $I$ due to the whole elementary shell is, then, apmeximately (truly on the assmmption that the whole mass of the shell is concentrated at its imer surface),

$$
\begin{equation*}
\Delta r \iint_{0}^{0} \frac{r^{2} \sin \theta(c-r \cos \theta) d \theta r l \phi}{y^{3}}=\Delta r \mathrm{Y} \tag{19}
\end{equation*}
$$

and the true value at $I$ ' of the attraction due to given shell is

$$
\begin{equation*}
\int_{r_{0}}^{r_{1}} \mathrm{X} d r . \tag{20}
\end{equation*}
$$

If in the expression for $X$ we substitute for $\theta$ its value in terms of $\%$, we hate sine

$$
y^{2}=r^{2}+r^{2}-2 \cos \cos \theta \text {. }
$$



$$
\begin{gather*}
\mathrm{V}=\int_{11}^{\cdot 2 \pi} \| \phi \int_{y_{0}}^{\theta_{1}} \frac{\rho \cdot y_{1} \cdot l!y}{2 r^{2}!y^{2}}\left(r^{2}-r^{2}+y^{2}\right)=\frac{\pi \rho r^{2}}{c^{2}} \int_{y_{0}}^{y_{1}}\left(\frac{c^{2}-r^{2}}{y^{2}}+1\right) d y \\
=\frac{\pi \rho r^{2}}{c^{2}}\left[\frac{r^{2}-r^{2}+y^{2}}{y}\right]_{y_{0}}^{y_{1}} . \tag{21}
\end{gather*}
$$

In order to find the limits of the integration with regard to $y$, we must distinguish between two cases:
I. If $P$ is a point in the cavity enclosed by the given shell,

$$
\begin{gather*}
y_{0}=r-c \quad \text { and } \quad y_{1}=r+c ; \\
\therefore \mathrm{X}=\frac{\pi \rho r}{c^{2}}\left[\frac{r^{2}-c^{2}+(r+c)^{2}}{r+c}-\frac{r^{2}-c^{2}+(r-c)^{2}}{r-c}\right]=0, \quad[22] \\
\int_{r_{0}}^{r_{1}} \mathrm{X} d r=0 \tag{23}
\end{gather*}
$$

and
so that a homogeneous spherical shell exerts no attraction at points in the cavity which it encloses.
II. ${ }^{-}$If $P$ is a point without the given shell,

$$
\begin{align*}
& y_{0}=c-r \text { and } y_{1}=c+r ; \\
& \therefore X=\frac{\pi \rho r}{c^{2}}\left[\frac{r^{2}-c^{2}+(c+r)^{2}}{c+r}-\frac{r^{2}-c^{2}+(c-r)^{2}}{c-r}\right]=\frac{4 \pi \rho r^{2}}{c^{2}}, \\
& \text { and } \quad \int_{r_{0}}^{r_{2}} \mathrm{X} d r=\frac{4}{3} \frac{\pi \rho}{c^{2}}\left(r_{1}^{3}-r_{0}^{3}\right) .
\end{align*}
$$

From this it follows that the attraction due to a spherical shell of uniform density is the same, at a point without the shell, as the attraction due to a mass equal to that of the shell concentrated at the shell's centre.

If in [25] we make $r_{0}=0$, we have the attraction, due to a solid sphere of radius $r_{1}$ and density $\rho$, at a point outside the sphere at a distance $c$ from the centre. This is

$$
\begin{equation*}
\frac{4 \pi \rho r_{1}^{3}}{3 c^{2}} \tag{26}
\end{equation*}
$$

10. Attraction due to a Hemisphere. At any point $P$ in the plane of the base of a homogeneous hemisphere, the attraction of the hemisphere gives rise to two components, one directed toward the centre of the base, the other perpendicular to the plane of the base. We will compute the values of these components for the particular case where $P$ lies on the rim of the hemisphere's base, and for this purpose we will take the origin
of onr system of polar coördinates at $I$ ' becanse by so doing we shall escape having to deal with a quantity which becomes infinite at ome of the limits of integration. Denote the coordimates of any point $L$ in the hemisphere by $r, \theta$, $\phi$, where (Fig. 9) $\triangle P^{\prime} N=\phi, \quad I M L=\theta$, and $P L=\gamma$.


Fig. 9.
If $i_{1}$, be the radius of the hemisphere,

$$
P^{\prime} T=I^{\prime} N \cos N P^{\prime} T=I^{\prime} X \cos X I^{\prime} N \cdot \cos N P T=2 r_{1} \sin \theta \cos \phi
$$

$$
\begin{aligned}
& \cos X P L=\frac{I K}{P L}=\frac{I K}{r}=\frac{I L \cos \phi}{r}=\sin \theta \cos \phi . \\
& \cos S P L=\frac{P S}{P L}=\frac{\Gamma L}{r}=\frac{I L \sin \phi}{r}=\sin \theta \sin \phi .
\end{aligned}
$$

The mass of a polar element of volume whose corner is at $L$ is approximately $\rho \cdot J L \Delta \phi \cdot P L \Delta \theta \cdot \Delta r$ or $\rho r^{2} \sin \theta \Delta r \Delta \theta \Delta \phi$, and this divided by $r^{2}$ is the attraction at $P$ in the direction $P L$ of the element, suppoed comeentrated at $L$. The components of this attraction in the direction $P X$ and $P Y$ are respectively $\rho \sin \theta \Delta r \Delta \theta \Delta \phi \cos \lambda \Gamma L$ and $\rho \sin \theta \Delta r \Delta \theta \Delta \phi \cos \mathbb{S} P \bar{L}$.

The component in the direction $P$ !! of the attraction at $P$ due to the whole hemisphere is, then.

$$
\int_{0}^{\frac{\pi}{2}} d \phi \int_{0}^{\pi} d \theta \int_{0}^{2} \rho r_{r} \sin \theta \sin \phi \sin ^{2} \theta \sin \phi d r=\frac{4}{3} \rho r_{1}
$$

and the component in the direction $P x$ is

$$
\begin{equation*}
\int_{0}^{\frac{\pi}{2}} d \phi \int_{0}^{\bullet \pi} d \theta \int_{0}^{\bullet 2} \rho r_{1} \sin \theta \sin \phi \quad \theta \cos \phi d r=\frac{2}{3} \pi \rho r_{1} . \tag{28}
\end{equation*}
$$

This last expression might have been obtained from [26] by making $c$ equal to $r$ and hatving the result.
11. Attraction of a Hemispherical Hill. If at a point on the earth at the southern extremity of a homogeneous hemspherical hill of density $\rho$ and radius $r_{1}$ the force of gravity due to the earth, supposed spherical, is $g$, the attraction due to the earth and the hill will give rise to two components, $g-\frac{4}{3} \rho r_{1}$ downwards, and $\frac{2}{3} \pi \rho r_{1}$ northwards. The resultant attraction does not therefore act in the direction of the centre of the earth, but makes with this direction an angle whose tangent is $\frac{\frac{2}{3} \pi \rho r_{1}}{g-\frac{4}{3} \rho r_{1}}$.
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Let $\phi$ (Fig. 10) be the true latitude of the place and $(\phi-\alpha)$ the apparent latitude, as obtained by measuring the angle which the plumb-line at the place makes with the plane of the equator. Let $a$ be the radius of the earth and $\sigma$ its average density. Then

$$
\begin{equation*}
\tan \alpha=\frac{\frac{2}{3} \pi \rho r_{1}}{g-\frac{4}{3} \rho r_{1}}=\frac{\pi \rho r_{1}}{2\left(\pi c\left(\sigma-\rho r_{1}\right)\right.} \tag{29}
\end{equation*}
$$

The ratins of the earth is very large compared with the radins of the hill, and $a$ is a small angle, so that approximately $a=\frac{\rho r_{1}}{2 a_{r} r}$, and the apmanent latitude of the place is $\phi-\frac{\rho r_{1}}{2 a_{\sigma}}$.

If $\phi_{1}$ is the true latitude of a place just north of the same hill, its apparent latitule will be $\phi_{1}+\frac{\rho r_{1}}{2(a \sigma}$, and the apparent difference of latitnde between the two places, one just north of the hill :and the other just south of it, will be the true difference pha ${ }^{\rho r_{1}}$. If there were a hemispherical cavity between the two places instead of a hemispherical hill, the apparent difference of latitude would be bess than the true difference.
12. Ellipsoidal Homœoids. A shell, thick or thin, bounded by two ellipsoidal surfaces, concentric, similar, and similarly placed, shall be called an ellipsoidal homoooid.


It is a property of every such shell that if any straight line cut its outer surface at the points $S, S^{\prime}$ (Fig. 11) and its inner surface at $Q, Q^{\prime}$, so that these four points lie in the order $S Q Q^{\prime} S^{\prime}$, the length $S Q$ will be equal to the length $Q^{\prime} S^{\prime}$.*
We will prove that the attraction of a homogeneous closed

[^0]ellipsoidal homœoid, at any point $P$ in the cavity which it shuts in, is zero.

Make $P$ the vertex of a slender conical surface of two nappes, $A$ and $B$, and suppose the plane of the paper to be so chosen that $P Q$ is the shortest and $P M$ the longest length cut from any element of the nappe $A$ by the inner surface of the homœoid. Draw about $P$ spherical surfaces of radii $P Q$, $P M, P S$, and $P O$, and imagine the space between the innermost and outermost of these surfaces filled with matter of the same density as the homœoid. The nappe $A$ cuts out a portion from this spherical shell whose trace on the plane of the paper is QLOT. Let us call this, for short, "the element QLOT." The attraction at $P$, due to the element $Q M O S$ which $A$ cuts out of the homœoid, is less than the attraction at the same point due to the element QLOT, and greater than that due to the element whose trace is $K M N S$. But the attraction at $P$, due to the first of these elements of spherical shells, is to the attraction due to the other as the thickness of the first shell is to that of the other, or as QT is to KS. (See Section 8.) The limit of the ratio of $Q T$ to $K S$, as the solid angle of the cone is made smaller and smaller, is nnity; therefore the limit of the ratio of the attraction at $P$ due to the element $Q M O S$, to the attraction due to the element of spherical shell whose trace is $Q L N S$, is unity. By a similar construction it is easy to show that the limit of the ratio of the attraction at $P$, due to the element which $B$ cuts out of the homœoid, to the attraction due to the portion of spherical shell whose trace is $Q^{\prime} L^{\prime} N^{\prime} S^{\prime}$, is unity.

But the attractions at $P$, due to the elements $Q^{\prime} L^{\prime} V^{\prime} S^{\prime}$ and QLNS, are equal in amount (since their thicknesses are the same) and opposite in direction, so that if for the elements of the homœoid these elements were sulistituted, there would be no resultant attraction at $P$. In order to get the attraction at $P^{\prime}$ in any direction due to the whole homeoid we may cut up the inner surface of the homooid into elements, use the perimeter of each one of these elements as the directrix of a conical sur-
face having its vertex at $I^{\prime}$, and tind the limit of the sum of the attrations due to the eldements which these conical surfaces cut from the homad. Wherever we have to find the finite limit of the smm of a series of intinitesimal grantities, we may without emor substitute for any one of these amother infinitesimal, the imit of whose ratio to the lirst is mity. For the attractions at $I$ ' lue to the edments of the homarod we may. therefore, substitute attractions due to elements of spherical shells, which, as we have seen, destroy each other in pairs. Inence on proposition.

A shell boumded by two concentric spherical surfaces gives a - pecial case meler this theorem.
13. Sphere of Variable Density. The density of a homosomeons bedy is the amomit of matter contamed in the mit volume of the material of which the body is composed, amd this may be ohtained by dividing the mass of the body by its rolmme.

If the amome of matter contaned in a given volume is not the same thromiont a berly, the borly is called heterogencous, and its demsity is said to be variable.

The average demsity of a heterogeneons body is the ratio of the mass of the herly to its volmme. The actual density $\rho$ at any point (? insife the bouly is delined to be the limit of the ratio of the mans of a small portion of the borly taken about $(Q$ fo the volume of this protion as the latter is made smaller and smather.

The attraction, at any point $l$, , lue to a spherical shell whose fonsity is the same at all perints equidistant from the common rentre of the sherical surfaces which homed the shell hat different at different distames from this centre, may be obtaned with the help of some of the equations in Article 9.
since $\rho$ is indepembent of $\theta$ and $\phi$, it may be taken ont from modre the simns of integration with regard to these variables, althong it must be laft meder the sign of integration with re-


Equations 1! 10 23 inclusive hold for the (ase that we are now comsulering as well as for the ease when $\rho$ is constant,
so that the attraction at all points within the cavity enclosed by a spherical shell whose density varies with the distance from the centre is zero.

If $P$ is without the shell, the attraction is

$$
\int_{r_{0}}^{r_{1}} X d r=\int_{r_{0}}^{r_{1}} \frac{4 \pi \rho r^{2} d r}{c^{2}}
$$

or, if $\rho=f(r)$,

$$
\begin{equation*}
\frac{4 \pi}{c^{2}} \int_{r_{0}}^{r_{1}} f(r) \cdot r^{2} d r . \tag{30}
\end{equation*}
$$

The mass of the shell is evidently

$$
\begin{equation*}
\operatorname{limit}_{\Delta r \doteq 0} \sum_{r_{0}}^{r_{1}} \frac{4 \pi r^{2}}{} \cdot f(r) d r=4 \pi \int_{r_{0}}^{r_{1}} f_{1}(r) \cdot r^{2} d r, \tag{31}
\end{equation*}
$$

and [30] declares that a spherical shell whose density is a function of the distance fiom its centre attracts at all outside points as if the whole mass of the shell were concentrated at the centre.

If $r_{0}=0$, we have the ease of a solid sphere.
14. Attraction due to any Mass. In order to find the attraction at a point $P^{\prime}(\mathrm{Fig} .12)$, due to any attracting masses $M^{\prime}$, we may choose a system of rectangular coürdinate axes and divide
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$M^{\prime}$ up into volume elements. If $\rho$ is the average density of one of these elements $\left(\Delta x^{\prime}\right)$, the mass of the element will be $\rho \Delta c^{\prime}$. Let $Q$, whose coördinates are $x^{\prime}, y^{\prime}, z^{\prime}$, be a point of the ele-
ment, and let the coördinates of $P$ be $x, y, z$. The attraction at $I^{\prime}$ in the direction $P^{\prime}(f$ due to this element is approximately $\rho \cdot \rho^{\prime}\left(e^{\prime}\right.$, and the components of this in the direction of the coürdimate axea are

$$
\begin{equation*}
\frac{\rho \Delta \prime^{\prime}}{P^{\prime} Q^{2}} \cos a^{\prime}, \quad \frac{\rho \Delta v^{\prime}}{P^{\prime} Q^{2}} \cos \beta^{\prime}, \quad \text { and } \frac{\rho \Delta v^{\prime}}{\overline{P^{2}}} \cos \gamma^{\prime} \tag{32}
\end{equation*}
$$

where $a^{\prime}, \beta^{\prime}, \gamma^{\prime}$ are the angles which $P Q$ makes with the positive directions of the axes.

It is easy to see that

$$
\cos u^{\prime}=\frac{P L}{P Q}=\frac{x^{\prime}-x}{P Q},
$$

and, similarly, that

$$
\cos \beta^{\prime}=\frac{y^{\prime}-!!}{l^{\prime}(Q}, \quad \text { and } \quad \cos \gamma^{\prime}=\frac{z^{\prime}-z}{P Q} .
$$

Moreover,

$$
P\left(l^{2}=P L^{2}+L x^{2}+\bar{C}^{2}=\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2},\right.
$$

and this we will call $r^{2}$.
The true values of the components in the direction of the coördinate axes of the attraction at $I^{\prime}$, due to all the elements which go to make up $M^{\prime}$. are, then,

$$
\begin{align*}
& I=\operatorname{limit}_{\Delta r^{\prime} \dot{\prime} \doteq 0}^{\log } \sum \frac{\rho \Delta r^{\prime}\left(x^{\prime}-x\right)}{r^{3}} \\
& =\iiint_{0}^{0} \frac{\rho\left(x^{\prime}-x\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}} ;  \tag{A}\\
& Y=\underset{\Delta r^{\prime} \doteq 0}{\operatorname{limit}} \sum \frac{\rho \Delta r^{\prime}\left(!^{\prime}-!\right)}{i^{\prime \prime}} \\
& =\iiint_{0} \frac{\rho\left(y^{\prime}-y\right) r r^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-r^{\prime}\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}},  \tag{1s}\\
& Z=\operatorname{limil}_{\Delta r^{\prime} \doteq 0}^{\log } \sum \rho \frac{\rho r^{\prime}\left(z^{\prime}-z\right)}{\rho^{\prime \prime}} \\
& =\iiint^{0} \frac{\rho\left(z^{\prime}-z\right) d r^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(r^{\prime}-r^{\prime}\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}} ;
\end{align*}
$$

where $\rho$ is the density at the point $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, and where the integrations with regard to $x^{\prime}, y^{\prime}$, and $z^{\prime}$ are to include the whole of $M^{\prime}$.

The resultant attraction at $P$, due to $N$ ', is

$$
\begin{equation*}
R=\sqrt{ } X^{2}+Y^{2}+Z^{2} ; \tag{34}
\end{equation*}
$$

and its line of action makes with the coördinate axes angles whose cosines are

$$
\begin{equation*}
\lambda=\frac{X}{R}, \quad \mu=\frac{\Gamma}{R}, \quad \text { and } \quad v=\frac{Z}{R} . \tag{35}
\end{equation*}
$$

The component of the attraction at the point $(x, y, z)$ in a direction making an angle $\epsilon$ with the line of action of $R$ is $R \cos \epsilon$. If the direction cosines of this direction are $\lambda^{\prime}, \mu^{\prime}, \nu^{\prime}$, we have

$$
\cos \epsilon=\lambda \lambda^{\prime}+\mu \mu^{\prime}+\nu \nu^{\prime} .
$$

15. The quantities $X, Y, Z$, and $R$, which occur in the last section, are in general functions of the coördinates $x, y$, and $z$ of the point $P$. Let us consider X , whose value is given in [33 ${ }_{\mathrm{A}}$ ]. If $P$ lies without the attracting mass $M^{\prime}$, the quantity $\frac{x^{\prime}-x}{r^{3}}$ is finite for all the elements into which $M^{\prime}$ is divided. Let $L$ be the largest value which it can have for any one of these elements, then $X$ is less than $L \iiint \rho d x^{\prime} d y^{\prime} d z^{\prime}$, or $L \cdot M^{\prime}$, and this is finite. If $P$ is a point within the space which the attracting mass occupies, it is easy to show that, whatever physical meaning we may attach to $X$, it has a finite value. To prove this, make $P$ the origin of a system of polar coördinates, and divide $M^{\prime}$ up into elements like those used in Section 10. It will then be clear that

$$
\begin{equation*}
X=\iiint \rho \sin ^{2} \theta \cos \phi d r d \theta d \phi \tag{36}
\end{equation*}
$$

where the limits are to be chosen so as to include all the attracting mass. Since $\sin ^{2} \theta \cos \phi$ can never be greater than
mity, X is less than $\iiint^{0} \rho d r d \theta d \phi$, which is evidently finite when $\rho$ is finite, as it always is in fact.

The corresponding expressions,

$$
\begin{equation*}
Y=\iiint \rho \sin ^{2} \theta \sin \phi d r d \theta d \phi \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
Z=\iiint \rho \sin \theta \cos \theta d r d \theta d \phi \tag{38}
\end{equation*}
$$

(an be proved finite in a similar mamer ; and it follows that $X, Y, Z$, and consequently $R$, are finite for all values of $x, y$, and $\%$.

As a special case, the attraction at a point $P$ within the mass of a homogeneons spherical shell, of radii $i_{0}$ and $r_{1}$, and of density $\rho$, is

$$
\begin{equation*}
\frac{4}{3} \pi \rho\left(\frac{r^{3}-r_{0}^{3}}{r^{2}}\right), \tag{39}
\end{equation*}
$$

where $r$ is the distance of $P$ from the centre of the shell.
16. Attraction between Two Straight Wires. Let $A K$ and $1 ; h^{-1}$ (Fig. 1:3) be two straight wires of lengths $l$ and $l^{\prime}$ and of line-densities $\mu$ and $\mu^{\prime}$; and let $K^{\prime} B=c$. Divide $A K^{\prime}$ into


Fig. 19.
clements of length $\Delta x$, anci comsider one of these $M M M^{\prime}$, such that $A M=x$. The atteation of $B K^{\prime \prime}$ on a unit mass concentrated at $M$ wonld he (Sections 2 and 5 ), $\mu^{\prime}\left[\frac{1}{M B}-\frac{1}{M h^{\prime}}\right]$. If, therefore the whole eloment $M M V^{\prime}$ whose mass is $\mu \Delta x$ were concentrated at $M$, the attraction on it. due to $B K^{\prime \prime}$, would be
$\mu \mu^{\prime} \Delta r^{\prime}\left[\frac{1}{M B^{\prime}}-\frac{1}{M K^{\prime}}\right]=\mu \mu^{\prime} \Delta r^{\prime}\left[\frac{1}{l+c-x}-\frac{1}{l+l^{\prime}+c-x}\right] . \quad[40]$

The actual force, due to the attraction of $B K^{\prime \prime}$, with which the whole wire $A K$ is urged toward the right, is

$$
\begin{aligned}
& \operatorname{limit}_{\Delta x \doteq 0} \sum_{0}^{l} \mu \mu^{\prime} \Delta x\left[\frac{1}{l+c-x}-\frac{1}{l+l^{\prime}+c-x}\right] \\
& =\mu \mu^{\prime} \int_{0}^{{ }_{l}^{l}}\left(\frac{1}{x-\left(l+l^{\prime}+c\right)}-\frac{1}{x-(l+c)}\right) d x \\
& =\mu \mu^{\prime}\left[\log \frac{x-l-l^{\prime}-c}{x-l-c}\right]_{0}^{l}=\mu \mu^{\prime} \log \frac{(l+c)\left(l^{\prime}+c\right)}{c\left(l+l^{\prime}+c\right)} .
\end{aligned}
$$

17. Attraction between Two Spheres. Consider two homogeneous spheres of masses $M$ and $M^{\prime}$ (Fig. 14), whose centres $C$ and $C^{\prime \prime}$ are at a distance $c$ from each other. Divide the sphere $M^{\prime}$ into elements in the manner described in Section 9 . The attraction due to $M$ at any point $P^{\prime}$ outside of this sphere is, as we have seen, $\frac{M}{C P^{\prime \prime}}$, and its line of action is in the directiou $P^{\prime} C$.


Fig. 14.
Let $P^{\prime}=(r, \theta, \phi)$ be any point in the sphere $M^{\prime}$, and let $C P^{\prime}=y$. The attraction of $M$ in the direction $P^{\prime} C$ on an element of mass $\rho r^{2} \sin \theta \Delta r \Delta \theta \Delta \phi$ supposed concentrated at $P^{\prime \prime}$ is $\frac{M \rho r^{2} \sin \theta \Delta r \Delta \theta \Delta \phi}{y^{2}}$, and the component of this parallel to the line $C^{\prime} C$ is $\frac{M_{\rho}}{\rho} \frac{r^{2} \sin \theta(c-r \cos \theta) \Delta r \Delta \theta \Delta \phi}{y^{3}}$. The force with
which the whole sphere $M^{\prime}$ is urged toward the right by the attraction of $M$ is. then,

$$
\begin{equation*}
M \int_{0} \int_{0}^{2} \frac{\rho r^{2} \sin \theta d r \cdot d \theta d \phi(c-r \cos \theta)}{y^{3}} \tag{42}
\end{equation*}
$$

where the interration is to be extended to all the elements which go to make up $M^{\prime}$. It is proved in Section ! that the value of this triple integral is $\frac{M I^{\prime}}{c^{2}}$, so that the force of attraction between the two spheres is $\frac{M M^{\prime}}{c^{2}}$.
18. Attraction between any Two Rigid Bodies. In order to find the force with which a rigid body $M$ is pulled in any direction (as for instance in that of the axis of $x$ ) by the attraction of amother body $M^{\prime}$, we must in general find the value of a sextuple integral.

Let $M$ be divided up into small portions, and let $\Delta m$ be the mass of one of these elements which contains the point $(x, y, z)$

The component in the direction of the axis of $x$ of the attrac tion at $(x, y, z)$ due to $M^{\prime}$ is

$$
\iiint \frac{\rho\left(x^{\prime}-x\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(. y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}},
$$

and this would be the actual attraction in this direction on a mit mans supposed concentrated at $(x, y, z)$. If the mass $\Delta m$ were concentrated at this point, the attraction on it in the direction of the axis of $r$ would be

$$
\begin{equation*}
\Delta m \iint_{0}^{0} \frac{p\left(x^{\prime}-x\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x^{\prime}\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}} \tag{43}
\end{equation*}
$$

The actual attraction in the direction of the axis of $x$ of $V^{\prime}$ upon the whole of $1 /$ is, then,

$$
\begin{equation*}
\underset{\Delta m \doteq 0}{\operatorname{limit}} \sum \Delta m \cdot \iiint_{0} \sum\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}} . \tag{44}
\end{equation*}
$$

If $\rho^{\prime}$ is the density at the point $(x, y, z)$, and if the elements into which $M$ is divided are rectangular parallelopipeds of dimensions $\Delta x, \Delta y$, and $\Delta z$, the expression just given may be written

$$
\begin{equation*}
\iiint \iiint \frac{\rho^{\prime} \rho\left(x^{\prime}-x\right) d x d y d z d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}}, \tag{45}
\end{equation*}
$$

where the integrations are first to be extended over $M^{\prime}$ and then over $M$.

## EXAMPLES.

1. Find the resultant attraction, at the origin of a system of rectangular coürdinates, due to masses of 12,16 , and 20 mits respectively, concentrated at the points $(3,4),(-5,12)$, and $(8,-6)$. What is its line of action ?
2. Find the value, at the origin of a system of rectangular coorrdinates, of the attraction due to three equal spheres, each of mass $m$, whose centres are at the points $(a, 0,0),(0, b, 0)$, $(0,0, c)$. Find also the direction-cosines of the line of action of this resultant attraction.
3. Show that the attraction, due to a uniform wire bent into the form of the are of a circumference, is the same at the centre of the circumference as the attraction due to any uniform straight wire of the same density which is tangent to the given wire, and is terminated by the bounding radii (when produced) of the given wire.
4. Show that in the case of an oblique cone whose base is any plane figure the attraction at the vertex of the cone due to any frustum varies, other things being equal, as the thickness of the frustum.
5. Find the equation of a family of surfaces over each one of which the resultant force of attraction due to a uniform straight wire is constant.
6. Using the foot-pound-second system of fundamental units. and assuming that the average density of the earth is 5.6 , compare with the poundal the unit of force used in this chapter.
7. If in Fig. . - we suppose $P$ ' moved up to $A$, the attraction at $l$ ' hecomes intinite acording to [9]. ant yet Section 15 asserts that the value at any point inside a given mass, of the attration due to this mass is always finite. Explain this.
$\therefore$. A spherical cavity whose radius is $r$ is made in a miform -phere of radius $\underline{2}^{2} r$ and mass $m$ in such a way that the centre of the sphere lies on the wall of the cavity. Find the attraction due to the resulting solin at different points on the line joining the centre of the sphere with the centre of the eavity.
!. A miform sphere of mass $m$ is divided into halves by the plame I $B$ passed through its centre $C$. Find the value of the attraction due to earb of these hemispheres at $P$, a point on the perpendionlar erected to,$~ A B$ at $C$, if $C P=a$.
8. Comsidering the earth a sphere whose density varies only with the distance from the sentre, what may we infer about the law of change of this density if a pendulum swing with the same period on the surface of the earth and at the bottom of a deep mine: What if the force of attraction increases with the depth at the rate of $\frac{1}{n}$ th of a dyne per centimetre of descent?
9. The attraction due to a celindrical tube of length $h$ and of randi $R_{11}$ and $R_{1}$. at a point in the axis, at a distance $c_{0}$ from the plane of the nearer emot. is
$\because \pi \rho\left[\mathcal{C}_{10}{ }^{2}+R_{1}{ }^{2}-\sqrt{c_{0}{ }^{2}}+R_{10}{ }^{2}+\sqrt{ }\left(c_{0}+h\right)^{2}+R_{0}^{2}-\sqrt{\left(c_{0}+h\right)^{2}+R_{1}^{2}}\right]$. [Stone.]
1‥ A mherical arity of radius $b$ is hollowed out in a sphere of ratlins "and density $\rho$. and then completely filled with matter. of dennity $\rho_{n}$. If, is the distance between the centre of the (avity and the centre of the sphere the attraction due to the emmosite sulil at apoint in the line joining these two rentres. at a dixtane of from the centre of the sphere, is

$$
\because \pi\left[\begin{array}{l}
11 r^{7} \\
11^{2}
\end{array}+\frac{l^{3}(n-r)}{(11 \pm r)^{2}}\right]
$$

18. The centre of a -phere of aluminum of ratins 10 and of demity 2.5 . is at the dintane 100 from a sthere of the same
size made of gold, of density 19. Show that the attraction due to these spheres is nothing at a point hetween them, at a distance of about 26.6 from the centre of the atuminum sphere.
[Sitone.]
19. Show that the attraction at the centre of a sphere of radius $r$, from which a piece has been cut by a cone of revolution whose vertex is at the centre is $\pi \rho r^{2} \sin ^{2} a$, where $a$ is the half angle of the cone.
20. An iron sphere of radius 10 and density 7 has an eceentricspherical cavity of radius 6 , whose centre is at a distance : from the centre of the sphere. Find the attraction due to this solid at a point 2. . units from the centre of the sphere. and so situated that the line joining it with this centre makes an angle of $45^{\circ}$ with the line joining the centre of the spher. and the centre of the cavity.
[Stone.]
21. If the piece of a spherical shell of radii $r_{i n}$ and $r_{i}$, intercepted by a cone of revolution whose solid angle is $\omega$ and whose vertex is the centre of the shell, be cut out and removed, find the attraction of the remainder of the shell at a point $P$ situated in the axis of the cone at a given distanee from the centre of the sphere. If in the vertical shaft of a mine a pendulum be swung, is there any appreciable error in assuming that the only matter whose attraction influences the pendulnm lies nearer the centre of the earth, supposed spherical, than the pendulum does?
22. Show that the attraction of a spherical segment is, at its vertex,

$$
2 \pi k_{\rho}\left\{1-\frac{1}{3} \sqrt{\frac{2 \pi}{4}}\right\},
$$

where $a$ is the radius of the sphere and $h$ the height of the segment.
18. Show that the resultant attraction of a spherical segment on a particle at the centre of its base is

$$
\frac{2 \pi h_{0}}{3(a-h)^{2}}\left[3 a^{2}-3 a h+h^{2}-(2 a-h)^{\frac{3}{2}} h^{\frac{1}{2}}\right] .
$$

1!. Show that the attraction at the focus of a segment of a parabolod of revolntion bounded by a pane perpendicular to the axis at a distance lf from the vertex is of the form

$$
4 \pi \rho \in \log \frac{\alpha+b}{u}
$$

20. Show that the attraction of the oblate spheroid formed by the revolution of the ellipse of semiaxes $a, b$, and eccentricity $e$, is, at the pole of the spheroid,

$$
\frac{4 \pi \rho^{h}}{e^{2}}\left\{1-\frac{\left(1-e^{2}\right)^{\frac{1}{2}}}{e} \sin ^{-1} e\right\}
$$

and that the attraction due to the corresponding prolate spheroid is. at its pole.

$$
\frac{4 \pi \mu\left(1-\rho^{2}\right)}{e^{2}}\left\{\frac{1}{2 e} \log \frac{1+e}{1-e}-1\right\}
$$

21. Show that the attraction at the point $(c, 0,0)$, due to the bomogeneons solid bounded by the planes $x=a, x=b$, and by the surface qenerated by the revolution about the axis of $x$ of the curve $y=f(x)$, is

$$
\left.\underline{2} \pi \rho \int_{u}^{\bullet b}!1+\frac{c-x}{\left[\left(c-x^{2}+(f \cdot x)^{2}\right]^{\frac{1}{2}}\right.}\right\} d x
$$

22. Prove that the attraction of a miform lamina in the form of a rectangle, at a point $P$ in the straight line drawn through the centre of the lamina at right angles to its plane, is

$$
4 \mu \sin ^{1} \frac{a^{\prime}}{\sqrt{a^{2}+c^{2}} \sqrt{b^{2}+c^{2}}},
$$

where $2 a$ and $2 b$ are the dimensions of the lamina and $c$ the distance of $I^{\prime}$ from its plane.
[Answers to some of these problems and a collection of additional problems illustrative of the text of this chapter may be found near the end of the book.]

## CHAPTER II.

## the newtonian potential function in the case of GRAVITATION.

19. Definition. If we imagine an attracting body $M$ to be cut up into small elements, and add together all the fractions - formed by dividing the mass of each element by the distance of one of its points from a given point $P$ in space, the limit of this sum, as the elements are made smaller and smaller, is called the value at $P$ of "the potential function due to $M$."

If we call this quantity $V$, we have

$$
\begin{equation*}
V=\underset{\Delta m \doteq 0}{\operatorname{limit}} \sum \frac{\Delta m}{r}, \tag{46}
\end{equation*}
$$

where $\Delta m$ is the mass of one of the elements and $r$ its distance from $P$, and where the summation is to include all the elements which go to make up M.

If we denote by $\rho$ the average density of the element whose mass is $\Delta m$, and call the coördinates of the corner of this element nearest the origin $x^{\prime}, y^{\prime}, z^{\prime}$, and those of $P, x, y, z$, we may write

$$
\Delta m=\bar{\rho} \Delta \cdot x^{\prime} \Delta y^{\prime} \Delta z^{\prime},
$$

and

$$
\begin{equation*}
V=\iiint \frac{\rho d x x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{1}{2}}}, \tag{47}
\end{equation*}
$$

where $\rho$ is the density at the point $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, and where the triple integration is to include the whole of the attracting mass $M$.

As the position of the point $P$ changes, the value of the quantity under the integral signs in [47] changes, and in general $\mathrm{V}^{r}$ is a function of the three space coördinates, i.e., $V=f(x, y, z)$.

To avoid circumlocution, a point at which the value of the
potential function is $V_{n}$ is sometimes said to be "at potential $1_{n}^{*} . "$ From the clefinition of J it is evident that if the value at apoint ${ }^{\prime}$ 'of the potential function the to a system of masses $M_{1}$ existing alone is $V_{1}$, and if the valne at the same point of the potential fumction due to another systen of masses $\boldsymbol{M}_{2}$ existing alone is $I_{2}$, the value at $I$ of the potential function due to $V_{1}$ and,$V_{2}$ existing together is $V=V_{1}+V_{2}$.
20. The Derivatives of the Potential Function. If $P$ is a point ontside the attracting mass, the quantity

$$
\sqrt{\left(x^{\prime}-x^{\prime}\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}}
$$

which enters into the expression for $J^{r}$ in [47], can never be zero, and the quantity maler the integral signs is finite everywhere within the limits of integration; now, since these limits depend ouly upen the shape and position of the attracting mass aml have mothing to do with the coüdinates of $P$, we maty dif-
 mater the intergal signs. Thas:

$$
\begin{align*}
I_{x} I^{r} & =\iint_{0}^{0} I_{x}\left[\frac{p^{\prime} d x^{\prime} d y^{\prime} d z z^{\prime}}{r}\right] \\
& =\iint_{0}^{0} \frac{p\left(r^{\prime}-r\right) d x x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x^{\prime}\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{1}{2}}}, \tag{48}
\end{align*}
$$

Where the limits of interstation are mochanged by the differentiations. The rexter intergal in this equation is (section 14) the value of the compenent parallel to the axis of $x$ of the attraction at $l^{\prime}$ due to the wiven masses, so that we may write, nsing orr olel motation,
ant, similarly,

$$
\begin{align*}
& I_{s} \mathrm{~V}=\mathrm{X},  \tag{49}\\
& I_{y} \mathrm{~V}=\mathrm{V},  \tag{50}\\
& I_{z} \mathrm{~V}=Z . \tag{51}
\end{align*}
$$

The resultant attraction at $l^{\prime}$ is

$$
R=\backslash X^{2}+Y^{2}+Z^{2}=\backslash\left(I I_{s} V^{\prime}\right)^{2}+\left(I I_{y} V^{\prime}\right)^{2}+\left(D_{z} V\right)^{2},[5 \ddot{2}]
$$

and the direction-cosines of its line of action are:

$$
\begin{equation*}
\cos \alpha=\frac{D_{x} V}{R}, \quad \cos \beta=\frac{D_{y} \mathrm{~V}}{R}, \quad \text { and } \cos \gamma=\frac{D_{z} V}{R} \tag{53}
\end{equation*}
$$

It is evident from the definition of the potential function that the value of the latter at any point is independent of the particular system of rectangular axes chosen. If, then, we wish to find the component, in the direction of any line, of the attraction at any point $P$, we may choose one of our coördinate axes parallel to this line, and, after compoting the general value of $V$, we may differentiate the latter partially with respect to the coördinate measured on the axis in question, and substitute in the result the coördinates of $P$.
21. Theorem. The results of the last section may be summed up in the words of the following

## THEOREM.

To find the component at a point $P$, in any direction PK, of the attraction due to any attracting mass $M$, we may divide the difference between the values of the potential function due to $M$ at $P^{\prime}\left(\right.$ a point between $P$ and $K$ on the straight line Ph) and at $P^{\prime}$ by the distance PP'. The limit approached by this fruction as $P^{\prime}$ approaches $P$ is the component required.*

We might have arrived at this theorem in the following way:
If $\mathrm{X}, \mathrm{Y}, Z$ are the components parallel to the cö̈rdinate axes of the attraction at any point $P$, the component in auy direction $P K^{\prime}$ whose direction-cosines are $\lambda, \mu$, and $\nu$, is

$$
\begin{equation*}
\lambda X+\mu Y+v Z=\lambda D_{x} \Gamma+\mu D_{y} V+v D_{z} V \tag{54}
\end{equation*}
$$

Let $x, y, z$ be the coördinates of $P$, and $x+\Delta x, y+\Delta y$, $z+\Delta z$ those of $P^{\prime}$, a neighboring point on the line PK.

[^1]If $V^{\prime}$ and $V^{\prime \prime}$ are the values of the potential function at $P$ and $P^{\prime}$ respectively, we have, by Taylor's Theorem,

$$
I^{\prime \prime}=V+\Delta r \cdot I_{x} V^{r}+\Delta y \cdot I_{y} V+\Delta z \cdot D_{z} V+\epsilon
$$

where $\epsilon$ is an infinitesimal of an order higher than the first.

$$
\frac{V^{\prime}-V}{P^{\prime} P^{\prime}}=\frac{\Delta x}{P P^{\prime}} \cdot I_{x} V^{\prime}+\frac{\Delta y}{P P^{\prime}} \cdot D_{y} V+\frac{\Delta z}{P P^{\prime}} \cdot D_{z} V+\frac{\epsilon}{P P^{\prime}} ;[55]
$$

but

$$
\begin{equation*}
\Delta x=\lambda \cdot P P^{\prime}, \quad \Delta y=\mu \cdot P P^{\prime}, \quad \Delta z=v \cdot P P^{\prime}, \tag{56}
\end{equation*}
$$

therefore, $\operatorname{limit}_{P P^{\prime} \doteq}^{=} 0\left(\frac{V^{\prime}-V}{P P^{\prime}}\right)=\lambda D_{x} V+\mu D_{y} V+\nu D_{z} V$,
and this (see [54]) is the component in the direction $P K$ of the attraction at $P$ : which was to be proved.
22. The Potential Function everywhere Finite. If $P$ is a point within the attracting mass, the integrand of the expression which gives the value of the potential function at $P$ becomes infinite at $I^{\prime}$. That $I^{-}$is not infinite in this case is easily proved by making $P$ the origin of a system of polar coördinates as in section $1 \pi$. when it will appear that the value of the potential function at $P$ can be expressed in the
form

$$
\begin{equation*}
I_{P}=\iiint \rho r \sin \theta d r d \theta d \phi \tag{57}
\end{equation*}
$$

and this is evidently finite.
Although $V_{P}$ is everywhere


Fifi. 15. finite, yet when we express its value by means of equation [47], the quantity under the integral signs becomes infinite within the limits of integration, when $P$ is a point inside the attracting mass. Under these circumstances we cannot assume without further proof that the result obtained by differentiating with respect to $x$ under the integral signs is really $J_{s} l^{\prime}$. It is therefore desirable to com-
pute the limit of the ratio of the difference $\left(\Delta_{,} V\right)$ between the values of $V$ at the points $l^{\prime}=(x+\Delta x, y, z)$ and $P^{\prime}=(x, y, z)$, both within the attracting mass, to the distance $(\Delta x)$ between these points. For convenience, draw through 1 (Fig. 15) three lines parallel to the cördinate axes, and let $Q=\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$.

Let $\Gamma^{\prime} Q=r, \quad P^{\prime} Q=r^{\prime}$, and $X^{\prime} P Q=\psi$.
Theu

$$
r^{\prime 2}=r^{2}+(\Delta x)^{2}-2 r \cdot \Delta x \cdot \cos \psi,
$$

where $\cos \psi=\frac{x^{\prime}-x}{r}$,
and

$$
\begin{aligned}
\frac{\Delta_{x} V}{\Delta x} & =\iiint\left(\frac{1}{r^{\prime}}-\frac{1}{r}\right) \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime}}{\Delta x} \\
& =\iiint\left(\frac{r^{2}-r^{\prime 2}}{r^{\prime} r^{\prime 2}+r^{\prime 2}}\right) \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime}}{\Delta x} \\
& =\iiint\left(\frac{2 r \Delta x \cos \psi-(\Delta x)^{2}}{r^{\prime} r^{2}+r^{\prime 2}}\right) \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime}}{\Delta x} .
\end{aligned}
$$

lherefore

$$
\begin{align*}
D_{x} V & =\operatorname{limit}_{\Delta x \doteq 0}\left(\frac{\Delta_{x} V}{\Delta x}\right) \\
& =\iiint \frac{2 r \cos \psi}{2 r^{3}} \cdot \rho d x^{\prime} d y^{\prime} d z^{\prime} \\
& =\iiint \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime} \cos \psi}{r^{2}} . \tag{58}
\end{align*}
$$

This last integral is evidently the component parallel to the axis of $x$ of the attraction at $P$, so that the theorem of Article 21 may be extended to points within the attracting mass.

It is to be noticed that $\rho$ is a function of $x^{\prime}, y^{\prime}$, and $z^{\prime}$, but not a function of $x, y$, and $z$, and that we have really proved that the derivatives with regard to $x, y$, and $z$ of

$$
\iiint \frac{F\left(x^{\prime}, y^{\prime}, z^{\prime}\right)}{r} d x^{\prime} d y^{\prime} d z^{\prime}
$$

where $F^{\prime}$ is :uny finte, contimons, and single-valued function of $x^{\prime}, y^{\prime}$, and $z^{\prime}$, (all always be fomm by differentiating under the integral signs, whether $(x, y, z)$ is contaned within the limits of integration or not.
23. The Potential Function due to a Straight Wire. Let $\mu$ be the mass of the mite length of a miform straight wire $A B$ (Fig. 16) of length $2 l$. Take the middle point of the wire for the origin of eöndinates. and a line drawn perpendicular to the wire at this point for the axis of $x$.


Fig. 16.
The value of the potential function at any point $P(x, \tau \quad$ n the coürlinate plane is, then, aceording to [47],

$$
\begin{aligned}
V_{P}^{r}=\int_{-l}^{\cdot t} \frac{\mu l y^{\prime}}{\left[x^{2}+\left(y^{\prime}-y\right)^{2}\right]^{\frac{1}{2}}} & =\mu\left[\log \left\{\sqrt{x^{2}+\left(y^{\prime}-y\right)^{2}}+y^{\prime}-y^{\prime}\right]_{-l}^{+i}\right. \\
& =\mu \log \left\{\frac{l-y+\sqrt{x^{2}+(l-y)^{2}}}{\sqrt{a^{2}}+(l+y)^{2}-l-y}\right\} \cdot[59]
\end{aligned}
$$

If $r=A l^{\prime}=\sqrt{r^{2}+(l-y)^{2}}$, and $\left.r^{\prime}=B P=\sqrt{x^{2}+(l}+y\right)^{2}$, whence $y=\frac{r^{\prime 2}-r^{2}}{4 l}$, we may eliminate $x$ and $y$ from [59] and express $V_{P}^{r}$ in terms of $r$ and $r$.

Thus:

$$
\begin{equation*}
V_{p}=\mu \log \frac{(r+2 l)^{2}-r^{\prime 2}}{r^{2}-\left(r^{\prime}-2 l\right)^{2}}=\mu \log \frac{r+r^{\prime}+2 l}{r+r^{\prime}-2 l} \tag{60}
\end{equation*}
$$

It is evillent from [60] that if $l^{\prime}$ move so as to keep the sum of its distances from the ends of the wire constant, $V_{P}$ will
remain constant. $P$ 's locus in this case is an ellipse whose foci are at $A$ and $B$.

From [59] we get

$$
\begin{aligned}
D_{x} V_{P} & =\frac{\mu}{x}\left[\frac{x^{2}}{r[r+(l-y)]}-\frac{x^{2}}{r^{\prime}\left[r^{\prime}-(l+y)\right]}\right] \\
& =\frac{\mu}{x}\left[\frac{r^{2}-(l-y)^{2}}{r[r+(l-y)]}-\frac{r^{\prime 2}-(l+y)^{2}}{r^{\prime}\left[r^{\prime}-(l+y)\right]}\right] \\
& =\frac{\mu}{x}\left[\frac{r-(l-y)}{r}-\frac{r^{\prime}+(l+y)}{r^{\prime}}\right] \\
& =\frac{\mu}{x}\left[1-\cos \delta-1-\cos \delta^{\prime}\right] \\
& =-\frac{\mu}{x}\left[\cos \delta+\cos \delta^{\prime}\right],
\end{aligned}
$$

and this (Section 6) is the component in the direction of the axis of $x$ of the attraction at $P$.
24. The Potential Function due to a Spherical Shell. In order to find the value at the point $I^{\prime}$ of the potential function due to a homogeneous spherical shell of density $\rho$ and of radii $r_{0}$ and $r_{1}$, we may make use of the notation of Section 9 .

$$
\begin{align*}
V=\iiint \frac{\rho r^{2} \sin \theta d r \cdot d \theta d \phi}{y} & =\iiint \frac{\rho r \cdot d y d r d \phi}{c} \\
& =\frac{2 \pi \rho}{c} \int_{r_{0}}^{r_{1}} \cdot d \cdot \int_{y_{0}}^{\cdot y_{1}} d y \tag{61}
\end{align*}
$$

If $P$ lies within the cavity enclosed by the sheli, the limits of $y$ are $(r-c)$ and $(r+c)$, whence

$$
\begin{equation*}
V=2 \pi \rho\left(r_{1}^{2}-r_{0}^{2}\right) \tag{62}
\end{equation*}
$$

If $P$ lies without the shell, the limits of $y$ are $(c-r)$ and $(c+r)$, whence

$$
\begin{equation*}
V=\frac{4}{3} \pi \rho \frac{\left(r_{1}^{3}-r_{11}{ }^{3}\right)}{c} . \tag{63}
\end{equation*}
$$

If $P$ is a point within the mass of the shell itself, at a distance $c$ from the centre, we may divide the shell into two parts
by means of a splerical surface drawn concentric with the given shell so as to pass through $I^{\prime}$. The value of the potential function at $I^{\prime}$ ' is the smm of the components due to these portions of the shell; therefore

$$
\begin{align*}
V & =2 \pi \rho\left(r_{1}^{2}-r^{2}\right)+\frac{4}{3} \frac{\pi \rho}{c}\left(c^{3}-r_{0}^{3}\right) \\
& =2 \pi \rho\left\{r_{1}^{2}-\frac{r^{2}}{3}\right\}-\frac{4 \pi \rho}{3 c} r_{0}^{3} . \tag{64}
\end{align*}
$$

If we put these results together, we shatl have the following t:able:-

|  | $c<r_{0}$ | $r_{i 0}<c<r_{1}$ | $r_{1}<c$ |
| :---: | :---: | :---: | :---: |
| $V^{\prime}=$ | $\because \pi \rho\left(r_{1}{ }^{2}-r_{n}{ }^{2}\right)$ | $2 \pi \rho\left(r_{1}^{2}-\frac{c^{2}}{3}\right)-\frac{4 \pi \rho}{3 c} r_{0}{ }^{3}$ | $\frac{4 \pi \rho}{3 c}\left(r_{1}^{3}-r_{11}^{3}\right)$ |
| $D_{r} \mathrm{~V}^{\prime}=$ | 0 | $\frac{4 \pi \rho}{3}\left(\frac{r_{1} 0^{3}}{c^{2}}-c\right)$ | $-\frac{4 \pi \rho}{3 c^{2}}\left(r_{1}^{3}-r_{10}^{3}\right)$ |
| $J_{c}{ }^{2} \mathrm{~V}^{\top}=$ | 0 | $-\frac{1 \pi \rho}{3}\left(\frac{2 r_{n}^{3}}{b^{3}}+1\right)$ | $\frac{8 \pi \rho}{3 c^{3}}\left(r_{1}^{3}-r_{0}{ }^{3}\right)$ |

If we make $\mathrm{V}^{\top}, D_{c} \mathrm{~V}$. and $L_{c}{ }^{2} V^{\top}$ the ordinates of curves whose abscissas are e. we get Fig. 17.*

Here $L N Q S$ represents $V$, and it is to be notieed that this curve is everywhere finite, contimous, and continuons in direction. The curve $O A B C$ represents $I_{c} V^{r}$. This curve is everywhere finite and continuons, but its direction changes abruptly when the point $I^{\prime}$ enters on loaves the attracting mass. The threa discomnected lines ( $) .1, I E$, and $F G$ represent $D_{c}{ }^{2} V^{r}$.

If the density of the shell instead of being uniform were a function of the distance from the centre $[\rho=f(r)]$, we should hasw at the point $l^{\prime}$, at the distance a from the centre of the -phere.

$$
\begin{equation*}
T^{r}=\frac{2 \pi}{c} \int_{r_{0}}^{\stackrel{r}{r}} f^{\prime}(r) \cdot r \cdot d r \int_{y_{0}}^{\bullet \cdot y_{1}} \overrightarrow{y_{0}} \tag{65}
\end{equation*}
$$

[^2]From this it follows, as the reader can easily prove, that the value of the potential function due to a spherical shell whose density is a function of the distance from the centre only is

constant throughout the cavity enclosed by the shell, and at all outside points is the same as if the mass of the shell were concentrated at its centre.*
25. Equipotential Surfaces. As we have already seen, $V$ is, in general, a function of the three space coordinates [ $V=$ $f(x, y, z)]$, and in any given case all these points at which the potential function has the particular value $c$ lie on the surface the equation of which is $V=f(x, y, z)=c$.

Such a surface is called an "equipotential" or "level" surface. By giving to $c$ in succession different constant values, the equation $V=c$ yields a whole family of surfaces, and it is always possible to draw through any given point in a field of force a surface at all points of which the potential function has the same value. The potential function camot have two different values at the same point in space, therefore no two different surfaces of the family $V=c$, where $V^{r}$ is the potential function due to an actual distribution of matter, can ever intersect.

[^3]
## THEOREM.

If there be any resultant force at a point in space, due to any uttracting masses, this force acts clong the normal to that equipotential surficce on which the poind lies.

For, let $V=f(x, y, z)=c$ be the equation of the equipotental surface drawn through the point in question, and let the coörtinates of this point be $r_{0}, y_{0}, z_{0}$. The equation of the plane tangent to the surface at the point is

$$
\left(x-x_{0}\right) D_{x_{0}} V+\left(y-y_{0}\right) D_{y_{0}} V+\left(z-z_{0}\right) D_{z_{0}} V=0
$$

and the direction-cosines of any line perpendicular to this plane, and hence of the normal to the given surface at the point $\left(x_{0}, y_{0}, z_{0}\right)$, are

$$
\begin{array}{ll}
\cos a=\frac{D_{x_{0}} V}{\sqrt{\left(L_{x_{0}} V\right)^{2}+\left(D_{y_{0}} V\right)^{2}+\left(D_{z_{0}} V\right)^{2}}}, & {\left[66_{\mathrm{A}}\right]} \\
\cos \beta=\frac{D_{y_{1}} V}{\sqrt{\left(L_{x_{0}} V\right)^{2}+\left(D_{y_{0}} V\right)^{2}+\left(D_{z_{0}} V\right)^{2}},} & {\left[66_{\mathrm{B}}\right\rfloor} \\
\cos \gamma=\frac{D_{z_{0}} V}{\sqrt{\left.\left(L_{x_{0}} V\right)^{2}+\left(L_{0} V\right)^{2}+(I)_{z_{0}} V\right)^{2}}} \quad & {\left[66_{\mathrm{o}}\right]} \tag{c}
\end{array}
$$

But if we denote the resultant force of attraction at the point ( $x_{0}, y_{0}, z_{0}$ ) by $R$, and its components parallel to the cördinate axes by $X, Y$, and $Z$, these cosines are evidently equal to $\frac{X}{R}, \frac{Y}{R}$, and $\frac{Z}{R}$ respectively, so that $\alpha . \beta$, and $\gamma$ are the directionangles not only of the nomal to the equipotential surface at the point $\left(r_{0}, y_{10}, z_{0}\right)$, lut also $[35]$ of the line of action of the resultant foree at the point. Hence our theorem.

Fig. 18 represents a meridian section of four of the system of equipotential surfaces due to two equal spheres whose sections are here shated. The value of the potential function due to two spheres, (ath of mass, $M$, at a print distant respectively $r_{1}$ and $r_{2}$ from the centres of the spheres, is

$$
V=M\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}\right)
$$

and if we give to $V$ in this equation different constant values, we shall have the equations of different mombers of the system of equipotential surfaces. Any one of these surfaces may be easily plotted from its equation by finding corresponding values
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of $r_{1}$ and $r_{2}$ which will satisfy the equation; and then, with the centres of the two spheres as centres and these values as radii, describing two spherical surfaces. The intersection of these surfaces, if they intersect at all, will be a line on the surface required.

If $2 a$ is the distance between the centres of the spheres, $V=\frac{2 M}{a}$ gives an equipotential surface shaped like an hourglass. Larger values of $V$ than this give equipotential surfaces, each one of which consists of two separate closed ovals, one surrounding one of the spheres, and the other the other. Values of $V$ less than $\frac{2 M}{a}$ give single surfaces which look more and more like ellipsoids the smaller $V$ is.

Several diagrams showing the forms of the equipotential surfaces due to different distributions of matter are given at
the end of the first volmme of Maxwell's Treatise on Electricity and Magnetism.
26. The Value of V at Infinity. The value, at the point $l$, of the potential function due to a:y attracting mass $M$ has been defined to be

$$
V=\underset{\Delta m \doteq 0}{\operatorname{limit}} \sum \frac{\Delta m}{r} .
$$

Let $r_{0}$ be the distance of the nearest point of the attracting mass from $l$ ', then

$$
\begin{equation*}
T<\frac{1}{r_{0}} \sum \Delta m \text { or } \frac{M}{r_{0}} \tag{67}
\end{equation*}
$$

The fraction ${ }_{r_{0}}^{M}$ has a constant numerator, and a denominator which grows larger without limit the farther $P$ is removed from the attracting masses; hence, we see that, other things being equal, the value at $I$ ' of the potential function is smaller the farther $l$ ' is from the attracting matter ; and that if $P$ be moved away indefinitely, the value of the potential function at $P$ approaches zero as a limit. In other words, the value of the potential function at "infinity" is zero.

About $O$, any fixed point near the attracting mass, as centre, imagine a spherical surface, $S$, drawn, of fixed radius, $r_{0}$, so large that $S$ shall just include all the distribution. Then, if $P$ is any distant point without $S$, and if $O P=r$,

$$
\frac{M}{r+r_{0}}<r_{P}<\frac{M}{r-r_{0}} \text { or } \frac{r M}{r+r_{0}}<r r_{P}<\frac{r M}{r-r_{0}} .
$$

Since ${ }_{\substack{\text { limit } \\ r=x}}^{\text {limit }}=\operatorname{limit}_{r=x}^{r-r_{0}} \frac{r}{r-r_{0}}=1, r$ so vanishes at infinity that the limit of $\left(r \cdot V_{p}\right)$, as $r$ increases withont limit, is $M$.

$$
\text { Since } \frac{\therefore I}{\left(r+r_{0}\right)^{2}} \cos \sin ^{-1}\left(\frac{r_{1}}{r}\right)<-D_{r} V_{P}<\frac{M}{\left(r-r_{0}\right)^{2}},
$$

it is wasy to see that
$\left.\operatorname{limit}_{r=s}\left(r^{2}\right)_{r} V^{r}\right)=-M$ and that ${ }_{r={ }_{r}}^{\operatorname{limit}_{s}}\left(r^{2} D_{s} V\right)=-M \cos (x, r)$, where $(r, r)$ denotes the angle between the axis of $x$ and $O P$.
27. The Potential Function as a Measure of Work. The amount of work required to move a unit mass, concentrated at a point, from one position, $P_{1}$, to another, $P_{2}$, by any path, in face of the attraction of a system of masses, $M$, is equal to
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$V_{1}-V_{2}$, where $V_{1}$ and $V_{2}$ are the values at $P_{1}$ and $P_{2}$ of the potential function due to $M$.

To prove this, let us divide the given path into equal parts of length $\Delta s$, and call the average force which opposes the motion of the unit mass on its journey along one of these elements $A B$ (Fig. 19), $F$. The amount of work required to move the unit mass from $A$ to $B$ is $F \Delta s$, and the whole work done by moving this mass from $I_{1}$ to $I_{2}$ will be

$$
\underset{\Delta s \doteq}{\operatorname{limit}} \sum_{P_{1}}^{P_{2}} F \Delta s .
$$

As $\Delta s$ is made smaller and smaller, the average force opposing the motion along $A B$ approaches more and more nearly the actual opposing force at $A$, which is $-D_{s} I^{\top}$ : therefore

$$
\underset{\Delta s \doteq 0}{\operatorname{limit}} \sum_{P_{1}}^{P_{2}} F \Delta s=-\int_{P_{1}}^{P_{2}} D_{s} V \cdot d s=V_{1}-V_{2} .
$$

It is to be carefully noticed that the decrease in the potential function in moving from $P_{1}$ to $P_{2}$ measures the work required to move the unit mass from $P_{1}$ to $P_{2}$. If $P_{2}$ is removed farther and farther from $M, V_{2}$ approaches zero, and $V_{1}-V_{2}$ approaches $V_{1}$ as its limit, so that the value at any point $P_{1}$, of the potential function due to any system of attracting masses, is equal to the work which would be required to move a unit mass, supposed concentrated at $P_{1}$, from $P_{1}$ to "infinity" by any path.

The work (IF) that must be done in order to move an attracting mass $M^{\prime}$ against the attraction of any other mass $M$, from a given position by any path to "infinity," is the sum of the quantities of work required to move the several elements ( $\Delta m^{\prime}$ ) into which we may divide $M^{\prime}$, and this may be written in the form

$$
\begin{align*}
W & =\operatorname{limit}_{\Delta m^{\prime} \doteq 0}^{\operatorname{j}} \sum \Delta m^{\prime} \iiint \frac{\rho d x d y d z}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{1}{2}}} \\
& =\iiint \iiint \frac{\rho \rho^{\prime} d x d y d z d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z^{2}\right)^{2}\right]^{\frac{1}{2}}} \tag{68}
\end{align*}
$$

$W$ is called by some writers "the potential of the mass $M^{\prime}$ with reference to the mass $M$ "; by others, the negative of $W$ is called "the mutual potential energy of $M$ and $M^{\prime}$."

In many of the later books on this subject, the word "potential " is never used for the value of the potential function at a point, but is reserved to denote the work required to move a mass from some present position to infinity. If $V$ is the value of the potential function at a point $P$, at which a mass $m$ is supposed to be concentrated, $m V^{\top}$ is the potential of the mass $m$. If we could have a unit mass concentrated at a point, the potential of this mass and the calue of the potential function at the pmint would be numerically identical.

Imagine any given distribution of attracting matter which has the potential function $V$, divided into elements, of volume $\Delta \tau_{1} . \Delta \tau_{2}, \Delta \tau_{3}, \cdots$, of density $\rho_{1}, \rho_{2}, \rho_{3}, \cdots$, and of mass $\Delta m_{1}$, $\Delta m_{2}, \Delta m_{3}, \cdots$. If the rensity at every point in the distribution were $\lambda$ times what it now is ( $\lambda$ being any positive constant), the potential function would be $\lambda V$, and, since the volume occupied by each element would be unchanged, the mass of the $p$ th element would be $\lambda \Delta m_{p}$. To change $\lambda$ to $\lambda+\Delta \lambda$, the mass of cvery element must be increased and to the $p^{\text {th }}$ element must be brought up the mass-increment $\Delta \lambda \cdot \Delta m_{r}$. If this quantity were brought up from an infinite distance, the attraction of the existing distribution would do upon it an amount of work represented by $\lambda V \cdot \Delta \lambda \cdot \Delta m_{p}$, so
that the work done on the additions to the whole mass would be $\lambda \Delta \lambda$-limit $\sum V \Delta m$. The work done by the attractive forces while $\lambda$ was being changed from $\lambda_{0}$ to $\lambda_{1}$ would be limit $\sum V \Delta m \cdot \int_{\lambda_{0}}^{\lambda_{1}} \lambda d \lambda$. To find the work done by the attraction for one another of its own parts, while the given distribution is constructed by bringing together its particles from infinite dispersion, we may put $\lambda_{0}=0, \lambda_{1}=1$, and get

$$
W=\operatorname{limit}_{\Delta m \doteq 0^{\frac{1}{2}}}^{\operatorname{lon}} I \cdot \Delta m,
$$

where the summation is to extend over the whole distribution. This quantity, the negative of which (when the matter is attracting) is sometimes called "the intrinsic energy" of the distribution, is given by the formula in attraction units of work. In absolute kinetic work units,

$$
W=\frac{1}{2} k \iiint V \rho d \tau
$$

The potential function inside a homogeneous sphere of radius $a$ and density $\rho$, at a distance $r$ from the centre, being $2 \pi \rho\left(a^{2}-\frac{1}{3} r^{2}\right)$, the intrinsic energy of the sphere is

$$
-\int_{0}^{a} \pi \rho\left(a^{2}-\frac{1}{3} r^{2}\right) 4 \pi \rho r^{2} d r \text { or } \frac{-16}{15} \pi^{2} \rho^{2} a^{5} \text { or } \frac{-3 M M^{2}}{5 a}
$$

attraction units of work. If the c.g.s. system has been used throughout, this is equivalent to $\frac{-3 M^{2}}{5 a(15430000)}$ ergs.

If $V$ and $V^{\prime}$ are the potential functions due to two neighboring distributions, $M$ and $M^{\prime}$, if $\Delta M$ and $\Delta M M^{\prime}$ are mass elements of the two distributions, and $P$ and $P^{\prime}$ points in $\Delta M$ and $\Delta M^{\prime}$ respectively, the mutual potential energy of $M$ and $M I^{\prime}$ may be found by integrating $\frac{-d M \Lambda d I^{\prime}}{P P^{\prime}}$ over both distributions, and, since the order of integration is immaterial, the result may be written - $\int V d V^{\prime}$ or $-\int V^{\prime} d M V$.

The intrinsic energy of $M$ and $M^{\prime}$ considered as a sungle distribution is to be found by integrating $-\frac{1}{2}\left(V+V^{\prime}\right)$ over both
masses. This gives $-\frac{1}{2} \int V d M-\frac{1}{2} \int V^{\prime} d M^{\prime}-\int V d M^{\prime}$ or the sum of the intrinsic energies of $M$ and $M^{\prime}$ and the mutual energy of the two.

If $M$ and $M^{\prime}$ were made up of matter every particle of which repelled every other particle according to the Law of Nature, the intrinsic potential energy of $M$ would be $+\frac{1}{2} \int V d M$ and the mutual potential energy of $M$ and $M^{\prime}$ would be

$$
+\int V^{\prime} d M^{\prime}, \text { or }+\int V^{\prime} d M
$$

28. Laplace's Equation. We have seen that the value of the potential function, and the component in any direction of the attraction at the point $P$, are always finite functions of the space coordinates, whether $P$ is inside, ontside, or at the surface of the attracting masses. We have seen also that by differentiating $l^{*}$ at any point in any direction we may find the always finite component in that direction of the attraction at the point. It follows that $D_{x} I^{r}, I_{y} I^{r}, D_{z} I^{r}$ are everywhere finite. and that, in consequence of this, the potential function is everywhere contimuous as well as finite.

If $P$ is a point outside of the attracting masses, the quantity under the integral signs in [48], by which $d x^{\prime} d y^{\prime} d z^{\prime}$ is multiplied, cannot be infinite within the limits of integration, and we can find $I_{s}{ }^{2} I^{-}$by differentiating the expression for $I_{x} V$ under the integral signs.

In this case

$$
\begin{equation*}
I_{x}^{2} I^{r}=\iiint \frac{3\left(x^{\prime}-x\right)^{2}-r^{2}}{r^{5}} \rho^{\prime} d x^{\prime} d y^{\prime} d z^{\prime} \tag{69}
\end{equation*}
$$

and similarly,

$$
\begin{align*}
& I_{y^{2}} V^{Y}=\iiint \frac{3\left(y^{\prime}-y\right)^{2}-r^{2}}{r^{5}} \rho^{\prime} d x^{\prime} d y^{\prime} d z^{\prime},  \tag{70}\\
& D_{z}^{2} V^{Y}=\iiint \frac{3\left(z^{\prime}-z^{2}-r^{2}\right.}{r^{5}} \rho^{\prime} d x^{\prime} d y^{\prime} d z . \tag{71}
\end{align*}
$$

Whence, for all points exterior to the attracting masses,

$$
\begin{equation*}
D_{x}{ }^{2} V+I_{y}{ }^{2} V+I_{z}{ }^{2} V=0 . \tag{72}
\end{equation*}
$$

This is Laplace's Equation. For the operator

$$
\left(D_{x}^{2}+I_{y}^{2}+D_{z}^{2}\right),
$$

the symbols $\delta, \Delta, \Delta_{2},-\Gamma^{2}, \Gamma^{2}$, and $\bar{\Gamma}^{2}$ have been used by different authors, and [72] may be written

$$
\begin{equation*}
\nabla^{2} V=0 \tag{73}
\end{equation*}
$$

The potential function, due to every conceivable distribution of matter, must be such that at all points in empty space Laplace's Equation shall be satisfied.*
29. The Second Derivatives of the Potential Function are Finite at Points within the Attracting Mass. If the point $P$ lies within the attracting mass, $V$ and $D_{x} I^{\prime}$ are finite, but the quantity under the integral signs in the expression for $D_{x} V$ becomes infinite within the limits of integration, and we cannot assume that $D_{x}^{2} V$ may be found by differentiating $D_{x} V^{\top}$ under the integral signs. In order to find $J_{x}{ }^{2} I^{\prime}$ under these circumstances, it is convenient to transform the equation for $D_{x} V$. Let us choose our coördinate axes so as to have all the attracting mass in the first octant, and divide the projection of the contour of this mass on the plane $y z$ into elements ( $\left.d y^{\prime} d z z^{\prime}\right)$. Upon each one of these elements let us erect a right prism, cutting the mass twice or some other even number of times. Consider one of the elements $d y^{\prime} d z^{\prime}$ the corner of which next the origin has the coördinates $0, y^{\prime}$, and $z^{\prime}$. The prism erected on this element cuts out elements $d s_{1}, d s_{2}, d s_{3}, d s_{4}, \cdots d s_{2_{n}}$ from the surface of the attracting mass, and that edge of the prism which is perpendicular to the plane yz at $\left(0, y^{\prime}, z^{\prime}\right)$ cuts into the surface at points whose distances from the plane of $y z$ are $a_{1}, a_{3}, a_{5}, \cdots a_{2 n-1}$, and out of the surface at points whose distances from the same plane are $\alpha_{2}, \alpha_{4}, \alpha_{6}, \cdots a_{2 n}$. At every one

[^4]of these points of intersection draw a nomal towards the interior of the attracting mass, and call the angles which these normals make with the positive direction of the axis of $x, a_{1}$, $\alpha_{2}, a_{3}, \cdots \alpha_{n_{n^{*}}}$. It is to be noticed that $\alpha_{1}, a_{3}, a_{5}, \cdots a_{2_{n-1}}$ are all acute, and that $\alpha_{2}, \alpha_{4}, \alpha_{6}, \cdots \alpha_{2 n}$ are all obtuse. The element d!y'di' may be regarded as the common projection of the surface elements $d s_{1}, d s_{s}, d s_{3}, \cdots d s_{s_{n}}$, and, so far as absolute value is concerned, the following equations hold approximately:
$$
d y^{\prime} d z^{\prime}=d s_{1} \cos \alpha_{1}=d s_{2} \cos \alpha_{2}=d s_{3} \cos \alpha_{3}=\cdots=d s_{2 n} \cos \alpha_{2 n} .
$$

But $l_{l} \|^{\prime} d s_{i}^{\prime}, d s_{1}, d s_{2}, d s_{3}$, etc., are all positive areas, and $\cos \alpha_{2}$, $\cos \alpha_{4}, \cos \alpha_{6}$, etc., are negative, so that, paying attention to signs as well as to absolute values, we have
$d y^{\prime} d z^{\prime}=+d s_{1} \cos \alpha_{1}=-d s_{2} \cos \alpha_{2}=+d s_{3} \cos \alpha_{3}=-d s_{4} \cos \alpha_{4}=$ etc.


Now

$$
I_{s} r^{\prime}=\iiint \frac{\rho^{\prime}\left(\cdot r^{\prime}-r^{\prime}\right) d r^{\prime} d!y^{\prime} d z^{\prime}}{r^{3}}=\iint d y y^{\prime} d z^{\prime} \int \rho^{\prime} D_{x}{ }^{\prime}\left(-\frac{1}{r}\right) d x^{\prime}
$$

and in order to find the value of this expression by the use of the prisms just describerd, we are to cut each one of these prisms into elementary rectangular parallelopipeds by planes parallel to the plate of yi: : we are to multiply the values of every one of these elements which lies within the attracting
mass by the value of $\rho^{\prime} D_{x}^{\prime}\left(-\frac{1}{r}\right)$ at its corner next the origin [i.e., at $\left.\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right]$; and we are to find the limit of the sum of these as $d x^{\prime}$ is made smaller and smaller. We are then to compute a like expression for each of the other prisms, and to find the limit of the sum of the whole as the bases of the prisms are made smaller and smaller and their number correspondingly increased.
Wherever the function $\frac{\rho^{\prime}}{r}$ is a continuous function of $x^{\prime}$, we have

$$
D_{x}^{\prime} \frac{\rho^{\prime}}{r}=\frac{1}{r} D_{x}^{\prime} \rho^{\prime}+\rho^{\prime} D_{x}^{\prime} \frac{1}{r}=\frac{1}{r} D_{x}^{\prime} \rho^{\prime}-\rho^{\prime} D_{x}^{\prime}\left(-\frac{1}{r}\right):
$$

hence, if the elementary prisms cut the surface of the attracting mass only twice,

$$
D_{x} Y^{\prime}=\iint d y^{\prime} d z^{\prime}\left[-\frac{\rho^{\prime}}{r}\right]_{x=\alpha 1}^{x=a_{2}}+\iiint \frac{1}{r} D_{x}^{\prime} \rho^{\prime} d x^{\prime} d y^{\prime} d z^{\prime} ;[75]
$$

and, in general,

$$
\begin{align*}
D_{x} V= & \iint d y^{\prime} d z^{\prime}\left[\frac{\rho_{1}^{\prime}}{r_{1}}-\frac{\rho_{2}^{\prime}}{r_{2}}+\frac{\rho_{3}^{\prime}}{r_{3}}-\frac{\rho_{4}^{\prime}}{r_{4}}+\cdots-\frac{\rho_{2_{n}}^{\prime}}{r_{2 n}}\right] \\
& +\iiint \int \frac{1}{r} D_{x}^{\prime} \rho^{\prime} d x^{\prime} d y^{\prime} d z^{\prime}  \tag{76}\\
= & \lim \sum\left(\frac{\rho_{1}^{\prime}}{r_{1}^{\prime}} \cos a_{1} d s_{1}+\frac{\rho_{2}^{\prime}}{r_{2}} \cos a_{2} d s_{2}+\frac{\rho_{3}^{\prime}}{r_{3}^{\prime}} \cos a_{3} d s_{3}+\cdots\right. \\
& \left.+\frac{\rho_{2 \underline{2}}^{\prime}}{r_{2 n}} \cos a_{2 n} d s_{2_{2 n}}\right)+\iiint \frac{1}{r} D_{x}^{\prime} \rho^{\prime} d x^{\prime} d y^{\prime} d z^{\prime}, \tag{77}
\end{align*}
$$

where $\frac{\rho_{k}{ }^{\prime}}{r_{k}}$ is the value of the quantity $\frac{\rho^{\prime}}{r}$ at the point where the line $y=y^{\prime}, z=z^{\prime}$ cuts the surface of the attracting mass for the $k$ th time, counting from the plane $y z$.

In order to find the value of the limit of the sum which occurs in this expression, it is evident that we may divide the entire surface of the attracting mass into elements, multiply
the area of each element by the value of $\frac{\rho^{\prime} \cos \alpha}{r}$ at one of its points, and find the limit of the sum formed by adding all these products together ; but this is equivalent to the surface integral of $\frac{\rho^{\prime} \cos a}{r}$ taken all over the outside of the attracting mass, so that

$$
\begin{equation*}
I_{x} I^{r}=\int \frac{\rho^{\prime}}{r} \cos a d s+\iiint \frac{D_{x}^{\prime} \rho^{\prime}}{r} d x^{\prime} d y^{\prime} d z^{\prime} \tag{78}
\end{equation*}
$$

where the first integral is to be taken all over the surface of the attracting mass and the second throughout its volume. This expression for $I_{s} V^{\prime}$ is in some cases more convenient than that of [48].

We have proved this transformation to be correct, however, only when $\frac{\rho^{\prime}}{r}$ is tinite throughout the attracting mass. If $P$ is a point within the mass, $\frac{\rho^{\prime}}{r}$ is infinite at $P$. In this case surround $P$ ' by a spherical surface of radius $\epsilon$ small enough to make the whole sphere enclosed by this surface lie entirely
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within the attracting mass. This is possible unless $P$ lies exactly upon the surfiaes of the attracting mass. Shutting out the little sphere, lat $I_{2}$ be the potential function due to the rest ( $T_{2}$ ) of the attrarting mass; then, since $P$ is an outside point, with regard to $T_{2}$, we have, by [78],

$$
J_{x} r_{2}^{\prime}=\int \frac{\rho^{\prime}}{\epsilon} \cos u \cdot d s^{\prime}+\int \frac{\rho^{\prime}}{r} \cos \alpha d s+\iiint \frac{D_{u^{\prime}}^{\prime} \rho^{\prime}}{r} d x^{\prime} d y^{\prime} d z^{\prime},[79]
$$

where the first interial is to be extended over the spherical
surface, which forms a part of the boundary of the attracting mass to which $V_{2}$ is due; the second integral is to be taken over all the rest of the bounding surface of the attracting mass; and the triple integral embraces the volume of all the attracting mass which gives rise to $V_{2}$.

As $\epsilon$ is made smaller and smaller, $V_{2}$ approaches more and more nearly the potential function $V$, due to all the attracting mass.

In the integral $\int \frac{\rho^{\prime}}{\epsilon} \cos \alpha d s^{\prime}, \cos \alpha$ can never be greater than 1 nor less than -1 , so that if $\bar{\rho}^{\prime}$ is the greatest value of $\rho^{\prime}$ on the surface of the sphere, the absolute value of the integral must be less than $\frac{\bar{\rho}^{\prime}}{\epsilon} \int d s^{\prime}$ or $4 \pi \bar{\rho}^{\prime} \epsilon$, and the limit of this as $\epsilon$ approaches zero is zero. The second integral in [79] is unaltered by any change in $\epsilon$. If we make $P$ the origin of a system of polar coördinates, it is evident that the triple integral in [79] may be written

$$
\begin{equation*}
\iiint D_{x}^{\prime} \rho^{\prime} \cdot r \sin \theta d r d \theta d \boldsymbol{\phi} \tag{80}
\end{equation*}
$$

and the limit which this approaches as $\epsilon$ is made smaller and smaller is evidently finite, for, if $r=0$, the quantity under the integral sign is zero.

Therefore,
$\underset{\epsilon \doteq 0}{\operatorname{limit}} D_{x} V_{2}=D_{x} V=\int \frac{\rho^{\prime}}{r} \cos a d s+\iiint \frac{D_{x}^{\prime} \rho^{\prime}}{r} d x^{\prime} d y^{\prime} d z^{\prime},[81]$
and [79] is true even when $P$ lies within the attracting mass.
Under the same conditions we have, similarly,

$$
\begin{equation*}
D_{y} V=\int \frac{\rho^{\prime}}{r} \cos \beta d s+\iiint \frac{D_{y^{\prime \prime}}^{\prime} \rho^{\prime}}{r} d x^{\prime} d y^{\prime} d z \tag{82}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{z} V=\int \frac{\rho^{\prime}}{r} \cos \gamma d s+\iiint \frac{D_{z}^{\prime} \rho^{\prime}}{r} d x^{\prime} d y^{\prime} d z^{\prime} \tag{83}
\end{equation*}
$$

Observing that in these surface integrals $r$ can never be zero, since we have excluded the case where $P$ lies on the surface of the attracting mass, and that the triple integrals belong to
the class mentioned in the latter part of Section 22, we will differentiate [81], [8-], and [83] with respect to $x, y$, and $z$ respectively, by differentiating under the integral signs. If the results are finite, we may consider the process allowable.

Performing the work indicated, we have

$$
\begin{aligned}
& D_{x}^{2} V^{r}=\int \rho^{\prime} \cos \alpha \cdot D_{\mu}\left(\frac{1}{r}\right) d s+\iiint D_{x}\left(\frac{1}{r}\right) \cdot D_{x}^{\prime} \rho^{\prime} \cdot d x^{\prime} d y^{\prime} d z^{\prime},[84] \\
& D_{y}{ }^{2} I^{\prime}=\int \rho^{\prime} \cos \beta \cdot I_{y}\left(\frac{1}{r}\right) d s+\iiint D_{y}\left(\frac{1}{r}\right) \cdot D_{y}^{\prime} \rho^{\prime} \cdot d x^{\prime} d y^{\prime} d z^{\prime},[85] \\
& D_{z}^{2} V^{2}=\int \rho^{\prime} \cos \gamma \cdot I_{z}\left(\frac{1}{r}\right) d s+\iiint D_{z}\left(\frac{1}{r}\right) \cdot D_{z}^{\prime} \rho^{\prime} \cdot d x^{\prime} d y^{\prime} d z^{\prime},[86]
\end{aligned}
$$

and by making $P$ the centre of a system of polar coördinates and transforming all the triple integrals, it is easy to show that the values of $I)_{s}{ }^{2} I, D_{y}{ }^{2} V, D_{z}{ }^{2} I^{r}$ here found are finite, whether $I^{\prime}$ is within or without the attracting mass, if the derivatives of the density are finite. This result* is important.
30. The Derivatives of the Potential Function at the Surface of the Attracting Mass. Let the point $P$ lie on the surface of


Fig. 22.
the attracting mass, or at some other surface where $\rho$ is discontinuous. Make $P^{\prime}$ the centre of a sphere of radius $\epsilon$,

[^5]and call the piece which this sphere cuts out of the attracting mass $T_{1}$ and the remainder of this mass $T_{2}$. Let $V_{1}$ and $V_{2}$ be the potential functions due respectively to $T_{1}$ and $T_{2}$, then
$$
V=V_{1}+V_{2}, \quad D_{x} V=D_{x} V_{1}+D_{x} V_{2}^{\prime},
$$
and the increment $\left[\Delta\left(D_{x} V\right)\right]$ made in $D_{x} V$ by moving from $P$ to a neighboring point $P^{\prime}$, inside $T_{1}$, is equal to the sum of the corresponding increments [ $\Delta\left(D_{x} V_{1}\right)$ and $\left.\Delta\left(D_{x} V_{2}\right)\right]$ made in $D_{x} V_{1}$ and $D_{x} V_{2}$.

With reference to the space $T_{2}, P$ is an outside point, so that the values at $P$ of the first derivatives of $V_{2}$ with respect to $x, y$, and $z$ are continuous functions of the space coördinates and $\operatorname{limit}_{P P^{\prime} \doteq 0}^{=} \Delta\left(D_{x} V_{2}\right)=0$.

Let $d \omega$ be the solid angle of an elementary cone whose vertex is at any fixed point $O$ in $T_{1}$ used as a centre of coördinates. The element of mass will be $\rho r^{2} d \omega d r$. The component in the direction of the axis of $x$ of the attraction at $O$ due to $T_{1}$ is the limit of the sum taken throughout $T_{1}$ of $\frac{\rho r^{2} a d \omega d r}{r^{2}}$, where $a$ is the cosine of the angle which the line joining $O$ with the element in question makes with the axis of $x$. The difference between the limits of $\omega$ is not greater than $4 \pi$, and the difference between the limits of $r$ is not greater than $2 \epsilon$. If, then, $\kappa$ is the greatest value which $\rho a$ has in $T_{1}$,

$$
\left(D_{x} V_{1}\right)_{o}<8 \pi \kappa \epsilon .
$$

It follows from this that if $P^{\prime}$ is a point within $T_{1}$ so that $P P^{\prime}<\epsilon$, the change made in $D_{x} V_{1}$ by going from $P$ to $P^{\prime}$ is far less than $16 \pi \kappa \epsilon$; but this last quantity can be made as small as we like by making $\epsilon$ small enough, so that

$$
\operatorname{limit}_{P P^{\prime} \doteq 0} \Delta\left(D_{x} V_{1}\right)=0,
$$

whence
and $D_{x} V$ varies continuously in passing through $P$. In a similar manner, it may be proved that $D_{y} V$ and $D_{z} V$ are
everywhere, even at places where the density is discontinuous, continuous functions of the space coördinates.

The results of the work of the last two sections are well illustrated by Fig. 17. We might prove, with the help of a transformation due to Clausius,* that the second derivatives of the potential function are finite at all points on the surface of the attracting matter where the curvature is finite, but that the normal seeond derivatives generally change their values abruptly whenever the point $P$ crosses a surface at which $\rho$ is discontinuous, as at the surface of the attracting masses. The fact, however, that this last is true in the special case of a homogeneous spherical shell suffices to show that we camot expect all the second derivatives of $V$ to have definite values at the bomilaries of attracting bodies.
31. Gauss's Theorem. If any closed surface $S$ drawn in a field of force be divided up into a large number of surface
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elements, and if each one of these elements be multiplied by the eomponent, in the direction of the interior normal of the force of attraction at a perint of the element, and if these products be added together, the limit of the sum thus obtained is called the "surface integral of normal attraction over $S$."

If any closed surface s' he described so as to shat in completely a mass in concentrated at a point, the surface integral

[^6]of normal attraction due to $m$, taken over $S$, is $4 \pi m$; and, in general, if any closed surface $S$ be described so as to shut in completely any system of attracting masses $M$, the surface integral over $S$ of the normal attraction due to $M$ is $4 \pi M$.

In order to prove this, divide $S$ up into surface elements, and consider one of these $d s$ at $Q$. The attraction at $Q$ in the direction $Q O$, due to the mass $m$ concentrated at $O$, is $\frac{m}{Q O^{2}}=\frac{m}{r^{2}}$. The component of this in the direction of the interior normal is $\frac{m}{r^{2}} \cos a$. and the contribution which $d s$ yields to the sum whose limit is the surface integral required is $\frac{m \cos \alpha d s}{r^{2}}$. Connect every point of the perimeter of $d s$ with $O$ by a straight line, thus forming a cone of such size as to cut out of a spherical surface of unit radius drawn about $O$ an element $d \omega$, say. If we draw about $O$ a sphere of radius $r=O Q$, the cone will intercept on its surface an element equal to $r^{2} \cdot d \omega$. This element is the projection on the spherical surface of $d s$; hence $d s \cos a=r^{2} d \omega$, approximately, and the contribution of the element $d s$ to our surface integral is $m d \omega$. But an elementary cone may cut the surface more than once; indeed, any odd number of times. Consider such a cone, one element of which cuts the surface thrice in $S_{1}, S_{\mathbf{q}}$, and $S_{3}$. Let $O S_{1}, O S_{2}$, and $O S_{3}$ be called $r_{1}, r_{2}$, and $r_{3}$ respectively, and let the surface elements cut out of $S$ by the cone be $d s_{1}, d s_{2}$, and $d s_{3}$, and the angles between the line $S_{3} O$ and the interior normals to $S$ at $S_{1}, S_{2}$, and $S_{3}$ be $a_{1}, a_{2}, a_{3}$. It is to be noticed that when the cone cuts out of $S$, the corresponding angle is acute, and that when it cuts in, the corresponding angle is obtuse. $\alpha_{1}$ and $\alpha_{3}$ are acute, and $a_{2}$ obtuse. If we draw about $O$ three spherical surfaces with radii $r_{1}, r_{2}$, and $r_{3}$ respectively, the cone will cut out of these the elements $r_{1}^{2} d \omega, r_{2}^{2} d \omega$, and $r_{3}^{2} d \omega$. In absolute size, $d s_{1}=r_{1}^{2} d \omega \sec \alpha_{1}, \quad d s_{2}=r_{2}^{2} d \omega \sec \alpha_{2}, \quad$ and $d s_{3}=r_{8}^{2} d \omega \sec \alpha_{3}$, approxinnately, but $d s_{2}$ and $r^{2} d \omega$ are both positive, being areas, and $\sec \alpha_{2}$ is negative. Taking account of sign, then,
$d s_{2}=-r^{2} d \omega \sec \alpha_{2}$, and the cone's three elements yield to the surface integral of normal attraction the quantity
$m\left(\frac{d s_{1} \cos \mu_{1}}{r_{1}{ }^{2}}+\frac{d s_{2} \cos \alpha_{2}}{r_{2}{ }^{2}}+\frac{d s_{3} \cos \omega_{3}}{r_{3}{ }^{2}}\right)=m(d \omega-d \omega+d \omega)=m d \omega$. Howerer many times the cone cuts $S$, it will yield $m d \omega$ to the surface integral required: all such elementary cones will yeld then $m \sum d_{\omega}=m 4 \pi$, if $S$ is closel, and, in general, $m \Theta$, where $\Theta$ is the solid angle which $S$ subtends at $O$.

If, insteal of a mass concentrated at a point, we have any distribution of masses, we may divide these into elements, and apply to each element the theorem just proved; hence our general statement.

If from a point $O$ without a closed surface $S$ an elementary cone be drawn, the cone, if it cuts $S$ at all, will cut it an even number of tines. Using the notation just explained, the contribution which any such cone will yield to the surface integral taken over $S$ of a mass $m$ concentrated at $O$ is

$$
\begin{gathered}
m\left(\frac{d s_{1} \cos \alpha_{1}}{r_{1}^{2}}+\frac{d s_{2} \cos \alpha_{2}}{r_{2}^{2}}+\frac{d s_{3} \cos \alpha_{3}}{r_{3}^{2}}+\frac{d s_{4} \cos \alpha_{4}}{r_{4}{ }^{2}}+\cdots\right) \\
=m\left(-d_{\omega}+d \omega-d \omega+d \omega-\cdots\right)=m \cdot 0=0,
\end{gathered}
$$

and the surface integral over any closed surface of the normal attraction due to any system of outside masses is zero.

The results proved above may be put together and stated in the form of a

## Thendem due to Gauss.

If there he any distribution of motter purtly uithin and partly withent a mosed surgince $S$, and if $I$ be the sum of the masses which it encluses, and $\mathrm{I}^{\prime}$ the sum of the masses outside $S$, the surfocer intraral arer S' of the normal attraction $N$ toward the
 potential function due tw lwth $I$ and $I^{\prime}$, we have

$$
\int J d s=\int I_{n} V \cdot d s=4 \pi I V
$$

It is easy to see that if a mass $M$ be supposed concentrated on any closed surface $S$ the curvature of which is everywhere finite, the surface integral of normal attraction taken over $S$ will be $2 \pi M$; for all the elementary cones which can be drawn from a point $P$ on the surface so as to cut $S$ once or some other odd number of times, lie on one side of the tangent plane at the point, and intercept just half the surface of the sphere of unit radius the centre of which is $P$.

From Gauss's Theorem it follows immediately that at some parts of a closed surface situated in a field of force, but enclosing none of the attracting mass, the normal component of the resultant attraction must act towards the interior of the surface and at some parts toward the exterior, for otherwise the limit of the sum of the intrinsically positive elements of the surface, each one multiplied by the component in the direction of the interior normal of the attraction at one of its own points, could not be zero. In other words, the potential function, the rate of change of which measures the attraction, must at some parts of the surface increase and at others decrease in the direction of the interior normal.
32. Tubes of Force. A line which cuts orthogonally the different members of the system of equipotential surfaces corresponding to any distribution of matter is ealled a " line of force," since its direction at each point of its course shows the direction of the resultant force at the point. If through all points of the contour of a portion of an equipotential surface lines of force be drawn, these lines lie on :a surface called a

"tube of force." We may easily apply fiamss's Theorem to a space cout out and bounded by a portion of a tube of force and two equipotential surfates; for the silles of the thbe do not eon-
tribute anything to the surface integral of normal attraction, and the resultant force is all normal at points in the equipotential surfaces. If $\omega$ and $\omega$, are the areas of the sections of a tube of force made ly two equipotential surfaces, and if $F$ and $F^{\prime}$ are the average interior forces on $\omega$ and $\omega$ ', we have

$$
\begin{equation*}
F_{(0)}+F_{(\omega)}^{\prime}=0 \tag{87}
\end{equation*}
$$

if the tube encloses empty space, and

$$
\begin{equation*}
F_{\omega}+F^{\prime} \omega^{\prime}=4 \pi m \tag{88}
\end{equation*}
$$

when the tube encloses a mass $m$ of attracting matter.
33. Spherical Distributions. In the case of a distribution about a point in spherical shells, so that the density is a function of the distance from this point only, the lines of force are straight lines whose directions all pass through the central point. Every tube of force is conical, and the areas cat ont of different equipontential surfaces ly a given tube of force are proportional to the square of the distance from the centre.

Consider a tule of foree which intercepts an area $\psi$ from a -pherical surface of unit radius drawn with $O$ as a centre, and apply (iamss's Theorem to a box cut out of this tube ly two equipotential surfaces of radii $r$ and $(r+\Delta r)$ respectively.
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Let $10 B$ (Fig. 2.i) he a section of the tube in question. The area of the portion of spherical surface $\omega$ which is represented in section at $\quad(1)$ is $r^{2} L^{\prime}$, and the area of that at $b e$ is $(r+\Delta r)^{2} \psi$. If the armage force acting on $\omega$ toward the inside of the 1 is is $F$, the average force acting on $\omega$ ' toward the inside of the bex will be $-\left(F^{\prime}+\Delta_{r} F\right)$, and the surface integral of normal attraction taken all over the outside of the box is

$$
\begin{equation*}
F_{r^{2}} \psi-\left(F+\Delta_{r} F\right)(r+\Delta i)^{2} \psi=-\psi \cdot \Delta_{r}\left(F \cdot r^{2}\right) \tag{89}
\end{equation*}
$$

If the tube of force which we have been considering be extended far enough, it will eut all the concentric layers of matter, traverse all the empty regions between the layers, if there are such, and finally emerge into outside space.

If we choose $r$ so that the box shall contain no matter, the surface integral taken over the box must be zero.

In this case,

$$
-\psi \Delta_{r}\left(F r^{2}\right)=0
$$

therefore,

$$
\begin{equation*}
F=\frac{c}{r^{2}}, \tag{90}
\end{equation*}
$$

and

$$
\begin{equation*}
V=-\frac{e}{r}+\mu \tag{91}
\end{equation*}
$$

From this it follows that in a region of empty space, either included between the two members of a system of concentric spherical shells of density depending only upon the distance from the centre, or outside the whole system, the force of attraction at different points varies inversely as the squares of the distances of these points from the centre.

Suppose that the box (abed) lies in a shell whose density is constant ; then the surface integral of normal attraction taken over the box is equal to $4 \pi$ times the matter within the box. In this case the quantity of matter inside the box is

$$
\rho \frac{4}{3} \pi\left[(r+\Delta r)^{3}-r^{3}\right] \frac{\psi}{4 \pi} \text { or } \rho \psi r^{2} \Delta r+\epsilon,
$$

where $\epsilon$ is an infinitesimal of an order higher than the first. Therefore,
or

$$
-\psi \Delta_{r}\left(F r^{2}\right)=4 \pi\left(\rho \psi r^{2} \Delta r+\epsilon\right),
$$

$$
\operatorname{limit}_{\Delta r \doteq 0}^{\log } \frac{\Delta_{r}\left(F r^{2}\right)}{\Delta r}=-4 \pi \rho r^{2},
$$

whence

$$
\begin{equation*}
F=-\frac{4 \pi \rho r}{3}+\frac{c}{r^{2}}, \tag{92}
\end{equation*}
$$

and

$$
\begin{equation*}
V=-\frac{c}{r}-\frac{\ddot{2}}{3} \pi \rho r^{2}+\mu . \tag{93}
\end{equation*}
$$

If the box lies in a shell whose density is inversely proportional to the distane from the centre, we shali have

$$
\begin{equation*}
\operatorname{limit}_{\Delta r \doteq 0}=\frac{\Delta_{r}\left(F^{\prime} r^{2}\right)}{\Delta r}=-4 \pi\left(\frac{\lambda}{r}\right) r^{2}, \tag{94}
\end{equation*}
$$

whence
aml

$$
\begin{equation*}
F=-2 \pi \lambda+\frac{c}{r^{2}}, \tag{95}
\end{equation*}
$$

$$
\begin{equation*}
V=-\frac{r}{r}-2 \pi \lambda r+\mu \tag{96}
\end{equation*}
$$

In general. if the box lies in a shell whose density is $f(r)$, we shall have
whence

$$
\begin{equation*}
\operatorname{limit}_{\Delta r \doteq 0}^{\operatorname{lin}_{1}} \frac{\Delta_{r}\left(F_{r}^{2}\right)}{\Delta r}=-4 \pi f(r) r^{2} \tag{97}
\end{equation*}
$$

$$
\begin{equation*}
F=\frac{c}{r^{2}}-\frac{4 \pi}{r^{2}} \iint f(r) r^{2} \cdot d r \tag{98}
\end{equation*}
$$

In order to learn how to use the results just obtained to detemme the fore of attraction at any point due to a given spherical distribution, let us consider the simple case of a single shell, of radii 4 and 5 , and of density [ $\lambda \cdot$ ] proportional to the distance from the exentre.

At points within the cavity enclosed by the shell we must have, according to [90] and [91].

$$
F=\frac{c}{r^{2}} \text { : ind } \quad V=-\frac{c}{r}+\mu \text {; }
$$

But the forer is evidently geroat the centre of the shell, where $r$ is zow, so that amust he zero everywhe within the cavity. and there is no resultant fore at any point in the region. The value, at the centre, of the potential function due to the shell is avidently

$$
\begin{equation*}
\mu=\int_{1}^{\cdot 5} 4 \pi \lambda r^{2} \| r=\frac{24}{3}, \tag{99}
\end{equation*}
$$

:anl it has the same value at all other points in the cavity.
In the shell itself it is easy to see that we must have at all points.

$$
\begin{equation*}
F=\frac{c^{\prime}}{r^{\prime 2}}-\pi \lambda r^{\prime 2} \quad \text { and } \quad \mathrm{V}^{r}=-\frac{c^{\prime}}{r}-\frac{\pi \lambda r^{\prime 3}}{3}+\mu^{\prime} \tag{1000}
\end{equation*}
$$

In order to determine the constants in this equation, we may make use of the fact that $F^{\prime}$ and $V^{\prime}$ are everywhere continnons functions of the space coordinates, so that the values of $F$ aml $V^{r}$ obtained by putting $r=4$, the inner radins of the shell, in [100], must be the same as those obtained hy making $r=4$ in the expressions which give the values of $F$ and $V$ for the cavity euclosed by the shell. This gives us

$$
c^{\prime}=256 \pi \lambda \quad \text { and } \quad \mu^{\prime}=\frac{500 \pi \lambda}{3}
$$

so that for points within the mass of the shell we have
and

$$
\begin{align*}
& F=\frac{2.56 \pi \lambda}{r^{2}}-\pi \lambda r^{2} .  \tag{101}\\
& V=-\frac{2.56 \pi \lambda}{r}-\frac{\pi \lambda r^{3}}{3}+\frac{500 \pi \lambda}{3} . \tag{102}
\end{align*}
$$

For points without the shell we have the same general expressions for $F$ and $V$ as for points within the eavity enclosed by the shell, namely,

$$
\begin{equation*}
F=\frac{k}{r^{2}} \quad \text { and } \quad V=-\frac{k}{r}+m \tag{103}
\end{equation*}
$$

but the constants are different for the two regions.
Keeping in mind the fact that $F$ and $V$ are continuons, it is easy to see that we must get the same result at the hommary of the shell, where $r=\overline{5}$, whether we use [10: $]$, or [101] and [102].

This gives

$$
k=-369 \pi \lambda \quad \text { and } \quad m=0
$$

so that for all points outside the shell we have

$$
\begin{align*}
& F=-\frac{369 \pi \lambda}{r^{2}}  \tag{104}\\
& V=\frac{369 \pi \lambda}{r} \tag{105}
\end{align*}
$$

วna゙
These last results agree with the statements made in Section 13 , for the mass of the shell is $3(9) \pi \lambda$.

The values, at cere point in spare, of the potential function and of the attraction due to any spherical distribution may be
foumd by detrmining, first, with the aid of Ganss's Theorem, the general experssions for $F^{r}$ and $V^{r}$ in the several regions; then the constants for the imermost region, remembering that there is ne resultant attraction at the centre of the system ; and limally. in sucension (meving from within outwards), the constants for the other regions, from a comsideration of the fact that no athupt change in the values of either $F^{\prime}$ or $I^{\prime}$ is made be arssing the common bometary of two regions.

Thi method of treating problems is of great practical importance.
34. Cylindrical Distributions. In the case of a celindrical distribution abont an axis, where the density is a function of the distance from the axis only, the equipotential surfaces are concentrie celinders of revolution ; the lines of force are straight lines perpendicular to the axis; and every tube of force is a wedge.

If we aply Cians's Theorem to a box shat in between two erpuipetential surfaces of radia $i$ and $i+\Delta x$, two phanes perpendicular to the axis, and two planes passing through the axis,
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we have, if $\psi$ is the area or the piece cut out of the cylindrieal surface of mit ratius by our tube of force,

$$
\omega=r \cdot \psi^{\prime} \cdot \quad \omega^{\prime}=(r+\Delta r) \cdot \psi,
$$

and for the surface integral of normal attraction taken over the box.

$$
\begin{equation*}
F^{\prime}(1)+F^{\prime}\left(w^{\prime}=-\psi \cdot \Delta_{r}(r \cdot F) .\right. \tag{106}
\end{equation*}
$$

If our hox is in empty suce,

$$
\begin{equation*}
\lambda_{r}(r \cdot F)=0, \tag{107}
\end{equation*}
$$

so that $\quad F={ }^{\prime}$, :and $\quad V=c \log t+\mu$.

If the box is within a shell of constant density $\rho$,

$$
-\psi \cdot \Delta_{r}(r \cdot \vec{F})=4 \pi \psi \rho r \Delta r,
$$

so that $\quad F=\frac{c}{r}-2 \pi \rho r$ and $r^{r}=c \log r-\pi \rho r^{2}+\mu . \quad$ [10 $] ~$
35. Poisson's Equation. Let us now apply Ganss's Theorem to the case where our closed surface is that of an element of volume of an attracting mass in which $\rho$ is either constant or a continuous function of the space coördinates. We will consider three eases, using first rectamgular coördinates, then cylinder coördinates, and finally spherical coörclinates.

I. In the first ease, our element is a rectangular parallelopiped (Fig. 27). Perpendicular to the axis of are two equal surfaces of area $\Delta y \cdot \Delta z$, one at a distance $x$ from the plane $y z$, and one at a distance $x+\Delta x$ from the same plane. The average force perpendicular to a plane area of size $\Delta y \Delta z$, parallel to the plane $y z$, and with edges parallel to the axes of $!$ and $z$, is evidently some function of the coördinates of the corner of the element nearest the origin.

That is, if $P=(x, y, z)$, the arerage force on $P P_{4}$ parallel to the axis of $x$ is $\mathrm{X}=f(x, y, z)$, and the average force on $P_{1} P_{i}$ in the same direction is $f(x+\Delta x,!, z)=\mathrm{N}+\Delta_{x} \mathrm{~N}$, so that $P P_{4}$ and $P_{1} P_{7}$ yield towards the surface integral of interior-mormal attraction taken over the element, the quantity $-\Delta x \Delta y \Delta z \cdot \frac{\Delta_{r} X}{\Delta_{x}}$. Similarly, the other two pairs of elementary surfaces yield

- $\Delta_{1} \Delta_{!} \Delta_{z} \frac{\Delta_{y} Y}{\Delta y}$ and - $\Delta_{1} \Delta_{y} \Delta_{z} \frac{\Delta_{z} Z}{\Delta z}$ and, if $\rho_{0}$ is the average density of the matter endosed by the box, we have

$$
-\Delta x \Delta y \Delta z\left[\frac{\Delta_{x} \mathrm{~N}}{\Delta x}+\frac{\Delta_{y} Y}{\Delta y}+\frac{\Delta_{z} Z}{\Delta z}\right]=4 \pi \rho_{0} \Delta x \Delta y \Delta z . \quad[109]
$$

This equation is true whatever the size of the element $\Delta x \Delta y \Delta z$. If this element is made smaller and smaller, the average normal force [ $X^{`}$ ] on $P^{\prime} I_{4}^{\prime}$ approacles in value the force [ $D_{x}{ }^{r}$ ] at $P$ in the direction of the axis of $x ; Y$ and $Z$ approach respectively the limits $D_{y} V$ and $D_{z} V$; and $\rho_{0}$ approaches as its limit the actual density $[\rho]$ at $P$.

Taking the limits of hoth sides of [109], after dividing by $\Delta x \Delta y \Delta z$, we have
or

$$
\begin{gather*}
\left.D_{x}^{2} V^{Y}+I\right)_{y}^{2} V+I_{z}^{2} V=-4 \pi \rho, \\
\Gamma^{2} V^{\prime}=-4 \pi \rho, \tag{110}
\end{gather*}
$$

which is Poisson's Equation. The potential function due to any conceivallo distribution of attracting matter must be such that at all points within the attracting mass this equation shall be s:atisfied.

For points in empty space $\rho=0$, and Poisson's Equation degenerates to Laplace's Equation.
II. In the case of eylindrical coördinates, the element of volmue (Fig. 28) is bounded by two cylindrical surfaces of revo-

lution having the axis of $z$ as their common axis and radii $r$ and $r+\Delta r$, two planes perpendicular to this axis and distant $\Delta z$
from each other, and two planes passing through the axis and forming with each other the diedral angle $\Delta \theta$.

Call $R, O$ and $Z$ the average normal fores mon the dementary planes $P P_{6}, P P_{2}$, and $P P_{3}$ respectively, then the surface integral of normal attraction orer the volume element will be

$$
\begin{gather*}
-\Delta \theta \Delta z \Delta_{r}(r \cdot R)-\Delta r \Delta z \Delta_{\theta} \bigcirc-\Delta \theta\left[r \cdot r+\frac{1}{2}(\Delta r)^{2}\right] \Delta_{z} Z \\
=4 \pi \rho_{0,}(\text { vol. of hos }) ; \tag{111}
\end{gather*}
$$

whence, approximatel!,

$$
\frac{1}{r} \frac{\Delta_{r}(r R)}{\Delta r}+\frac{1}{r} \frac{\Delta_{\theta} \mathrm{O}}{\Delta \theta}+\frac{\Delta_{z} Z}{\Delta z}=-4 \pi \rho_{0} \frac{\text { vol. of box }}{r \cdot \Delta r \cdot \Delta \theta \Delta z} \cdot[112]
$$

The force at $P$ in direction $P P_{5}^{\prime}$ is $D_{r} \mathrm{~V}^{r}$, in direction $P^{\prime} P_{4}$ is $D_{z} \mathrm{I}^{r}$, and perpendicular to $L P$ in the plane $P L P_{1}$ is $\frac{1}{r} \cdot I_{0} I^{r}$, so that if the box is made smaller and smaller, our equation approaches the form

$$
\begin{equation*}
\frac{1}{r} D_{r}\left(r \cdot D_{r} V\right)+\frac{1}{r^{2}} D_{\theta}^{2} V+D_{z}^{2} V=-4 \pi \rho \tag{11:3}
\end{equation*}
$$



Fig. 29.
III. In the case of spherical coördinates, the volume elememi is of the shape shown in Fig. 2!). Let $O P=r, Z O P=\theta$, and
denote by $\phi$ the diedral angle between the planes $Z O P$ and ZON. Denote hy $R$, $-(-)$, and $\phi$ the average normal forces on the faces $P^{\prime} P_{6}$, $P P_{3}$, and $P^{\prime} P_{2}$ respectively; then the surface integral of momal attraction wer the elementary box is approximately

$$
\begin{gather*}
-\sin \theta \Delta \theta \Delta \phi \cdot \Delta_{r}(r l i)-r \Delta \theta \Delta r \Delta_{\phi} \Phi-r \Delta \phi \Delta r \cdot \Delta_{\theta}(\sin \theta \cdot \Theta) \\
=+\pi \rho_{\theta} \cdot(\text { vol. of } \operatorname{box}) ; \tag{114}
\end{gather*}
$$

whence $\frac{1}{r^{2}} \cdot \frac{\Delta_{r}\left(r^{2} R i^{2}\right)}{\Delta r^{\prime}}+\frac{1}{r \cdot \sin \theta} \cdot \frac{\Delta_{\phi} \Phi}{\Delta \phi}+\frac{1}{r \sin \theta} \cdot \frac{\Delta_{\theta}(\sin \theta \cdot \Theta)}{\Delta \theta}$

$$
\begin{equation*}
=-4 \pi \rho_{11} \cdot \frac{\text { vol. of box }}{r^{2} \sin \theta \Delta r \Delta \theta \Delta \phi} . \tag{115}
\end{equation*}
$$

The force at $I$ ' in the direction $P P_{5}$ is $D_{r} \mathrm{~V}$, in the direction $P P_{1}$ is $\frac{1}{r \cdot \sin \theta} \cdot I_{\phi} V$.and in the direction $P P_{4}$ is $\frac{1}{r} \cdot D_{\theta} V$; therefore as the clement of volume is made smaller and smaller, our equation approaches the form

$$
\begin{align*}
\sin \theta \cdot D_{r}\left(r^{2} I_{r} V^{r}\right) & +\frac{D_{\phi}{ }^{2} V^{r}}{\sin \theta}+D_{9}\left(\sin \theta \cdot D_{\theta} V\right) \\
= & -4 \pi \rho r^{2} \sin \theta \tag{116}
\end{align*}
$$

This equation, th well th that for cylinder coördinates, might have been obtained by transformation from the equation in rectangular coürthates.

We may derote the rest of this section to the stating of some general results which will be intelligible only to those readers who are familiar with the theory and the use of curvilinear coordimates.

If $", r, u$ are any three analytic functions of $x, y, z$ which define a sut of orthogonal curvilinear coördinates, and if $h_{u}{ }^{2}=\left(I_{x^{\prime}}^{\prime \prime}\right)^{2}+\left(I_{y^{\prime \prime}}^{\prime \prime}\right)^{2}+\left(I_{z}^{\prime \prime}\right)^{2}, h_{x^{\prime}}{ }^{2}=\left(D_{x^{\prime}}\right)^{2}+\left(D_{y^{\prime}} v\right)^{2}+\left(D_{z} r\right)^{2}$,
 l'oisson's Equation may be written in either of the forms

$$
\begin{aligned}
I_{u}{ }^{2} I^{r} \cdot h_{u}{ }^{2}+J_{u}{ }^{2} V^{V} \cdot h_{u}{ }^{2} & +I_{u}{ }^{2} V^{r} \cdot h_{w}{ }^{2}+D_{u} V^{r} \cdot \Gamma^{2} u \\
& +I_{u} V^{r} \cdot \Gamma^{2} c+D_{w} I^{r} \cdot \Gamma^{2} w=-4 \pi \rho,
\end{aligned}
$$

$$
\begin{aligned}
h_{u} \cdot h_{v} \cdot h_{w}\left\{I_{u}\left(\frac{h_{u} \cdot D_{n} V}{h_{v} \cdot h_{w}}\right)\right. & +D_{v}\left(\frac{h_{v} \cdot D_{v} V}{h_{u} \cdot h_{w}}\right) \\
& \left.+D_{u^{\prime}}\left(\frac{h_{w} \cdot D_{w} V}{h_{u} \cdot h_{v}}\right)\right\}=-4 \pi \rho
\end{aligned}
$$

By giving to $c$ in the equation $u=c$, where $u$ is a given function of ( $x, y, z$ ), different values in succession we may get the equations of any number of surfaces on each of which $u$ is constant. These surfaces may or may not be the equipotential surfaces of a possible distribution of matter. If they are, it must be possible to find a potential function which changes only when $u$ changes and is, therefore, a function of $u$ only. We may in this case consider $u$ as one of a set of three orthogonal curvilinear coördinates ( $u, r, w$ ), and since, by hypothesis, $D_{v} V=0$, and $D_{w} V=0$, we may write Laplace's Equation in the form $D_{u}{ }^{2} V \cdot h_{u}{ }^{2}+D_{u} \Gamma \cdot \Gamma^{2} u=0$, or

$$
D_{u}^{2} V+D_{u} V\left(\frac{\Gamma^{2} u}{h_{u}{ }^{2}}\right)=0 .
$$

If now the ratio of $\Gamma^{2} u$ to $h_{u}{ }^{2}$ is expressible as a function of $u$ only, the equation is an ordinary differential equation the solution of which gives the most general solution of Laplace's Equation which is a function of $u$ only. If, however, the ratio of $\nabla^{2} u$ to $h_{u}{ }^{2}$ is not expressible as a function of $u$ only, $I$, which by hypothesis involves $u$ only, must satisfy a differential equation which involves besides $u$ one or both of the other coördinates $v$ and $w$, so that we infer that no solution of Laplace's Equation exists which is everywhere a function of $u$ only. A set of confocal ellipsoidal surfaces forms a possible set of equipotential surfaces, while a family of concentric, similar, and similarly placed ellipsoidal surfaces cannot be the level surfaces in empty space of any distribution of matter. Two concentric, similar, and similarly placed ellipsoidal surfaces, $S_{1}$ and $S_{2}$, may be equipotential but, in this case, the level surfaces between $S_{1}$ and $S_{2}$ will not be ellipsoidal surfaces similar to them.
36. Poisson's Equation in the Integral Form. In [109] $N$ may lo. reganded as a function of $x, y, z, \Delta y$, aml $\Delta z$, which approaches $I_{x} F^{2}$ as a limit when $\Delta y$ and $\Delta z$ are made to approach zero. and it may mot he evilent that the limit, when $\Delta$ er. $\Delta y$, and $\therefore z$ are together made to approach zero, of the fraction $\frac{\Delta_{x} X}{\Delta x}$ is IOV. For this reason it is wortlo white to establish Poisson's Equation by another method.

It is shown in Section o! that the volume integral of the quantity $-D_{x}\binom{\rho}{r}$, taken throughout a certain region, is the surface integral of ${ }^{\rho}$, "osu taken all over the surface which bounds the region. In this proot we might suhstitute for $\frac{\rho}{i}$ any other function of the three space courdinates which thronghont the rugion is finite. contimons. and single-valued, and state the results in the shape of the following theorem:

If $T$ is alme elosed surface and $C^{*}$ a function of $x, y$, and $z$ which for every point inside $T$ has a tinite, defmite value which changes continnoms in moving to a neighboring point, then
anci

$$
\begin{align*}
& \iint_{0}^{0} \int_{x} I \cdot d x d y d z=-\int U \cos a d s  \tag{117}\\
& \iint_{0}^{0} I_{y} I \cdot d x d y d z=-\int U \cos \beta d s  \tag{118}\\
& \iint_{0} \int_{2} I I_{z} U \cdot d x d y d z=-\int U \cos \gamma d s \tag{119}
\end{align*}
$$

where $\alpha$. $\beta$, and $\gamma$ are the angles made by the interior normals at the varions points of the surface with the positive direction of the coumdinate axes. and where the sinister integrals are to be extemed all through the space enclosed by $T$, and the dexter intergrals all owe the bomding surface.

If we aply this theorem to an imaginary closed surface which Shats in : athy atrating mass of density either unform or variahle and if for ${ }^{\prime}$ in [117]. [118] , and [11:1] we use respectively
$D_{x} V, D_{y} V$, and $D_{z} V$, and add the resulting equations together, we shall have

$$
\begin{align*}
& \iiint\left(D_{x}{ }^{2} V+I_{y}^{2} V^{r}+D_{z}^{2} V^{\gamma}\right) d x d y d z \\
&=-\int\left(D_{x} V \cos a+D_{y} I^{\gamma} \cos \beta+D_{z} I^{\gamma} \cos \gamma\right) d s . \tag{120}
\end{align*}
$$

The integral in the second member of this equation is evidently (see [56]) the surface integral of normal attraction taken over our imaginary closed surface, and this by Ganss's Theorem is equal to $4 \pi$ times the quantity of matter inside the surface, so that

$$
\begin{gather*}
\iiint\left(D_{x}^{2} V^{\top}+I_{y}^{2} V^{2}+D_{z}^{2} V^{V}\right) d x d y d z \\
=-4 \pi \iiint \rho d x d y d z . \tag{121}
\end{gather*}
$$

Since this equation is true whatever the form of the closed surface, we must have at every point

$$
D_{x}^{2} V^{r}+D_{y}^{2} V^{r}+D_{z}^{2} V^{v}=-4 \pi \rho .
$$

For if throughout any regiou $\Gamma^{2} I$ were greater than $-4 \pi \rho$, we might take the boundary of this region as on imaginary surface. In this case every term in the sum whose limit gives the sinister of [121] would be greater than the corresponding term in the dexter, so that the equation would not be true. Similar reasoning sluuts out the possibility of $\Gamma^{2} V^{\prime}$ 's being less than $-4 \pi \rho$.
37. The Average Value of the Potential Function on a Spherical Surface. If, in a field of force due to a mass $m$ concentrated at a point $P$, we imagine a spherieal surface to be drawn so as to exclude $P$, the surface integral taken over this surface of the value of the potential function due to $m$ is equal to the area of the surface multiplied lis the ralue of the potential function at the centre of the spluere.

To prove this, let the radins of the sphere be a and the distance $[O P]$ of $P$ from its centre $c$. Take the centre of the
sphere for origin and the line $O P$ for the axis of $x$. Divide the surface of the sphere into zones by means of a series of planes cutting the axis of $x$ perpendicularly at intervals of $\Delta x$. The area of each one of these zones is $2 \pi a d x$, so that the surface integral of $\frac{m}{r}$ is

$$
\int_{-a}^{+a} \frac{m 2 \pi a d x}{\sqrt{a^{2}+c^{2}-2 c x}}=-\left[\frac{2 \pi m a \sqrt{a^{2}+c^{2}-2 c x}}{c}\right]_{-a}^{+a}
$$

and the value of this, since the radical represents a positive quantity, is $\frac{4 \pi \mu^{2} m}{c}$, which proves the proposition.

The surface integral of the potential function taken over the sphere, divided by the area of the sphere, is often called "the average value of the potential function on the spherical surface."

If we have any distribution of attracting matter, we may divide it into elements, apply the theorem just proved to each of these elements, and, since the potential function due to the whole distribution is the sum of those due to its parts, assert that:

The arerage ralue on a spheriral surface of the potential function due to any distribution of matter entirely outside the sphere is equal to the calue of the potential function at the centre of the sphere.

If a function, $C$, of the space coördinates attains a maximum (or a minimum) value at a point, $Q$, it is possible to draw about $(Q$ as centre a spherical surface, $S$, of radius so small that the value of $U$ at every point of $S$ shall be less (or greater) than the value of $U$ at $Q$. It follows, therefore, from the theorem just stated that:

The potential function due to a finite distribution of matter cannot "ttrin either" marimum or a minimum value at any point in empty spure.

We may infer from the first of the theorems just stated that, if the potential function is constant within any closed surface, $S$, drawn in a region, $T$, which contains no matter, it
will have the same value in those parts of $T$ which lie outside $S$. For, if the values of the potential function at points in empty space just outside $S$ were different from the value inside, it would always be possible to draw a sphere of which the centre should be inside $S$, and which outside $S$ should include only such points as were all at either higher or lower potential than the space inside $S$; but in this case the value of the potential function at the centre of the sphere would not be the average of its values over its surface. A more satisfactory proof can be given with the help of Spherical Harmonics.

The value of the potential function cannot be constant in unlimited empty space surrounding an attracting mass $M$, for, if it were, we could surround the mass by a surface over which the surface integral of normal attraction would be zero instead of $4 \pi M$.

The average value on a spherical surface of the potential function [ $V$ ], due to any distribution $[M]$ of attracting matter wholly within the surface, is the same as if $M$ were concentrated at the centre $O$ of the space which the surface encloses. For the average values [ $V_{0}$ and $V_{0}+\Delta_{r} V_{0}$ ] of $V$ on concentric spherical surfaces of radii $r$ and $r+\Delta r$ may be written $\frac{1}{4 \pi r^{2}} \int V d s$ (or $\frac{1}{4 \pi} \int V d \omega$, if $d \omega$ is the solid augle of an elementary cone with vertex at $O$, which intercepts the element $d s$ from the surface of a sphere of radius $r$ ), and $\frac{1}{4 \pi} \int\left(V+\Delta_{r} V\right) d \omega$;
whence

$$
\Delta_{r} V_{0}=\frac{1}{4 \pi} \int \Delta_{r} V \cdot d \omega
$$

and

$$
D_{r} V_{0}=\frac{1}{4 \pi} \int D_{r} V \cdot d \omega
$$

Now $-\int D_{r} V \cdot a^{2} d \omega$ is the integral of normal attraction taken over the spherical surface, whence, by Gauss's Theorem,

$$
D_{r} V_{0}=-\frac{4 \pi M}{4 \pi r^{2}}, \quad \text { and } \quad V_{0}=\frac{M}{r}+0
$$

since $V_{0}=0$, for $r=\infty$.
38. The Equilibrium of Fluids at Rest under the Action of Given Forces. Elementary principles of Hydrostatics teach us that when an incompressible tluid is at rest under the ation of any sysum of applied forces, the hydrostatic pressure $p$ at the , oint ( $x, y, z$ ) must satisfy the differential equation

$$
d_{l}=\rho(X d x+Y d y+Z d z),
$$

where $X . Y$, and $Z$ are the values at that point of the force applied per unit of mass to urge the liquid in directions paralled to the erourdinate axes.

For, if we consider an element of the liquid $[\Delta x \Delta y \Delta z]$ (Fig. ${ }^{2}$ ) whose average density is $\rho_{0}$ and whose corner next the orgin has the coordinates $(x, y, z)$, and if we denote by $p_{x}$ the arome persure per unt surface on the face $P P_{2} P_{4} P_{3}$. by $P_{r}+\Delta P_{r}$ the arerage pressure on the face $P_{1} P_{5} P_{i} P_{6}^{3}$, and by $X_{1}$ the arerage applied force per unit of mass which tends to mon the emment in a direction parallel to the axis of $x$, we have, since the element is at rest,
or

$$
\begin{aligned}
p_{x} \Delta!/ \Delta z+\rho_{0} X_{0} \Delta x \Delta!\partial z & =\left(p_{x}+\Delta_{x} p_{x}\right) \Delta y \Delta z \\
\rho_{0} X_{0} & =\frac{\Delta_{x} p_{x}}{\Delta x}
\end{aligned}
$$

If the element be made smaller and smatler, the first side of the equation approaches the limit $\rho \mathrm{X}$, and the second side the limit $I_{s} l^{\prime}$, whore ${ }^{\prime}$, is the hyctrostatic pressure, equal in all directions. at the peint $P^{\prime}$.

This gives ns $\quad D_{s} p=\rho \mathrm{N}$.
In a similar inamer, we may prove that
and

$$
\begin{gathered}
D_{y} p=\rho Y \\
D_{z} p=\rho Z \\
d_{l}=D_{s} p d x+D_{y} p d y+D_{z} p d z \\
=\rho(X d s+Y d y+Z d z)
\end{gathered}
$$

whence

If in any case of a lipuid at rest the only external force applied to arach particle is the attraction due to some outside mass. or to the ofher partioles of the lig!ifl. or to both together, $X, Y$ and $Z$ are the partial derivatives with regard to $x$. $y$. amd
$\approx$ of a single function $l$, and we may write our general equation in the form

$$
d p=\rho\left(I_{x} V \cdot d x+I_{y} V^{\top} \cdot d y+I_{z} V^{\gamma} \cdot d z\right)=\rho \cdot d V
$$

whence, if $\rho$ is constant,

$$
\begin{equation*}
\rho=\rho I^{\top}+\text { const. } \tag{124}
\end{equation*}
$$

and the surfaces of equal hydrostatic pressure are also equipotential surfaces.

According to this, the free bounding surfaces of a liquid at rest under the action of gravitation only are equipotential.

## EXAMPLES.

1. Prove that a particle cannot be in stable equilibrium under the attraction of any system of masses. [Earnshaw.]
2. The earth's' potential function expressed in the common, kinetic, centimetre-gramme-second units is $981 \mu^{2} / r$, for points above the surface.
3. Prove that if all the attracting mass lies within an equipotential surface $S$ on which $V=C$. then in all space outside $S$ the value of the potential function lies between $C$ and 0 .
4. The source of the Mississippi River is nearer the centre of the earth than the month is. What can be inferved from this about the slope of level surfaces on the earth :

5 . If in [59] $x$ be made equal to zero, $V$ hecomes infinite. How can you reconcile this with what is said in the first part of Section 22?
6. Are all solutions of Laplace's Equation possible values of the potential function in empty space due to distributions of matter? Assume some particular solution of this equation which will serve as the potential function due to a possible distribution and show what this ristribution is.
7. If the lines of force which traverse a certain region are parallel, what may be inferred about the intensity of the force within the region?
8. The path of a material particle starting from rest at a point $P$ and moving under the action of the attraction of a given
mass $M$ is not in general the line of force due to $M$ which passes through $P$. Discuss this statement, and consider separately cases where the lines of force are straight and where they are curved.
9. Draw a figure corresponding to Figure 17 for the case of a uniform sphere of unit radius surromuded by a concentric spherical shell of radii 2 and 3 respectively. -
10. Draw with the aid of compasses traces of four of the equipotential surfaces due to two homogeneons infinite eylinders of equal density whose axes are parallel and at a distance of 5 inches apart, assuming the radius of one of the cylinders to be 1 inch and that of the other to be 2 inches.
11. Draw with the aid of compasses meridian sections of four of the equipotential surfaces dhe to two small homogeneous spheres of mass $m$ and $2 m$ respectively, whose centres are 4 inches apart. Can equipotential surfaces be drawn so as to lie wholly or partly within one of the spheres? What value of the potential function gives an equipotential surface shaped like the figme 8? Show that the value of the resultant force at the point where this curve crosses itself is zero.
12. A sphere of radius 3 inches and of constant density $\mu$ is surrounded by a spherical shell concentric with it of radii 4 inches and $:$ inches and of density $\mu r$, where $r$ is the distance from the centre. Compute the values of the attraction and of the potential function at all ponts in space and draw curves to illustrate the fact that $V^{r}$ and $I_{r} V$ are everywhere continuons and that $D_{r}^{2} V$ is discontinnous at certain points.
13. A very long cylinder of radins 4 inches and of constant density $\mu$ is surromed $\begin{aligned} & \text { a } \\ & \text { a celindrical shell coaxial with it }\end{aligned}$ and of radii 6 inches and $\delta$ inches. The density of this shell is inversely proportional to the square of the distance from the axis, and at a point 8 inches from this axis is $\mu$. Use the Theorem of Gauss to find the values of $V, D_{r} V$, and $D_{r}{ }^{2} V$ at different points on a line perpendicular to the axis of the eylinder at its middle point. If the value of the attraction at a distance of 20 inches from the axis is 10 , show how to find $\mu$.
14. Use Dirichlet's value of $D_{x} I^{\prime}$, given by equation [78], to find the attraction in the direction of the axis of $x$ at points within a spherical shell of radii $r_{0}$ and $r_{1}$ and of constant density $\rho$.
15. Are there any other cases except those in which the density of the attracting matter depends only upon the distance from a plane, from an axis, or from a central point, where surfaces of equal force are also equipotential surfaces? Prove your assertion.
16. Show that the second derivative with respect to $x$, of the potential function due to a homogeneous sphere of density $\rho$ and radius $a$, with centre at the origin, is $-\frac{1}{3} \pi \rho r$ for inside points, and $-\frac{1}{3} \pi \rho a^{3}\left(r^{2}-3 x^{2}\right) / r^{5}$ for points without the surface. Similar expressions give the values of the second derivatives with respect to $y$ and $z$. Show that the normal second derivative of $V$ is $-\frac{4}{3} \pi \rho$ just within the surface and $+\frac{8}{3} \pi \rho$ just without. Show that the tangential second derivatives are continuous at the surface.
17. Two uniform straight wires of length $l$ and of masses $m_{1}$ and $m_{2}$ are parallel to each other and perpendicular to the line joining their middle points, which is of length $y_{1}$. Show that the amount of work required to increase the distance between the wires to $y_{2}$ by moving one of them parallel to itself is

$$
\frac{2 m_{1} m_{2}}{l^{2}}\left[y-\sqrt{l^{2}+y^{2}}-l \log \frac{\sqrt{l^{2}+y^{2}}-l}{y}\right]_{y=y_{1}}^{y=y_{2}} \text { [Minchin.] }
$$

18. Show that if the earth be supposed spherical and covered with an ocean of small depth, and if the attraction of the particles of water on each other be neglected, the ellipticity of the ocean spheroid will be given by the equation,

$$
e^{2}=\frac{\text { The centrifugal force at the equator }}{y} .
$$

19. A spherical shell whose inner radius is $r$ contains a mass $m$ of gas which obeys the Law of Boyle and Mariotte. F'nd the law of density of the gas, the total normal pressure on the inside of the containing vessel, and the pressure at the centre.
20. If the earth were melted into a sphere of homogeneous liquid, what would be the pressure at the centre in tons per square foot? If this molten sphere instead of being homogeneous had a surface density of 2.4 and an average density of 5.6, what would be the pressure at the centre on the supposition that the density increased proportionately to the depth?
21. A solid sphere of attracting matter of mass $m$ and of radius $r$ is surrounded by a given mass $M$ of gas which obeys the Law of Boyle and Mariotte. If the whole is removed from the attraction of all other matter, find the law of density of the gas and the pressure on the outside of the sphere.
22. The potential function within a closed surface $S$ due to matter wholly outside the surface has for extreme values the extreme values upon $S$.
23. If the potential functions $V^{\prime}$ and $V^{\prime \prime}$ due to two systems of matter without a closed surface have the same values at all points on the surface, they will be equal throughout the space enclosed by the surface.
24. The potential function outside of a closed surface due to matter wholly within the surface has for its extreme values two of the following three quantities: zero and the extreme values upon the surface.

25 . If $w$ is harmonic in the domain $T$, the average value of $u$ on any spherical surface within $T$ is equal to the actual value at the centre of the surface. If $S$ is a closed surface drawn in $T$, and if 10 is not constant, greater and smaller values of $w$ are to be found on $S$ than within it.
[Answers to some of these problems and a collection of additional problems illustrative of the text of this chapter may be found near the end of the book.]

## CHAPTER III.

## THE POTENTIAL FUNCTION IN THE CASE OF REPULSION.

39. Repulsion, according to the Law of Nature. Certain physical phenomena teach us that bodies may acquire, by electritication or otherwise, the property of repelling each other, and that the resulting force of repulsion between two bodies is often much greater than the force of attraction which, according to the Law of Gravitation, every body has for every other body.

Experiment shows that ahmost every such case of repulsion, however it may be explained physically, can be quantitatively accounted for by assming the existence of some distribntion of a kind of "matter," every particle of which is smposed to repel every other particle of the same sort according to the - Law of Nature," that is, roughly stated. with a force directly proportional to the product of the quantities of matter in the particles, and inversely proportional to the sanare of the distance between their centres.

In this chapter we shall assume, for the sake of argument. that such matter exists, and proceed to discuss the dffects of different distributions of it. Since the law of repulsion which we have assumed is, with the exception of the opposite directions of the forces, mathematically identical with the law which governs the attraction of gravitation between particles of pouderable matter, we shall find that, by the oceasional introduction of a change of sign, all the formanas which we have proved to be true for cases of attraction due to gravitation can be made useful in treating corresponding problems in repulsion.
40. Force at Any Point due to a Given Distribution of Repelling Matter. Two equal quantities of repelling matter concentrated at points at the unit distance apart are called " unit quantities" when they are such as to make the force of repulsion between them the unit force.

If the ratio of the quantity of repelling matter within a small (dosed surface supposed drawn about a point $P$, to the volume of the space enclosed by the surface, approaches the limit $\rho$ when the surface (always enclosing $P$ ) is supposed to be made smaller and smaller, $\rho$ is called the "density" of the repelling matter at $P$.

In order to find the magnitude at any point $P$ of the force due to any given distribution of repelling matter, we may suppose the space occupied by this matter to be divided up into small elements, and compute an approximate value of this force on the assmuption that each element repels a mit quantity of matter concentrated at $P$ with a force equal to the quantity of matter in the element divided by the square of the distance between $P$ and one of the points of the element. The limit approached by this approximate value as the size of the elements is diminished indefinitely is the value required.


Fif. 30.
Let Q (Fig. 30), whose coördinates are $x^{\prime}, y^{\prime}, z^{\prime}$, be the comer next the origin of an element of the distribution. Let $\rho$ be the density at $\left(?\right.$ and $\Delta x^{\prime} \Delta y^{\prime} \Delta z^{\prime}$ the rolume of the element: then the force at $P$ due to the matter in the element is approxi-
mately equivalent to a force of magniturle $\frac{\rho \Delta x^{\prime} \Delta y^{\prime} \Delta z^{\prime}}{\rho^{\prime}\left(l^{2}\right.}$ acting in the direction $Q P$, or a force of magnitude $-\frac{\rho \Delta x^{\prime}, \Delta y^{\prime} \Delta z^{\prime}}{\overline{P^{\prime}\left(Q^{\prime}\right.}}$ acting in the direction $P Q$. If the coürdinates of 1 ' are $x, y, z$, the component of this force in the direction of the positive axis of $x$ is $\frac{-\rho \Delta x^{\prime} \Delta y^{\prime} \Delta z^{\prime}\left(x^{\prime}-x\right)}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right] \text { ? }}$, and the force at $P$ parallel to the axis of $x$ due to the whole distribution of repelling matter is

$$
\mathrm{X}=-\iiint \frac{\rho\left(x^{\prime}-x\right) d x^{\prime}, y y^{\prime} d y^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}}, \quad\left[125_{A}\right]
$$

where the triple integration is to be extended over the whole space filled with the repelling matter. For the components of the force at $P$ parallel to the other axes we have, similarly,

$$
\begin{equation*}
Y=-\iiint \frac{\rho\left(y^{\prime}-y\right) d x x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{1}{2}}}, \tag{H}
\end{equation*}
$$

and

$$
\begin{equation*}
Z=-\iiint \frac{\rho\left(z^{\prime}-z\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{3}}} . \tag{c}
\end{equation*}
$$

If we denote by $V$ the function

$$
\begin{equation*}
\iiint \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right] \frac{1}{2}}, \tag{126}
\end{equation*}
$$

which, together with its first derivatives, is everywhere finite and continuous, as we have shown in the last chapter, it is easy to see that

$$
\begin{gather*}
X=-D_{x} V, \quad Y=-D_{y} V^{\prime}, \quad Z=-D_{z} I^{\prime},  \tag{127}\\
R=\sqrt{\left(D_{x} V^{\top}\right)^{2}+\left(I_{y} V^{V}\right)^{2}+\left(I_{z} I^{\prime}\right)^{2}}, \tag{128}
\end{gather*}
$$

and that the direction-cosines of the line of action of the resultant force at $P$ are

$$
\begin{equation*}
-\frac{I_{x} \Gamma}{R},-\frac{I_{y} \Gamma}{R}, \text { and }-\frac{I_{z} \Gamma}{R} . \tag{129}
\end{equation*}
$$

It follows from this (see section 21) that the component in any direction of the force at a point $P$ due to any distribution $M$ of repelling matter is mimus the valne at $P$ of the partial drivative of the function $V$ taken in that direction.

The function $\mathrm{I}^{\prime}$ goes by the name of the Newtonian potential function whether we are dealing with attracting or repelling matter.

In the ease of repelling matter. it is evident that the resultant force on a particle of the matter at any point tends to drive that particle in a direction which leads to points at which the potential function has a lower value, whereas in the case of gravitation a particle of penderable matter at any point tends to move in a direction along which the potential function increases.
41. The Potential Function as a Measure of Work. It is easy to show hy a method like that of Article 27 that the amome of work required to move a mit quantity of repelling matter, concentrated at a point, from $P_{1}$ to $P_{2}$, in face of the forer due to any distribation $M$ of the same kind of matter, is $V_{3}-\mathrm{J}_{1}$. where $\mathrm{J}_{1}$ and $\mathrm{V}_{2}$ are the values at $P_{1}$ and $P_{2}$ respectisely of the potential function due to $M$. The farther $P_{1}$ is trom the given distribution, the smaller is $V_{1}$, and the less does $V_{2}-I_{1}$ differ from $V_{2}$. In fact. the valne of the potential function at the point $P_{2}$, wherever it may he, measures the work which wonld be required to move the unit quantity of matter by any path from "infinity" to $P_{2}$.
42. Gauss's Theorem in the Case of Repelling Matter. If a quantity of of repelling matter is concentrated at a point within a dosed oval surface, the resultant fore due to m at ans point on the surface acts toward the ontside of the surface instead of towarks the inside, as in the case of attracting matter.

Keeping this in mind, we may repeat the reasoning of Article 31. using repelling matter instead of attracting matter, and substitnting all throngh the work the exterior normal for the interior normal, and in this way prove that:

If there be any distribution of repelling matter partly within and partly without a closed surface $T$, and if $M$ be the whole quantity of this matter enclosed by $T$, and $M^{\prime}$ the quantity outside $T$, the surface integral over $T$ of the component in the direetion of the exterior normal of the force due to both $M$ and $M^{\prime}$ is equal to $4 \pi M$. If $V$ be the potential function due to $M$ and $M^{\prime}$, we have

$$
\int D_{n} V \cdot d s=4 \pi \cdot V .
$$

43. Poisson's Equation in the Case of Repelling Matter. If we apply the theorem of the last article to the surface of a volnme element cut out of space containing repelling matter, and use the notation of Article :3., we shall tind that in the case of rectangular coürdinates the surface integral, taken over the element, of the component in the direction of the exterior normal is

$$
\begin{equation*}
\Delta x \Delta y \Delta z\left[\frac{\Delta_{x} \mathrm{Y}}{\Delta x}+\frac{\Delta_{y} Y}{\Delta y}+\frac{\Delta_{z} Z}{\Delta z}\right]=4 \pi \rho_{0} \cdot \Delta x \Delta y \Delta z, \tag{130}
\end{equation*}
$$

where I is the arerage component in the positive direction of the axis of $x$ of the force on the elementary surface $\Delta y \Delta z$, and where $Y$ and $Z$ have similar meanings. It is evident that if the element be made smaller and smaller, $\mathrm{X}, \mathrm{Y}$, and $Z$ will approach as limits the components parallel to the coördinate axes of the force at $P$. These components are $-D_{x} V,-D_{y} V$, and $-D_{z} V$; so that if we divide [130] ly $\Delta x \Delta y \Delta z$ and then decrease indefinitely the dimensions of the element, we shall arrive at the equation

$$
\begin{equation*}
\nabla^{2} V=-4 \pi \rho . \tag{131}
\end{equation*}
$$

By using successively cylinder coördinates and spherical coördinates we may prove the equations

$$
\begin{equation*}
\frac{1}{r} D_{r}\left(r D_{r} V\right)+\frac{1}{r^{2}} I_{\theta}^{2} V+I_{z}^{2} V=-4 \pi \rho, \tag{132}
\end{equation*}
$$

and

$$
\begin{align*}
\sin \theta \cdot D_{r}\left(r^{2} D_{r} V^{\prime}\right) & +\frac{I_{d}{ }^{2} V^{r}}{\sin \theta}+D_{\theta}\left(\sin \theta \cdot D_{\theta} V\right) \\
& =-4 \pi \rho r^{2} \sin \theta \tag{133}
\end{align*}
$$

so that Poisson's Equation holds whether we are dealing with attracting or repelling matter.
44. Coexistence of Two Kinds of Active Matter. Certain physical phenomena may be most conveniently treated mathematically by assming the coexistence of two kinds of "matter" such that ay quantity, of either kind repels all other matter of the same kind according to the Law of Nature, and attracts all matter of the other kind according to the same law.

Two quantities of such matter may be considered equal if, when placed in the same position in a field of force, they are subjected to resultant forces which are equal in intensity and which have the same line of action. The two quantities of matter are of the same kind if the direction of the resultant forces is the same in the two cases, but of different kinds if the directions are opposed. The unit quantity* of matter is that quantity which concentrated at a point would repel with the unit force an equal quantity of the same kind concentrated at a point at the mit distance from the first point.

It is evident from Articles 2,14 , and 40 that $m$ units of one of these kinds of matter, if concentrated at a point $(x, y, z)$ and exposed to the action of $m_{1}, m_{2}, m_{3}, \ldots m_{k}$ units of the same kind of matter concentrated respectively at the points ( $x_{1}, y_{1}, z_{1}$ ), $\left(r_{2}, y_{2}, z_{z}\right),\left(x_{3}, y_{3}, z_{3}\right), \ldots\left(x_{k}, y_{k}, z_{k}\right)$, and of $m_{k+1}, m_{k+2}, \ldots m_{n}$ mits of the other hind of matter concentrated respectively at the points $\left(r_{k+1} \cdot y_{k+1} \cdot z_{k+1}\right),\left(. r_{k+2}, y_{k+2}, z_{k+2}\right), \ldots\left(x_{n}, y_{n}, z_{n}\right)$, will be urged in the direction parallel to the positive axis of $x$ with the force

$$
\begin{equation*}
\mathrm{I}=-m \sum_{i=1}^{i=k} \frac{m_{i}\left(x_{i}-x\right)}{r_{i}^{3}}+m \sum_{i=k+1}^{i=n} \frac{m_{i}\left(x_{i}-x\right)}{r_{i}^{3}} \tag{134}
\end{equation*}
$$

where $r_{t}$ is the distance between the points ( $x, y, z$ ) and $\left(x_{i}, y_{i}, z_{i}\right)$.

[^7]If we agree to distinguish the two kinds of matter from each other by calling one kind "positive" and the other kind "negative," it is easy to see that if every $m$ which belongs to positive matter be given the plus sign and every $m$ which belongs to negative matter the minus sign, we may write the last equation in the form

$$
\begin{equation*}
X=-m \sum_{i=1}^{i=n} \frac{m_{i}\left(x_{i}-x\right)}{r_{i}^{3}} \tag{135}
\end{equation*}
$$

The result obtained by making $m$ in [135] equal to unity is called the force at the point $(x, y, z)$.

In general, $m$ units of either kind of matter concentrated at the point $(x, y, z)$, and exposed to the action of any continuons distribution of matter, will be urged in the positive direction of the axis of $x$ by the force

$$
\begin{equation*}
X=-m \iiint \frac{\rho\left(x^{\prime}-x\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{3}{2}}} ; \tag{136}
\end{equation*}
$$

in this expression, $\rho$, the density at $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, is to be taken positive or negative according as the matter at the point is positive or negative: $m$ is to have the sign belonging to the matter at the point $(x, y, z)$ : and the limits of integration are to be chosen so as to include all the matter which acts on $m$.

With the same understanding about the signs of $m$ and of $\rho$, it is clear that the force which urges in any direction $s, m$ units of matter concentrated at the point $(x, y, z)$ is equal to $-m \cdot I)_{s} \mathrm{I}^{r}$, where $V$ is the everywhere finite, continuous, and single-valued function

$$
\iiint \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{1}{2}}} ;
$$

and that $m V$ measures the amount of work required to bring up; from "infinity" by any path to its present position the $m$ mits of matter now at the point $(x, y, z)$.

If we call the resultant force which would aet on a unit of positive matter concentrated at the point $P$ "the force at $P, "$
it is clear that if any closed surface $T$ be drawn in a field of force due to any distribution of positive and negative matter so as to include a quantity of this matter algebraically equal to $Q$, the surface integral taken over $T$ of the component in the direction of the exterior normal of the force at the different points of the surface is equal to $4 \pi Q$.

It will be found, indeed, that all the equations and theorems given carlier in this chapter for the case of one kind of repelling matter may be used unchanged for the case where positive and negative matter coexist, if we only give to $\rho$ and $m$ their proper signs.

It is to be noticed that Poisson's Equation is applicable whether we are dealing with attracting matter or repelling matter, or positive and negative matter existing together.

## EXAMPLES.

1. Show that the extreme values of the potential function outside a closed surface $S$, due to a quantity of matter algebratcally equal to zero within the surface, are its extreme values on $S$.
2. Show that if the potential function due to a quantity of matter algebraically equal to zero and shut in by a closed surface $S$ has a constant value all over the surface, then this constant value must be zero.
3. Show that if the function $u$, which is harmonic everywhere outside the finite closed surface $S$, vanishes at infinity, and if $r$ represents the distance from any fixed point, $\underset{r=\infty}{\operatorname{limit}}\left(r^{2} \cdot D_{r} w\right)$ is finite.

## CHAPTER IV.

## SURFACE DISTRIBUTIONS. - GREEN'S THEOREM.

45. Force due to a Closed Shell of Repelling Matter. If a quantity of very finely-divided repelling matter be enclosed in a box of any shape made of indifferent material, it is evident from [127] and from the principles of section 35 that if the volume of the box is greater than the space ocoupied by the repelling matter, the latter will arrange itself so that its free surface will be equipotential with regarl to all the active matter in existence, taking into account any there may be ontside the box as well as that inside. It is easy to see, moreover, that we shall have a shell of matter lining the box and enclosing an empty space in the middle.

That any such distribution as that indicated in the subjoined diagram is impossible follows immediately from the reasoning of Section 37 . For $A B C$ and $D E F$ are parts of the same


Fig. 31.
equipotential free surface of the matter. If we complete this surface by the parts indicated by the dotted lines, we shall enclose a space void of matter and having therefore throughont a value of the potential function equal to that on the boming
surface. But in this case all points which can be reached from 0 by paths which do not cut the repelling matter must be at the same potential as 0 , and this evidently includes all space not atually ocenpied by the repelling matter; which is absurd.

Let us consider, then (see Fig. :32) a closed shell of repelling matter whose imer surface is equipotential, so that at every point of the carity which the shell shots in. the resultant force, Whe to the matter of which the shell is composed and to any outside matter there may be, is zero.

Let us take a small portion $\omega$ of the bounding surface of the cavity as the base of a tube of force which shall intercept an


Fig. 32.
area $\omega^{\prime}$ on an equipotential surface which cuts it just outside the outer surface of the shell, and let us apply Gauss's Theorem to the hos enclosed hy $\omega$, $\omega^{\prime}$, and the tube of force. If $F^{\prime}$ is the average valne of the resultant force on $\omega^{\prime}$, the only part of the surface of the box which yields anything to the surface integral of normal force, we have

$$
F^{\prime} \omega^{\prime}=4 \pi m,
$$

where $m$ is the quantity of matter within the box. If we multiply and divide by $\omega$, this equation may be written

$$
\begin{equation*}
F^{\prime}=\frac{4 \pi m}{\omega} \cdot \frac{\omega}{\omega^{\prime}} . \tag{137}
\end{equation*}
$$

If $\omega$ be made smaller and smaller, so as always to include a given point 1 . $\omega$ 'as it approaches zero will always inchade a point $B$ on the line of force drawn through $A$, and $F^{\prime}$ will approach the value $F$ of the resultant foree at $B$.

The shell may be regarded as a thick layer spread upon the
inner surface, and in this case the limit of $\frac{m}{\omega}$ may be considered the value at $A$ of the rate at which the matter is spread upon the surface. If we denote this limit by $\sigma$, we shall have

$$
\begin{equation*}
F=4 \pi \sigma \cdot{ }_{\omega}{ }_{\omega}^{\text {limit }} 0\left(\frac{\omega}{\omega^{\prime}}\right) . \tag{138}
\end{equation*}
$$

If $B$ be taken just outside the shell, and if the latter be very thin,,$\underset{\omega=0}{\operatorname{limit}}\left(\frac{\omega}{\omega^{\prime}}\right)$ evidently differs little from unity ; and we see that the resultant force at a point just outside the outer surface of a shell of matter, whose inner surface is equipotential, becomes more and more nearly equal to $4 \pi$ times the quantity of matter per unit of surface in the distribution at that point as the shell becomes thimer and thimer.

The reader may find out for himself, if he pleases, whether or not the line of action of the resultant fore at a point just outside such a shell as we have been considering is normal to the shell.

It is to be carefully noticed that the inner surface of a closed shell need not be eqnipotential unless the matter composing the shell is fincly divided and free to arrange itself at will.

When the shell is thin, and we regard it as formed of matter spread upon its imner smface, $\sigma$ is called the "smface density" of the distribution, and its value at any point of the imer surface of the shell may be regarded as a measure of the amount of matter which must be spread upon a unit of surface if it is to be uniformly covered with a layer of thickness equal to that of the shell at the point in question.
46. Surface Distributions. It often becomes necessary in the mathematical treatment of physical problems, on the assmmption of the existence of a kind of repelling matter or agent, to imagime a finite quantity of this agent condensed on a surface in a layer so thin that for practical purposes we may leave the thickness out of accomnt. If a shell like that considered in the last section could be made thinner and thinner by compression
while the quantity of matter in it remained unchanged, the volume density $(\rho)$ of the shell would grow larger and larger without limit, and $\sigma$ wonld remain tinite. A distribution like this, which is considered to have wo thickness, is ealled a surface distribution.

The value at a point $l$ of the potential function due to a superficial distribution of surface density $\sigma$ is the surface integral, taken orer the distribution, of $\frac{\sigma}{r}$, where $r$ is the distance from $P^{\prime}$.

It is evident that as long as $P$ does not lie exactly in the distribution, the potential function and its derivatives are always finite and continnons, ant the fore at any point in any direetion may he fonm by differentiating the potential function partially with regard to that direction.

If $p$ were infinite. the reasoning of Article 22 would no longer aphy to points actually in the active matter, and it is worth ore while to pore that in the case of a surface distrihution where or is cercrwhere finite, the value at a point $P$ of the potential function due to the distribution remains finite, as


Fig. 39.
$I$ ' is made to move normally through the surface at a point of fisite curvature.

To show this, take the point 0 ( Fiy. 3:3), where $P$ is to cut the sufface, as origin, and the normal to the surface at $O$ as
the axis of $x$, so that the other coördinate axes shall lie in the tangent plane.

If the curvature in the neighborhood of $O$ is finite, it will be possible to draw on the surface about $O$ a elosed line such that for every point of the surface within this line the normad will make an acute angle with the axis of $x$.

For convenience we will draw the closed line of such a shape that its projection on the tangent plane shall he a circle whose centre is at $O$ and whose ractins is $U$, and we will cut the area shut in by this line into elements of such shape that their projections upon the tangent plane shall divide the circle just mentioned into elements bounded by concentric circumferences drawn at radial intervals of $\Delta^{\prime \prime}$, and by ratii drawn at angular distances of $\Delta \phi$.

If $x, 0,0$ are the coördinates of the point $P^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}$ those of a point of one of the elements of the area shat in by the closed line, and $a$ the angle which the normal to the surface at this point makes with the axis of $x$, the size of the surface element is approximately $\frac{u \Delta u \Delta \phi}{\cos \alpha}$, where $u^{2}=z^{\prime 2}+y^{\prime 2}$, ant the value at $P$ of the potential function due to that part of the surface distribution shat in by the closed line is

$$
\begin{equation*}
V_{1}=\int_{0}^{2 \pi} d \phi \int_{0}^{U} \frac{\sigma u d u}{\cos a \sqrt{\left(x-x^{\prime}\right)^{2}+u^{2}}} . \tag{139}
\end{equation*}
$$

The quantity

$$
\frac{\sigma^{\prime \prime}}{\cos a \sqrt{\left(x-x^{\prime}\right)^{2}+u^{2}}}=\frac{\sigma \sec \alpha}{\sqrt{1+\left(\frac{x-x^{\prime}}{u}\right)^{2}}}
$$

is always finite, for, whatever the value of the quantity under the radical sign in the last expression may be when $x^{\prime}, x^{\prime}$, and " are all zero, it cannot be less than unity, and therefore $V_{1}$ minst be finite even when $P$ moves down the axis of $x$ to the surface itself.

If $V$ and $V_{2}$ are the values at $P$ of the potential functions due respectively to all the existing acting matter and to that
part of this matter not lying on the portion of the surface shat in by our closed line, we have $V^{r}=V_{1}+V_{2}$, and, since $P$ is a point outside the matter which gives rise to $V_{2}$, the latter is finite; so that $I$ is finite.

The reader who wishes to stmely the properties of the derivatives of the potential function, and their relations to the foree components at points actually in a surface distribution, will fiud the whole subject treated in the first part of Riemam's Scharere, Electricitït und Mugmetismus.

Using the notation of this section, it is easy to write down definite integrals which represent the values of the potential function at two points on the same normal, one on one side of a superficial distribution, and at a distance $a$ from it, and the other on the other side at a like distance, and to show that the difference between these integrals may be made as small as we like by choosing a small enongh. This shows that the value of the potential function at a point $P$ changes eontinuonsly, as $P$ moves normally throngh a surface distribution of finite superficial density. If matter could be concentrated upon a geometric line, so that there shonlt be a finite quantity of matter on the mit of length of the line, or if a finite quantity of matter could he really concentrated at a point, the resulting potential function would be infinite on the line itself, and at the point.

## 47. The Normal Force at Any Point of a Surface Distribu-

 tion. In the case of a strictly superticial distribution on a closed surface where the repelling matter is free to arange itself at will, the inner surface of the matter (and hence the outer surfice, which is coincident with it) is equipotential, and the resultant force at a point $B$ just outside the distribution is nomal to the surface and numerically equal to $4 \pi$ times the surface clensity at $B$. This shows that the derivative of the potential function in the direction of the nomal to the surface has values on opposite sides of the surface differing by $4 \pi \sigma$. and at the surface itself camot be said to have any definite value.It is easy, however, to find the foree with which the repelling matter composing a superficial distribution is urged outwards. For, take a small clement $\omega$ of the surface as the base of a tube of force, and apply Gauss's Theorem to a box shut in by the surface of distribution, the tube of force, and a portion $\omega^{\prime}$ of an equipotential surface drawn just outside the distribution. Let $F$ and $F^{\prime}$ be the average forces at the points of $\omega$ and $\omega^{\prime}$ respectively, then the surface integral of normal forces taken over the box is $F^{\prime} \omega^{\prime}-F \omega$, and this, since the only active matter is concentrated on the surface of the box (see Section 31 ), is equal to $2 \pi \sigma_{0} \omega$, where $\sigma_{0}$ is the average surface density at the points of the element $\omega$. This gives us

$$
F=F^{\prime} \frac{\omega^{\prime}}{\omega}-2 \pi \sigma_{0^{\circ}}
$$

Now let the equipotential surface of which $\omega^{\prime}$ is a part be drawn nearer and nearer the distribution; then

$$
\lim \frac{\omega^{\prime}}{\omega}=1, \quad \lim F^{\prime}=4 \pi \sigma_{0}, \quad \text { and } \quad F=2 \pi \sigma_{0^{\circ}}
$$

$F$ is the average force which would tend to move a unit quantity of repelling matter concentrated suceessively at the different points of $\omega$ in the direction of the exterior normal, but the actual distribution on $\omega$ is $\omega \sigma_{0}$, so that this matter presses on the medium which prevents it from escaping with the force $2 \pi \sigma_{0}{ }^{2} \omega$; and, in general, the pressure exerted on the resisting medium which surrounds a surface distribution of repelling matter is at any point $2 \pi \sigma^{2}$ per unit of surface, where $\sigma$ is the surface density of the distribution at the point in question.

We may imagine a superficial distribution of matter which is fixed, instead of being free to arrange itself at will. In this case the surface of the matter will not be in general equipotential, but, if we apply Gauss's Theorem to a box shut in by a slender tube of force traversing the distribution, and by two surfaces drawn parallel to the distribution and close to it, one on one side and one on the other, we may prove that the
normal component of the force at a point just outside the distribution differs by $4 \pi \sigma$ from the normal component, in the same sense, of the force at a point just inside the distribution on the line of force which passes through the first point.

It is sometimes convenient to denote the "charge" on a small area about a point $P$ on a surface distribution by $A^{\prime}$, and the rest of the distribution by $A^{\prime \prime}$, and to consider separately the effects of $A^{\prime}$ and $A^{\prime \prime}$. If $P_{1}$ and $P_{2}$ are points on the normal to the surface drawn through $P$ and near the surface on opposite sides of it; if $N_{1}{ }^{\prime}, N_{1}^{\prime \prime}$ are the components in the direction $I^{\prime} P_{1}$ of the forces at $P_{1}$ due to $A^{\prime}$ and $A^{\prime \prime}$ respectively, and if $\lambda_{2}^{\prime}, N_{2}{ }^{\prime \prime}$ are the corresponding components at $P_{2}$ in the direction $P P_{2}$, then if $P_{1}$ and $P_{2}$ approach $P$,

$$
\lim \left[N_{1}^{\prime}+N_{1}^{\prime \prime}+N_{2}^{\prime}+N_{2}^{\prime \prime}\right]=4 \pi \sigma,
$$

where $\sigma$ is the density of the distribution at $P$. The force due to $A^{\prime \prime}$ changes continuously as $P_{1}$ moves toward $P_{2}$, however small $A^{\prime}$ may be, so that

$$
\lim N_{1}^{\prime \prime}=-\lim N_{2}^{\prime \prime} \text { and } \lim \left(N_{1}^{\prime}+N_{2}^{\prime}\right)=4 \pi \sigma,
$$

and, by choosing $A^{\prime}$ small enough, we may make $N_{1}{ }^{\prime}$ to differ in numerical value as little as we please from $\lim N_{2}{ }^{\prime}$ or from $2 \pi \sigma$.

If the surface distribution is equipotential, and if it shuts in a region of no force, then if $P_{1}$ is in this region, $N_{1}{ }^{\prime}=-N_{1}{ }^{\prime \prime}$, so that $\lambda_{1}^{\prime \prime}$ and $\lambda_{2}^{\prime \prime}$ can lie made to differ as little as one pleases in mumerical value from $2 \pi \sigma$ by making $A^{\prime}$ small enough. Let the element of area covered by $A^{\prime}$ be $\omega$ and the surface density of the charge on it $\sigma$, then the force with which $A^{\prime}$ is urged in a direction normal to the surface by $A^{\prime \prime}$ is $\omega \sigma \cdot 2 \pi \sigma$ within an infinitesimal of higher order than $\omega$. That is, whatever the sign of $\sigma$, the surface distribution may be said to urge the surromuling medium outwards with a pressure in force units per unit of area which at $P$ has the value $2 \pi \sigma^{2}$, as we have already seen.

It is easy to show that even if the surface distribution is not equipotential the components at $P_{1}$ and $P_{2}$ of the force
in any fixed direction parallel to the surface approach the same limit as $P_{1}$ and $P_{2}$ approach $P$.

At any point $P$ of an equipotential surface covered with a superficial distribution of density $\sigma$ the normal second derivative of $V$ has a discontinuity ${ }^{*}$ of $4 \pi \sigma\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)$ where $R_{1}$ and $R_{2}$ are the radii of curvature at $P$ of two mutually perpendicular normal sections of the equipotential surface.
48. Green's Theorem. Before proving a very general theorem due to Green, $\dagger$ of which what we have called Gauss's Theorem is a special case, we will show that if $S$ is any closed surface and $U$ a function of $x, y$, and $: z$, which for every point inside $S$ is continuous, and single-valued,

$$
\begin{equation*}
\iiint D_{x} U \cdot d x d y d z=\int U \cdot I_{n} x \cdot d s \tag{140}
\end{equation*}
$$

where the first integral is to inclucle all the space shat in by $S$, and the second is to be taken over the whole surface, and where $D_{n} x$. represents the derivative of $x$ taken in the direction of the exterior normal.

To prove this, choose the coördinate axes so that $S$ shall lie in the first octant, and divide the space inside the
 contour of the projection of $S$ on the plane $y:$ into elements of size $d y d z$. On each of these elements erect a right prism cutting $S$ twice or some other even number of times. Let us call the values of $U$ at the successive points where the edge nearest the

[^8]axis of $x$ of any one of these prisms cuts $S ; U_{1}, U_{2}, U_{3}, \cdots U_{2 n}$ respectively; the angles which this edge makes with exterior normals drawn to $S$ at these points, $a_{1}, a_{2}, a_{3}, \cdots a_{2 n}$; and the elements which the prism cuts from the surface $S ; d s_{1}, d s_{2}$, $d s_{3}, \cdots d s_{2, n}$. It is evident that wherever a line perpendicular to the plane $y z$ cuts into $S$, the corresponding value of $a$ is obtuse and its cosine negative, but wherever such a line cuts out of $S$, the corresponding value of $a$ is acute and its cosine positive.

Keeping this in mind, we shall see that although the base of a prism is the common projection of all the elements which it cuts from $S$, and in absolute value is approximately equal to any one of these multiplied by the corresponding value of $\cos \alpha$, yet, since $d . d!, d s_{1}, d s_{2}$, etc., are all positive areas and some of the cosines are negative, we must write, if we take account of signs,

$$
d y d z=-d s_{1} \cos \alpha_{1}=+d s_{2} \cos \alpha_{2}=-d s_{3} \cos \alpha_{3}=\cdots
$$

If the indicated integration with regard to $x$ in the left-hand member of [ 140 ] he performed and the proper limits introduced, we shall have

$$
\iiint \nu_{x} C d x d y d z=\iint d y d z\left[-U_{1}+U_{2}-U_{3}+U_{4}-\cdots\right],[141]
$$

where the double sign of integration directs us to form a quantity corresponding to that in brackets for every prism which cuts $S$, to multiply this by the area of the base of the prism, and to find the limit of the sum of all the results as the bases of the prisins are made smaller and smaller.

Since we may substitute for dydz any one of its approximate values given alove, we may write the quantity within the brackets

$$
U_{1} \cos \alpha_{1} d s_{1}+U_{2} \cos \alpha_{2} d s_{2}+U_{3} \cos \alpha_{3} d s_{3}+\cdots
$$

and this shows that the donble integral is equivalent to the surface integral, taken over the whole of $S$, of $U \cos a$, whence we may write

$$
\begin{equation*}
\iiint D_{x} U \cdot d x d y d z=\int U \cos a d s \tag{142}
\end{equation*}
$$

where the first integral is to be taken all through the space shut in by $S$, and the second over the whole surface.

Let $P$ or $(x, y, z)$ be any point of $S, \alpha, \beta$, and $\gamma$ the angles which the exterior normal drawn at $P$ to $S$ makes with the coördinate axes, and $P^{\prime}$ a point on this normal at a distance $\Delta n$ from $P$. The coördinates of $P^{\prime \prime}$ are

$$
x+\Delta n \cdot \cos a, y+\Delta n \cdot \cos \beta, z+\Delta n \cdot \cos \gamma
$$

and if $W=f(x, y, z)$ be any continuons function of the space coördinates,

$$
\begin{aligned}
W_{P} & =f(x, y, z), \\
W_{P^{\prime}} & =f(x+\Delta n \cos a, y+\Delta n \cos \beta, z+\Delta n \cos \gamma) \\
= & f(x, y, z) \\
& +\Delta n \cos \alpha \cdot D_{x} f+\Delta n \cos \beta \cdot D_{y} f \\
& \quad+\Delta n \cos \gamma D_{z} f+(\Delta n)^{2} Q,
\end{aligned}
$$

$$
\frac{W_{P^{\prime}}-W_{P}}{P P^{\prime}}=\cos \alpha \cdot D_{x} f+\cos \beta \cdot D_{y} f+\cos \gamma \cdot D_{z} f+\Delta n \cdot Q
$$

whence
$\lim \frac{W_{P^{\prime}}-W_{P}}{P P^{\prime}}=D_{n} W_{P}=\cos \alpha D_{x} f+\cos \beta D_{y} f+\cos \gamma D_{z} f .[143]$
If, as a special case, $W=x$, we have $D_{n} x=\cos \alpha$; so that [142] may be written

$$
\begin{equation*}
\iiint D_{x} U \cdot d x d y d z=\int U D_{n} x \cdot d s \tag{144}
\end{equation*}
$$

which we were to prove.*
Green's Theorem, which follows very casily from this result, may be stated in the following form:

If $U$ and $V$ are any two functions of the space coördinates which together with their first derivatives with respect to these coördinates are finite, continuous, and single-valued throughout the space shat in by any closed surface $S$, then, if $n$ refers to an exterior normal,

[^9]\[

$$
\begin{align*}
& \iiint\left(D_{x} I^{+} \cdot I_{x} I^{+}+D_{y} I^{\top} \cdot I_{y} V+D_{z} U \cdot D_{z} V\right) d x d y d z \\
& =\int C^{r} \cdot I I_{n} V^{r} \cdot d s-\iiint U \cdot \Gamma^{2} V^{2} \cdot d x d y d z  \tag{145}\\
& =\int \Gamma \cdot I_{n} \Gamma \cdot d s-\iiint \int^{r} \cdot \Gamma^{2} C^{r} \cdot d x d y d z, \tag{146}
\end{align*}
$$
\]

where the triple integrals include all the space within $S$ and the single integrals include the whole surface.

$$
\text { since } \quad I_{x} L^{\top} \cdot I_{x} V=I_{x}\left(U^{\top} \cdot I_{x} V\right)-U \cdot D_{x}^{2} V,
$$

we have

$$
\iiint_{0} D_{x} E^{r} \cdot D_{x} V^{r} \cdot d x d y d z
$$

$$
=\iiint D_{x}\left(C \cdot D_{s} V\right) d x d y d z-\iiint U^{*} \cdot D_{x}^{2} V \cdot d x d y d z ;
$$

hint, from [144],

$$
\iiint_{0} I_{s}\left(C^{r} \cdot D_{s} V\right) d x d y d z=\int U^{r} \cdot D_{s} V \cdot D_{n} x \cdot d s
$$

whence

$$
\begin{gather*}
\iiint^{0}\left(I_{x} U \cdot D_{x} V\right) d x d y d z \\
=\int U \cdot D_{x} T \cdot D_{n} x \cdot d x-\iiint U \cdot D_{x}^{2} V \cdot d x d y d z \tag{7}
\end{gather*}
$$

If we form the two corresponding equations for the derivativen with regarel to $y$ and $z$, and and the three together, we shall obtain an expression which, be the use of [143]. reduces immediately to [14.)]. Consivierations of symmetry give [146].

If we subtract [ 146 ] from [. 14.7 , we get

$$
\begin{gather*}
\iiint_{0}\left(I^{\top} \cdot r^{2} V-V^{r} \cdot r^{2} U^{r}\right) d x d y d z \\
\quad=\int\left(I^{r} \cdot I_{n} V-V \cdot I_{n} C^{\top}\right) d s \tag{148}
\end{gather*}
$$

In applying Cireen's Theorem to such spaces as those marked $T_{0}$ in the adjonime diamrams. it is to be noticed that the walls of the caritien. marked $S^{\prime}$ and $S^{\prime \prime}$, as well as the surfaces,
marked $S$, form parts of the boundaries of the spaces, and that the surface integrals, which the theorem declares must be taken-
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over the complete boundaries of the spaces, are to be extended over $S^{\prime}$ and $S^{\prime \prime}$ as well as over $S$. We must remember, however, that an exterior normal to $T_{0}$ at $S^{\prime}$ points into the cavity $C^{\prime}$.

If $U$ and $V$ both satisfy Laplace's Equation, the second member of [148] is equal to zero.

If within the closed surface $S$ the functions $\lambda, U$, and $V$ are continuous, and if the first derivatives of $U$ and $V$ are continuous (the first derivatives of $\lambda$ and the second derivatives of $U$ and $V$ being finite),

$$
\begin{align*}
& \iiint \lambda\left(D_{x} U \cdot D_{x} V+D_{y} U \cdot D_{y} V+D_{z} U \cdot D_{z} V\right) d x d y d z \\
& =\iint \lambda U \cdot D_{n} V d S-\iiint U\left[D_{x}\left(\lambda \cdot D_{x} V\right)\right. \\
& \left.\quad+D_{y}\left(\lambda \cdot D_{y} V\right)+D_{z}\left(\lambda \cdot D_{z} V\right)\right] d x d y d z  \tag{149}\\
& =\iint \lambda V \cdot D_{n} U d S-\iiint V\left[D_{x}\left(\lambda \cdot D_{x} U\right)\right. \\
& \left.\quad+D_{y}\left(\lambda \cdot D_{y} U\right)+D_{z}\left(\lambda \cdot D_{z} U\right)\right] d x d y d z
\end{align*}
$$

## Special Cases under Green's Theorem. Applications.

I. If in [145] we put $U=1$, we learn that if $V$ is any function which within and on the closed surface $S$ is finite and contin-
uous, together with its derivatives of the first order, the surface integral of $D_{n} I$ taken over $S$ is equal to the volume integral of $\Gamma^{2} V$ taken through the space shat in by $S$. If $V$ happens to satisfy Laplace's Equation within $S$, the surface integral is equal to zero. This result should be compared with Gauss's Theorem, treated in Section 31.
II. If in [14: ] we make $U$ equal to $V$, the potential function due to any distribution of matter, and assume that, in the general case, some of this matter is spread superficially on a surface $S$ (or on a number of such surfaces), we may shut in $S$ by two other surfaces, $S_{1}$ and $S_{2}$, parallel and very close to it. We may then aply Green's Theorem to so much of the space within a spherical surface, with centre at some convenient fixed point and radins $r$ large enough to include the whole distribution, as does not lie between $S_{1}$ and $S_{2}$. This gives

$$
\begin{aligned}
& \iiint\left[\left(D_{x} V^{\top}\right)^{2}+\left(I_{y} V^{\prime}\right)^{2}+\left(D_{z} V\right)^{2}\right] d x d y d z \\
& \quad=\int V^{r} \cdot D_{n} V^{\prime} d S^{\prime}-\int V^{\top} \cdot D_{n_{1}} V^{V} d S_{1}-\int V \cdot D_{n_{2}} V d S_{2} \\
& \quad-\iiint V^{\top} \cdot \Gamma^{2} V^{\prime} d x d y d z
\end{aligned}
$$

where the first surface integral is to be extended over the spherical surface, the second over $S_{1}$, and the third over $S_{2}$, it being understood that $n_{1}$ represents a normal to $S_{1}$ taken in the direction away from $S$, and $n_{2}$ a normal to $S_{2}$ taken in the direction away from $S$. Since $I^{\prime}$ is continuous at $S$, while its normal derivatives are diseontimous in the manner indicated by the equation $\left.I_{n_{1}} I^{r}+I\right)_{n_{2}} I^{r}=-4 \pi \sigma$, the limit of the sum of the two surface integrals taken orer $S_{1}$ and $S_{2}$ as these surfaces approach $S$ is $4 \pi \int F \sigma d s$. The value of the first surface integral is equal to $4 \pi r^{2}$ times the average value of $V^{r} \cdot D_{r} V$ on the surface; and, if this be written in the form $4 \pi$
[average value of $V\left(r^{2} D_{r} V^{\top}\right)$ ], it is evident that the integral approaches zero as the radius $r$ is made infinite, so that the field of the triple integrals may embrace all space. Since $\nabla^{2} V=-4 \pi \rho$, the whole second member of the equation represents $4 \pi \lim \sum V \Delta m$ extended over all the distribution, and this is $8 \pi$ times the intrinsic energy of the distribution. The first member of the equation represents the volume integral of the square of the resultant force extended over all space. We may write this result in the form

$$
\begin{equation*}
W=\frac{1}{8 \pi} \iiint R^{2} d x d y d z \tag{150}
\end{equation*}
$$

III. If in [145] we make $U=V=u$, any function which within the closed surface $S$ satisfies the equation $\nabla^{2} u=0$, we shall have
$\iiint\left[\left(D_{x} u\right)^{2}+\left(D_{y} u\right)^{2}+\left(D_{z} u\right)^{2}\right] d x d y d z=\int u \cdot D_{n} u \cdot d S \cdot[151]$
IV. If in [148] $V$ is the potential function due to two distributions of active matter, $M_{1}$ inside the closed surface $S$ and $M_{2}$ outside it, and if $U=\frac{1}{r}$, where $r$ is the distance of the point
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( $x, y, z$ ) from a fixed point $O$, we must consider separately the two cases where $O$ is respectively without $S$ and within $S$.
A. If $O$ is without $S, \nabla^{2}\left(\frac{1}{r}\right)=0$ for points within the surface. Also, $\nabla^{2} V=-4 \pi \rho$, so that

$$
\int \frac{D_{n} I}{r} d S-\int \Gamma \cdot D_{n}\left(\frac{1}{r}\right) d S=-4 \pi \iiint \frac{\rho}{r} d x d y d z
$$

The triple integral is evidently equal to the value at the point $O$ of the potential function due to $M_{1}$ alone. If we call this $V_{1}$, and notice (see [143]) that $D_{n} r$ at any point of $S$ is the cosine of the angle $\delta$ between $r$ and the exterior normal to $S$, we have

$$
\begin{equation*}
\int \frac{D_{n} V}{r} d S+\int \frac{V \cos \delta}{r^{2}} d S=-4 \pi V_{1} \tag{152}
\end{equation*}
$$

If $S$ is a surface equipotential with respect to the joint action of $\mu_{1}$ and $I_{2}$, and if we denote by $V_{s}$ the constant value of $V$ on $S$, we have

$$
\int \frac{I_{n} I^{r}}{r} d S+I_{s}^{r} \int \frac{\cos \delta}{r^{2}} d S=-4 \pi V_{1}
$$

and it is easy to show, by the reasoning used in Section 31, that $\int \frac{\cos \delta}{r^{2}} d S=0$, whence

$$
\begin{equation*}
V_{1}=-\frac{1}{4 \pi} \int \frac{D_{n} V}{r} d S \tag{153}
\end{equation*}
$$

B. If $O$ is a point inside $S$, whether or not it is within $M_{1}$, and if $S$ is equipotential with respect to the action of $M_{1}$ and
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$M_{2}$, we will surround $O$ by a small spherical surface $S^{\prime}$ of radius $r^{\prime}$ and apply [14S] to the space lying inside $S$ and without the spherical surface. In doing so, it is to be noticed that $s^{\prime \prime}$ forms part of the boundary of the region we are dealing with, and that an exterior normal to the region at $S^{\prime}$ will be an interior normal of the sphere.

Since for all points of the region we are considering $\Gamma^{2}\left(\frac{1}{r}\right)=0$, we have

$$
\begin{gathered}
\int \frac{D_{n} V}{r} d S-\int \frac{D_{r^{\prime}} V}{r^{\prime}} d S^{\prime}-V_{s}^{r} \int I_{n}\left(\frac{1}{r}\right) d S+\int I^{r} \cdot D_{r^{\prime}}\left(\frac{1}{r^{\prime}}\right) d S^{\prime} \\
=-4 \pi \iiint \frac{\rho}{r} d x d y d z
\end{gathered}
$$

or, since $d S^{\prime}=r^{\prime 2} d \omega^{\prime}$, where $d \omega^{\prime}$ is the area which the elementary cone the base of which is $d S^{\prime \prime}$ and the vertex $O$ intercepts on the sphere of unit radius drawn about $O$,

$$
\begin{gather*}
\int \frac{D_{n} V}{r} d S+I_{s} \int \frac{\cos \delta}{r^{2}} d S-r^{\prime} \int D_{r^{\prime}} V \cdot d \omega^{\prime}-\int V d \omega^{\prime} \\
=-4 \pi \iiint \frac{\rho}{r} d x d y d z \tag{154}
\end{gather*}
$$

It is easily proved, by the reasoning of Section 31, that

$$
\int \frac{\cos \delta}{r^{2}} d S=4 \pi
$$

and it is clear that if $r^{\prime}$ be made smaller and smaller, the third integral of [154] approaches the limit zero. If $V^{\prime}$ is the average value of $V$ on the surface $S^{\prime}$,

$$
\int V d \omega^{\prime}=V^{\prime} \int d \omega^{\prime}=V^{\prime} 4 \pi ;
$$

and as $r^{\prime}$ is made smaller and smaller this approaches the value $4 \pi V_{O}$, where $V_{O}$ is the value of $V$ at $O$. The value, when $r^{\prime}$ is zero, of the triple integral is evidently $V_{1}$, and we have

$$
\int \frac{D_{n} V}{r} d S+4 \pi V_{s}-4 \pi V_{0}=-4 \pi V_{1}
$$

If $V_{2}$ is the value at $O$ of the potential function due to $\Gamma_{2}$ alone, $V_{o}=V_{1}+I_{2}$, so that

$$
\begin{equation*}
V_{s}-V_{2}=-\frac{1}{4 \pi} \int \frac{D_{n} V}{r} d S \tag{A}
\end{equation*}
$$

If $S$ is not equipotential with respect to the action of $M_{1}$ and $\mu_{2}$, we have

$$
\begin{equation*}
4 \pi V_{2}=\int \frac{I_{n} I}{r} d S-\int V \cdot D_{n}\left(\frac{1}{r}\right) d S \tag{B}
\end{equation*}
$$

$V$. If in $[148]$ we make $V=\frac{1}{r}$, where $r$ is the distance of the point $(x, y, z)$ from a fixed point $O$, and if $V=v$, any function harmonic everywhere within the closed surface $S$, we shall have

$$
-4 \pi r=\int r D_{n}\left(\frac{1}{r}\right) d S-\int \frac{D_{n} v}{r} d S
$$

if $O$ is within $S$, and

$$
\begin{equation*}
\int \frac{I_{n}^{\prime \prime}}{r^{\prime}} d S=\int r \cdot D_{n}\left(\frac{1}{r}\right) d S \tag{B}
\end{equation*}
$$

if $O$ is outside $S$.
VI. The closed surface $S$ encloses a region $T_{1}$ and excludes the rest of space, $T_{2}$. A function $V^{\prime}$ is continuous and has finite first and second derivatives everywhere in the field of Green's Theorem. The first derivatives are everywhere continuous except at certain surfaces, $S_{1}{ }^{\prime}$ in $T_{1}$ and $S_{2}{ }^{\prime}$ in $T_{2}$, where the tangential derivatives are continnous, and the normal derivatives discontinuous in the manner indicated by the equation

$$
I_{n_{1}} I+D_{n_{2}} I=-\delta .
$$

At infinity $I$ vanishes like the Newtonian Potential Function due to a finite distribution of matter. If $U$ is the reciprocal of the distance from a fixed point $O$, and if we apply Green's Theorem to $U$ and $V$, using successively as fields, $T_{1}$ when $O$ is in $T_{2}, T_{1}$ when $O$ is in $T_{1}, T_{2}$ when $O$ is in $T_{1}$, and
$T_{2}$ when $O$ is in $T_{2}$, and representing by $n$ a normal to $S$ pointing into $T_{2}$ in all cases, we learn that the expression

$$
\begin{aligned}
& -\left\{\iint \frac{V \cos (n, r)}{r^{2}} d S+\iint \frac{D_{n} V}{r} d S\right\} \\
& \quad\left\{\iint V_{n}\left(\frac{1}{r}\right) d S-\iint \frac{D_{n} V}{r} d S\right\}
\end{aligned}
$$

or
is equal respectively to

$$
\begin{array}{r}
\iint \frac{\delta}{r} d S_{1}^{\prime}-\iiint \frac{\Gamma^{2} V}{r} d \tau_{1} \\
-4 \pi V_{o_{1}}+\iint \frac{\delta}{r} d S_{1}^{\prime}-\iiint \frac{\Gamma^{2} V}{r} d \tau_{1} \\
-\iint \frac{\delta}{r} d S_{2}^{\prime}+\iiint \frac{\Gamma^{2} V}{r} d \tau_{2} \\
4 \pi V_{O_{2}}-\iint \frac{\delta}{r} d S_{2}^{\prime}+\iiint \frac{\Gamma^{2} V^{r}}{r} d \tau_{2} \tag{r}
\end{array}
$$

If there is no surface $S^{\prime \prime}$ at which the normal derivative of $V$ is discontinuons, and if $V$ satisfies Laplace's Equation everywhere within $S$, the expression

$$
\frac{1}{4 \pi} \iint\left(\frac{V \cos (n, r)}{r^{2}}+\frac{D_{n} V}{r}\right) d S
$$

is equal to zero or to the value of $V$ at $O$ according as $O$ is without or within $S$.

If, now, $S$ is a spherical surface of radius $a$, and if $O_{1}$ is distant $l_{1}$ from the centre $C$, the distance from $C$ of $O_{2}$, the inverse point of $O_{1}$ with respect to $S$ may be denoted by $l_{2}$, where $l_{1} l_{2}=u^{2}$. If $r_{1}$ and $r_{2}$ represent the distances of any point $P$ from $O_{1}$ and $O_{2}$ respectively, then, if $P$ lies on $S$,

$$
r_{1} / r_{2}=l_{1} / a
$$

$$
\begin{gathered}
l_{1}^{2}=r_{1}^{2}+a^{2}-2 r_{1} \alpha \cdot \cos \left(r_{1}, n\right), \\
l_{2}^{2}=r_{2}^{2}+a^{2}-2 r_{2} a \cdot \cos \left(r_{2}, n\right), \\
\frac{\cos \left(r_{1}, n\right)}{r_{1}^{2}}-\frac{a}{l_{1}} \cdot \frac{\cos \left(r_{2}, n\right)}{r_{2}^{2}}=\frac{a^{2}-l_{1}^{2}}{a r_{1}^{3}} .
\end{gathered}
$$

and

In this case,
and

$$
\begin{aligned}
4 \pi V_{O_{1}} & =\iint \frac{D_{n} V}{r_{1}} d S+\iint \frac{V \cos \left(n, r_{1}\right)}{r_{1}^{2}} d S \\
0 & =\iint \frac{D_{n} V}{r_{2}} d S+\iint \frac{V \cos \left(n, r_{2}\right)}{r_{2}^{2}} d S \\
& =\frac{l_{1}}{a} \iint \frac{I_{n} V}{r_{1}} d S+\iint \frac{V \cos \left(n, r_{2}\right)}{r_{2}^{2}} d S,
\end{aligned}
$$

so that it is easy to eliminate $D_{n} V$ by multiplying the second equation ly $" / l_{1}$ and subtracting the members from those of the first equation. The result is
or

$$
\begin{align*}
4 \pi V_{O_{1}} & =\iint V\left(\frac{\cos \left(r_{1}, n\right)}{r_{1}^{2}}-\frac{a}{l_{1}} \cdot \frac{\cos \left(r_{2}, n\right)}{r_{2}^{2}}\right) d S \\
V_{O_{1}} & =\frac{1}{4 \pi \prime} \iint \frac{V^{\prime}\left(\mu^{2}-l_{1}^{2}\right)}{r_{1}^{3}} d S  \tag{157}\\
& =\frac{1}{4 \pi \mu} \iint \frac{V\left(u^{2}-l_{1}^{2}\right) d S}{\left[\mu^{2}+l_{1}^{2}-2 a l_{1} \cos \left(a, l_{1}\right)\right]^{3 / 2}} .
\end{align*}
$$

This integral determines $I$ at every point within $S$ when its value is given at every joint on $S$. If $O_{1}$ is at the centre of $S, l_{1}=0$, and $r_{1}=a$, so that $V_{O_{1}}=\frac{1}{4 \pi a^{2}} \iint V d S$, or the average value on a spherical surface $S$, of a function $V$, harmonic within and on $S$ is the valne of $V^{+}$at the centre of $S$. It follows from this that a function which is harmonic about a point $O$ cannot have at $O$ either a maximum or a minimum value.

If a function $V$ is constant on any analytic surface $S$, is harmonic without $S$, and if it vanishes at infinity like a Newtonian Potential Function,

$$
V_{o_{2}}=-\frac{1}{4 \pi} \iint \frac{D_{n} V}{r} d S
$$

and $V$ is the potential function in outer space due to a superficial distribution on $S$ of surface density $-J_{n} I^{+} / 4 \pi$.
VII. A function $V^{r}$ has the value zero everywhere on the closed surface $S_{1}$, and the constant value $C$ on the closed surface $S_{2}$, shat in by $S_{1}$. In the space $T$ ', between $S_{1}$ and $S_{2}, V^{\prime}$ is harmonic. If we apply Green's Theorem, in $T$, to $V^{\top}$ and to the reciprocal of the distance from any point $O$ in $T$, we learn that

$$
V_{\mathrm{at} O}=\frac{1}{4 \pi} \iint \frac{D_{n} V}{r} d S_{1}+\frac{1}{4 \pi} \iint \frac{D_{n} V}{r} d S_{2}
$$

where both normals point out of $T^{\prime}$.
$V$ is, therefore, the potential function due to surface distributions on $S_{1}$ and $S_{2}$ numerically equal to $I_{n} \Gamma / 4 \pi$ at every point.
VIII. If the closed surface $S$ shuts in a region $T$, and if the functions $V$ and $V^{\prime}$, which are equal at every point of $S$, are finite and continuous with their derivatives of the first order at every point of $T$, and if within $T^{\prime}, V^{\prime}$ does and $V^{\prime}$ does not satisfy Laplace's Equation, then the integral

$$
Q_{V} \equiv \iiint\left[\left(I_{x} V^{Y}\right)^{2}+\left(I_{y} I^{\top}\right)^{2}+\left(I_{z} V^{\prime}\right)^{2}\right] d x d y d z
$$

extended throughout $T$ is less than the corresponding integral

$$
Q_{V^{\prime}} \equiv \iiint\left[\left(D_{x} V^{\prime}\right)^{2}+\left(D_{y} V^{\prime}\right)^{2}+\left(D_{z} I^{\prime \prime}\right)^{2}\right] d x d y d z
$$

If we write $V^{\prime}=V+u, u$ vanishes at every point of $S$, but is in general different from zero.

$$
\begin{aligned}
& Q_{V^{\prime}} \\
= & Q_{V^{\prime}}+Q_{u}+2 \iiint\left[I_{x} u \cdot D_{x} V+D_{y^{\prime}} u \cdot D_{y} V+D_{z} u \cdot D_{z} V\right] d x d y d z \\
= & Q_{V}+Q_{u}+2 \iint u \cdot I_{n} V^{\prime} d S-2 \iiint u \cdot \nabla^{2} V d x d y d z \\
= & Q_{V}+Q_{u} .
\end{aligned}
$$

Now, since the integrands of $Q_{u}$ and $Q_{V}$ are made up of squares, and since neither $"$ nor $V$ are constants, both $Q_{u}$ and $Q_{V}$ are positive, so that $Q_{I_{1}}>Q_{V^{r}}$.

1X. There cannot he two different functions, $W_{1}$ and $W_{2}$, which have equal values at every point of $S_{1}$ and $S_{0}$ (two closed surfaces the first of which shuts in the second), and between these surfaces are everywhere harmonic. If we suppose, for the sake of argument, that two such functions exist and call their difference $u$, it is clear that $u$ is harmonic between the surfaces and that it vanishes at every point of both $S_{1}$ and $S_{2}$. If, therefore, in [145] we make $U=V=u$, we learn that

$$
\iiint\left[\left(I_{x^{\prime \prime}}^{\prime \prime}\right)^{2}+\left(I_{y^{\prime \prime}}\right)^{2}+\left(D_{z^{\prime \prime}}\right)^{2}\right] d x d y d z=0
$$

where the integral extents over all the space between $S_{1}$ and $S_{2}$. Since the integrand camnot be negative, it must be zero at every point, so that $I_{x}{ }_{x}^{\prime \prime}=I_{y}^{\prime \prime} u=D_{z} u=0$ and $u$ is constant. But " $=0$ on $S_{1}$, therefore it is identically equal to zero and $H_{1}=H_{2}$.

It is easy to show that two functions which have equal normal derivatives at every point of $S_{1}$ and $S_{2}$, and are harmonic everywhere between the surfaces, can differ only by a constant.
X. We may now give an old proof of a theorem, originally discovered by Green from physical considerations, which is usually called Dirichlet's Principle by Continental writers,
but in English books is generally attributed to Sir W. Thomson.* This theorem asserts that there always exists one, but no other than this one, function, $v$, of $x, y, z$, which (1) is continuous, and single-valued, together with its first space derivatives, throughout a given closed region $T$; (2) at every point of the region satisfies the equation $\Gamma^{2} v=0$; and (3) at every point on the boundary of the region has any arbitrarily assigned value, provided that this can be regarded as the value at that point of a single-valued function, continuous all over this boundary.

There is evidently an infinite number of functions which satisfy the first and third conditions. If, for instance, the equation of the bounding surface $S$ of the region is $F(x, y, z)=0$, and if the value of $v$ at the point $(x, y, z)$ upon this surface is to be $f(x, y, z)$, any function of the form

$$
\Phi(x, y, z) \cdot F(x, y, z)+f(x, y, z)
$$

would satisfy the third condition, whatever continuous function $\Phi$ might be.

If we assign to the function to be found a constant value $C$ all over $S, v \equiv C$ will satisfy all three of the conditions given above.

If the sought function is to have different values at different points of $S$, and if for $u$ in the integral

$$
Q=\iiint\left[\left(D_{x} u\right)^{2}+\left(D_{y^{\prime \prime}}\right)^{2}+\left(I_{z^{\prime \prime}}\right)^{2}\right] d x d y d z,
$$

which is to be extended over the whole of the region, we substitute any one of all the functions which satisfy conditions (1) and (3), the resulting value of $Q$ will be positive. Some one at least of these functions ( $v$ ) must, however, yield a value of $Q$ which, though positive, is so small that no other one can make $Q$ smaller. $\dagger$ Let $h$ be an arbitrary constant to

[^10]which some value has been assigned, and let $w$ be any func. tion which satisfies condition (1) and is equal to zero at all parts of $S$, then $U=v+h w$ will satisfy conditions (1) and (3), and, conversely, there is no function which satisfies these two conditions which cannot be written in the form $U=v+h w$, where $h$ is an arbitrary constant, and $w$ some function which is zero at $S$ and which satisfies condition (1).

Call the ninimum value of $Q$ due to $v, Q_{v}$, and the value of $Q$ due to $U, Q_{C}$, then

$$
\begin{aligned}
Q_{V^{\prime}}=Q_{r} & +2 h \iiint\left(D_{x^{\prime}} \cdot D_{x} u+D_{y} v \cdot D_{y} w+D_{z} v \cdot D_{z} w\right) d x d y d z \\
& +h^{2} \iiint\left[\left(D_{x^{\prime}} u\right)^{2}+\left(D_{y} w\right)^{2}+\left(D_{z} u\right)^{2}\right] d x d y d z
\end{aligned}
$$

which, since $\pi^{r}$ is zero at the boundary of the region, may be written, by the help of Green's Theorem,

$$
Q_{v^{-}}-Q_{v}=-2 h \iiint u \nabla^{2} v d x d y d z+h^{2} \Omega^{2}
$$

Now, since $Q_{v}$ is the minimum value of $Q$, no one of the infinite number of values of $Q_{C^{-}}-Q_{n}$ formed by changing $h$ and $火$ under the conditions just named can be negative; but if $\Gamma^{2} u$ were not everywhere equal to zero within $T$, it would be easy to choose $u$ so that the coefficient of $2 h$ in the expression for $Q_{r^{-}}-Q_{r}$ should not be zero, and then to choose $h$ so that $Q_{r^{r}}-Q_{r}$ should be negative. Hence $r^{2} v$ is equal to zero throughout $T$, and there always exists at least one function which satisfies the three conditions stated above. Compare VIII.

There is only one such function ; for if beside $v$ there were another $u=r+h u$, we should have, since the coefficient of $h$ is zero when $\Gamma^{2} c=0$,

$$
Q_{u}=Q_{v}+h^{2} \Omega^{2}
$$

and that $Q_{n}$ may be as small as $Q_{v}, h \Omega$ must be zero, whence either $h=0$ or $\Omega=0$, and if $\Omega=0, w$ is zero. Therefore,
$u=v$, and there is only one function which in any given case satisfies all the three conditions given above.
XI. The potential function $V$, due to a volume distribution of finite density $\rho$ in the region $T$ and a superficial distribution of finite surface density $\sigma$ on the surface $S$, is everywhere continuous, and it so vanishes at infinity that, if $r$ is the distance from any finite point, each of the quantities

$$
r V,-r^{2} D_{r} I
$$

as $r$ becomes infinite, approaches the limit $M$, where $M$ is the amount of matter (algebraically considered) in the whole distribution. The first derivatives of $l^{\prime}$ are everywhere finite, and they are continuous except on $S$, at every point of which tangential derivatives are continuous, while the normal derivative is discontinuous in the manner indicated by the equation

$$
D_{n_{1}} V+D_{n_{2}} V=-4 \pi \sigma
$$

where $n_{1}$ and $n_{2}$ are the normals to the surface drawn away from it on each side. The second derivatives of $V$ are everywhere finite, and they are continuous except at surfaces where $\rho$ is discontinuous. At any point on such a surface the tangential second derivatives are continuous, but the normal second derivative is discontinuous by an amount equal to $4 \pi$ times the discontinuity in $\rho$ reckoned in the direction opposite to that in which the derivative is taken. Everywhere, except at surfaces of discontinuity in $\rho, V^{\top}$ satisfies Poisson's Equation, $\nabla^{2} V=-4 \pi \rho$, and without $T$, where there is no matter, this degenerates into Laplace's Equation.

For a given value of $\rho$ in the given region $T$, and a given value of $\sigma$ on the given surface $S$, only one function has all these properties. Assuming that there are two such functions, $V$ and $V^{\prime}$, let their difference be the function $u$. At every point of $S$,

$$
D_{n_{1}} V+D_{n_{2}} V=D_{n_{1}} V^{\prime}+D_{n_{2}} V^{\prime}=-4 \pi \sigma
$$

so that

$$
D_{n_{1}} u+D_{n_{2}} u=0
$$

and even the normal derivatives of $u$ are continuous at every point of $S$. At surfaces of discontinuity in $\rho$, the derivatives of $u$ are all contimuous and $u$ satisfies everywhere Laplace's Equation. The limits, as $r$ becomes infinite, of $r u$ and $r^{2} I I_{r} u$ are zero. Since $u$ with its first and second derivatives is everywhere continuous, we may imagine a spherical surface of large radius $r$, drawn about any finite point $O$, as centre, so as to enclose all the attracting mass and apply Green's Theorem in the form of [151] to $u$ inside this surface. The numerical value of the surface integral

$$
\int u D_{n} u d S
$$

taken over the spherical surface is no greater than the area of the surface ( $4 \pi r^{2}$ ) multiplied by the largest value which $u \cdot D_{r} u$ has on the surface, or

$$
4 \pi\left[\text { greatest value of }\left(u r^{2} D_{r} u\right)\right] .
$$

If, now, the radius of the surface be indefinitely increased, this expression approaches the limit zero so that the integral

$$
\iiint\left[\left(I_{x} u\right)^{2}+\left(D_{y} u\right)^{2}+\left(D_{z} u\right)^{2}\right] d x d y d z
$$

taken over all space has the value zero. Since the integrand is made up of squares which can never be negative, we must have at every point of space

$$
D_{x^{\prime}} u=D_{y} u=D_{z} u=0
$$

Therefore, $u$ is constant in all space; and since it is zero at infinity, it must be everywhere zero, so that $V$ and $V^{\prime}$ are identical. It is to be understood that $T$ may be marle up of several distinct regions, and that $S$ may consist of several distinct surfaces.
49. The Surface Distributions Equivalent to Certain Volume Distributions. Keeping the notation of IV. in the last article, let $S$ be a closed surface equipotential with respect either to the joint action of two distributions of matter, $M_{1}$ inside $S$ and $M_{2}$ outside it, or (when $M_{2}$ equals zero) to the action of a single distribution within the surface; and let $V_{1}, V_{2}$, and $V$ be the values of the potential functions due respectively to $M_{1}$ alone, to $M_{2}$ alone, and to $M_{1}$ and $M_{2}$ existing together. If a quantity of matter were condensed on $S^{\prime}$ so as to give at every point a surface density equal to $\frac{-D_{n} V}{4 \pi}$, the whole quantity of matter on the surface would be

$$
\frac{-1}{4 \pi} \int D_{n} V \cdot d S
$$

and this, by $\S 31$, is equal in amount to $M_{1}$. Let us study the effect of removing $M_{1}$ from the inside of $S$ and spreading it in a superficial distribution $M_{1}^{\prime}$ over $S$, so that the surface density at every point shall be $\frac{-D_{n} V}{4 \pi}$. In what follows, it is assumed that we have two distributions of matter, one inside the closed surface and the other outside. It is to be carefully noted, however, that by putting $\Lambda_{2}$ equal to zero in our equations, all our results are applicable to the case where we have an equipotential surface surrounding all the matter, which may be all of one kind or not.

The value, at any point $O$, of the potential function due to the joint effect of $M_{2}$ and the surface distribution $M_{1}^{\prime}$, would be

$$
V_{o}=V_{2}-\frac{1}{4 \pi} \int \frac{D_{n} V}{r} \cdot d S
$$

If $O$ is an outside point, we have, by [153],

$$
V_{o}=V_{2}+V_{1}
$$

so that the effect at any point ontside an equipotential surface of a quantity $M_{1}$ of matter anyhow distributed inside the surface is the same as that of an equal quantity of matter distributed over the surface in such a way that the superficial
density at every point is $\frac{-D_{n} V}{4 \pi}$, where $V$ is the value of the potential function due to the joint action of $M_{1}$ and any matter $\left(M_{2}\right)$ that may be outside the surface.

If $O$ is an inside point, we have,

$$
\mathrm{V}_{o}=\mathrm{I}_{2}+\mathrm{J}_{s}-\mathrm{V}_{2}=V_{s},
$$

which shows that the joint effect of $\mu_{2}$ and $\Lambda_{1}{ }^{\prime}$ is to give to all pints within and uron the surface the same constant value of the potential function which points upon the surface had before $M_{1}$ was disptaced by $M_{1}{ }^{\prime}$. If, therefore, $M_{1}{ }^{\prime}$ and $M_{2}$ exist without $M_{1}$, there is no force at any point of the cavity shat in by $S$; or, in other words, the force due to $M_{1}^{\prime}$ alone is at all points inside S' equal and opposite to that due to $M_{2}$.

If $M_{1}$ and $M_{2}$ exist without $M_{1}{ }^{\prime}$. the cavity enclosed by $S$ is, in general, a field of force. $M_{1}^{\prime}$ acts as a sereen to shield the space within $S$ from the action of $M_{2}$.

The surface of $M_{1}^{\prime}$ is equipotential with respect to all the active matter, so that there is no tendency of the matter comproing the surface distribution to arrange itself in any different manner upon S'.

Since $M_{1}{ }^{\prime}$ exerts the same force on every particle outside $s$ that $M_{1}$ dirl, and since action and reaction are equal and opposite, every particle of $M_{2}$ exerts on $M_{1}{ }^{\prime}$ forces the resultant of which is equal to the resultant of the forces with which the same particle urged $M_{1}$. The resultant effect, therefore, of the action of $M_{2}$ on $M_{1}^{\prime}$ is the same as the resultant effect of its action on $M_{1}$. Now the whole system of forces applied to the surface distribution by $\mu_{2}$ and by the repulsions for one another of its own parts is equivalent to a tension from without of $2 \pi \sigma^{2}$ dynes per square centimeter applied all over $S$, and since the internal forces form a system in equilibrimm, the resultant effect of $M_{2}$ on $M_{1}$ is equal to the resultant effect of the tension just mentioned on $M_{1}{ }^{\prime}$.

If two closed surfaces. $S_{1}$ and $S_{2}$, which mutually exclude each other, shut in, respectively, the two portions, $M_{1}, M_{2}$, of a
distribution $M$, and are level surfaces of $M$ 's potential function, it is easy to see that a superficial distribution on $S_{1}$ of density $\sigma=-D_{n} V / 4 \pi$ would act on a particle without $S_{1}$ just as $M_{1}$ does, and that a similar distribution on $S_{2}$ would act on particles outside of $S_{2}$ as $M_{2}$ does. The action of $M_{1}$ on $M_{2}$ is the same as the resultant effect of the tension $2 \pi \sigma^{2}$ or $\left(D_{n} V\right)^{2} / 8 \pi$ considered as acting all over $S_{2}$. The surface integral of $-D_{n} V / 4 \pi$ extended over any closed surface has been called by Maxwell the "electric displacement" through the surface.
50. Vectors. Stokes's Theorem. The Derivatives of Scalar Point Functions. It is frequently convenient to define a vector by giving the values (tensors) of its components parallel to the coördinate axes; and if for our present purposes we call these "the components of the vector," no confusion will arise. The expression $\left(Q_{x}, Q_{y}, Q_{z}\right)$ denotes a vector, $Q$, the components of which parallel to the axes of $x, y$, and $z$ are respectively equal to $Q_{x}, Q_{y}$, and $Q_{z}$. The direction cosines of the vector are the ratios of $Q_{x}, Q_{y}, Q_{z}$ to $\sqrt{Q_{x}{ }^{2}+Q_{y}{ }^{2}+Q_{z}{ }^{2}}$. The letter which represents a vector is often used in scalar equations to denote merely the tensor. Sometimes, however, the heavy face letter ( $\boldsymbol{Q}$ ) is used to denote the vector, while its tensor is represented by the same letter in ordinary type. Any three scalar point functions can be considered the components of a vector point function. Scalar and vector point functions are sometimes called "distributed" scalars and vectors. Where there is no danger of any misunderstanding a vector point function may be called simply a vector.

The scalar function $D_{x} Q_{x}+D_{y} Q_{y}+D_{z} Q_{z}$ is called the divergence of $Q$, and if this quantity vanishes identically, $Q$ is said to be a solenoidal vector. The force due to any finite distribution of matter attracting or repelling according to the "Law of Nature" is solenoidal in empty space. The negative of the divergence of a vector is called its convergence.

The vector, the components of which taken parallel to the coördinate axes are the three scalar point functions,

$$
D_{\nu} Q_{z}-D_{z} Q_{y}, D_{z} Q_{x}-D_{x} Q_{z}, D_{x} Q_{y}-D_{y} Q_{x}
$$

is called the curl of $Q$; and if these components vanish at every point of a region, $Q$ is said to be lamellar in that region. If the vector $R$ is the curl of the vector $Q, Q$ is said to be a vector potential function of $R$. The force lue to a finite distribution of attracting or repelling matter is lamellar within and without the distribution. The curl of any vector is itself solenoidal. If. two vectors have the same curl, their difference is a lamellar vector.

The lines of a vector are a family of curves, one of which passes through every point of space, and each of which has at every one of its points the direction of the vector at the point. The differential equations of the lines of the vector $Q$ are evidently $\quad d x / Q_{x}=d y / Q_{y}=d z / Q_{z}$ :
after the values of $Q_{s}, Q_{y}$, and $Q_{z}$ have been substituted, we have two equations of the form

$$
\frac{d x}{d z}=\phi(x, y, z), \frac{d y}{d z}=\psi(x, y, z) ;
$$

whence we get, by differentiating,

$$
\begin{aligned}
& \frac{d^{2} x}{d z^{2}}=D_{x} \phi \cdot \frac{d x}{d z}+D_{y} \phi \cdot \psi+D_{z} \phi \\
& \frac{d^{2} y}{d z^{2}}=D_{x} \psi \cdot \phi+D_{y} \psi \cdot \frac{d y}{d z}+D_{z} \psi
\end{aligned}
$$

and, by eliminating !/ between the first and third equations, and $x$ between the second and fourth equations, two equations of the second order between $x$ and $z$ and between $y$ and $z$ respectively. The integrals of these last equations are the equations of the lines of the vector. Sometimes the variables may be separated at the start, and then the work is much simplified. The lines of the vector $\left(-x^{2}, y, z\right)$ have the equations $y=A z, x \log (B y)=1$, and those of the vector $(3 x z-y z$, $x z+y z, z)$, the equations $x=(B+A+B z) e^{2 z}, y=(A+B z) e^{2 z}$, where $A$ and $I$, are arbitrary constants.

If $n$ represents the exterior normal of any closed surface $S$, the integral taken over $S$ of the exterior normal component of the analytic vector $Q$ is

$$
\begin{aligned}
& \int Q \cos (n, Q) d S \\
& \quad=\int Q[\cos (x, Q) \cos (x, n)+\cos (y, Q) \cos (y, n) \\
& \quad+\cos (z, Q) \cos (z, n)] d S
\end{aligned} \quad \begin{aligned}
& \quad=\int\left[Q_{x} \cos (x, n)+Q_{y} \cos (y, n)+Q_{z} \cos (z, n)\right] d S ;
\end{aligned}
$$

and this is equal to the volume integral of the divergence of $Q$ taken through the space within $S$. The integral of the exterior normal component of any analytic solenoidal vector, taken over any closed surface, is zero.

An important theorem due to Sir George Gabriel Stokes may be stated as follows:

The line integral taken around a closed curve s, of the tangential component of an analytic vector point function $Q$, is equal to the surface inteyral taken over any surface $S$, bounded by the curve, of the normal component of the curl of the rector, the direction of integration around the curve forming a righthanded serew rotation about the normals, or

$$
\begin{align*}
& \int\left[Q_{x} \cos (x, s)+Q_{y} \cos (y, s)+Q_{z} \cos (z, s)\right] d s \\
& =\iint\left[\left(D_{y} Q_{z}-D_{z} Q_{y}\right) \cos (x, n)\right. \\
& \quad+\left(D_{z} Q_{x}-D_{x} Q_{z}\right) \cos (y, n) \\
& \left.\quad+\left(D_{x} Q_{y}-D_{y} Q_{x}\right) \cos (z, n)\right] d S . \tag{158}
\end{align*}
$$

To prove this, we may evaluate first so much of the double integral as involves $Q_{x}$, that is,

$$
\iint\left[D_{z} Q_{x} \cdot \cos (y, n)-D_{y} Q_{x} \cdot \cos (z, n)\right] d S .
$$

Let the area $S$ be divided into quadrilateral elements by means of equally spaced planes parallel to the planes of $z y$ and $x y$ respectively, and consider especially one of these elements, $\Delta S$, the projection of which on the $x z$ plane is $\Delta x \cdot \Delta z$, so that $\Delta S \cdot \cos (y, n)=\Delta x \cdot \Delta z$ approximately.

That corner of the element $\Delta S$ which has the least $x$ and $z$ coördinates shall be the point $P$, and that side of the element which passes throngh $P$ and is parallel to the plane of $y z$ shall be represented by $\Delta s_{1}$. Since $\Delta s_{1}$ is perpendicular both to the normal to $s$ at $P$ and to the axis of $x, \cos \left(x, s_{1}\right)=0$, and $\cos \left(n, s_{1}\right)=\cos (x, n) \cdot \cos \left(x, s_{1}\right)+\cos (y, n) \cdot \cos \left(y, s_{1}\right)$

$$
+\cos (z, n) \cdot \cos \left(\approx, s_{1}\right)=0
$$

or

$$
\frac{\cos (\tilde{z}, n) \cdot \cos \left(\tilde{z}, s_{1}\right)}{\cos (y, n)}=-\cos \left(y, s_{1}\right) .
$$



Fig. 38.
Moreover, $D_{s_{1}} Q_{x}=0+\left(D_{y} Q_{x}\right) \cos \left(y, s_{1}\right)+\left(D_{z} Q_{x}\right) \cos \left(z, s_{1}\right)$, and $\quad d S=\frac{d x d z}{\cos (y, n)}=\frac{d x d z d s_{1}}{d s_{1} \cos (y, n)}=d s_{1} d x \frac{\cos \left(z, s_{1}\right)}{\cos (y, n)}$.

Hence, $\iint\left[D_{z} Q_{x} \cdot \cos (y, n)-D_{y} Q_{x} \cdot \cos (z, n)\right] d S$
$=\iint \frac{\left[\cos (y, n) \cdot \cos \left(z, s_{1}\right) D_{z} Q_{x}-\cos (z, n) \cos \left(z, s_{1}\right) D_{y} Q_{x}\right] d s_{1} d x}{\cos (y, n)}$
$=\iint\left[D_{z} Q_{x} \cdot \cos \left(z, s_{1}\right)+D_{y} Q_{x} \cdot \cos \left(y, s_{1}\right)\right] d s_{1} d x$
$=\iint D_{s_{1}} Q_{x} \cdot d s_{1} d x$.
If we perform the integration with respect to $s_{1}$ and introduce the limits, it will appear that this integral may be found by proceeding around the contour $s$ in the direction indicated in the theorem and determining the line integral of

$$
Q_{x} \frac{d x}{d s} d s=Q_{x} \cdot \cos (x, s) d s
$$

where $d s$ is an element of $s$. If we treat in a similar manner those portions of the double integral which involve $Q_{y}$ and $Q_{z}$, the theorem will be evident.

According to the definition used in the precerling sections, the numerical value of the dirertional derivative of any scalar point function $u$, at any point $P$, in any fixed direction $P Q^{\prime}$, is the limit, as $P Q$ approaches zero, of the ratio of $u_{Q}-u_{P}$ to $P Q$, where $Q$ is a point on the straight line $P Q^{\prime}$ between $P$ and $Q^{\prime}$. The gradient $h_{u}$ of the function $u$ at $P$ is the directional derivative of $u$ at $P$ taken in the direction in which $u$ increases most rapidly. This direction is normal to the surface of constant $u$ which passes through $P$.

$$
h_{u}^{2} \equiv\left(D_{x} u\right)^{2}+\left(D_{y} u\right)^{2}+\left(D_{z} u\right)^{2} .
$$

The directional derivative of any scalar point function at any point in any given direction is evidently equal to the product of the values of the gradient and the cosine of the angle between the given direction and that in which the function increases most rapidly.

The vector, the components of which parallel to the coördinate axes are numerically equal to $D_{x} u, D_{y} u, D_{z} u$, has been
called the vector differential parameter of $u$. The numerical value (tensor) of this vector at any point is the gradient of $u$ at the point, according to some writers ; others use "gradient" to represent the vector itself. The lines of the vector are curves which cut orthogonally the surfaces of constant $u$, that is, the family of surfaces the equation of which is $u=c$, where $c$ is a parameter constant for any one surface of the family.

If $f(x, y, z)$ is any scalar point function, any vector function the lines of which cut the surfaces of constant $f$ normally must lave components $R \cdot D_{x} f, R \cdot D_{y} f, R \cdot D_{z} f$, where $R$ is some function of $x, y$, and $\therefore$. The curl of this vector has components $D_{z} f \cdot D_{y} R-D_{y} f \cdot D_{z} R, \quad D_{x} f \cdot D_{z} R-D_{z} f \cdot D_{x} R$, $I_{y} f^{\prime} \cdot D_{x} R-D_{x} f^{\prime} \cdot D_{y y} R$, and the cosine of the angle between the vector and its curl is zero, so that these two vectors are perpendicular to each other. If a vector has a curl which is not perpendicular to it at every point, no family of surfaces exists the members of which cut the lines of the vector orthogonally at every point of space. Every plane vector point function has for its curl a vector perpendicular to its plane. The vector ( $3 y z, x z, x y$ ) is not lamellar, but it is perpendicular to its curl: its lines cut orthogonally the family of surfaces $x^{3} y z=c$, as do the lines of the lamellar vector ( $3 x^{2} y z, x^{3} z, x^{3} y$ ), each component of which is $x^{2}$ times the corresponding component of the first.

If the ratios of the corresponding components of two vector point functions are all equal to the same scalar point function, the vectors have the same lines. Two lamellar vectors may have the same lines, thus: the lines of every vector of the form $[f(x), 0,0$,$] are parallel to the axis of x$, and every such vector is lamellar, whatever analytic function $f$ may represent.

We may define the momerical value of the normal derivative at any point $l$ ' of a scalar point function $u$, taken with respect to another scalar point function $v$, to be the limit, as $P Q$ approaches zero, of the ratio of $u_{Q}-u_{P}$ to $v_{Q}-v_{P}$, where () is a point so chosen on the normal at $P$ of the surface of constant $v$ which passes through $P$ that $v_{Q}-v_{P}$ is positive.

If ( $u, v$ ) denotes the angle between the directions in which $u$ and $v$ increase most rapilly, the normal derivatives of $u$ with respect to $v$, and of $v$ with respect to $u$, may be written

$$
h_{u} \cdot \cos (u, v) / h_{v} \text { and } h_{u} \cdot \cos (u, v) / h_{u}
$$

respectively. If $h_{u}=h_{v}$, these derivatives are equal.
The derivative of $x y z$ with respect to $x+y+z$ has at the point $(1,2,3)$ the value $11 / 3$. The derivative at the same point of $x+y+z$ with respect to $x y z$ is $11 / 49$.
51. The Attraction of Ellipsoids. If we transform the equation

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{\tilde{z}^{2}}{c^{2}}=1
$$

to parallel axes, using a point $A_{0}$, which lies on the surface and has the coördinates ( $-x_{0},-y_{0},-\hat{z}_{0}$ ) as origin, and then denote by $\theta$ the angle which any radius vector drawn through $A_{0}$ makes with the $x$ axis, the equation of the surface in polar coördinates takes the form

$$
\begin{aligned}
& r^{\prime}\left(\frac{\cos ^{2} \theta}{a^{2}}+\frac{\sin ^{2} \theta \cos ^{2} \phi}{b^{2}}+\frac{\sin ^{2} \theta \sin ^{2} \phi}{c^{2}}\right) \\
& \quad=2\left(\frac{x_{0} \cos \theta}{a^{2}}+\frac{y_{0} \sin \theta \cos \phi}{b^{2}}+\frac{z_{0} \sin \theta \sin \phi}{c^{2}}\right) .
\end{aligned}
$$

If $A_{0}$ were at that extremity, $A$, of the $a$ axis which has the coördinates ( $-a, 0,0$ ), the equation would be

$$
R\left(\frac{\cos ^{2} \theta}{a^{2}}+\frac{\sin ^{2} \theta \cos ^{2} \phi}{b^{2}}+\frac{\sin ^{2} \theta \sin ^{2} \phi}{c^{2}}\right)=\frac{2 \cos \theta}{a}:
$$

we will denote the coefficient of $R$ in this equation by $\Omega(\theta, \phi)$.
Let us compare the $x$ components of the attraction at $A_{0}$ and at $A$, due to a homogeneous ellipsoid of density $\rho$ bounded by this surface. If, with each of these points as origin, a set of (conical) surfaces of constant $\theta$ with the constant difference $\Delta \theta$, and a set of (plane) surfaces of constant $\phi$ with the constant difference $\Delta \phi$, be imagined drawn, the ellipsoid will be
divided into clementary "cones" in two ways. The vertices of all the cones of one system will be $A$, and the vertices of all the cones of the other system will be $A_{0}$. To every cone of the first system corresponds a cone with parallel axis belonging to the second system, but whereas every cone of the first system yields a positive contribution to the $x$ force component at $A$, some of the corresponding cones of the second system yield negative components to the corresponding force component at $A_{0}$.

We shall find it comvenient to write in parentheses after $R$ and $r^{\prime}$ the value of $\theta$ and $\phi$ to which they belong, and to note that $r_{(\pi-\theta, \pi+\phi)}^{\prime}=-r_{(\theta, \phi)}^{\prime}$.

If the values of $\theta$ and $\phi$ which correspond to a given cone of the first system are $\theta_{0}$ and $\phi_{0}$, the values of $\theta$ and $\phi$ which belong to the corresponding cone of the second system may be either $\theta_{11}$ and $\phi_{11}$, or $\pi-\theta_{0}$ and $\pi+\phi_{11}$. The contribution of any cone of the first system to the $x$ component of the force at $A$ is

$$
\rho \int_{1}^{R} r^{2} \sin \theta d r d \theta d \phi \cdot \frac{\cos \theta}{r^{2}}=\rho R_{(\theta, \phi)} \sin \theta \cos \theta d \theta d \phi
$$

and the contribution of the corresponding cone of the second system to the $x$ component of the force at $A_{0}$ is either

$$
\rho r_{(\theta, \phi)}^{\prime} \sin \theta \cos \theta d \theta d \phi \quad \text { or } \rho r_{(\pi-\theta, \phi+\pi)}^{\prime} \sin \theta \cos \theta d \theta d \phi,
$$

as the case may be.
If, now, we group together two cones of the first system corresponding to $\left(\theta_{0}, \phi_{11}\right)$ and $\left(\theta_{0}, \pi+\phi_{0}\right)$ respectively, we may write the positive contribution coming from this pair in the form

$$
\rho \sin \theta_{\theta} d \theta d \phi \frac{4 \cos ^{2} \theta_{0}}{a \cdot \Omega\left(\theta_{0}, \phi_{0}\right)}
$$

The values of $\theta$ and $\phi$ for the corresponding cones of the second system are one of the pairs

$$
\begin{gathered}
\left(\theta_{0}, \phi_{0} ; \theta_{0}, \pi+\phi_{10}\right), \quad\left(\theta_{0}, \phi_{0} ; \pi-\theta_{0}, \phi_{0}\right), \\
\left(\pi-\theta_{0}, \pi+\phi_{0} ; \theta_{0}, \pi+\phi_{0}\right), \text { or }\left(\pi-\theta_{0}, \pi+\phi_{v} ; \pi-\theta_{0}, \phi_{0}\right) .
\end{gathered}
$$

The two values of $\theta$ and $\phi$ of either of these pairs give equal and opposite values to

$$
\left(\frac{y_{0} \sin \theta \cos \phi}{b^{2}}+\frac{z_{0} \sin \theta \sin \phi}{c^{2}}\right) \cos \theta,
$$

so that the positive contributions of this pair of cones of the second system is

$$
\rho \sin \theta_{0} d \theta d \phi \frac{4 x_{0} \cos ^{2} \theta_{0}}{a^{2} \cdot \Omega\left(\theta_{0}, \phi_{0}\right)} .
$$

This contribution to the $x$ component of the force at $A_{0}$ is to the contribution of the corresponding cones of the first system to the corresponding force component at $A$ as $x_{0}$ to $a$. Therefore, the $x$ component at $A_{0}$ of the attraction due to the whole ellipsoid is to the corresponding component at $A$ as $x_{0}$ to $a$.

If, then, we know the values $\left(X_{1}, Y_{1}, Z_{1}\right)$ of the attraction due to a homogeneous ellipsoid bounded by the surface

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1
$$

at points on the surface at the negative extremities of the semiaxes $a, b, c$, we may find the numerical values of the components parallel to the coördinate axes of the attraction at any point $\left(-x_{0},-y_{0},-z_{0}\right)$ on the surface from the equations

$$
X_{0}=x_{0} X_{1} / a, \quad Y_{0}=y_{0} Y_{1} / b, \quad Z_{0}=z_{0} Z_{1} / c .
$$

The attraction $X_{1}$ at $A$ can be easily found ${ }^{*}$ by adding together the contributions coming from all the elementary cones with vertices at $A$ into which the ellipsoid is divided, that is,

$$
X_{1}=\rho \int_{0}^{\pi / 2} \sin \theta \cos \theta d \theta \int_{0}^{2 \pi} R_{(\theta, \phi)} d \phi, \text { or, since }
$$

[^11]\[

$$
\begin{aligned}
& R_{(\theta, \phi)}=\frac{2 a l^{2} c^{2} \cos \theta}{b^{2} c^{2} \cos ^{2} \theta+u^{2} c^{2} \sin ^{2} \theta \cos ^{2} \phi+a^{2} b^{2} \sin ^{2} \theta \sin ^{2} \phi} . \\
&=\frac{2 a b^{2} c^{2} \cos \theta}{u+c \cos ^{2} \phi+w \sin ^{2} \phi}, \\
& X_{1}=8 a b^{2} c^{2} \rho \int_{0}^{\pi / 2} \sin \theta \cos ^{2} \theta d \theta \int_{0}^{\pi / 2} \frac{d \phi}{u+v \cos ^{2} \phi+w \sin ^{2} \phi} . \\
& \text { Now } \int_{0}^{\pi / 2} \frac{d \phi}{u+\omega \cos ^{2} \phi+w \sin ^{2} \phi} \\
&=\int_{0}^{\infty} \frac{d \psi}{(u+v)+(u+u) \psi^{2}}, \text { where } \psi=\tan \phi, \\
&=\frac{\pi}{2 \sqrt{(u+v)(u+w)}} .
\end{aligned}
$$
\]

Hence,
$X_{1}=4$ abr $\pi \rho \int_{0}^{\pi / 2} \frac{\sin \theta \cos ^{2} \theta d \theta}{\sqrt{\left(b^{2} \cos ^{2} \theta+a^{2} \sin ^{2} \theta\right)\left(c^{2} \cos ^{2} \theta+a^{2} \sin ^{2} \theta\right)}}$, or, if $s=u^{2} \tan ^{2} \theta$,
$X_{1}=2 u^{2} b c \pi \rho \int_{0}^{\infty} \frac{d s}{\left(s+c^{2}\right)^{3 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}}$,
and
$\begin{aligned} X_{0} & =2 a b c \pi \rho x_{0} \int_{u}^{\infty} \frac{d s}{\left(s+\mu^{2}\right)^{3 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}} \\ & =2 a b c \pi \rho x_{0} K_{0}^{\prime}=x_{0} K_{0}^{\prime}, \quad \quad[159]\end{aligned}$
$Y_{0}=2 \operatorname{c} b, \pi \rho y_{0} \int_{0}^{\infty} \frac{d s}{\left(s+1^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{3 / 2}\left(s+c^{2}\right)^{1 / 2}}$
$=2 \operatorname{a} h_{r} \pi \rho y_{0} L_{0}=y_{10} L_{0}{ }^{\prime}$,
$Z_{0}=2 u b / \pi \rho \ddot{\pi}_{0} \int_{n} \frac{d s}{\left(s+u^{2}\right)^{1 / 2}\left(s+l^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{3 / 2}}$

At the positive ends of the axes of the ellipsoid the force components are $-X_{1},-Y_{1},-Z_{1}$. If the ellipsoid were made of matter of density $\rho$, repelliny according to the "Law of Nature," the force components at the positive ends of the axes would be $+\lambda_{1},+Y_{1},+Z_{1}$.

If ( $x_{1}, y_{1}, z_{1}$ ) is a point on the ellipsoid $\frac{x^{2}}{u^{2}}+\frac{y^{2}}{l^{2}}+\frac{z^{2}}{c^{2}}=1$, ( $\lambda x_{1}, \lambda y_{1}, \lambda z_{1}$ ) is a corresponding point on the similar ellipsoid $\frac{x^{2}}{\lambda^{2} a^{2}}+\frac{y^{2}}{\lambda^{2} b^{2}}+\frac{z^{2}}{\lambda^{2} c^{2}}=1$, and the straight line which joins these two points passes through the origin.

It is to be noticed that $K_{0}{ }^{\prime}, L_{0}{ }^{\prime}, M I_{0}{ }^{\prime}$ have the same values for all similar ellipsoids, no matter what their actual dimensions may be, and that the components of the attraction at corresponding points on two similar homogeneous ellipsoids of equal density $\rho$ are to each other as the linear dimensions of the ellipsoid.

Since the attraction of a homogeneous ellipsoidal homœoid is zero (Section 12) at all inside points, we may draw through any point $P$ within a homogeneous ellipsoid bounded by a surface $S_{0}$, a surface $S$, concentric with $S_{0}$ and similar and similarly placed, and affirm that the attraction at $P$ is equal to the attraction of so much of the whole ellipsoid as lies within $S$. If $O P$ cuts $S_{0}$ in $P_{0}$, the attraction components at $P$ are

$$
X=-2 a b c \pi \rho x K_{0}, Y=-2 a b c \pi \rho y L_{0}, Z=-2 a b c \pi \rho z \lambda I_{0}
$$

or

$$
-x K_{0}^{\prime},-y L_{0}{ }^{\prime},-\approx M_{0}^{\prime} ;
$$

therefore, the resultant attractions at internal points on any straight line drawn through the centre of a homogeneous ellipsoid are parallel in direction. They are proportional in intensity to the distances of the points from the centre.

The potential function $V$ within a homogeneous ellipsoid of density $\rho$ bounded by the surface $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$ is such that its derivatives with respect to $x, y$, and $z$ are respectively equal to $-2 a b c \pi \rho x K_{0},-2 a b c \pi \rho y L_{0},-2 a b c \pi \rho \approx M_{0}$, where $K_{0}, L_{0}, M_{0}$ have the same values at every point of the solid, so that

$$
V=a b c \pi \rho\left(G_{0}-K_{0} x^{2}-L_{0} y^{2}-M_{0} \dot{z}^{2}\right)
$$

in which $G_{0}$ is a constant to be determined by computing $a b c \pi \rho G_{0}$, the value of the potential function at the centre.

The polar equation of an ellipsoidal surface of semiaxes $a, b, c$, when the origin is at the centre and $\theta$ is the angle which any radius vector through the origin makes with the a axis, is

$$
\begin{aligned}
r_{1}{ }^{2} & =\frac{a^{2} b^{2} c^{2}}{b^{2} c^{2} \cos ^{2} \theta+u^{2} c^{2} \sin ^{2} \theta \cos ^{2} \phi+a^{2} b^{2} \sin ^{2} \theta \sin ^{2} \phi} \\
& =\frac{u^{2} b^{2} r^{2}}{u+r \cos ^{2} \phi+w \sin ^{2} \phi} .
\end{aligned}
$$

Hence, $V_{0}=G_{0} a b c \pi \rho=\rho \int_{0}^{\pi} \int_{0}^{2 \pi} \int_{10}^{r_{1}} r \sin \theta d \theta d \phi d r$

$$
=4 u^{2} b^{2} c^{2} \rho \int_{11}^{\pi / 2} \sin \theta d \theta \int_{0}^{\pi / 2} \frac{d \phi}{u+v \cos ^{2} \phi+w \sin ^{2} \phi}
$$

Using the method of reduction already employed in finding the value of $\lambda_{1}$, we learn that

$$
G_{0}=\int_{0}^{x} \frac{d s}{\left(s+u^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}} .
$$

$G_{0}$ is an elliptic integral of the first kind, $K_{0}, L_{0}$, and $M_{0}$ are elliptical integrals of the second kind. If $a>b>c$,

$$
\left(s+u^{2}\right)>\left(s+l^{2}\right)>\left(s+c^{2}\right) \text { and } K_{0}<L_{0}<M M_{0}
$$

and, unless $s$ is zero,

$$
\left(s+a^{2}\right) /\left(s+b^{2}\right)<a^{2} / b^{2} \text { and }\left(s+b^{2}\right) /\left(s+c^{2}\right)<b^{2} / c^{2} .
$$

The equation for $I$ may be written in the form

$$
\frac{x^{2}}{\frac{V_{0}-V}{K_{n}, a b c \pi \rho}}+\frac{y^{2}}{\frac{V_{n}-V}{L_{0}+b c \pi \rho}}+\frac{\hat{n}^{2}}{\frac{T_{n}-V}{I_{0} a b e \pi \rho}}=1,
$$

so that the equipotential surfaces within a homogeneous ellipsoid are a set of ellipsoidal surfaces coaxial with the given ellipsoid and similar to earh other. The axes are in the same order of length as are those of the ellipsoidal mass, but are more nearly equal. The outer surface of the attracting ellipsoid is not equipotential.

The differential equations of the lines of force within a homogeneous ellipsoid are evidently

$$
d x / x K_{0}=d y / y L_{0}=d z / \approx M I_{0},
$$

so that if the reciprocals of $K_{0}, L_{0}, M_{0}$ are represented by $k, l, m$,

$$
z^{m}=C x^{k}=C_{\mathbf{1}} y^{l}
$$

The two ellipsoidal surfaces

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{\tilde{z}^{2}}{c^{2}}=1, \frac{x^{2}}{a^{\prime 2}}+\frac{y^{2}}{b^{\prime 2}}+\frac{z^{2}}{c^{\prime 2}}=1
$$

are confocal if $a^{\prime 2}=a^{2}+\lambda, b^{\prime 2}=b^{2}+\lambda, c^{\prime 2}=c^{2}+\lambda$. We will assume for convenience that $\lambda$ is positive. A roint $P^{\prime \prime}$ on the second surface $S^{\prime}$ is said to correspond to a point $P$ on the first surface $S$, if $x^{\prime}: x=a^{\prime}: a, y^{\prime}: y=b^{\prime}: b, a^{\prime}: a=r^{\prime}: c$.

If $P_{1}$ and $P_{2}$ are any two points on $S$, and $P_{1}^{\prime}, P_{2}^{\prime}$ the corresponding points on $S^{\prime \prime}$, the distance $P_{1} P_{2}^{\prime}$ is equal to the distance $P_{1}{ }^{\prime} P_{2}$ [Irory's Theorem], as may be seen by substituting for $a^{\prime}, b^{\prime}$, and $c^{\prime}$ in the following equation their values in terms of $a, l$, and $c$.

$$
\begin{aligned}
& \left(x_{1}-\frac{a^{\prime} x_{2}}{a}\right)^{2}+\left(y_{1}-\frac{b^{\prime} y_{2}}{b}\right)^{2}+\left(\tilde{z}_{1}-\frac{c^{\prime} z_{2}}{c}\right)^{2} \\
& =\left(x_{2}-\frac{a^{\prime} x_{1}}{a}\right)^{2}+\left(y_{2}-\frac{b^{\prime} y_{1}}{b}\right)^{2}+\left(z_{2}-\frac{c^{\prime} z_{1}}{c}\right) .
\end{aligned}
$$

To the points on a chord EF of S. drawn parallel to the $x$ axis, correspond the points on a parallel chord $E^{\prime} F^{\prime \prime}$ of $S^{\prime}$. The lengths of these two chords are as $"$ to $a^{\prime}$. To the points in a slender prism $Q$, of cross-section $\Delta y \Delta \ddot{z}$, within $S$, one edge of which is the line $E F$, correspond the points in a slender prism $Q^{\prime}$, of cross-section $\Delta y^{\prime} \Delta z^{\prime}$, or $\Delta y \cdot \Delta z z^{\prime} \cdot b^{\prime} e^{\prime} / b c$, within $S^{\prime}$, and one edge of this is the line $E^{\prime} F^{\prime}$.

If $Q$ and $Q^{\prime}$ are made of homogeneous matter of equal density, the $x$ component of the attraction at any point $P^{\prime}$, on the larger ellipsoid $S^{\prime}$, due to $Q$, is [Section 6] equal to

$$
\rho \cdot \Delta y \cdot \Delta *\left(\frac{1}{P^{\prime} E}-\frac{1}{P^{\prime} F^{\prime}}\right),
$$

and the $x$ component of the attraction due to $Q^{\prime}$ at the point $P$ on $S$ corresponding to $P^{\prime \prime}$ is

$$
\frac{\rho \Delta y \Delta \approx b^{\prime} c^{\prime}}{b c}\left(\frac{1}{P E^{\prime}}-\frac{1}{P F^{\prime}}\right) .
$$

The quantities in the parentheses are equal, by Ivory's Theorem, and the two attraction components are to each other as $b c: b^{\prime} c^{\prime}$. If the whole space inside $S^{\prime}$ is filled with homogeneous matter of density $\rho$, the $x$ component at any point $P^{\prime}$, on $S^{\prime \prime}$, of the attraction of so much of the mass as lies within $S$ is equal to the product of $\frac{b c}{b^{\prime} c^{\prime}}$ and the $x$ component of the attraction of the whole mass at the inside point $P$ which lies on $S$ and corresponds to $P^{\prime}$. We have already found an expression for the last-named force component.

To find, then, the attraction at the outside point $P^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, due to a homogeneous ellipsoid of density $\rho$ bounded by the surface $S$, or $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{l^{2}}+\frac{z^{2}}{c^{2}}=1$, we must first find the positive ralue of $\lambda$ which satisfies the cubic $\frac{x^{\prime 2}}{a^{2}+\lambda}+\frac{y^{\prime 2}}{b^{2}+\lambda}+\frac{y^{\prime 2}}{c^{2}+\lambda}=1$, and thus determine the axes of the ellipsoidal surface $S^{\prime}$ through $P^{\prime}$ confocal with $S$. If we call this value of $\lambda, \lambda^{\prime}$, the point $P^{\prime}$ on $S$ which corresponds to $P^{\prime}$ on $S^{\prime}$ has the coördinates $\left(\frac{" x^{\prime}}{\sqrt{\prime^{2}+\lambda^{\prime}}}, \frac{l!y^{\prime}}{\sqrt{b^{2}+\lambda^{\prime}}}, \frac{c z^{\prime}}{\sqrt{c^{2}+\lambda^{\prime}}}\right)$, and the $x$ component of the attraction at $P$ due to an ellipsoid of density $\rho$ bounded by $S^{\prime \prime}$ would be

$$
-2 a^{\prime} b^{\prime} c^{\prime} \pi \rho x \int_{11}^{\infty} \frac{d s}{\left(s+a^{\prime 2}\right)^{3 / 2}\left(s+b^{\prime 2}\right)^{1 / 2}\left(s+c^{\prime 2}\right)^{1 / 2}}
$$

If we multiply this result by $b c / b^{\prime} c^{\prime}$, we shall get the result sought. If we substitute $s+\lambda$ for $s$ in the integral and remember that $x: x^{\prime}=a: a^{\prime}$, we may write the $x$ component of the attraction of the ellipsoid at the point $P$ in the form

$$
\begin{align*}
X & =-2 a b c \pi \rho x^{\prime} \int_{\lambda^{\prime}}^{\infty} \frac{d s}{\left(s+u^{2}\right)^{3 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}} \\
& =-2 a b c \pi \rho x^{\prime} h^{\prime}=-\frac{3}{2} m x^{\prime} h^{\prime} \tag{160}
\end{align*}
$$

where $m$ is the mass of the ellipsoid. The components parallel to the axes of $y$ and $z$ of the attraction at $P^{\prime}$ are, similarly,

$$
\begin{aligned}
Y & =-\frac{3}{2} m y^{\prime} \int_{\lambda^{\prime}}^{\infty} \frac{d s}{\left(s+a^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{3 / 2}\left(s+c^{2}\right)^{1 / 2}} \\
& =-2 a b c \pi \rho y^{\prime} L=-\frac{3}{2} m y^{\prime} L \\
Z & =-\frac{3}{2} m z^{\prime} \int_{\lambda^{\prime}}^{\infty} \frac{d s}{\left(s+c^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{1 / 2}(s+c)^{3 / 2}} \\
& =-2 a b c \pi \rho z^{\prime} M=-\frac{3}{2} m z^{\prime} M .
\end{aligned}
$$

We know that, if we substitute in the equation

$$
F(\lambda) \equiv \frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}+\frac{\varkappa^{2}}{c^{2}+\lambda}-1=0
$$

the coördinates of any point in space, the largest root of the equation corresponds to an ellipsoid passing through the point, and is negative, zero, or positive according as the point lies within, on, or without $S$. Following Dirichlet, let us imagine a function $u$ of the space coördinates, which shall have the value zero at every point within or on $S$, and, at every point outside of $S$, shall be equal to the positive root of the equation $F(\lambda)=0$ which belongs to that point; and let us consider the integral

$$
\begin{array}{r}
V=\pi a b c \rho \int_{u}^{\infty}\left(1-\frac{x^{2}}{s+a^{2}}-\frac{y^{2}}{s+b^{2}}-\frac{\hat{\mu}^{2}}{s+c^{2}}\right) \\
\frac{d s}{\left(s+a^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}},
\end{array}
$$

which evidently vanishes at infinity. For inside points where $u$ is zero, $V$ is identical with the value just found for the potential function within a homogeneous ellipsoid of density $\rho$.

Since $V$ involves $x$ explicitly and also implicitly through $u$, we have, in general, at any outside point,

$$
\begin{gathered}
D_{x} V=-2 \pi a b c \rho x \int_{u}^{\infty} \frac{d s}{\left(s+a^{2}\right)^{3 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}} \\
-\frac{\pi a b c \rho D_{x} u}{\left(u+a^{2}\right)^{1 / 2}\left(u+b^{2}\right)^{1 / 2}\left(u+c^{2}\right)^{1 / 2}}\left(1-\frac{x^{2}}{u^{2}+u}-\frac{y^{2}}{b^{2}+u}-\frac{\tilde{n}^{2}}{c^{2}+u}\right) ;
\end{gathered}
$$

but, from the definition of $u$, the coefficient of $D_{x} u$ vanishes when $u$ is positive, so that the integral alone remains and gives the value already found for the $x$ component of the attraction at an outside point due to a homogeneous ellipsoid of density $\rho$ bounded by $S$. At $S, D_{x} V$ is continuous: $V$ gives everywhere, therefore, the value of the potential function due to a homogeneous ellipsoid of density $\rho$ bounded by $S$.

If we note that

$$
\begin{aligned}
\int\left(\frac{1}{s+a^{2}}\right. & \left.+\frac{1}{s+b^{2}}+\frac{1}{s+c^{2}}\right) \frac{d s}{\left(s+a^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}} \\
& =\frac{-2}{\left(s+a^{2}\right)^{1 / 2}\left(s+b^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}}
\end{aligned}
$$

and that the equation $F(u)=0$ yields

$$
D_{x^{u}}=\frac{2 x}{\left(u^{2}+u\right)} /\left(\frac{x^{2}}{\left(u^{2}+u\right)^{2}}+\frac{y^{2}}{\left(b^{2}+u\right)^{2}}+\frac{z^{2}}{\left(c^{2}+u\right)^{2}}\right)
$$

(with similar values for $D_{y} u$ and $D_{z} u$ ), so that

$$
\frac{x D_{r} u}{a^{2}+u}+\frac{y D_{y^{u}} u}{b^{2}+u}+\frac{z D_{z} u}{c^{2}+u}=2
$$

for an outside point, and zero for a point within $S$, it is easy to see that $V$ satisfies * Laplace's Equation without $S$ and Poisson's Equation within $S$, as it should.
52. Logarithmic Potential Functions. When a distribution of matter attracting or repelling according to the "Law of Nature" is such that by a proper choice of axes of reference for a set of orthogonal Cartesian coördinates the density can be made to depend on two of these coördinates only, the distribution evidently extends indefinitely far in both directions parallel to the third axis. Such a distribution is sometimes said to be "columnar." Any infinitely long cylinder the density of every filament of which is the same throughout the whole length of that filament, though different filaments

[^12]may have different densities, is a columnar distribution. If we choose for $z$ axis a line parallel to these filaments, the components of the force taken parallel to the $x$ and $y$ axes at any point involve $x$ and $y$ only, and there is no force component parallel to the axis of $\approx$. Since the $\approx$ cörrdinate will not appear in any of our equations, we may represent a columnar distribution by its trace in the $x y$ plane, if we keep in mind the fact that the distribution itself extends to infinity in both directions perpendicular to this plane.

It is evident from the work of Section 6 that a fine, homogeneous filament of cross-section $\Delta A_{1}$, made of repelling matter


Fig. 39.
of density $\rho_{1}$, urges a unit mass at a point at a distance $r$ from the filament with a force of $\frac{2 \rho_{1} \Delta A_{1}}{r}$ absolute kinetic force units. It follows that if the trace of a columnar distribution in the $x y$ plane is an area $A_{1}$, the force components at the point ( $x, y, z$ ) parallel to the axes of $x$ and $y$ are

$$
X=\iint \frac{2 \rho_{1}\left(x-x_{1}\right) d A_{1}}{\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}}, \quad Y=\iint \frac{2 \rho_{1}\left(y-y_{1}\right) d A_{1}}{\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}},
$$

where $\rho_{1}$ is the density at any point the $x$ and $y$ coördinates of which are $x_{1}$ and $y_{1}$ respectively, and where the integrals are to be extended over the whole of $A_{1}$. The integral

$$
V=+\iint \rho_{1} \log \left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right] d A_{1}=\iint 2 \rho_{1} \log r d A_{1}
$$

extended over $A$ is called from its form the "logarithmic potential function" belonging to the distribution, and

$$
X=+D_{x} V, \quad Y=+D_{y} V
$$

In the general case the columnar distribution must be considered to be made up partly of filaments of positive matter and partly of filaments of negative matter, so that the density is positive for some values of $x$ and $y$ and negative for others. Under these circumstances $X$ and $Y$ represent the force components which would act on a unit quantity of positive matter concentrated at the point $(x, y, z)$. It will be convenient to denote the amount of matter (reckoned algebraically) in the unit length of a columnar distribution by $M$. It is evident that at an infinite distance (in the $x y$ plane) from the trace $A_{1}$ of a columnar distribution the logarithmic potential function becomes infinite, unless $I$ is zero, while the force components vanish in any case.

It is easy to prove that, if $M$ is zero, $V$ so becomes infinite at infinity in the $x y$ plane that, if $r$ is the distance from any finite point in the plane, $r V$ and $r^{2} D_{r} V$ have finite limits as $r$ increases indefinitely. If $M$ is not zero, $V$ becomes infinite at infinity in sueh a way that the quantities $(V-2 M \log r)$, $\left(r \cdot D_{r} V-2 M\right),\left(r \cdot V \cdot D_{r} V-4 M^{2} \log r\right)$, and $\left(V-r \cdot \log r \cdot D_{r} V\right)$ all approach the limit zero when $r$ becomes infinite. That $I, Y$, and $V$ are finite at every finite point in the $x y$ plane outside of $A_{1}$ is evident ; that no one of them is infinite at any point within $A_{1}$ can be proved by transforming the integrals which define them to polar coördinates, using the suspected point as origin.

If $n$ is the exterior normal of any closed curve $s$ in the $x y$ plane, and $r$ the distance from any fixed point $O$ in the plane, the line integral of $\cos (n, r) / r$ taken around $s$ is equal to zero, $\pi$, or $2 \pi$, according as $O$ is without, on, or within $s$. From this it follows that the line integral around any closed curve in the $x y$ plane, of the normal outward component of the force due to any columnar distribution of repelling matter the lines of which are perpendicular to that plane, is equal
to $4 \pi$ times the mass of the unit length of so much of the columnar distribution as is surrounded by the curve. We may regard this as Gauss's Theorem applied to columnar distributions.

If a function $u$ involves $x$ and $y$ and does not involve $z$, no confusion need be caused by denoting $D_{x}{ }^{2} u+I_{y}{ }_{y}^{2} u$ by $\Gamma^{2} u$. Using this notation, Green's Theorem for functions of the two variables $x$ and $y$ may be written in the form

$$
\begin{aligned}
\iint & \left(D_{x} u \cdot D_{x} w+D_{y} u \cdot D_{y} w\right) d A \\
& =\int u \cdot D_{n} w \cdot d s-\iint u \cdot \nabla^{2} w \cdot d A \\
& =\int w \cdot D_{n} u \cdot d s-\iint w \cdot \nabla^{2} u \cdot d A
\end{aligned}
$$

where the line integrals are to be extencled around a closed curve $s$ in the $x y$ plane, within and on which $u$ and $w$ with their first derivatives are continuous, and the double integrals extended over the area shut in by $s$. If in this equation we make $u=1$ and $w$ the logarithmic potential function $I$, due to a columnar distribution, we get

$$
\iint \nabla^{2} V d A=\int D_{n} V d s
$$

and this, according to the special form of Gauss's Theorem, just stated, is equal to

$$
\iint 4 \pi \rho d A
$$

Since the form of the curve $s$ may be chosen at pleasure, it must be true that at every point $\Gamma^{2} V^{\zeta}=+4 \pi \rho$. It is desirable to notice that the plus sign here precedes $4 \pi \rho$, whereas in Poisson's Equation, as applied to the Newtonian Potential Function of a finite mass, the corresponding sign is minus. This and many other differences of sign that appear in our equations might have been removed if the opposite sign had been given to the integral which defines the logarithmic potential
of a columnar distribution, but if this had been done a positive mass would have given rise to a negative potential function, and this might have caused confusion.

If a portion of a columnar distribution consists of a surface charge on a cylindrical surface, we may conveniently construct a small quadrilateral in the $x y$ plane by drawing two normals across the ends of an element of the trace of the cylindrical surface and two very near curves parallel to the trace element, one on one side and the other on the other. If, then, we apply Gauss's Theorem to this quadrilateral, we shall learn that at every point of the trace the sum of the normal derivatives of $l$ taken away from the curve on each side is $4 \pi \sigma$.

If a closed curve $s$ be drawn in the $x y$ plane so as to inclute the trace of a portion of a columnar distribution the lines of which are perpendicular to that plane and to exclude the trace of another portion, and if $V_{1}$ and $V_{2}$ represent the parts of the potential function $V$ belonging to these two portions of the distribution, we may apply Green's Theorem to $V$ and the logarithm of the distance from a fixed point $O$ in the plane. If $n$ represents a normal pointing outward from $s$, we shall find that

$$
\int \frac{\Gamma^{r} \cdot \cos (n \cdot r)}{r} d s-\int D_{n} V \cdot \log r \cdot d s
$$

is equal to the value at $O$ of $2 \pi \Gamma_{2}$, if $O$ is within $s$; and to the value at $O$ of $-2 \pi l_{1}$, if $O$ is without $s$.

If $s$ happens to be a curve on which $V$ is constant,

$$
\int 2\left(\frac{I_{n} I}{4 \pi}\right) \log r \cdot d s
$$

is equal to the value at $O$ of $V_{1}$, if $O$ is without $s$, or of $V_{s}-V_{2}$, if $O$ is within $s$. The reader may compare these results with those given in equations [153] and [150].

If a function $u=f(x, y)$ has the value zero at every point of a closed curve $s_{1}$ in the $x!y$ plane and the constant value $C$ all over another closed curve $s_{2}$, shut in by $s_{1}$, and if between $s_{1}$ and $s_{2}, w$ is everywhere harmonic, we may apply Green's

Theorem to $w$ and the logarithm of the distance from a fixed point $O$ in the plane and prove that

$$
\int 2\left(\frac{-D_{n} w}{4 \pi}\right) \log r \cdot d s_{1}+\int 2\left(\frac{-D_{n} w}{4 \pi}\right) \log r \cdot d s_{2}
$$

where the normals point outward on $s_{1}$ and inward on $s_{2}$, is equal to 0 , the value of $w$ at $O$, or $C$, according as $O$ is without $s_{1}$, between $s_{1}$ and $s_{2}$, or within $s_{2}$. Surface charges, of density $\frac{-D_{n} u}{4 \pi}$, applied to $s_{1}$ and $s_{2}$ wonld, therefore, give rise to the potential function $w$ between $s_{1}$ and $s_{2}$.

If a function $w=f(x, y)$, harmonic at all finite points, has the constant value $c$ on a closed curve $s$ in the $x y$ plane and becomes infinite at infinity in this plane in such a way that

$$
\operatorname{limit}(w-2 \mu \log r)=0, \text { or limit }\left(r \log r \cdot D_{r} w-w\right)=0 \text {, }
$$

where $\mu$ is a given constant, then at all points without $s$, if $n$ is an interior normal,

$$
w=\int 2\left(\frac{-D_{n} w}{4 \pi}\right) \log r \cdot d s
$$

and $w$ is the potential function due to a columnar distribution of superficial density $-D_{n} u / 4 \pi$ on the cylindrical surface of which $s$ is the right section. The amount of matter in the unit length of this cylindrical distribution is $\mu$.

If within the closed curve $s$ in the $x y$ plane, $w=f(x, y)$ is harmonic, we may apply Green's Theorem to $w$ and the logarithm of the distance $r$ from a fixed point $O_{1}$, within $s$, using as field the region within $s$ and without a small circumference drawn around $O_{1}$. This yields

$$
2 \pi w_{\text {at } o_{1}}=\int\left[w \cdot D_{n} \log r_{1}-\log r_{1} \cdot D_{n} w\right] d s
$$

where $n$ is the exterior normal to $s$. If $r_{2}$ is the distance from a fixed point $O_{2}$, without $s$, we may prove in a similar way that

$$
0=\int\left[w \cdot D_{n} \log r_{2}-\log r_{2} \cdot D_{n} w\right] d s
$$

or $2 \pi w_{\text {at } o_{1}}=\int\left[w\left(D_{n} \log r_{1}-D_{n} \log r_{2}\right)+D_{n} w \cdot \log \left(r_{2} / r_{1}\right)\right] d s$.
If $s$ is a circumference of radius $a$ with centre at $C$, and if $O_{1}$ and $O_{2}$ are inverse points such that

$$
C O_{1}=l_{1}, \quad C O_{2}=l_{2}, \quad l_{1} l_{2}=a^{2},
$$

then $r_{1} / r_{2}$ is constant all over $s$,

$$
\int D_{n} w d s=\iint \nabla^{2} w d x d y=0
$$

and

$$
2 \pi u_{\text {at } O_{1}}=\int u^{[ }\left[D_{n} \log r_{1}-D_{n} \log r_{2}\right] d s .
$$

Moreover $r_{1} \cdot D_{n} \log r_{1}=\cos \left(r_{1}, n\right), r_{2} \cdot D_{n} \log r_{2}=\cos \left(r_{2}, n\right)$,

$$
\begin{aligned}
& l_{1}^{2}=a^{2}+r_{1}^{2}-2 a r_{1} \cos \left(r_{1}, n\right), \\
& l_{2}^{2}=a^{2}+r_{2}^{2}-2 a r_{2} \cos \left(r_{2}, n\right),
\end{aligned}
$$

and the value on $s$ of $r_{1} / r_{2}$ is $l_{1} / a$, so that

$$
w_{\text {at } O_{1}}=-\frac{1}{2 \pi} \int \frac{w\left(l_{1}^{2}-a^{2}\right)}{a r_{1}^{2}} d s
$$

taken around the circumference.
If we introduce polar coördinates with origin at the centre of $s$ and denote the coördinates of $O_{1}$ by $l_{1}$ and $\phi_{1}$, we shall have

$$
\begin{equation*}
w_{\text {at } O_{1}}=-\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{w\left(l_{1}{ }^{2}-a^{2}\right) d \phi}{l_{1}{ }^{2}+\iota^{2}-2 a l_{1} \cos \left(\phi-\phi_{1}\right)} . \tag{161}
\end{equation*}
$$

This is sometimes called "Poisson's Integral."
At the centre of the circumference where $l_{1}=0$,

$$
w=\frac{1}{2 \pi a} \int w d s .
$$

## EXAMPLES.

1. If the potential function due to a certain distribution of matter is given equal to zero for all space external to a given closed surface $S$ and equal to $\phi(x, y, z)$, where $\phi$ is a continuous single-valued function (zero at all points of $S$ ), in all space
within $S$; there is no matter without $S$, there is a superficial distribution of surface density

$$
\sigma=\frac{1}{4 \pi}\left[\left(D_{x} \phi\right)^{2}+\left(D_{y} \phi\right)^{2}+\left(D_{z} \phi\right)^{2}\right]^{\frac{1}{2}}
$$

upon $S$, and the volume density of the matter within $S$ is

$$
\rho=-\frac{1}{4 \pi}\left[D_{x}^{2} \phi+D_{y}^{2} \phi+D_{z}^{2} \phi\right] .
$$

[Thomson and Tait.]
2. Show that, if $w$ is constant on the closed surface $S$ and is harmonic within $S$, it is constant in the space enclosed by $S$; and that if $W$ vanishes at infinity and is everywhere harmonic, it is everywhere equal to zero.
3. If two functions, $w_{1}$ and $w_{2}$, which without a closed surface $S$ are harmonic and vanisl at infinity, have on $S$ values which at every point are in the ratio of $\lambda$ to $1, \lambda$ being a constant, then everywhere $w_{1}=\lambda w_{2}$.
4. The functions $u$ and $v$ have the constant values $u_{1}$ and $v_{1}$ on the closed surface $S_{1}$ and the constant values $u_{2}$ and $v_{2}$ on the closed surface $S_{2}$ within $S_{1}$. Between $S_{1}$ and $S_{2}, u$ and $v$ are harmonic. Show that

$$
\left(u-u_{1}\right)\left(v_{2}-v_{1}\right)=\left(v-v_{1}\right)\left(u_{2}-u_{1}\right) .
$$

5. Outside a closed surface $S, u_{1}$ and $w_{2}$ are harmonic and have the same level surfaces. $w_{1}$ vanishes at infinity, while $w_{2}$ has everywhere at infinity the constant value $C$. Assuming that a scalar point function $v$ is expressible in terms of another, $u$, if, and only if,

$$
D_{x} " / D_{x^{u}} u=D_{y^{\prime}} / / D_{y^{\prime}} u=D_{z} z^{\prime} / D_{z} u
$$

show that $w_{2}$ is of the form $B w_{1}+C$.
6. Show that there cannot be two different functions, $W$ and $W^{\prime}$, both of which within the space enclosed by a given surface $S$ (1) satisfy Laplace's Equation, (2) are, together with their first space derivatives, continuous, and (3) are either equal at every point of $S$, or satisfy on $S$ the equation $D_{n} W=D_{n} W^{\prime}$, and are equal at some one point.
7. Show that, given a set of closed mutually exclusive surfaces, there cannot be two different functions, $W$ and $W^{\prime}$, which without these surfaces (1) satisfy Laplace's Equation, (2) are, with their first space derivatives, continuous, (3) so vanish at infinity that $r W, r W^{\prime}, r^{2} D_{r} W, r^{2} D_{r} W^{\prime}$, where $r$ is the distance from any finite fixed point, have finite limits, and which satisfy one of the following relations: (1) at every point on the given surfaces $W=W^{\prime}$, (2) at every point of every surface $D_{n} W=D_{n} W^{\prime}$.

8: At every point of a portion (or the whole) of a closed surface $S$ (or of a set of closed surfaces) the functions $w_{1}$ and $w_{2}$ have equal values, and at every point of the remainder of $S$ these functions have equal normal derivatives. Outside and on $S$ both functions are harmonic, and they both vanish at infinity in some manner not more closely defined. Each of the integrals $\int D_{n} w_{1} d S, \int D_{n} u_{2} d S$ has evidently the same finite numerical value when taken over $S$ or over any other surface which encloses $S$. Show that $w_{1}$ and $w_{2}$ are identical.

If the values of $w_{1}$ and $w_{2}$ at a point $P$, the coördinates of which referred to any fixed point as origin are ( $r, \theta, \phi$ ), instead of approaching zero as $r$ is made to increase indefinitely, both alproach the limit $f(\theta, \phi), f$ being a continuous function, when, with any values of $\theta$ and $\phi, r$ is made infinite, $w_{1}$ and $w_{2}$ are identical.
9. The given closed surface $S_{1}$ shuts in the given closed surface $S_{v}$. The given function $w$ is harmonic between $S_{1}$ and $S_{z}$. Show that no other function than $w$, harmonic between $S_{1}$ and $S_{2}$, has the same value that $w$ has at every point of $S_{1}$ and the same value of the normal derivative at every point of $S_{2}$. Show also that any such function which has the same value of the normal derivative at every point of $S_{1}$ and $S_{2}$ that the normal derivative of $w$ has differs from $w$ at most by a constant. No other function than $w_{1}$, harmonic between $S_{1}$ and $S_{2}$, has the same value that $w$ has at every point of $S_{2}$ and the same value of the normal derivative at every point of $S_{1}$.
10. The harmonic function $w$, which so vanishes at infinity that, if $r$ is the distance from any fixed finite point, the limits of $r w$ and $r^{2} D_{r} w$ are not infinite, has an open zero level surface $S_{1}$ as well as a series of closed level surfaces of which one is $S_{2}$. Show that in the region $T$, between $S_{1}$ and $S_{2}, w$ is the potential function due to surface distributions on $S_{1}$ and $S_{2}$ defined by the equation $4 \pi \sigma=D_{n} w$, where $n$ points out of $T$. The whole charge on the two smrfaces is zero.
11. Outside the closed surface $S$, upon which its value is given at every point, the function $w$ is harmonic except at certain points, $P_{1}, P_{2}, P_{3}$, etc., where it becomes infinite in such a way that, if $r_{k}$ represents the distance from $P_{k}$,

$$
w-m_{k} / r_{k} \text { is harmonic at } P_{k},
$$

where $m_{k}$ is a constant belonging to the point $P_{k}$. At infinity $w$ vanishes like a Newtonian potential function. Prove that $w$ is unique. If $w$ is a Newtonian potential function, what do you know about the distribution which gives rise to it?
12. The functions $U, W, \Theta, \Omega$ with their first space derivatives are continuous, everywhere withont a given closed surface $S$, and they vanish at infinity like a Newtonian potential function due to a finite distribution of matter. $U$ and $W$ have the same values at every point of $S$, but outside $S, U, \Theta$, and $\Omega$ satisfy Laplace's Equation and $W$ does not. The surface integrals of the normal derivatives of $\Theta$ and $\Omega$ taken over $S$ are equal, but $\Theta$ has the same value all over $S$, and $\Omega$ a continuously variable value. Show that, if the integrations embrace all space outside $S$,

$$
\begin{aligned}
& \iiint\left\{\left(D_{x} U\right)^{2}+\left(D_{y} U\right)^{2}+\left(D_{z} U\right)^{2}\right\} d x d y d z \\
&<\iiint\left\{\left(D_{x} W\right)^{2}+\left(D_{y} W\right)^{2}+\left(D_{z} W\right)^{2}\right\} d x d y d z \\
& \iiint\left\{\left(D_{x} \Theta\right)^{2}+\left(D_{y} \Theta\right)^{2}+\left(D_{z} \Theta\right)^{2}\right\} d x d y d z \\
&<\iiint\left\{\left(D_{x} \Omega\right)^{2}+\left(D_{y} \Omega\right)^{2}+\left(D_{z} \Omega\right)^{2}\right\} d x d y d z
\end{aligned}
$$

Hence, show that the cnergy of a given charge spread on a given surface $S$ is least when the arrangement is equipotential.
13. Everywhere within the closed surface $S$ the two scalar point functions $V$ and $V^{\prime}$ are continuous with their first derivatives. Over a given portion of $S, V$ and $V^{\prime}$ have equal values, while over the remainder of $S$ both $D_{n} V$ and $D_{n} V^{\prime}$ are equal to zero. The vectors $q$ and $q^{\prime}$ have the components $\lambda I_{x} V^{\prime}, \lambda D_{y} V, \lambda I_{z} V$ and $\lambda D_{s} V^{\prime}, \lambda I_{y} V^{\prime}, \lambda D_{z} V^{\prime}$ respectively, where $\lambda$ is a positive analytic scalar point function. Show that, if $q$ is solenoidal and $q^{\prime}$ is not solenoidal, the integral

$$
\iiint \lambda\left[\left(D_{x} V\right)^{2}+\left(I_{y} V\right)^{2}+\left(D_{z} V\right)^{2}\right] d \tau
$$

extended over the whole space within $S$ is less than the integral

$$
\iiint \lambda\left[\left(D_{s} V^{\prime \prime}\right)^{2}+\left(D_{y} I^{\prime \prime}\right)^{2}+\left(D_{z} V^{\prime}\right)^{2}\right] d \tau
$$

extended over the same region.
14. Gravitating matter of given uniform density is confined within a given closed surface, but its volume is less than that enclosed by the surface. Prove that its potential energy is a maximum, if the matter forms a shell of which the given surface is the outer boundary, while the internal boundary is an equipotential surface.
15. Let $\xi \equiv f_{1}(x, y)$ and $\eta \equiv f_{2}(x, y)$ be two analytical functions of $x$ and $y$ such that the two families of curves

$$
f_{1}(x, y)=r, f_{2}(x, y)=k
$$

are orthogonal. Let $l$ be any function of $x$ and $y$ which, with its first space derivatives, is continuous, within and on a closed curve $s$, drawn in the coördinate plane. Let $h_{\xi}$ and $h_{\eta}$ be the positive roots of the equations

$$
h_{\xi}^{2}=\left(D_{s} \xi\right)^{2}+\left(D_{y} \xi\right)^{2}, \quad h_{\eta}^{2}=\left(D_{x} \eta\right)^{2}+\left(D_{y} \eta\right)^{2} .
$$

Prove that $s$, the surface integral of $h_{\xi} \cdot h_{\eta} \cdot D_{\xi}\left(\frac{V}{h_{\eta}}\right)$, taken all
over the area enclosed by $s$, is equal to the line integral taken around $s$ of $V \cos (\xi, n)$, where $n$ is an exterior normal and ( $\xi, n$ ) represents the angle between $n$ and the direction in which $\xi$ increased most rapidly.

Show that the corresponding theoren in three dimensions may be expressed by the equation

$$
\iiint h_{\xi} h_{\eta} h_{\xi} \cdot D_{\xi}\left(\frac{V}{h_{\eta} h_{\xi}}\right) d \tau=\iint V \cos (\xi, n) d S .
$$

16. The operator $\left[\left(D_{x}\right)^{2}+\left(D_{y}\right)^{2}+\left(D_{z}\right)^{2}\right]$ applied to any of the quantities $x \pm y \pm i z \sqrt{2}, x \pm i y \sqrt{2} \pm z$, etc., yields zero: is every analytic function of any one of these quantities harmonic?
17. The product of two harmonic functions, $u, v$, is itself harmonic if, and only if, the level surfaces of $u$ and $v$ are orthogonal. The product of three harmonic functions, $u, v, w$, is itself harmonic if, and only if, the level surfaces of $u, v$, and $w$ are mutually orthogonal.
18. The function $w$ of the two variables $x$ and $y$ is harmonic in the $x y$ plane everywhere outside of the mutually exclusive closed curves $s_{1}$ and $s_{2}$. Upon these curves $w$ has given constant values. At infinity, $w$ becomes infinite in such a manner that, if $r$ is the distance from any finite point in the $x y$ plane,

$$
\underset{r=\infty}{\operatorname{limit}}\left(r \log r \cdot D_{r} w-w\right)=0
$$

Show that $w$ is the potential function without $s_{1}$ and $s_{2}$, due to superficial distributions defined by the equation $4 \pi \sigma=I_{n} u$, upon the cylindrical surfaces of which $s_{1}$ and $s_{2}$ are the traces. In the formula just given the normal points outward at $s_{1}$ and $s_{2}$.
19. The function $w$ of the two variables $x$ and $y$ is harmonic everywhere in the $x y$ plane except at certain points, $P_{1}$, $P_{2}, P_{3}$, etc., where it becomes infinite in such a manner that, if $r_{k}$ is the distance from $P_{k}, w-2 \mu_{k} \log r_{k}$ is harmonic at $P_{k}$ where $\mu_{k}$ is a constant belonging to $P_{k}$. Upon a certain open
curve, $s$, $w$ has the value zero, and everywhere at an infinite distance from the origin $w$ so becomes infinite that

$$
\operatorname{limit}_{r=\infty}^{\lim }\left(r \cdot \log r \cdot D_{r} w-w\right)=0:
$$

show that on either side of $s, w$ may be considered as the logarithmic potential function due to a distribution of electricity of density $\sigma=-\frac{I_{r} \mu}{4 \pi}$ on the infinite cylindrical surface of which $s$ is a right section, and to distributions upon lines normal to the $x y$ plane which cut the plane at so many of the $P$ points as lie on the chosen side of $s$.

20 . If the normal component of a vector is zero at every point of a closed surface $S$, and if within and on $S$ the vector is everywhere solenoidal and lamellar, its components are equal to zero at every point within $S$. If the normal component of a vector is given at every point of $S$, and if everywhere within $S$ the curl and the divergence have given values, the vector is determined. If $q$ and $q$ ' are vectors the normal components of which vanish at every point of $S$, and if within $S, q$ is solenoidal with curl $k$, while $q^{\prime}$ is lamellar with divergence $D$, where $k$ and $D$ are given scalar point functions, $q+q^{\prime}$ is the unique vector, the normal component of which is zero at every point of $S$, and which within $S$ has the curl $k$ and the divergence $D$.
21. The normal derivative of $u$ with respect to $v$ is

$$
\left(D_{x} u \cdot D_{x} v+D_{y} u \cdot D_{y} v+D_{z} u \cdot D_{z} v\right) / h_{v}^{2} .
$$

22. If $u \equiv x y z, r \equiv 2 x+y+z$, the values at $(1,1,1)$ of $D_{v^{\prime \prime}}$ and $D_{u^{r}}$ are $2 / 3$ and $4 / 3$.

23 . The gratients of $"$ and $c$ are numerically equal at every point, though not in general coincident in direction, if, and only if, $u+r$ and $u-r$ are orthogonal functions. If the gradients of $u$ and $"$ agree everywhere in direction though not in magnitude, $r$ is expressible as a function of $u$, so that $v=f(u), h_{v}=f^{\prime}(u) \cdot h_{u}$.
24. If the components parallel to the axes of $x$ and $y$ of the solenoidal vector ( $u, v, 0$ ), which has no component parallel to the $\boldsymbol{z}$ axis, are iudependent of $\approx$, a vector, directed parallel to the $\boldsymbol{z}$ axis, which has for its intensity any partial integral $\left(Q_{z}\right)$ of $u$ with respect to $y$ which satisfies the condition $D_{x} Q_{z}=-v$, is a vector potential function of the original vector. Thus: $\left(0,0, x^{2} y+y^{3}-x^{9}\right)$ is a vector potential function of $\left(x^{2}+3 y^{2}, 9 x^{8}-2 x y, 0\right)$. The value at the point $(x, y, z)$ of the derivative of $Q_{z}$, taken in a direction perpendicular to the $\approx$ axis and making an angle $a+90^{\circ}$ with the plane of $x z$, is $D_{x} Q_{z} \cdot \cos \left(a+90^{\circ}\right)+D_{y} Q_{z} \cdot \sin \left(\alpha+90^{\circ}\right)$, or $D_{y} Q_{z} \cdot \cos a-D_{x} Q_{z} \cdot \sin a$, or $u \cos a+v \sin a$, and this is the resolved part of the vector $(u, v, 0)$ at the same point in a direction parallel to the $x y$ plane and making an angle $a$ with the plane of $x \approx$. We learn, therefore, that the numerical value at any point $P$ of the derivative of $Q_{z}$, taken in any direction $s$ parallel to the $x y$ plane, is equal to the component of the vector ( $(1, r, 0)$ in a direction parallel to the $x y$ plane and perpendicular to $s$. Show that the intersection of any plane parallel to the $x y$ plane with a cylinder of the family $Q_{z}=$ constant is a line of the vector $(u, v, 0)$. Show also that $D_{. r}{ }^{2} Q_{z}+D_{y}{ }^{2} Q_{z}=-\left(D_{x}{ }^{2}-D_{y} u\right)$, the negative of the component parallel to the $\approx$ axis of the curl of ( $u, v, 0)$.
25. A vector parallel to the $x$ axis of intensity independent of $z$ and equal to the negative of a partial integral of $w$ with respect to $y$, and a vector parallel to the $y$ axis of intensity independent of $z$ and equal to a partial integral of $w$ with respect to $x$, are vector potential functions of the vector ( $0,0, w$ ), provided $w$ is independent of $z$. For example: the vectors $\left[y^{2}-3 x^{2} y+f(x), 0,0\right]$ and $\left[0, x^{3}-2 x y+\phi(y), 0\right]$ are vector potential functions of the vector $\left(0,0,3 x^{2}-2 y\right)$.
26. If the lines of a vector are circles parallel to the $x y$ plane with centres on the $z$ axis, and if the intensity of the vector is a function $f(r)$ of the distance $r$ from that axis, a vector, everywhere parallel to the $\approx$ axis, of intensity $F^{\prime}(r)$,
where $f(r)=-D_{r} f(r)$ is a vector potential function of the original vector. Is this original vector solenoidal?

27 . If the lines of a vector are straight lines parallel to the $x y$ plane and emanating from the $z$ axis, and if the intensity of the vector is a function $f(r)$ of the distance $r$ from this axis, $f(r)$ must be of the form $c / r$ if the vector is solenoidal. A vector with such lines as these cannot be solenoidal if the intensity at every point is a given function of the angle which the line of the vector throngh that point makes with the $x z$ plane.

28 . The lines of the vector $[x \cdot f(x, y), y \cdot f(x, y), 0]$ are straight lines parallel to the $x y$ plane and emanating from the $: z$ axis, and its curl is of the form ( $0,0, y \cdot D_{x} f-x \cdot D_{y} f$ ). If $f$ is expressible as a function of the angle $\tan ^{-1}(y / x)$, $y \cdot D_{x} f-x \cdot D_{y} f$ is also expressible as a function of this angle, but if $f^{\prime}$ is expressible as a function of $r \equiv \sqrt{x^{2}+y^{2}}$, $y \cdot D_{x} f-x \cdot D_{y} f$ vanishes and no vector of the form

$$
[x \cdot f(r), y \cdot f(r), 0]
$$

can be a vector potential function of the vector $[0,0, \phi(r)]$.
If the ratio of $y$ to $x$ be denoted by $\mu$, and if $f(\mu) \equiv$ $-\int \frac{\phi(\mu) d \mu}{\mu^{2}+1}$, the vector $[x \cdot f(\mu), y \cdot f(\mu), 0]$ is a vector potential function of the vector $[0,0, \phi(\mu)]$.
29. The lines of the vector $[-y \cdot f(x, y), x \cdot f(x, y), 0]$ are circles parallel to the $x y$ plane with centres on the $z$ axis, and its curl is of the form (0, 0, $2 f+x \cdot D_{x} f+y \cdot D_{y} f$ ). Show that if $f$ is expressible as a function of $r$, the distance from the $z$ axis, so is $2 f+r \cdot I_{x} f+y \cdot D_{y} f$, and that, if

$$
F(r) \equiv \frac{1}{r^{2}} \int r \cdot \phi(r) d r,
$$

$[-y \cdot F(r), x \cdot F(r), 0]$ is a vector potential function of the solenoidal vector $[0,0, \phi(r)]$. Show also that if $f$ is expressible as a function of the angle $\tan ^{-1}(y / x)$, that is, as a function of the ratio, $\mu$, of $y$ to $x, 2 z f+x \cdot D_{x} f+y \cdot D_{y} f$ is expressible
as a function of $\mu$, and that $\left[-\frac{1}{2} y \cdot f(\mu) \cdot \frac{1}{2} x \cdot f(\mu), 0\right]$ is a vector potential function of $[0,0, f(\mu)]$.
30. The difference between the values at any two points $A$ and $B$ of any analytic scalar point function $V$ is equal to the line integral taken along any path from $A$ to $B$ of the tangential component of the vector ( $D_{x} V, D_{y} J^{\prime}, D_{z} J^{V}$ ).
31. The only families of plane curves which are at once the right sections of possible systems of equipotential cylindrical surfaces in empty space due to columnar distributions of matter which attracts according to the "Law of Nature," and also the generating curves of possible systems of equipotential surfaces of revolution due to distributions of such matter symmetrical about the common axis of these surfaces, are families of concentric conics. Must every such family of conics be confocal? [Am. Jour. Math., 1896.]
32. If a vector is determined at every point by means of the components ( $R, \Theta, Z$ ) in the directions in which the columnar coördinates of the point increase most rapidly, the divergence of the vector may be written $D_{r} R+R / r+D_{\theta} \Theta / r+D_{z} Z$.
33. The equation

$$
F(\lambda) \equiv \frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}+\frac{z^{2}}{c^{2}+\lambda}-1=0
$$

represents, when $a, b$, and $c$ are fixed, a family of confocal quadric surfaces of which $\lambda$ is the parameter. If $a>b>c$, and if $x, y$, and $\approx$ are chosen at pleasure, the cubic in $\lambda$ has three real roots $(u, v, \dot{w})$; one between $-a^{2}$ and $-b^{2}$, corresponding to a parted hyperboloid, one between $-b^{2}$ and $-c^{2}$, corresponding to an unparted hyperboloid, and one between $-c^{2}$ and $\infty$, corresponding to an ellipsoid, so that through every point of space three surfaces of the family can be drawn, and it is easy to see that these cut each other orthogonally. The direction cosines of a surface of constant $\lambda$ have the values $D_{x} \lambda / h, D_{y} \lambda / h, D_{z} \lambda / h$, where $h^{2}=\left(D_{x} \lambda\right)^{2}+\left(D_{y} \lambda\right)^{2}+\left(D_{z} \lambda\right)^{2}$.

$$
D_{x} \lambda=-2 x /\left(a^{2}+\lambda\right) D_{\lambda} F, \text { and } h^{2}=-4 / D_{\lambda} F
$$

Belonging to every point in space are three values of $\lambda$ $(u, v, u)$, and three values of $h\left(h_{u}, h_{v}, h_{w}\right)$, and, if we substitute $u, v$, and $u$ successively for $\lambda$ in the equation $F(\lambda)=0$, we shall get three linear equations in $x^{2}, y^{2}, z^{2}$ from which we may obtain expressions for $x, y, z$ in terms of $u, v, u$.

$$
h_{u}{ }^{2}=-4\left[\left(a^{2}+u\right)\left(b^{2}+u\right)\left(c^{2}+u\right)\right] /[(u-v)(u-w)],
$$

and $h_{v}{ }^{2}$ and $h_{w}{ }^{2}$ have corresponding values which, substituted in

$$
D_{u}\left\{\frac{h_{u}}{h_{r} h_{w}} D_{u} V\right\}+D_{r}\left\{\frac{h_{r}}{h_{u} h_{w}} D_{v} V^{r}\right\}+D_{w}\left\{\frac{h_{w}}{h_{u} h_{v}} D_{w} V\right\}=0
$$

gives Laplace's Equation in terms of the orthogonal curvilinear coörclinates $(u, u, w)$. Prove that if we assume that a solution of this equation exists which involves $u$ only and vanishes when $w$ is infinite, the equation which determines this solution takes the form

$$
D_{w}\left\{\left[\left(u^{2}+u\right)\left(b^{2}+u\right)\left(r^{2}+u\right)\right]^{1 / 2} \cdot D_{w} V\right\}=0,
$$

so that $\quad V=C^{\prime}-C \int \frac{d u}{\left(u^{2}+w\right)^{1 / 2}\left(b^{2}+w\right)^{1 / 2}\left(c^{2}+w\right)^{1 / 2}}$

$$
=C \int_{u}^{x} \frac{d u}{\left(u^{2}+u\right)^{1 / 2}\left(b^{2}+u\right)^{1 / 2}\left(c^{2}+u^{1}\right)^{1 / 2}}
$$

Hence, show that a set of confocal ellipsoids are possible external equipotential surfaces, and that if $M$ is the mass of the corresponding distribution the potential function is given by the last equation, in which, since a very large value of $w$ corresponds to an ellipsoid little different from a sphere of radius $\sqrt{w}, C$ is to be determined by the equation

$$
\operatorname{limit}_{w=\infty}^{\operatorname{lo}} V \sqrt{\prime \prime}=M
$$

Find the density of a superficial distribution on a surface of the $u$ family, the potential function of which at all outside points shall be the function just defined.
34. The curl of the curl of a solenoidal vector such that the three functions which give the strengths of its components parallel to the coördinate axes satisfy Laplace's Equation vanishes. If the lines of a vector are all parallel to a plane, and the vector has the same value at all points in any line perpendicular to the plane, the vector is perpendicular to its curl.
35. A certain vector, the tensor of which is $f(x, y, z)$, is at every point directed exactly in the direction of the straight line which joins the origin with the point in question ; show that the vector is not necessarily lamellar, but that it is perpendicular to its curl. If all the components of a vector are functions of $x$ and $y$ only, or if all are functions of $x$ only, or if one component vanishes and the other components are functions of $x, y$, and $z$, the vector may or may not be perpendicular to its curl.
36. If $\left(Q_{x}, Q_{y}, Q_{z}\right)$ are the components of a vector $Q$, $\left(\lambda_{1}, \mu_{1}, \nu_{1}\right)$ the curl components, $\left(\lambda_{2}, \mu_{2}, \nu_{2}\right)$ the components of the curl of the curl of $Q$, and so on,

$$
\begin{array}{ll}
\lambda_{1}=D_{y} Q_{z}-D_{z} Q_{y}, & \lambda_{2}=D_{x}(\operatorname{Div} Q)-\nabla^{2} Q_{x} \\
\lambda_{3}=-\nabla^{2} \lambda_{1}, & \lambda_{4}=-\nabla^{2} \lambda_{2}, \text { and so on }
\end{array}
$$

How are these equations changed if $Q$ is a solenoidal vector?
37. If the harmonic function $f(x, y, z)$ represents the $x$ component of a vector which is both solenoidal and lamellar, the $y$ and $\approx$ components must be of the form

$$
Y=\int D_{y} f \cdot d x+D_{y} \psi(y, z), \quad Z=\int D_{z} f \cdot d x+D_{z} \psi(y, z)
$$

where $\psi(y, z)$ is a solution of the equation

$$
D_{y}{ }^{2} \psi+D_{z}{ }^{2} \psi=-D_{x} f
$$

38. A certain vector $(X, Y, Z)$ is not perpendicular to its curl ( $K_{x}, K_{y}^{-}, K_{z}$ ). Show that the scalar function $F$, determined from the equation

$$
K_{x} \cdot D_{x} F^{\prime}+K_{y} \cdot D_{y} F+K_{z} \cdot D_{z} F^{\prime}=-\left(K_{x} X+K_{y} Y+K_{z} Z\right),
$$

is the scalar potential function of a lamellar vector ( $L, M, N$ ), which added to the first vector gives a new vector perpendicular to its curl. Is this equation always integrable?
39. A vector () , with eomponents $\left(Q_{x}, Q_{y^{\prime}}, Q_{z}\right)$, is continuous except at a certain surface $S$. In each of the regions separated by $S, I_{x} Q_{y}=I_{y} Q_{x} . I_{x} Q_{z}=D_{z} Q_{x}, I_{y} Q_{z}=D_{z} Q_{y}$, so that at every point within these regions the curl of $Q$ vanishes. Investigate the value of the curl of $Q$ on $S$ when the normal (or a tangential) eomponent of $Q$ is discontinuous there.
40. Unless $\Gamma^{2} f^{\prime}=0$, a vector the $x$ component of which is $f(x, y, z)$ cannot be both lamellar and solenoidal.
41. Matter spread uniformly in a superficial distribution on a eircular portion of a plane forms a "circular surface distribution." Two such distributions, each of radius $a$, are placed parallel and opposite each other at a distance $\delta$ apart. If the density of one of these be $+\sigma$ and that of the other $-\sigma$, and if $\delta$ be made to approach zero and $\sigma$ to increase in such a manner that the product of $\sigma$ and $\delta$ is always equal to the constant $\mu$, the resulting value of the potential function is said to be due to a "circular double layer" of radius $a$, and density $\mu$. Show that the limiting value of the potential function at a point $P$ on the axis of the double layer and at a distance $r$ from its plane is $\pm 2 \pi \mu\left(1-x / \sqrt{a^{2}+x^{2}}\right)$, where the positive sign is to be used if $P$ is on one side of the double layer, and the negative sign if $P$ is on the other side. Is the potential function discontinuous at the double layer? Is the foree discontimous?
42. Assuming the surface of the earth as defined by the sealevel to be a spheroid of ellipticity $\epsilon$, prove that the mass of the earth in astronomical units is $a_{0}{ }^{2} g_{0}\left(1+\epsilon-\frac{3}{2} m\right)$, where $g_{0}$ is the force of gravity at the equator, $a_{0}$ the equatorial radius, and $m$ the ratio of "centrifugal force" to true gravity at the equator.

## CHAPTER V.

## THE ELEMENTS OF THE MATHEMATICAL THEORY OF ELECTRICITY.

## I. ELECTROSTATICS.

53. Introductory. Having considered abstractly a few of the characteristic properties of what has been called "the Newtonian potential function," we will devote this chapter to a very brief discussion of some general principles of Electrostatics and Electrokinetics. By so doing we shall incidentally learn how to apply to the treatment of certain practical problems many of the theorems that we have proved in the preceding chapters.

In what follows, the reader is supposed to be familiar with such electrostatic phenomena as are described in the first few chapters of treatises on Statical Electricity, and with the hypotheses that are given to explain these phenomena.

Without expressing any opinion with regard to the physieal nature of what is called electrification, we shall here take for granted that whether it is due to the presence of some substance, or is only the consequence of a mode of motion or of a state of polarization, we may, without error in our results, use some of the language of the old "Two Fluid Theory of Electricity" as the basis of our mathematical work.

The reader is reminded that, among other things, this theory teaches that:-
(1) Every particle of a body which is in its natural state contains, combined together so as to cancel each other's effeets at all outside points, equal large quantities of two kinds of electricity with properties like those of the positive and negative "matter" described in Section 44.
(2) Electrification consists in destroying in some way the equality between the amounts of the two kinds of electricity which a body, or some part of a body, naturally contains, so that there shall be an excess or charge of one kind. If the
charge is of positive electricity, the body is said to be poss tively electrified; if the charge is negative, negatively electrified. Either kind of electricity existing uncombined with an equal quantity of the other kind, is called fire electricity.
(3) When a charged body a is hrought into the neighborhood of another body $l^{3}$ in its natural state, the two kinds of electricity in every particle of $B$ tend to separate from each other, one being attracted and the other repelled by A's charge, and to move in opposite directions.

In general, a tendency to separation occurs in all parts of the horly, whether it is charged or not, where the resultant electric force (the force due to all the free electricity in existence) is not zero. This effeet is said to be due to iuduction.

In our work we shall assume all this to be true, and proceed to apply the principles stated in Section 44 to the treatment of problems involving distributions of electricity. We shall find it convenient to distinguish between comtuctors, which offer practically no resistance to the passage of electricity through their substance, and nonconductors, which we shall regard as preventing altogether such transfer of electricity from part to part.
54. The Charges on Conductors are Superficial. When electricity is commonicated to a conductor, a state of equilibrium is soon established. After this has taken place, there can be no resultant force temling to move any portion of the charge through the sulstance of the conductor, for, by supposition, the conductor does not prevent the passage of electricity through itself.

Moreover. the resultant electric force must be zero at all boints in the substance of a conductor in clectric equilibrime ; for if the force were not zero at any point, electricity would the produced ly induction at that point, and carried away through the hody of the conductor under the action of the inducing force.

From this it forlows that the potential function $V$, due to all the free electricity in existence, must be constant throughout
the substance of any single conductor in electric equilibrium, whether or not the conductor he charged, and whether or not there be other charged or uncharged conductors in the neighborhood. Different conductors existing together will in general be at different potentials, but all the points of any one of these conductors will be at the same potential.

Wherever $V$ is constant, $\Gamma^{2} V^{r}=0$, and hence, by Poisson's Equation, $\rho=0$, so that there can be no free electricity within the substance of a conductor in equilibrium, and the whole charge must be distributed upon the surface. Experiment shows that we must regard the thickness of charges spread upon conductors as inappreciahle, and that it is hest to consider that in such eases we have to do with really superficial distributions of electricity, in which the conductor bears a rough analogy to the cavity enclosed by the thin shells of repelling matter described in the preceding chapter.

The surface density at any point of a superficial distribution of electricity shall be taken positive or negative, according as the electricity at that point is positive or negative, and the force which would act upon a unit of positive electricity if it were concentrated at a point $P$ without disturbing existing distributions shall be called "the electric force" or "the strength of the electric field at $P$."

It is evident, from Sections 4.5 and 46 , that the electric force at a point just outside a charged conductor, at a place where the surface density of the charge is $\sigma$, is $4 \pi \sigma$, and that this is directed outwards or inwards, according as $\sigma$ is positive or negative.

In other words, $D_{n} \Gamma^{r}$, the derivative of the potential function in the direction of the exterior normal, is equal to $-4 \pi \sigma$, and the value of $V$ at a point $I$ ' just outside the conductor is greater or less than its value within the conductor, according as the surface density of the conductor's charge in the neighborhood of $P$ is negative or positive.

It is to be earefully noted that, although the surface of a conductor must always be equipotential, the superficial density of
the 'onductor's charge need not be the same at all parts of the surface. We shall soon meet with cases where the electricity on a conductor's surface is at some points positive and at others negative and with other cases where the sign of the potential function inside and on a conductor is of opposite sign to the charge.

It is evident, from the work of Section 47, that the resistance per unit of area which the nonconducting medium about a conductor has to exert upon the conductor's charge to prevent it from flying off, is, at a part where the density is $\sigma, 2 \pi \sigma^{2}$.
55. General Principles which follow directly from the Theory of the Newtonian Potential Function. If two different distrilntions of electricity, which have the same system of equipotential surfaces throughout a certain region, be superposed so as to exist together, the new distribation will have the same equipotential surfaces in that region as each of the components. For, if $V_{1}$ and $V_{2}$, the potential functions due to the two components respectively, be both constant over any surface, their sum will le constant over the same surface.
'Two distributions of electricity, which have densities everywhere "qual in magnitude but opposite in sign, have the same system of equipotential surfaces, and, if superposed, have no effect at any point in space.
'Two distributions of electricity, arranged successively on the same conductor so that at every point the density of the one is im times that of the other, have the same system of equipotential surfaces, and the potential function due to the first is everywhere $m$ times as great as that due to the second.

If the whole charge of a conductor which is not exposed to the action of any electricity except its own is zero, the superficial density most be zero at all points of the surface, and the conductor is in its natural state. For if $\sigma$ is not everywhere zero, it must he in some phaces positive and in others negative ; and, according to the work of the last section, the potential function Ir, due to this charge, must have, somewhere outside
the conductor, values higher and lower than $V_{0}$, its value in the conductor itself. But this would necessitate somewhere in empty space a value of the potential function not lying between $\Gamma_{0}^{r}$ and 0 , the value at infinity ; that is, a maximmm in empty space if $V_{0}$ is positive, and a minimum if $T_{0}$ is negative; which is absurd.

A system of conductors, on each of which the charge is null, must be in the natural state if exposed to the action of no outside electricity. For. by applying the reasoning just used to that conductor in which the potential function is supposed to have the value most widely different from zero, we may show that the surface density all over the couductor is zero, so that no influence is exercised on outside borlies; and then, supposing this conductor removed, we may proceed in the same way with the system made up of the remaining conductors.

If a charge $M$ of electricity, when given to a conductor, arranges itself in equilibriun so as to give the surface density $\sigma=f(x, y, z)$ and to make the potential function $V_{0}=\int \frac{\sigma d s}{r}$ constant within the conductor, a charge - $M$, if arranged on the conductor so as to give at every point the density $-\sigma=-f(x, y, z)$ would be in equilibrium, for it wouk give everywhere the potential function $\int \frac{-\sigma \cdot d s}{r}=-V_{0}$, and this is constant wherever $V_{0}$ is constant.

Only one distribution of the same quantity of electricity $M$ on the same conductor, removed from the influence of all other electricity, is possible ; for, suppose two different values of surface density possible, $\sigma_{1}=f_{1}(x, y, z)$ and $\sigma_{2}=f_{2}(x, y, z)$, then $-\sigma_{2}=-f_{2}(x . y . z)$ is a possible elistribution of the charge $-M$. Superpose the distribution $-\sigma_{2}$ mpon the distribution $\sigma_{1}$ so that the total charge shall be equal to zero ; then the surface density at every point is $\sigma_{1}-\sigma_{2}$, and this must be zero by what we have just proved, so that $\sigma_{1}=\sigma_{2}$.

Since we may superpose on the same conductor a number of distributions, each one of which is by itself in equilibrium, it is
easy to see that if the whole quantity of electricity on any conductor he changed in a given ratio, the density at each point will be ehanged in the same ratio.
56. Tubes of Force and their Propertics. We have seen that a mit of positive electricity concentrated at a point $P$ jnst ontside a comductor would he urged away from the conductor or drawn towards it, acoording as that point on the conductor which is nearest $l^{\prime}$ is positively or negatively electrified. If we regarl lines of force drawn in an electric field as generated by points moving fiom places of higher potential to phaces of lower potential, we may say that a line of force proceeds from every boint of a conductor' where the surface density is positive, and that a line of force ents at every point of a conductor where the surface density is negative. No line of force either leaves or enters a combuctor at a point where the surface density is zero, and no line of force can start at one point of a conductor where the electrification is positive and return to the same conductor at a point where the electrification is negative. No line of force can proced from one concluctor at a point electrified in any way and enter another conductor at a point where the electrification has the same name as at the starting-point. A line of force never cuts through a conductor so as to come ont at the other wide. for the force at every point inside a eonductor is zero.

Lines and tuhes of forre are sometimes called in electrostatics lines amel tubes of "induction."

When a tule of foree joins two contuctors, the charges $Q_{1}$, $\left(\ell_{2}\right.$ of the portions $\breve{S}_{1}, \mathfrak{S}_{2}$ which it cuts from the two surfaces are


Fig. 40.
made up of ("fual quantities of opposite kinds of electricity. For if we suppose the tube of foree to be arbitrarily prolonged
and closed at the ends inside the two couductors, the surface integral of normal force taken over the box thus formed is zero, for the part outside the conductors yields nothing, since the rosultant force is tangential to it, and there is no resultant force at any point inside a conductor. It follows, from Cianss's Theorem, that the whole quantity of electricity $\left(Q_{1}+Q_{2}\right)$ inside the box monst be zero, or $Q_{1}=-Q_{2}$, which proves the theorem. If $\sigma_{1}$ and $\sigma_{2}$ are the average values of the surface densities of the charges on $S_{1}$ and $S_{2}$ respectively, we have $\sigma_{1} S_{1}=Q_{1}$ and $\sigma_{2} S_{2}=Q_{2}$, whence

$$
\begin{equation*}
\sigma_{2}=-\sigma_{1} \frac{S_{1}}{S_{2}} \tag{162}
\end{equation*}
$$

The integral taken over any surface, closed or not, of the force normal to that surface is called by some writers the flow of force across the surface in question, and by others the buduction through this surface.

If we apply Gauss's Theorem to a box shut in by a tube of force and the portions $S_{1}, S_{2}$ which it cuts from any two equipotential surfaces, we shall have, if the box contains no electricity,

$$
\begin{equation*}
F_{2} S_{2}-F_{1} \aleph_{1}=0, \tag{163}
\end{equation*}
$$

where $F_{1}$ and $F_{2}$ are the average values, over $S_{1}$ and $S_{2}$ respectively, of the normal force taken in the same direction (that in which $V$ decreases) in both cases. In other words, the flow of force across all equipotential sections of a tuhe of force containing no electricity is the same, or the average force over an equipotential section of an empty tube of force is inversely proportional to the area of the section.


Fig. 41.
When a tube of force encounters a quantity $m$ of electricity (Fig. 41), the flow of force through the tube on passing this
clectricity is increased hy $4 \pi \mathrm{~m}$. If, howerer, the tube encounters a conductor large enough to close its end completely, a charge $m$ will be fomm on the conductor just suflicient to reduce to zero the flow of force ( $I$ ) throngl the tube. That is,

$$
m=-\frac{I}{4 \pi} .
$$

It is sometimes convenient to consider an electrie field to be divided up hy a system of tubes of foree, so chosen that the flow of force across any equipotential surface of each tube shall be equal to $4 \pi$. Such tubes are called unit tubes ; * for wherever one of them abuts on a conductor, there is always the unit quantity of electricity on that portion of the conductor's surface which the tube intercepts. In some treatises on electricity the term " line of force" is used to represent a unit tube of force, as when a conductor is said to cut a certain number of ' lines of force."

It is evident that $m$ unit tubes abnt on a surface just outside a conductor charged with $m$ units of either kind of electricity, if the superficial density of the charge has everywhere the same sign. These tubes must be regarded as begiming at the conductor if $m$ is positive, and as ending there if $m$ is negative. If a conductor is charged at some places with positive eleetricity and at others with negative electricity, tubes of force will begin where the electrification is positive, and others will end where the electrification is nega-


Fig. 42. tive.

It is evident that no tube of force can return into itself.
57. Hollow Conductors. When the nonconlucting eavity, shut in by a hoblow conductor $h$ (Fig. 42), contains

[^13]quantities of electricity ( $m_{1}, m_{2}, m_{3}$, etc., or $\sum m$ ) distributed in any way, but insulated from $K$, there is induced on the walls of the cavity a charge of electricity algebraically equal in quantity, but opposite in sign, to the algebraic sum of the electricities within the cavity.

Call the outside simface of the conductor $S_{o}$ and its charge $M_{o}$, the boundary of the cavity $S_{i}$ and its charge $\nu_{i}$, and sur. round the cavity by a closed surface $S$, every point of which lies. within the substance of the conductor, where the resultant force is zero. Now the surface integral of normal foree taken over $S$ is zero, so that, according to Crauss's Theorem, the algehraic sum of the quantities of electricity within the cavity and upon $S_{i}$ is zero. That is,

$$
M_{i}+m_{1}+m_{2}+m_{3}+\cdots=M_{i}+\sum(m)=0, \quad[164]
$$

and this is our theorem, which is true whatever the charge on $S_{0}$ is, and whatever distribution of free electricity there may be outside $K$. If the distribution of the electricity within the cavity be changed by moving $m_{1}, m_{2}$, ete., to different positions, the distribution of $M_{i}$ on $S_{i}$ will in general be changed, although its value remains mehanged.

If $K$ has received no electricity from withont, its total charge must be zero ; that is,

$$
M_{o}=-M_{i}=\sum(m)
$$

If a charge algebraically equal to $M$ be given to $K$,

$$
M_{o}=M-M_{i}
$$

The combined effect of $\sum(m)$, the electricity within the cavity, and $M_{i}$, the electricity on the walls of the cavity, is at all points without $S_{i}$ absolutely null. For, if we apply [12;i] to $S$, any surface drawn in the conductor so as to enclose $\mathbb{S}_{i}$, we shall have I „I' everywhere zero, since the potential function is constant within the conductor; this shows that $V_{1}$, the potential function due to
all the electricity within $S$, must be zero at all points withont $S$; but $S$ may be drawn as nealy coincident with $s_{i}$ as we please. Hence our theorem, which shows that, so far as the value of the potential function in the substance of the conductor or outsicle it, and so far as the arrangement of $M_{o}$ and of $M^{\prime}$, any free electricity there may le ontside $K$, are concerned, $M_{i}$ and $\sum(m)$ might be removed together without ehanging anything. The potential function at all points outside $S_{i}$ is to be found by considering only $U_{u}$ and $M^{\prime}$.

If $S_{i}$ happens to be one of the equipotential surfaces of $\sum(m)$ considered by itself, $M_{i}$ will be arranged in the same way as a charge of the same magnitude would arrange itself on a conductor whose outside surface was of the shape $S_{i}$, if removed from the action of all other free electricity.

The potential function ( $V_{2}$ ) due to $M_{o}$ and $V^{\prime}$ is constant everywhere within $S_{0}$; for if we apply $\left[154_{A}\right]$ to a surface $S$, drawn within the substance of the conductor as near $S_{o}$ as we like, we shall have

$$
V_{s}-V_{0}=0,
$$

which proves the theorem.
The potential function within the cavity is equal to $V_{2}+V_{1}$, where $\Gamma_{1}$ is the potential function due to $M_{i}$ and $\sum(m)$. Of these, $V_{2}$ is, as we have seen, constant throughout $K$ and the eavity (Section 31) which it encloses, while $V_{1}$ has different values in different parts of the cavity, and is zero within the substance of the conductor.

Suppose now that, by means of an electrical machine, some of the two kinds of electricity existing combined together in a conductor within the cavity be separated, and equal quantities (q) of each kind be set free and distributed in any manner within the eavity.

The value of $V_{1}$ within the cavity will prohally be different from what it was before, but $V_{a}$ will be unchanged; for the
quantity of matter in the cavity is unchanged, being now, algebraically considered,

$$
\sum\left(m_{0}\right)+q-q=\sum(m),
$$

so that $\boldsymbol{M}_{i}$ is unchanged, althongh it may have been differently arranged on $S_{i}$, in order to keep the value of $V_{1}$ zero within the substance of the concluctor. If now a part of the free electricity in the cavity be conveyed to $S_{i}$ in some way, the sul)stance of the conductor will still remain at the same potential as before. For, if $l$ units of positive electricity and $n$ units of negative electricity be thus transferred to $x_{i}$. the whole quantity of free electricity within the cavity will be $\sum(m)-l+n$, and that on $S_{i}$ will be $M_{i}+l-n$ : but these are mmerically equal, but opposite in sign, and the charge on $S_{4}$, if properly arranged, suffices, without drawing on $M_{o}$ to reduce to zero the value of $V_{1}$ in $K^{\prime}$. Since $M_{o}$ and $M^{\prime}$ remain as before, $V_{2}$ is unchangerl, and the conductor is at the same potential as before. So long as no electricity is introdueed into the cavity from without $K$, no electrical changes within the cavity can have any effect outside $S_{i}$.

Most experiments in electricity are carried on in rooms, which we can regard as hollows in a large conductor, the earth. $V_{2}$, the value of the potential function in the earth and the walls of the room, is not changed by anything that goes on inside the room, where the potential function is $V^{*}=V_{1}+V_{2}$. Since we are generally concerned, not with the absolute value of the potential function, but only with its variations within the room, and since $V_{2}$ remains always constant, it is often convenient to disregard $V_{2}$ altogether, and to call $V_{1}$ the value of the potential function inside the room. When we do this we must remember that we are taking the value of the potential function in the earth as an arbitrary zero, and that the value of $\Gamma_{1}^{r}$ at a point in the room really measures ouly the difference between the values of the potential function in the earth and at the point in question. When a conductor $A$ in the room is connected with the
walls of the room by a wire, the value of $\Gamma_{1}$ in $A$ is, of course, zero, and $A$ is said to have been put to earth.
58. Induced Charge on a Conductor which is put to Earth. Suppose that there are in a room a number of conductors, viz. : $A_{1}$ charged with $M_{1}$ units of electricity, and $A_{2}, A_{3}, A_{4}$, ete., connected with the walls of the room, and therefore at the potential of the earth, which we will take for our zero. If the potential function has the value $p_{1}$ inside $A_{1}$, every point in the room outside the conductors must have a value of the potential function lying between $p_{1}$ and 0 , else the potential function must have a maximum or a minimum in empty space. If $p_{1}$ is positive, there ean be no positive electricity on the other conductors ; for if there were, lines of force must start from these conductors and go to places of lower potential ; but there are no such places, since these conductors are at potential zero, and all other points of the room at positive potentials. In a similar way we may prove that if $p_{1}$ is negative, the electrieity induced on the other conductors is wholly positive.

Now let us apply [ $15 t_{B}$ ] to a spherical surface, drawn so as to include $A_{1}$ and at least one of the other conduetors, but with radius $a$ so small that some parts of the surface shall lie within the room. If we take the point $O$ at the centre of this surface, we shall have

$$
\begin{equation*}
4 \pi V_{2}=\frac{1}{a} \int D_{r} V \cdot d s+\frac{1}{a^{2}} \int V d s \tag{165}
\end{equation*}
$$

If $M$ is the whole quantity of electricity within the spherical surface, there must be a quantity $-M$ outside the surface, either on the walls of the room or on conductors within the room. The value at $O$ of the potential function, $V_{2}^{r}$, due to the electricity without the sphere, is less in absolnte value than $-\frac{M}{a}$, for it conld only he as great as this if all the electricity outside the sphere were hrought up to its surface.

By Gauss's Theorem,

$$
\int D_{r} V \cdot d s=-4 \pi M
$$

therefore,

$$
\begin{equation*}
\int V d s=4 \pi a\left[M+a V_{2}\right] . \tag{166}
\end{equation*}
$$

Now, if $M_{1}$ is positive, the integral is positive, for all parts of the spherical surface within the room yield positive differentials, and all other parts zero, so that the second side of the equation is positive. But a $\Gamma_{2}$ is of opposite sign to $M$, and is less in absolute value; hence, $M$ is positive, and the total amount of negative electricity induced on the other conductors within the spherical surface by the charge on $A_{1}$, is numerically less than this charge, unless some one of these conductors surrounds $A_{1}$; in which case the induced charge comes wholly on this conductor, while the other conductors, and the walls of the room, are free. Some of the tubes of force which begin at $A_{1}$ end on the walls of the room, provided these latter can be reached from $A_{1}$ without passing through the substance of any conductor.
59. Coefficients of Induction and Capacity. If a number of insulated conductors, $A_{2}, A_{i}, A_{4}$, ete., are in a room in the presence of a conductor $A_{1}$ charged with $\Lambda_{1}$ units of electricity, the whole charge on each is zero ; but equal amounts of positive and negative electricity are so arranged by induction on each, that the potential function is constant throughout the substance of every one of the conductors.

Let the values of the potential functions in the system of conductors be $p_{1}, p_{2}, p_{3}, p_{4}$, etc. Since each conductor except $A_{1}$ is electrified, if at all, in some places with positive electricity, and in others with negative electricity, some lines of force must start from, and others end at, every such electrified conductor, so that there must be points in the air about each conductor at lower and at higher potentials than the conductor itself. But the value of the potential function in the walls of the room is zero, and there can be no points of maximum or minimum potential in empty space; so that $p_{1}$ must be that value of the potential function in the room most widely different from zero, and $p_{2}, p_{3}, p_{4}$, etc.. must have the same sign as $\mu_{1}$.

The reader may show, if he likes, that both the negative part
and the positive part of the zero charge of any conductor, except $I_{1}$, is less than $M_{1}$.

Let $p_{1}$ be the value of the potential function in a conductor $A_{1}$ charged with a single mit of electricity, and standing in the presence of a nomber of other condurtors all macharged and insubated. Then if $p_{12}, p_{13}$. $p_{11}$, ete.. are, moder these circumstances, the ralnes of the potential functions in the other conductors, $A_{2}, A_{3}, A_{4}$, ete., the potential functions in these conductors will be $\Lambda_{1} \rho_{12}, M_{1} \rho_{13}, M_{1} \mu_{14}$, etc.. if $A_{1}$ be charged with $M_{1}$ mits of electricity instead of with one unit. This is evident, for we may superpose a momber of distributions which are singly in equilibrimm upon a set of conductors, and get a new distribution in equilibrinm where the density is the sum of the densities of the component distributions, and the value of the resulting potential function the smm of the values of their potential functions.

If $A_{1}$ be discharged and insulated, and a charge $M_{2}$ be given to $A_{2}$, the values of the potential functions in the different conductors may be written

$$
M_{2} p_{21}, M_{2} I_{22}, \quad M_{2} P_{23}, M_{2} p_{23}, \text { etc. }
$$

If now we give to, $1_{1}$ and $\Lambda_{2}$ at the same time the charges $M_{1}$ and $M_{2}$ respectively, and keep the other conductors insulated, the result will be equivalent to superposing the second distribution, which we have just considered. upon the first, and the conductors will be respectively at potentials.

$$
M_{1} \mu_{11}+M_{21} \mu_{21}, M_{1 \mu_{12}}+M_{2 \mu_{22}}, M_{1} \mu_{13}+M_{2} \mu_{23}, \text { etc. }[167]
$$

If all the conductors are simultaneonsly charged with quantities $M_{1}^{r}, M_{2} . M_{i}$, $M_{4}$. etc... of electricity respectively, the value of the potential function on $A_{k}$ will be

$$
V_{k}=M_{1 I_{1 k}}+M_{2 \mu_{2 k}}+M_{3 I_{3 k}}+\cdots+M_{k} \nu_{k k}+M_{n} P_{n k},[16 x]
$$

Witing this in tha form $V_{k}=a_{k}+M_{k} P_{k k}$, we see that if the
 constant. and that every addition of $\frac{1}{1_{k k}}$ mits of electricity to
the charge of $A_{k}$ raises the value of the potential function in it by unity. If we solve the $n$ equations like [168] for the charges, we shall get $n$ equations of the form

$$
\boldsymbol{M}_{k}=\Gamma_{1} q_{1 k}+V_{2} q_{2 k}+\Gamma_{3} q_{3 k}+\cdots+V_{k} q_{k k}+\cdots+V_{n} q_{n k}, \quad[169]
$$

where the $q$ 's are functions of the $p$ 's.
If all the conduetors except $A_{k}$ are connected with the earth, $\boldsymbol{M}_{k}=\mathrm{V}_{k} q_{k k}$, and $q_{k k}$ is evidently the charge which, under these circumstances, must be given to $A_{k}$ in order to raise the value of the potential function in it by unity. It is to be noticed that $q_{k k}$ and $\frac{1}{p_{k k}}$ are in general different.

The charge which must be given to a conductor when all the conductors which surround it are in commmaication with the earth, in order to raise the value of the potential function within that conductor from zero to mity, shall be ealled the capacity of the conductor. It is evident that the eapacity of a conductor thas defined depends upon its shape and upon the shape and position of the conductors in its neighborhood.

## 60. Distribution of Electricity on a Spherical Conductor.

 Considerations of symmetry slow that if a charge $M$ be given to a conducting sphere of radins $r$, removed from the influence of all electricity except its own, the charge will arrange itself uniformly over the surface, so that the superfieial density shall be everywhere $\sigma=\frac{M}{4 \pi r^{2}}$.The value, at the centre of the sphere, of the potential function due to the charge $M$ on the surface is $\frac{M}{r}$, and, since the potential function is constant inside a charged conductor, this must be the value of the potential function thronghout the sphere. If $M$ is equal to $r, \frac{M}{r}=1$; hence the capacity of a spherical conductor removed from the influence of all electrieity except its own. is numerically equal to the radius of its surface.
61. Distribution of a Given Charge on an Ellipsoid. It is evitent from the disellssion of homooids in Chapter I. that a charge of electricity atomged (on a conductor) w the form of a shell, bounded by ellipsoidal surfaces similar to each other (and to the surface of the conductor), and similatiy placed, would be in equilibrim if the conductor were removed from the action of all clectricity except its own. We may use this principle to help us to find the distribution of a given charge on a conducting ellipsoid.

Let us consider a shell of homogeneous matter bounded by two similar, similaty phaced, and concentric ellipsoidal surfaces, whose semi-axes shall be respectively $a, b, c$, and $(1+a) a$, $(1+a) b,(1+a) c$. If any line be drawn from the esntre of the shell so as to eut both surfaces, the tangent planes to these two surfaces at the points of intersection will be parallel, and the distance between the planes is $p$, where $p$ is the length of the perpendicular let fall from the centre upon the nearer of the planes.

If $\rho$ is the colmme density of the matter of which the shell is composed, the mass of the shell is $M=\frac{1}{3} \pi u b c\left[(1+a)^{3}-1\right] \rho$, and the rate at which the matter is spread upon the unit of surface is, at :aly point, $\sigma=\rho \delta$, where $\delta$ is the thickness of the shell measural on the line of foree which passes through the point in question. Eliminating $\rho$ from these equations, we have

$$
\begin{equation*}
\sigma=\frac{M \delta}{4 \pi u b c\left[a+a^{2}+\frac{1}{3} a^{3}\right]} . \tag{170}
\end{equation*}
$$

If, now, in aecordance with the hypothesis that the thickness of the electric charge on a conductor is inappreciable, we make a smaller and smaller, notieing that $\delta$ diflers from $f^{n a}$ by an infinitesimal of an order higher than the first, we shall have for a strietly surface distribation.

$$
\begin{equation*}
\sigma=\frac{M_{p}}{4 \pi\left(l_{i},\right.} . \tag{171}
\end{equation*}
$$

If the equation of the smface of the ellipsoidal conductor is

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1
$$

we have

$$
\frac{1}{p}=\sqrt{\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}},
$$

and

$$
\frac{c}{p}=\sqrt{c^{2}\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}\right)+1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}} .
$$

This last expression shows that, as $c$ is made smaller and smaller, $\sigma$ approaches more and more nearly the value

$$
\frac{M}{4 \pi a b \sqrt{1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}}},
$$

and this gives some idea of the distribution on a thin elliptical plate whose semi-axes are $a$ and $b$.

For a circular plate, we may put $a=b$ in the last expression, which gives

$$
\begin{equation*}
\frac{M}{4 \pi a \sqrt{a^{2}-r^{2}}} \tag{173}
\end{equation*}
$$

for the surface density at a point $r$ units distant from the centre of the plate.

The charge $M$ distributed according to this law on both sides of a circular plate of radius a raises the plate to potential

$$
V=\frac{M}{a} \int_{0}^{a} \frac{d r}{\sqrt{a^{2}-r^{2}}}=\frac{\pi M}{2 a},
$$

so that the capacity of the plate is

$$
\begin{equation*}
\frac{2 a}{\pi} . \tag{174}
\end{equation*}
$$

62. Spherical Condensers. If a conducting sphere $A$ of radius $r$ (Fig. 43) be surrounded by a concentric spherical conducting shell $B$ of radii $r_{i}$ and $r_{o}$ and charged with $m$ units of electricity while $B$ is uncharged and insulated, we shall have
(1) the charge $m$ uniformly distributed upon $S$, the surface of the sphere;
(2) an induced charge $-m$ (Section 57 ) uniformly distributed upon $S_{i}$, the inner surface of $B$;
(3) a charge $+m$ (since the total charge of $B$ is zero) ur formly distribnted on $S_{o}$, the outer surface of $B$.


Fig. 43.

The value at the centre of the sphere of the potential function due to all these distributions is $r_{A}=\frac{m}{r}-\frac{m}{r_{i}}+\frac{m}{r_{o}}$, and this is the value of I' throughout the conducting sphere. The value of the potential function in $B$ is $V_{B}=\frac{m}{i_{0}}$.

If now a chatge.$I$ he commmicated to $B$, this will add itself to the charge $m$ alrealy existing on $S_{o}$, and the charge on $S_{i}$ will be undisturbed. The values of the potential functions in the conductors are now

$$
V_{A}=\frac{m}{i}-\frac{m}{i_{i}}+\frac{m+M}{i_{0}}, \text { and } V_{B}=\frac{m+M}{r_{0}} .
$$

If now $B$ be connected with the earth so as to make $V_{B}=0$, the charges on $\stackrel{\wedge}{ }$ and $\grave{r}_{i}$ will he mondisturbed, but the charge on $s_{0}$ wilh disappear. $\quad V_{A}$ is now equal to $\frac{m}{i}-\frac{m}{r_{i}}$.

If 1 were mocharged, and $B$ hat the charge $M$, this charge would be mifimmly distributed mon $S_{0}$. for, since the whole charge on (s is zuro. the whole charge on $S_{i}^{\prime}$ must be zero also. It is easr to see that $s$ and $S_{,}$must both be in a state of nature, for if not. lines of foree must start from $S$ and end at $S_{i}$, and others start at $S_{2}$ and end at $S$, which is absurd.

If $A$ were put to earth by means of a fine insulated wire passing throngh a tiny hole in $B$, and if $B$ were insulated and charged with $M$ mits of electricity, we should have a charge $x$ on $S$, a charge $-x$ on $S_{1}$, and a charge $M+x$ on $S_{0}$. To find $x$, we need only remember that $J_{A}=\frac{x}{r}-\frac{x}{r_{i}}+\frac{x}{r_{o}}+\frac{M}{r_{o}}=0$, whence $x$ may be obtained.

If $B$ be put to earth, and $A$ be connected by means of the fine wire just mentioned, with an electrical machine which keeps its prime conductor constantly at potential $V_{1}$, $f$ will receive a charge ! and will be put at potential $\Gamma_{1}$. To find !, it is to be noticed that there is a charge $-y$ on $\mathscr{S}_{0}$, and no charge on $\mathbb{S}_{6}$, which is put to earth. $V_{A}=\frac{!}{r}-\frac{y}{r_{i}}=J_{1}$, whence $y$ may be obtained.

If $r=99$ millimeters and $r_{i}=100$ millimeters, $y=9900 \mathrm{~J}_{\mathrm{I}}$.
If a sphere, equal in size to $A$ hut having no shell ahont it, were connected with the same prime conductor, it too would receive a charge $z$ sufficient to raise it to potential $\Gamma_{1}$, and $z$ would be determined by the equation $V_{1}=\frac{z}{r}$. If $r=99$, we have $z=99 V_{1}$; hence we see that $A$. when surrounded by $B$ at potential zero, is able to take one hundred times as great a charge from a given machine as it conld take if $B$ were removed. In other words, $B$ increases $A$ 's capacity one hundred fold. $A$ and $B$ together constitute what is called a condenser.


Fig. 44.
If $A$ of the condenser $A B$, both parts of which are supposed uncharged, be connected by a fine wire ( Fig .44 ) with a sphere
$A^{\prime}$ which has the same radius as $A$, and is charged to potential $I_{1}^{\prime}$, $A$ and $A^{\prime}$ will now be at the same potential $\left[J_{2}\right]$, and $A$ will have the charge $x$, and $A^{\prime}$ the charge $y$. 'The total quantity of electricity on $A^{\prime}$ at first was $r V_{1}^{\prime}$, so that $x+y=r V_{1}$, and

$$
V_{2}=\frac{y}{r}=\frac{x}{r}-\frac{x}{r_{i}}+\frac{x}{r_{i}},
$$

whence $r$ and $y$ may be found.
The reader may stme for himself the electrical condition of the different parts of two equal spherical condensers (Fig. 45,


Fig. 45.
of which the outer surface $S_{0}$ of one is connected with an electric madhine at potential $V_{1}^{r}$, and the inside of the other, $S^{\prime}$, is comected with the earth. The two condensers, which are supposed to be so far apart as to be removed from each other's inthence, illustrate the case of two Leyden jars arranged in eascate.
63. Condensers made of Two Parallel Conducting Plates. suppose two infinite conducting planes $A$ and $B$ to be parallel to each other at a distance " apart; choose a point of the plane $A$ for origin, and take the axis of $x$ perpendicular to the planes, so that their equations sliall be $x=0$ and $x=a$. Let the planes be charged and kept at potentials $V_{A}$ and $V_{B}$ respectively. It is evident lrom considerations of symmetry that the potential function at the peint $I$ ' between the two planes depends only upon $P$ 's acoördinate, so that

$$
I_{y} V=0, \quad I_{z} V^{r}=0, \quad L_{y}^{2} V=0, \quad D_{z}^{2} V=0
$$

Laplace's Equation gives, then,
whence

$$
D_{x}^{2} V=0,
$$

$$
D_{x} V=C, \text { and } V=C x+D .
$$

If $x=0, V=V_{d}$; and if $x=a, V=V_{B}$; so that

$$
V=\left(V_{B}-V_{A}\right) \frac{x}{a}+V_{A}, \text { and } D_{x} V=\frac{V_{B}-V_{A}}{a} \text {. }
$$

The lines of force are parallel between the planes, and the surface densities of the charges on $A$ and $B$ are

$$
\frac{V_{A}-V_{B}}{4 \pi a} \text { and } \frac{V_{B}-V_{A}}{4 \pi a} \text { respectively. }
$$

If we take a portion of area $S$ out of the middle of each plate, there will be a quantity of electricity on $S_{1}$ equal to $\frac{S\left(V_{A}-V_{B}\right)}{4 \pi a}$, and an equal quautity of the other kind of electricity on $S_{B}$. The force of attraction between $S_{A}$ and $S_{B}$ will be $2 \pi \sigma^{2} \cdot S$, or

$$
\frac{S}{8_{\pi}} \frac{\left(V_{B}-V_{A}\right)^{2}}{u^{2}} .
$$

Ii $S_{B}$ be put to earth, the charge that must be given to $S_{A}$ in order to raise it to potential unity is

$$
\frac{S}{4 \pi a}
$$

In other words, the capacity of $S_{1}$ is inversely proportional to the distance between the plates.

In the case of two thin conducting plates placed parallel to and opposite each other, at a distance small compared with their areas, the lines of force are practically parallel except in the immediate vicinity of the edges of the plates ;* and we may infer
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[^14]from the results of this section that the capacity of a condenser consisting of two parallel conducting plates of area $S^{\prime}$, separated he a layer of air of thickness ", when one of its plates is put to earth is very approximately $\frac{N}{4 \pi a}$ for large values of $\frac{S}{a}$.
64. Capacity of a Long Cylinder surrounded by a Concentric Cylindrical Shell. In the case of an infinite, conducting cylinder of radius $r_{i}$, kept at potential $I_{i}^{r}$ and surrounded by a concentric conducting eylindrical shell of radii $r_{o}$ and $r^{\prime}$, kejt at potential $I_{\%}$. we have symmetry about the axis of the eylinder, so that $I_{\phi} \mathrm{V}=0$, and Laplace's Equation reduces to the form
$$
I_{r}^{2} V+\frac{D_{r} V}{r}=0
$$
whence, for all points of empty space between the eylinder and its shell,
$$
V^{\prime}=\left(^{\prime}+I\right) \log r
$$

But $V=V_{i}$ when $r=r_{i}$, and $V=V_{o}$ when $r=r_{o}$,
hence

$$
\begin{equation*}
V=\frac{V_{i} \log \frac{r_{o}}{r}+V_{o} \log \frac{r}{r_{i}}}{\log \frac{r_{o}}{r_{i}}} \tag{175}
\end{equation*}
$$

and

$$
D_{r} V=\frac{\left(V_{o}-\Gamma_{i}\right)}{\log \frac{r_{o}}{r_{i}}} \cdot \frac{1}{r}
$$



Fig. 47.
The surface densities of the electricity on the outer surface of the cylinder and the inner surface of the shell are respectively

$$
\frac{V_{i}-V_{o}}{4 \pi r_{i} \log \frac{r_{o}}{r_{i}}} \text { and } \frac{r_{o}-r_{i}}{4 \pi r_{o} \log \frac{r_{o}}{r_{i}}}
$$

so that the charge on the unit of length of the cylinder is $\frac{V_{i}-V_{o}}{r_{0}}$, and the charge on the corresponding portion of the $2 \log \frac{r_{i}^{\prime}}{r_{i}}$
inner surface of the shell is the negative of this. We may find the capacity of the unit length of the cylinder by putting $V_{o}=0$ and $V_{i}=1$, whence capacity $=\frac{1}{2 \log \frac{r_{o}}{r_{i}}}$.

If $r_{o}$ in this expression is made very large, the capacity of the cylinder will be very small.

In the case of a fine wire connecting two conductors, $r_{i}$ will be very small, and there will be no conducting shell nearer than the walls of the room, so that the capacity of such a wire is plainly negligible.
65. Charge induced on a Sphere by a Charge at an Outside Point. The value at any point $P$ of the potential function due to $m_{1}$ units of positive electricity concentrated at a point $A_{1}$, and $m_{2}$ units of negative electricity concentrated at a point $A_{2}$, is

$$
V=\frac{m_{1}}{r_{1}}-\frac{m_{2}}{r_{2}}, \text { where } r_{1}=A_{1} P \text { and } r_{2}=A_{2} P .
$$

It is easy to see that if $m_{1}$ is greater than $m_{2}$, so that

$$
m_{1}=\lambda m_{2}
$$

where $\lambda>1, V$ will be equal to zero all over a certain sphere which surrounds $A_{2}$.

If (Fig. 48) we let $A_{1} A_{2}=a, A_{1} O=\delta_{1}, A_{2} O=\delta_{2}, \quad O I=r$, it is easy to see that

$$
\delta_{1}=\frac{\lambda^{2}{ }^{\prime \prime}}{\lambda^{2}-1} \cdot \lambda_{2}=\frac{a}{\lambda^{2}-1}, \quad r^{2}=\frac{a^{2} \lambda^{2}}{\left(\lambda^{2}-1\right)^{2}}=\delta_{1} \delta_{2}, \quad \lambda^{2}=\frac{\delta_{1}}{\delta_{2}},
$$

and

$$
\begin{equation*}
a=\frac{\delta_{1}^{2}-r^{2}}{\delta_{1}}=\frac{r^{2}-\grave{\delta}_{2}^{2}}{\delta_{2}} . \tag{176}
\end{equation*}
$$

If $I$ ' $R$ represents the force $f_{1}$ due to the electrieity at $A_{1}$, and $I^{\prime}\left(l\right.$ the force $f_{2}$ due to the electricity at $A_{2}$, the line of action of the resultant force $F$ (represented by $P L$ ) must pass through the centre of the sphere, since the surface of the sphere is equipotential.


Fig. 48.
The triangles $A_{1} P O$ and $\Lambda_{2} P O$ are mutually equiangular, for they have a common angle $A_{1} O I^{\prime}$, and the sides including that angle are proportional $\left(r^{2}=\delta_{1} \delta_{2}\right)$. Hence, from the triangles Q PL and $A_{1} P A_{2}$, by the Theorem of Sines,
whence

$$
\begin{align*}
& \frac{f_{1}}{\sin a_{1}}=\frac{f_{2}}{\sin a_{2}}=\frac{F}{\sin \left(a_{2}-a_{1}\right)}  \tag{177}\\
& \frac{r_{1}}{\sin a_{2}}=\frac{r_{2}}{\sin \alpha_{1}}=\frac{a}{\sin \left(a_{2}-a_{1}\right)} \tag{178}
\end{align*}
$$

$$
\begin{equation*}
F=\frac{a f_{1}}{r_{2}}=\frac{a m_{1}}{r_{2} r_{1}^{2}}=\frac{a \lambda m_{1}}{r_{1}^{3}} . \tag{179}
\end{equation*}
$$

Now, according to Section 49, we may distribute upon the spherical surface just considered a quantity $m_{2}$ of negative electricity in such a way that the effect of this distribution at all points ontside the sphere shall be equal to the effect of the charge $-m_{2}$ concentrated at $A_{2}$. and the effect at points within the sphere shall he equal and opposite to the effect of the charge $m_{1}$ concentrated at $A_{1}$. Since $F$ is the force at $P$ in the direc-
tion of the interior normal to the sphere, we shall accomplish this if we make the surface density at every point equal to $\sigma$, where

$$
\begin{equation*}
4 \pi \sigma=-F=\frac{-a \lambda m_{1}}{r_{1}^{3}}=\frac{-\left(\delta_{1}^{2}-r^{2}\right) m_{1}}{r_{1}^{3}} ; \tag{180}
\end{equation*}
$$

and if we now take away the charge at $\Lambda_{2}$, the value of the potential function throughout the space enclosed by our spherical surface, and upon the surface itself, will be zero. If the spherieal surface were made conducting, and were connected with the earth by a fine wire, there would be no change in the charge of the sphere, and we have discovered the amont and the distribution of the electricity induced upon a sphere of radius $r$, connected with the earth by a fine wire and exposed to the action of a charge of $m_{1}$ units of positive electricity concentrated at a point at a distance $\delta_{1}$ from the centre of the sphere.

If now we break the connection with the earth, and distribute a charge $m$ uniformly over the sphere in addition to the present distribution, the potential function will be constant (although no longer zero) within the sphere, and we have a case of equilibrium, for we have superposed one case of equilibrium (where there is a uniform charge on the sphere and none at $A_{1}$ ) upon another. The whole charge on the sphere is now

$$
M=m-m_{2}=m-\frac{m_{1} r}{\delta_{1}},
$$

and the value of the potential function within it and upon the surface,

$$
V=\frac{M}{r}+\frac{m_{1}}{\delta_{1}}=\frac{m}{r} .
$$

If the conducting sphere were at the beginning insulated and uncharged, we should have $M=0$, and therefore

$$
\begin{equation*}
\sigma=\frac{m_{1}}{4 \pi r}\left(\frac{1}{\delta_{1}}-\frac{\delta_{1}^{2}-r^{2}}{r_{1}^{3}}\right) \text {, and } \quad V=\frac{m_{1}}{\delta_{1}} \text {. } \tag{181}
\end{equation*}
$$

If we have given that the conducting sphere, under the influence of the electricity concentrated at $A_{1}$ is at potential $V_{1}$, we
know that its total charge must be $V_{1} r-\frac{m_{1}{ }^{7}}{\delta_{1}}$, and its surface density

$$
\begin{equation*}
=\frac{1}{4 \pi r}\left(r_{1}-\frac{\left(\delta_{1}{ }^{2}-r^{2}\right) m_{1}}{r_{1}{ }^{3}}\right) . \tag{182}
\end{equation*}
$$

It is easy to see that the sphere and its charge will be attractet toward $A_{1}$ with the force

$$
\begin{equation*}
\frac{\left.m_{1}\right)^{2}}{\delta_{1}}\left(\frac{m_{1} \delta_{1}{ }^{2}}{\left(\delta_{1}{ }^{2}-r^{2}\right)^{2}}-\frac{V_{1}}{\delta_{1}}\right) ; \tag{183}
\end{equation*}
$$

and the student should notice that, under certain eircumstances, this expression will be negutire and the force repulsive.

If $m_{1}=m_{2}$, the surface of zero potential is an infinite plane, and our equations give us the charge induced on a conducting plane by a charge at a point outside the plane.

The method of this section enal)les us to find also the capacity of a condenser composed of two conducting cylindrical surfaces, parallel to each other, but eccentric; for a whole set of the equipotential surfaces due to two parallel, infinite straight lines, charged uniformly with equal quantities per unit of length of opposite kinds of electrieity, are eccentric cylindrical surfaces surroumling one of the lines, $A_{2}$, and leaving the other line, $A_{1}$, outside. We may therefore choose two of these surfaces, distribute the charge of $A_{1}$ on the outer of these, and the charge of $A_{2}$ on the inner, by the aid of the principles laid down in Section 49 , so as to leave the values of the potential function on these surfaces the same as before. These distributions thus found will remain unchanged if the equipotential surfaces are made conducting.

The reader who wishes to stuly this method more at length should consult, under the hean of Electric Images, the treatises of Cumming, Maxwell. Mascart. Tarleton, and Watson and Burbury, as well as original papers on the subject by Murphy in the Philosophical Mraynime, 1833, p. 350, and by Sir W. Thomson in the Cambridye and Dublin Mathematical Journal for 1848.
66. The Energy of Charged Conductors. If a conductor of capacity $C$, removed from the action of all electricity except its own, be charged with $M_{1}$ units of electricity, so that it is at potential $V_{1}=\frac{M I_{1}}{C}$, the amount of work required to bring up to the conductor, little by little, from the walls of the room, the additional charge $\Delta M$, is $\Delta W$, which is greater than $V_{1} \cdot \Delta M$ or $\frac{M_{1}}{C} \cdot \Delta M$, and less than $\left(\Gamma_{1}+\Delta_{M} V\right) \cdot \Delta M$ or $\frac{M_{1}+\Delta M}{C} \cdot \Delta M$.

If the charge be increased from $M_{1}$ to $\nu_{2}$ by a constant flow, the amount of work required is evidently

$$
\begin{equation*}
\int_{M_{1}}^{M_{2}} \frac{M d M}{C}=\frac{M_{2}{ }^{2}-M_{1}^{2}}{2 C}=\frac{C}{2}\left(V_{2}^{2}-V_{1}^{2}\right) . \tag{184}
\end{equation*}
$$

The work required to bring up the charge $M$ to the conductor at first uncharged is then

$$
\begin{equation*}
\frac{M^{2}}{2 C}=\frac{C J^{2}}{2}=\frac{M V}{2} . \tag{185}
\end{equation*}
$$

This is evidently equal to the potential energy of the charged conductor, and this is independent of the method by which the conductor has been charged.

If, now, we have a series of conductors $A_{1}, A_{2}, A_{3}$, etc., in the presence of each other at potentials $V_{1}, V_{2}, V_{3}$, etc., and having respectively the charges $M_{1}, M_{2}, M_{3}$, etc.. and if we change all the charges in the ratio of $x$ to 1 , we shall have a new state of equilibrium in which the charges are $x M_{1}, x M_{2}, x M_{3}$, etc.; and the values of the potential functions within the conductors are $x V_{1}, x V_{2}, x V_{2}$, etc. The work $(\Delta W)$ required to increase the charges in the ratio $x+\Delta x$ instearl of in the ratio $x$ is greater than
or

$$
\begin{gathered}
\left(M_{1} \Delta x\right)\left(x V_{1}\right)+\left(M_{2} \Delta x\right)\left(x V_{2}\right)+\left(M_{2} \Delta x\right)\left(x V_{2}\right)+\text { etc. }, \\
x \Delta x\left[M_{1} V_{1}+M_{2} V_{2}+M_{3} V_{3}+\text { etc. }\right]
\end{gathered}
$$

and less than

$$
(x+\Delta x) \Delta x\left[M_{1} V_{1}+M_{2} V_{2}+M_{3} V_{3}+\text { etc. }\right] ;
$$

hence the whole amount of work required to change the ratio from $\frac{x_{1}}{1}$ to $\frac{x_{2}}{1}$ is

$$
W_{2}-W_{1}=\frac{x_{2}^{2}-x_{1}^{2}}{2}\left[M_{1} V_{1}+M_{2} V_{2}+M_{3} V_{3}+\text { etc. }\right] . \quad[186]
$$

If in this equation we put $x_{1}=0$ and $x_{2}=1$, we get for the work required to charge the conductors from the neutral state to potentials $V_{1}, V_{2}, V_{3}$,

$$
W=\frac{1}{2}\left[M_{1} V_{1}+M M_{2} V_{2}+M M_{3} V_{3}+\cdots\right]=\frac{1}{2} \sum(M V), \quad[187]
$$

a particular case of the general formula stated in Section 27.
The work required to make any combination of changes of charge on any system of fixed conductors is evidently equal to the difference between the intrinsic energies of the system in its original and final states. If $V_{k}, V_{k}{ }^{\prime}$ represent the initial and final potentials on the $k$ th conductor, and $e_{k}$ and $e_{k}^{\prime}$ the original and final charges,

$$
E^{\prime}-E=\frac{1}{2} \sum V_{k}^{\prime} \rho_{k}^{\prime}-\frac{1}{2} \sum V_{k} e_{k} .
$$

Since the final energy is independent of the manner in which the changes are produced, we may suppose that the changes take place gradually and at the same relative rate for all the conductors, so that at any instant the charge of each conductor has received the same fraction of its whole increment or decrement that every other conductor has received, it being understood that in the general case some charges will be increased and others decreased. At the instant when the change accomplished is to the whole change as $x: 1$, the charge of the $k$ th conductor is $e_{k}+x\left(e_{k}^{\prime}-e_{k}\right)$, and the value of the potential function in this conductor is $V_{k}+x\left(V_{k}^{\prime}-V_{k}\right)$. In order to increase $x$ by $\Delta x$, the charge must be increased by the amount $\Delta x\left(e_{k}^{\prime},-e_{k}\right)$, and to bring this up from infinity an amount of work equal approximately to

$$
\left(e_{k}^{\prime}-e_{k}\right)\left[V_{k}+x\left(V_{k}^{\prime}-V_{k}\right)\right] \Delta x
$$

must be done, and for the whole system the corresponding work is $\sum\left(e_{k}^{\prime}-e_{k}\right)\left[V_{k}^{\prime}+x\left(V_{k}^{\prime}-V_{k}^{\prime}\right)\right] \Delta x$. To find the work required to bring about the whole change, this expression must be integrated with respect to $x$ between the limits 0 and 1. This process yields

$$
E^{\prime}-E=\frac{1}{2} \sum\left(V_{k}+V_{k}^{\prime}\right)\left(e_{k^{\prime}}^{\prime}-e_{k}\right),
$$

and by comparing this with the result stated above we learn that we may also write

$$
E^{\prime}-E=\frac{1}{2} \sum\left(V_{k}^{\prime}-I_{k}^{\prime}\right)\left(e_{k^{\prime}}^{\prime}+e_{k}\right) .
$$

We learn incidentally that $\sum e_{k_{k}^{\prime}} V_{k}^{\prime}=\sum e_{k} I_{k}^{\prime}$, and we see that if all but two ( $A_{1}, A_{2}$ ) of any system of conductors are either put to earth or are insulated and without charge,

$$
e_{1}^{\prime} V_{1}+e_{2}^{\prime} T_{2}^{\prime}=e_{1} \Gamma_{1}^{\prime}+e_{2} I_{2}^{\prime}{ }_{2}^{\prime} .
$$

If $e_{1}=1, e_{2}=0, e_{1}{ }^{\prime}=0, e_{2}{ }^{\prime}=1, \Gamma_{2}=V_{1}{ }^{\prime}$, and if $\Gamma_{1}=1$, $V_{2}=0, V_{1}^{\prime}=0, V_{2}^{\prime}=1, e_{1}{ }^{\prime}=e_{2}$, so that a unit charge given to $A_{1}$, while $A_{2}$ is uncharged and insulated, raises $A_{2}$ to the same potential that $A_{1}$ would have if it were uncharged and insulated while $A_{2}$ had a unit charge ; and the same quantity of electricity is induced on $A_{2}$ when it is put to earth, while $A_{1}$ is charged to potential unity as would be induced on $A_{1}$ if it were put to earth and $A_{2}$ charged to potential unity. Using the notation of Section 59, this shows that $p_{r k}=p_{k r}$ and that $q_{r k}=q_{k r}$; we may write, therefore,

$$
\begin{aligned}
& E=\frac{1}{2} \sum_{k} e_{k} \sum_{r} e_{r} p_{r k}=\frac{1}{2} \sum_{k} \Gamma_{k} \sum_{r} I_{r} q_{r k} \\
& =\frac{1}{2}\left(p_{11} e_{1}^{2}+p_{22} e_{2}^{2}+p_{33} e_{3}{ }^{2}+\cdots+p_{n n} e_{n}^{2}\right) \\
& +p_{12} \rho_{1} e_{2}+p_{13} e_{1} e_{3}+\cdots+p_{23} e_{2} \rho_{3}+p_{34} e_{3} e_{4}+\cdots \\
& =\frac{1}{2}\left(q_{11} V_{1}^{2}+q_{22} V_{2}^{2}+q_{33} I_{3}^{2}+\cdots+q_{n n} V_{n}{ }^{2}\right) \\
& +q_{12} V_{1} V_{2}+q_{13} V_{1} V_{3}+\cdots+q_{23} V_{2} V_{3} \\
& +q_{34} V_{3} V_{4}+\cdots \text {. }
\end{aligned}
$$

If the conductors are fixed so that the $p$ 's and $q$ 's are constant, we may learn from differentiating this last equation that, if all the charges but $e_{k}$ are kept constant, $D_{e_{k}} E=V_{k}$, and if the values of the potential function in all but one of the conductors (the lith) are unchanged $D_{I_{k}^{\prime}} E=e_{k^{\prime}}$.

If the system changes its configuration, the $p$ 's and $q$ 's are in general changed, and we learn that if the charges are kept constant during the change,

$$
\Delta^{\prime} E=\frac{1}{2} \sum_{k} e_{k} \sum_{r} e_{r} \Delta p_{r k} ;
$$

but that if by suitable changes in the charges the potentials are unchanged,

$$
\Delta^{\prime \prime} E=\frac{1}{2} \sum_{k} \Gamma_{k} \sum_{r} V_{r} \Delta q_{r k}
$$

In the latter case, $\Delta V_{k}$, or $\sum \Delta\left(e_{r} p_{r k}\right)=0$, so that $\sum e_{k} \Delta V_{k}$, or

$$
\begin{aligned}
& \sum \sum\left(\rho_{k} e_{r} \Delta y_{r_{r k}}+e_{k} p_{r k} \Delta e_{r}+e_{r} \Delta p_{r k} \Delta e_{k}\right), \\
& 2 \Delta^{\prime} E+\Omega \Delta^{\prime \prime} E+\sum \sum e_{r} \Delta p_{r k} \Delta e_{k}=0 .
\end{aligned}
$$

If, therefore, $\phi$ is any coorrdinate, which defines the configuration,

$$
\operatorname{limit}_{\Delta \phi \doteq}^{\operatorname{lo}}\left(\frac{\Delta^{\prime} E}{\Delta \phi}\right)=-\operatorname{limit}_{\Delta \phi \doteq 0}\left(\frac{\partial^{\prime \prime} E}{\Delta \phi}\right), \text { or } D_{\phi}^{\prime} E+D_{\phi}^{\prime \prime} E=0 .
$$

A system of conductors with constant charges when left to itself tends to obey the urgings of the reciprocal forces between its parts, and therefore to diminish its intrinsic energy. If, in this case, the single coördinate $\phi$ is free to change aml is increased by $\Delta \phi$, the energy after the change is $E+د^{\prime} E$, where $د^{\prime} E$ is really negative. The mechanical work done by the forces is $-I_{\phi} E \cdot \Delta \phi$. If, now, $\phi$ had been changed as before by the same small increment, $\Delta \phi$, while the potentials were kept constant by bringing up to each conductor from without the necessary quantity of electricity, the energy after the change would have been $E+\Delta^{\prime \prime} E$, where
$\Delta^{\prime \prime} E$ is really positive. The energy has therefore increased by an amount practically equal to the former loss. Practically the same amount of mechanical work has been done as before, and enough energy has been introduced from without to do this work and to add an equivalent amount besides this to the potential energy of the system. The contribution, therefore, from outside sources is about $2 \Delta^{\prime \prime} E$. These statements applied to a smull change in $\phi$ are based on the exact equation $D_{\phi}{ }^{\prime} E=-D_{\phi}{ }^{\prime \prime} E$, proved above.
67. If a series of conductors $A_{1}, A_{2}, A_{3}$, etc., are far enough apart not to be exposed to inductive action from one another, and have capacities $C_{1}, C_{2}, C_{3}$, etc., and charges $M_{1}, M_{2}, M_{3}$, etc. , so as to be at potentials $\Gamma_{1}, V_{2}^{r}, V_{3}^{r}$, etc., where $\mu_{1}=C_{1} \Gamma_{1}$, $M_{2}=C_{2} V_{2}, M_{3}=C_{3} V_{3}$, ete., we may connect them together hy means of fine wires whose capacities we may neglect, and thus obtain a single conductor of eapacity

$$
C_{1}+C_{2}+C_{3}+\cdots=\sum(C)
$$

The charge on this composite conductor is evidently

$$
M_{1}+M_{2}+M_{3}+\cdots=\sum(M)
$$

and if we call the value of the potential function within it $V$, we shall have

$$
V \cdot \sum(C)=\sum(M)
$$

whence

$$
\begin{equation*}
V=\frac{C_{1} V_{1}+C_{2} \Gamma_{2}+C_{3} V_{3}+\cdots}{C_{1}+C_{2}+C_{3}+\cdots}, \tag{188}
\end{equation*}
$$

a formula obtained, it is to be noticed, on the assumption that the conductors do not influence each other.

The energy of the separate charged conductors before being connected together was

$$
\begin{gather*}
W=\frac{1}{2}\left(M_{1} V_{1}+M_{2} V_{2}+M_{3} V_{3}+\cdots\right)=\frac{1}{2}\left(\frac{M_{1}^{2}}{C_{1}}+\frac{M_{2}^{2}}{C_{2}^{2}}+\frac{M_{3}^{2}}{C_{3}}+\cdots\right) \\
=\frac{1}{2} \sum\left(\frac{M^{2}}{C}\right), \tag{189}
\end{gather*}
$$

and the energy of the composite conductor is

$$
\begin{align*}
W^{\prime} & =\frac{\frac{1}{2}\left(M_{1}+M_{2}+M_{3}+\cdots\right)\left(C_{1} V_{1}+C_{2} V_{2}+C_{3} V_{3}+\cdots\right)}{C_{1}+C_{2}+C_{3}+\cdots} \\
& =\frac{\frac{1}{2}\left(M_{1}+M_{2}+M_{3}+\cdots\right)^{2}}{C_{1}+C_{2}+C_{3}+\cdots}=\frac{\frac{1}{2}\left[\sum(M)\right]^{2}}{\sum(C)}, \tag{190}
\end{align*}
$$

which is always less than $E$, unless the separate conductors were all at the same potential in the beginning.
68. Specific Inductive Capacity. In all our work up to this time we have supposed conductors to be separated from each other by electrically indifferent media, which simply prevent the passage of electricity from one conductor to another. We have no reason to believe, however, that such media exist in nature. Experiment shows, for instance, that the capacity of a given spherical condenser depends essentially upon the kind of insulating material used to separate the sphere from its shell, so that this material, without conducting electricity, modifies the action of the charges on the conductors. Insulators, when considered as transmitting electric action, are sometimes called dielectrics.

Given two condensers of any shape, geometrically alike in all respects, with plates separated in the one case by a homogeneous dielectric, $A$, and in the other case by another homogeneous dielectric, $P$, the ratio of the capacities is found to be the same whatever the shape or dimensions of the condensers when these same two dielectrics are used. If this ratio is mity, the dielectrics are said to have the same elertrical inductirity or the same specific inductive capacity. If the ratio of the capacities of the first and second condensers is $n, A$ is said to have an inductivity $n$ times as great as that of 13 . The electrical inductivity of dry air at the standard pressure and temperature being chosen as a standard, the electrical inductivities of all other known substances are
positive quantities which in the case of any one specimen, though somewhat dependent upon conditions of temperature and pressure, may be considered independent of the electrical stress to which the substance may be exposed. The letter $\mu$ is often used to represent the inductivity of a medium. It is generally assumed, for the sake of definiteness, that outside all the material media upon which we can experiment, the ether extends indefinitely in all directions and the inductivity of the ether is assumed to be sensibly the same as that of air under standard conditions. We cannot expect that a nonhomogeneous dielectric will have the same inductivity throughout, so that in the general case we must assume that $\mu$ is a function of the space coördinates. The vector formed by multiplying the force by the scalar quantity $\frac{\mu}{4 \pi}$ is sometimes called the displacement. The force is occasionally called the electrical intensity, or the electromotice intensity.

We may best sum up the results of experiments upon the behavior of dielectrics in electric fields by stating some general equations which may be used in solving any problem. We shall find it convenient to write down first, for the sake of comparison, the simplified forms of these equations which we have shown to be characteristic of the electric field about any distribution of electricity when air is the only dielectric.

If $X, Y, Z$ are the force components parallel to the axes, and if $V$ is the potential function, so that

$$
X=-D_{x} V, \quad Y=-D_{y} V, \quad Z=-D_{z} V
$$

we know that when $\mu=1$,

$$
\text { (1) } D_{x} X+D_{y} Y+D_{z} Z=+4 \pi \rho
$$

except at surfaces where $\rho$ is discontinuous.
(2) The surface integral of the normal (outward) component of the force taken over any closed surface is equal to $4 \pi$ times the amount of matter (algebraically reckoned) within the surface ; or $\int N d S=4 \pi M$.
(3) At a charged surface all the tangential components of the force are continuous, but the normal components are discontinuous in the manner indicated by the equation

$$
N_{1}+N_{2}=+4 \pi \sigma
$$

where $N_{1}$ and $N_{2}$ represent the normal force components taken away from the surface on both sides. If the charged surface is not equipotential, the lines of force which cross it are in general refracted; for, if $\phi_{1}$ is the angle which a line of force in reaching the surface makes with its normal, $\phi_{2}$ the angle which the same line makes with the normal on leaving the surface on the other side, and, if $T_{1}$ and $T_{2}$ are the tangential components of the force, $T_{1}=-N_{1} \tan \phi_{1}, T_{2}=N_{2} \tan \phi_{2}$, and since $T_{1}=T_{2}, N_{2} \tan \phi_{2}+N_{1} \tan \phi_{1}=0$, or, since the normal component is discontinuous,

$$
\left(4 \pi \sigma-\lambda_{1}\right) \tan \phi_{2}+\nu_{1} \tan \phi_{1}=0 .
$$

(4) $V$ so vanishes at infinity that $r V$ and $r^{2} D_{r} V$ have finite limits.

If we now introduce a new vector (called the induction) equal to the product of the scalar point function $\mu$ and the force, we may write down a set of equations, very like those which we have just enumerated and equivalent to them when $\mu=1$, which will give the force components and the potential function in terms of the charges when $\mu$ is different from unity and (in the general case) determined by different analytic functions of the space coördinates in different portions of space.

In general,

$$
\begin{equation*}
D_{x}(\mu \mathrm{I})+D_{y}(\mu Y)+D_{z}(\mu Z)=+4 \pi \rho \tag{1}
\end{equation*}
$$

at every point in space, except at surfaces where either $\rho$ or $\mu$ is discontinuous. Since in all cases $X=-D_{x} V, Y=-D_{y} V$, $Z=-D_{z} V$, this equation may be written

$$
\begin{equation*}
D_{x}\left(\mu D_{x} V\right)+D_{y}\left(\mu D_{y} V\right)+D_{z}\left(\mu D_{z} V\right)=-4 \pi \rho . \tag{192}
\end{equation*}
$$

In a dielectric of uniform inductivity it becomes

$$
\mu \nabla^{2} V^{\gamma}=-4 \pi \rho
$$

(2) The integral, taken over any closed surface, of the outward normal component of the induction is equal to $4 \pi$ times the amount of matter within the surface, or

$$
\begin{equation*}
\int \mu N d S=4 \pi M . \tag{193}
\end{equation*}
$$

(3) If the surface of separation between two different dielectrics which are in contact with each other has a charge of superficial density, $\sigma$, all the force components tangent to the surface are contimous. If $\mu_{1}$ and $\mu_{2}$ are the inductivities of the two media, the normal component of the induction is discontinuous in the manner indicated by the equation
or

$$
\begin{equation*}
\mu_{1} D_{n_{1}} I+\mu_{2} I I_{n_{2}} I=-4 \pi \sigma . \tag{194}
\end{equation*}
$$

If this surface has no charge, $\sigma=0$, and the normal component of the induction is continuous, though the normal force component is discontinuous: evidently, the law of refraction of the lines of force is, in this case, $\tan \phi_{1}: \mu_{1}=\tan \phi_{2}: \mu_{2}$. Whether or not $\sigma$ is zero, $N_{1} \tan \phi_{1}+\lambda_{2} \tan \phi_{2}=0$. At a charged surface where the dielectric is continuous,

$$
\mu\left(N_{1}+N_{2}\right)=4 \pi \sigma .
$$

(4) $V$ is everywhere contimuons, and it so vanishes at infinity that $r V$ and $r^{2} D_{r} V$ have finite limits. The first derivatives of $V$ are everywhere continuons, except at charged surfaces and surfaces where the inductivity is discontinuous: here the tangential derivatives of $V$ are continuous and the normal derivatives have the properties just discussed. The lines of force and the lines of induction are coincident. It is well to notice that what we have here called the induction and what is usually called induction in perfectly hard magnets are different special cases, as will be shown later on, of a
much more complex vector which appears in some general problems.

It is easy to prove with the help of [149] a series of theorems concerning the potential function analogous to those already found for the case where $\mu=1$. For instance: if the closed surface $S_{1}$ shuts in the closed surface $S_{2}$, there cannot be two different functions, $V^{\prime}$ and $V^{\prime}$, which (1) between $S_{1}$ and $S_{2}$ satisfy the equation

$$
D_{x}\left(\mu D_{x} u^{\prime \prime}\right)+D_{y}\left(\mu I_{y} u^{\prime \prime}\right)+D_{z}\left(\mu D_{z} u^{\prime \prime}\right)=0,
$$

where $\mu$ is a given, everywhere positive, analytic function of the space coördinates, (2) are continuous in that region with their first derivatives, and (3) are equal at every point of $S_{1}$ and $S_{2}$. Assuming, for the sake of argument, that two such functions exist, we may call their difference $u$ and note that $u$ and its first derivatives are continuous between $S_{1}$ and $S_{2}$, and that $u$ vanishes at every point of these surfaces. Since $u$ satisfies the equation

$$
D_{x}\left(\mu D_{x} u\right)+D_{y}\left(\mu D_{y} u\right)+D_{z}\left(\mu D_{z} u\right)=0
$$

between $S_{1}$ and $S_{2}$, we may conveniently make $\lambda=\mu, U=V=u$ in [149], for both integrals in the second member of the equation vanish, and we learn that

$$
\iiint \mu\left[\left(I_{x} u\right)^{2}+\left(I_{y} u\right)^{2}+\left(D_{z} u\right)^{2}\right] d x d y d z=0
$$

when extended over the region in question. Since $\mu$ is positive, and the integrand can never be negative,

$$
I_{x} u=I_{y} u=I_{z} u=0,
$$

and $u$ is a constant. But $u=0$ on $S_{1}$ and $S_{2}$, hence $V$ and $V^{\prime}$ are identical.

If, while satisfying conditions (1) and (2), V and $V^{\prime}$ are required to have equal normal derivatives at every point of $S_{1}$ and $S_{2}$, it is easy to prove in a similar manner that one can differ from the other only by a constant.

With given values of the volume density in given regions of space, and with given values of the superficial density on given surfaces, the force components and the potential function are, in general, different when $\mu=1$ and when $\mu$ is different from 1, and, if the dielectrie is heterogeneous with surfaces of discontinuity in $\mu$, not equipotential surfaces, the forms of the lines of force are very different in the two cases.

If the dielectric of a given condenser, the plates of which are the surfaces $S_{1}$ and $S_{2}$, is air, and if these plates have given charges, $V$ must satisfy Laplace's Equation between $S_{1}$ and $S_{2}$, while at every part of the condenser plate $D_{n} V=-4 \pi \sigma$. If, now, a homogeneous dielectric of inductivity $\mu$ be substituted for the air, the new potential function $V^{\prime \prime}$ satisfies Laplace's Equation between $S_{1}$ and $S_{2}$ (since $\mu$ is constant and $\rho$ is zero), and at every point of $S_{1}$ or $S_{2}, I_{n} V^{\prime \prime}=\frac{4 \pi \sigma}{\mu}$. Now $V / \mu$ satisfies all these last conditions, and since two functions which do so can at most differ by a constant, we may write

$$
V^{\prime}=V / \mu+C .
$$

The force in any direction at any point in the dielectric is $1 / \mu$ as great in the second case as in the first. If $S_{1}$ and $S_{2}$, instead of having given charges, had been kept at the given potentials $V_{1}$ and $V_{2}$, the density of the charge at any point of either plate would have been $\mu$ times as great in the second case as in the first, while the potential function (and the force) would have had the same value at every point, whichever dielectric was used. The capacity of the condenser is, in this case, equal to

$$
\mu \int D_{n} V^{\prime} d S_{1} / 4 \pi\left(V_{2}-V_{1}\right)
$$

The generalized form [192] of Poisson's Equation, when expressed in terms of the orthogonal eurvilinear coördinates $u, v, w$ as independent variables, becomes

$$
\begin{aligned}
& \mu\left[h_{u}{ }^{2} \cdot D_{u}{ }^{2} V+h_{r}{ }^{2} \cdot I_{u}{ }^{2} V+h_{u r}{ }^{2} \cdot D_{w}{ }^{2} V+D_{u} V \cdot \nabla^{2} u\right. \\
& \left.+I_{k} V^{\top} \cdot \Gamma_{e}^{2}+I_{m} \Gamma^{\Gamma} \cdot \Gamma^{2} w\right] \\
& \left.+\left(D_{u} I^{\cdot} \cdot I_{x^{\prime \prime}}{ }^{\prime \prime}+I_{w^{\prime}} V^{\prime} \cdot I\right)_{w}{ }^{\prime \prime}+I_{w} V^{\prime} \cdot D_{x^{\prime \prime}}\right) \\
& \left(D_{u} \mu \cdot D_{x}{ }^{\prime \prime}+I_{x} \mu \cdot D_{x}{ }^{\prime}+D_{w} \mu \cdot D_{x} w\right) \\
& +\left(D_{u} J^{\prime} \cdot I_{y^{\prime}}+D_{v} V^{\top} \cdot I_{u^{\prime}} v+I_{u} V \cdot I_{y^{\prime}} u^{*}\right) \\
& \left(I_{u} \mu \cdot I_{y} u+I_{v} \mu \cdot I_{!j} v+D_{w} \mu \cdot D_{y} w\right) \\
& +\left(I_{k} I^{\top} \cdot I \cdot n+I_{v} V^{r} \cdot I_{z}{ }^{\prime}+I_{w^{\prime}} V^{r} \cdot D_{z} w^{\prime}\right) \\
& \left.\left(D_{\mu} \mu \cdot I\right)_{z}{ }^{\prime \prime}+I_{\nu} \mu \cdot D_{z} r+I_{w} \mu \cdot D_{z} u^{\prime \prime}\right)=-4 \pi \rho .
\end{aligned}
$$

If $\mu$ is a function of one of the coördinates, $u$, only, the family of surfaces on which $n$ is constant are possible equipotential surfaces due to a distribution of electricity in this dielectric, providel the special form of the equation just stated, obtained by putting

$$
D_{v} \mu=D_{u} \mu=I_{r} V=D_{w} V=\rho=0,
$$

that is, provided the equation

$$
I_{u}{ }^{2} V^{\top}+\left(\frac{\Gamma^{2} u}{U_{u}{ }^{2}}+\frac{I_{u} \mu}{\mu}\right) I_{u} V=0
$$

involves only $\mu$. Now $I_{u} \mu / \mu$ is, by hypothesis, a function of $u$ only, so that the condition is that the ratio of $\nabla^{2} u$ to $h_{u}{ }^{2}$ shall he independent of $r$ and $u$, and this is the condition (Section 35) that must be satisfied when the dielectric is air, in order that the surfares upon which $u$ is constant may be possible equipotential surfaces.

It is easy to see that if the space between two equipotential surfaces in air about a distribution of electricity be filled with a dieleetrie the inductivity of which is either constant or else a function only of the parmeter of the original equipotential surfares, the sew erpipotential surfaces will coincide with the old ones, though the value of the potential function on any particular surface will generally be changed.

If in $[149]$ we make $I^{\prime}=I^{\prime}$, the potential function due to any
distribution of electricity, and if we make $\lambda=\mu$, we may apply the equation to all space after we have enclosed by pairs of new surfaces all surfaces of discontinuity of $\mu, \rho$, or $I{ }_{n} V$, and learn that the intrinsic energy of the distribution is equal to

$$
\frac{1}{8 \pi} \iiint \mu\left[\left(D_{x} V\right)^{2}+\left(D_{y} V\right)^{2}+\left(D_{z} V\right)^{2}\right] d x d y d z
$$

extended over all space.

When the potential function, $r$, due to a given distribution $(\rho, \sigma)$ of electricity with any given set of dielectrics has been found, we may ask what distribution ( $\rho^{\prime}, \sigma^{\prime}$ ) of electricity would have given this same potential function if all the dielectrics had been displaced by homogeneous air. The distribution $\left(\rho^{\prime}, \sigma^{\prime}\right)$ is called the apporent charge to distinguish it from the distribution $(\rho, \sigma)$ which is sometimes called the real or the intrinsic charge. From the apparent charge when found, $V$ might be calculated by means of the familiar integrals

$$
\begin{equation*}
V=\iiint \frac{\rho_{1}^{\prime} d \tau_{1}}{r}+\iint \frac{\sigma_{1}^{\prime} d S_{1}}{r} . \tag{195}
\end{equation*}
$$

When $V$ is given, the quantity $\rho^{\prime}$ is determined at all points where the equation has a definite meaning by $\Gamma^{2} V=-4 \pi \rho^{\prime}$ and the quantity $\sigma^{\prime}$ at all surfaces where the normal derivative of $V$ is discontinuous by the equation $N_{1}+N_{2}=4 \pi \sigma^{\prime}$.

Now $\quad D_{x}\left(\mu D_{x} I^{\top}\right)+I_{y}\left(\mu I_{y} I^{\top}\right)+D_{z}\left(\mu D_{z} I^{\prime}\right)=-4 \pi \rho$,
or $\mu \nabla^{2} V+\left(D_{x} V \cdot D_{x} \mu+D_{y} \Gamma \cdot D_{y} \mu+D_{z} V^{\gamma} \cdot D_{z} \mu\right)=-4 \pi \rho$,
or $-4 \pi \mu \rho^{\prime}+\left(D_{x} V \cdot D_{x} \mu+D_{y} V^{\prime} \cdot D_{y} \mu+D_{z} V^{\gamma} \cdot D_{z} \mu\right)=-4 \pi \rho,[196]$ and this defines $\rho^{\prime}$. In every region where $\mu$ is constant $\rho^{\prime}=\rho / \mu$.

In the most general case of a surface where the normal derivative of $V$ is discontinuons, there is a discontinuity in $\mu$ at the surface and a charge, $\sigma$, on the surface so that

$$
\begin{equation*}
\mu_{1} N_{1}+\mu_{2} N_{2}=4 \pi \sigma, N_{1}+N_{2}=4 \pi \sigma^{\prime} \tag{197}
\end{equation*}
$$

whence $\quad \sigma^{\prime}=\frac{\sigma}{\mu_{2}}+\frac{N_{1}\left(\mu_{2}-\mu_{1}\right)}{4 \pi \mu_{2}}=\frac{\sigma}{\mu_{1}}+\frac{V_{2}\left(\mu_{1}-\mu_{2}\right)}{4 \pi \mu_{1}}$.

In a particular instance there may be a surface charge with no discontinuity in the dielectric, in which case $\sigma^{\prime}=\sigma / \mu$; or there may be discontimuity in the dielectric with no real surface charge, in which case

$$
\sigma^{\prime}=\lambda_{1}^{\prime}\left(\mu_{2}-\mu_{1}\right) / 4 \pi \mu_{2}=\lambda_{2}^{\prime}\left(\mu_{1}-\mu_{2}\right) / 4 \pi \mu_{1}
$$

The difference $\left(\rho^{\prime}-\rho, \sigma^{\prime}-\sigma\right.$ ) between the apparent charge and the intrinsic charge is sometimes called the induced charge.

The solving of one or two simple problems will suffice to illustrate the use of the general equations which determine the potential function when the dielectric is not homogeneous.
I. "A condenser consists of two concentrie conducting spherical surfaces of radii $a$ and $b$ separated by a dielectric the inductivity of which at a distance, $r$, from the common centre, $O$, of the spherical surfaces is $\frac{r+r}{r}$. The inner plate, of radius $a$, has a charge $E$. The onter plate is at potential zero. The potential function in the dielectric is evidently a function of $r$ only; what is its value?"

Since the induction through any closed surface is equal to $4 \pi$ times the intrinsic charge within, we may imagine a spherical surface drawn in the dielectric with centre at $O$ and radius equal to $r$ and then assert that, if $r^{\prime}$ is the force,

$$
4 \pi r^{2} \cdot \frac{r+r}{r} \cdot r^{\prime}=4 \pi E \text { so that } r^{\prime}=-J_{r} r^{+}=\frac{E}{r(c+r)}
$$

and $V=\frac{E}{c} \log \frac{b(r+r)}{r(b+r)}$. The capacity of the condenser is $c \div \log \frac{b(1+r)}{a(b+r)}$. The apparent surface density on the imner plate is $\sigma^{\prime}=E /[4 \pi \prime(c+c)]$, the intrinsie surface density is $E / 4 \pi \pi^{2}$, and the density of the ( $h a r g e$ induced at the inner surface of the dielectric is - $E \sim /\left[+\pi \epsilon^{2}(u+r)\right]$.
II. "A condenser consists of two large, plane, conducting plates parallel to each other and separated by three slabs, $s_{1}$,
$s_{2}, s_{3}$, of dielectric of thickness $a, b$, and $c$ vespectively, and of inductivity $1, \mu$, and 1 . What is the capacity of the condenser per unit area of one of its phates?"

Take the axis of $x$ perpendicular to the faces of the plates with the origin in the first plate, which shall be kept at potential zero. It is evident that the potential function is a function of $x$ only, so that $D_{x}{ }^{2} V=0$ in each slab of dielectric and $V$ must be of the form $L x+M$. Denote the functions which give the potential in the three slabs by

$$
V_{1}=L_{1} x+M_{1}, \quad V_{2}=L_{2} x+M I_{2}, \quad V_{3}=L_{3} x+M_{3}
$$

When $x=0, V_{1}=0$. When $x=a,-D_{x} V_{1}+\mu D_{x} V_{2}=0$, and $V_{1}=V_{2}$. When $x=(a+b),-\mu D_{x} J_{2}+D_{x} J_{3}=0$, and $V_{2}=V_{3}$. We have, therefore, $\Gamma_{1}=L_{1} x$,

$$
V_{2}=L_{1}(x+a \mu-a) / \mu, V_{3}=L_{1}(\mu x+b-b \mu) / \mu
$$

When $x=0, D_{x} V=-4 \pi \sigma=L_{1}$, and, if $V_{3}=1$ when

$$
x=a+b+c, \text { we get } \sigma=\frac{-\mu}{4 \pi(\mu a+\mu c+b)},
$$

and this is the capacity per unit area of the first plate.
69. Polarized Distributions. Imagine two homogeneous bodies, $P$ and $N$, of equal but opposite densities, $\rho$ and $-\rho$, of the same dimensions, and occupying at the same time the same space, in which, of course, the resultant density is zero. If $P$ be moved without rotation through a small distance $h$, in some direction, there will be a space of no density common to $P$ and $N$, a space of density $\rho$ where $P$ extends


Fig. 49. beyond $N$, and a space of density $-\rho$ where $N$ extends behind $P$. The thickness of the shell of matter, measured on the exterior normal to the space of no density, is $\Delta n$. If, now, $h$ be made to approach zero, and $\rho$
be imagined to increase without limit so as to keep the product $\rho h$ always equal to a given constant $I$,

$$
\underset{h \doteq 0}{\operatorname{limit}} \Delta n / h=\cos (h, n)
$$

and we have in the limit merely a superficial distribution, of density $\sigma=I \cos (h, n)$, on the boundary of the space originally occupied in common by $P$ and $N$. Since the direction of $h$ is fixed in space, and $n$ is an exterior normal, the distribution cousists partly of negative matter and partly of positive matter in equal amounts. The surface density is equal to zero at points of contact of the distribution with tangents parallel to the direction of $h$.

If this distribution be divided up into filaments parallel to $h$, it is clear that the charges on the ends of every filament are equal and opposite, and that each is equal in amount to $q I$, where $q$ is the cross-section of the filament in question. It is easy to see from this that if the distribution were placed in a uniform field of force of intensity $F$, this field would exert upon any such filament of length $l$ a couple of moment $F \cdot \sin (l, F) \cdot q l l$, and upon the whole distribution a couple of moment $F \cdot \sin (h, F) \cdot I$ times the volume of the space enclosed by the distribution. $I$ is, therefore, numerically equal to the moment of the couple, per unit of volume, per unit field perpendicular to the direction of $h$. The distribution just described is said to be a uniformly polrrized distribution. $I$ is called the intensity of the polurization.

If, for instance, $P$ is a sphere of radius $a$ with centre at $O$, and if $r^{2} \equiv x^{2}+y^{2}+z^{2}$, the potential function, $V(x, y, z)$, due to its own mass, has, as we know, the value $2 \pi \rho\left(a^{2}-\frac{1}{3} r^{2}\right)$ at inside points, and the value $4 \pi \rho r^{3} / 3 r$ at outside points. After $P$ has been displaced through a distance $h$ parallel to the $r$ axis, the potential function at any point $(x, y, z)$, either in the space common to $P$ and $N$ or outside both, has the value $V^{\prime}(x-h, y, z)-V(x, y, z)$. If the point is within both $P$ and $N$. the value of this quantity is $2 \pi \rho h(2 x-h) / 3$, but if the point is without both $P$ and
$N$, the value is $2 \pi r^{3} \rho h(2 x-h) / \Omega r^{3}$. The limits of these expressions ( $4 \pi I x / 3$ and $4 \pi u^{3} I x / 3 r^{3}$ ) give the values of the potential function within and without a sphere uniformly polarized to intensity $I$ parallel to the $x$ axis. Within the sphere the equipotential surfaces are planes perpendicular to the $x$ axis, the field is uniform, and sinee $I=-D_{x} V$, the lines of force are parallel to the negative direction of the $x$ axis. Considerations of symmetry show that the lines of force without the sphere are curves lying in planes through the axis of $x$. From the expression for $V$ at outside points we learn that if $\theta$ is the angle which the radius vector drawn from the origin to any point makes with the $x$ axis, the equipotential surfaces of revolution without the sphere may be considered as generated by plane curves which belong to the family $\cos \theta / r^{2}=c$. Curves of this family lying in a


Fig. 50. plane are cut orthogonally by curves in the same plane which have the equation $r=k \cdot \sin ^{2} \theta$, and this evidently gives the lines of force. Fig. 50 shows the forms of these lines and the direction of the force. It is to be noted that this direction changes abruptly at the surface; on the $x$ axis without the sphere the force is directed from left to right, whereas within the sphere it is
directed from right to left. This discontinuity is wholly explained, as a little simple computation will show, by the fact that at any superficial distribution of density $\sigma$ every tangential component of the force is continuous, but the normal component is discontinuous by $4 \pi \sigma$.

The potential function belonging to a uniform field of force of intensity $X_{6}$, the lines of which are parallel to the $x$ axis, is - $\lambda_{0} r$, and if into such a field a sphere of radius $a$, uniformly polarized to intensity $I$ parallel to the $x$ axis, is brought, and if we define the constant $\chi$ by the equation $X_{0}=4 \pi I_{\chi} / 3$, the


Fig. 51.
potential function, referred to the centre of the sphere as origin, will have the value $4 \pi I x(1-\chi) / 3$ at points within the sphere, and the value $4 \pi I x\left[\mu^{3} / 3\left(x^{2}+y^{2}+z^{2}\right)^{3 / 2}-x / 3\right]$ at outside points. The field within the sphere is now a uniform field of intensity $4 \pi I(x-1) / 3$ directed parallel to the $x$ axis: if $\chi=1$, this force ranishes. The equipotential surfaces of revolution without the sphere could be generated by the revolution about the $x$ axis of a family of curves the equation of which in the $x y$ plane is $4 \pi I x\left[a^{3} / 3 r^{3}-\chi / 3\right]=c$, where $r^{2} \equiv x^{2}+y^{2}$. The equation of the family of curves which cut these orthogonally may be written,

$$
2 \pi I y^{2}\left(2 \iota^{3} / 3 r^{3}+\chi / 3\right)=m,
$$

and this represents the lines of force. These lines may be easily plotted for any value of $\chi$, by assuming in succession a series of values of $r$ and computing the corresponding values of $y$. Figs. 51 and 52 show two characteristic forms which the lines may have. In the first $\chi=+1$, in the second $\chi=-3$. Some slight theoretical interest attaches to the case for which $\chi=-2$, and the reader may care to plot for himself the corresponding curves. He should indicate the direction of the force at various points by arrows.

The value, at inside points, of the potential function due to a homogeneous ellipsoid of density $\rho$. with axes coincident


Fig. 52.
with the coördinate axes, is given on page 121. If we call this $\rho \cdot \Omega(x, y, z)$, we may write

$$
\Omega(x, y, z) \equiv a b c \pi\left(G_{0}-K_{0} x^{2}-L_{0} y^{2}-M_{0} z^{2}\right),
$$

where $G_{0}, K_{0}, L_{0}, M_{0}$ have the same values at all points of the mass. If, now, we consider an ellipsoidal distribution, uniformly'polarized to intensity $I$, in a direction $s$, it is easy to see that the value of the potential function within the distribution is

$$
-I\left[D_{x} \Omega \cdot \cos (x, s)+D_{y} \Omega \cdot \cos (y, s)+D_{z} \Omega \cdot \cos (z, s)\right]
$$

or $2 a b c \pi I\left[K_{0} x \cdot \cos (x, s)+L_{0} y \cdot \cos (y, s)+M M_{0} z \cdot \cos (z, s)\right]$.
and that, if we regard the polarization as a vector and denote its components by $A, B$, and $C$, the force components are

$$
-2 \pi a b c A K_{0},-2 \pi a b r B L_{0},-2 \pi a b c C M_{0} .
$$

The field within the distribution is, therefore, uniform, and it has a direction defined by cosines which are to each other as $K_{0} \cdot \cos (x, s): L_{0} \cdot \cos (y, s): M M_{0} \cdot \cos (\pi, s)$. It is to be noticed that this direction does not coincide with that of the
polarization unless $K_{0}=L_{0}=M_{0}$ (so that the ellipsoid is really a sphere), or muless the dircetion of polarization coincides with that of one of the principal axes of the ellipsoid.

In certain cases the elliptic integral

$$
K_{0} \equiv \int_{0}^{\infty} \frac{d s}{\left(s+u^{2}\right)^{3 / 2}\left(s+l^{2}\right)^{1 / 2}\left(s+c^{2}\right)^{1 / 2}}
$$

and the corresponding integrals $L_{0}$ and $M_{0}$ can be easily evaluated. If, for instance, $a=b=c$, these quantities evidently have the common value $2 / 3 a^{3}$.

If the ellipsoid is a figure of revolution, we may find the values of $K_{0}, L_{0}, M_{0}$ with the help of the integrals
$\int \frac{d s}{\left(s+l^{2}\right)\left(s+m^{2}\right)^{1 / 2}}$

$$
\begin{aligned}
= & \frac{1}{\left(m^{2}-l^{2}\right)^{1 / 2}} \cdot \log \left(\frac{\left(s+m^{2}\right)^{1 / 2}-\left(m^{2}-l^{2}\right)^{1 / 2}}{\left(s+m^{2}\right)^{1 / 2}+\left(m^{2}-l^{2}\right)^{1 / 2}}\right) \\
& \frac{2}{\left(l^{2}-m^{2}\right)^{1 / 2}} \cdot \tan ^{-1} \frac{\left(s+m^{2}\right)^{1 / 2}}{\left(l^{2}-m^{2}\right)^{1 / 2}}
\end{aligned}
$$

or
$\int \frac{d s}{\left(s+l^{2}\right)^{2}\left(s+m^{2,1 / 2}\right.}$

$$
=\frac{1}{l^{2}-m^{2}}\left(\frac{\left(s+m^{2}\right)^{1 / 2}}{s+l^{2}}+\frac{1}{2} \int \frac{d s}{\left(s+l^{2}\right)\left(s+m^{2}\right)^{1 / 2}}\right)
$$

$\int \frac{d s}{\left(s+l^{2}\right)\left(s+m^{2}\right)^{3 / 2}}$

$$
=\frac{1}{m^{2}-l^{2}}\left(\frac{2}{\left(s+m^{2}\right)^{1 / 2}}+\int \frac{d s}{\left(s+l^{2}\right)\left(s+m^{2}\right)^{1 / 2}}\right)
$$

In the case of a prolate ellipsoid where $a>b, b=c$, and

$$
\begin{gathered}
e=\sqrt{a^{2}-b^{2}} / a \\
L_{0}=M_{0}=\frac{1}{r^{2} \iota^{3}}\left(\frac{1}{1-e^{2}}+\frac{1}{2 e} \cdot \log \frac{1-e}{1+e}\right), \\
K_{0}=\frac{2}{e^{2} a^{3}}\left(\frac{1}{2 e} \cdot \log \frac{1+e}{1-e}-1\right),
\end{gathered}
$$

and the force components within the ellipsoid are

$$
\begin{aligned}
& -4 \pi A \frac{\left(1-r^{2}\right)}{e^{2}}\left(\frac{1}{2 e} \cdot \log \frac{1+e}{1-e}-1\right), \\
& -2 \pi B\left(\frac{1}{e^{2}}+\frac{1-e^{2}}{2 e^{3}} \cdot \log \frac{1-e}{1+e}\right), \\
& -2 \pi C\left(\frac{1}{e^{2}}+\frac{1-e^{2}}{2 e^{3}} \cdot \log \frac{1-e}{1+e}\right) .
\end{aligned}
$$

If, while $b$ is constant, " he increased without limit, e approaches the limit unity, $\left(1-e^{2}\right) \cdot \log [(1+e) /(1-e)]$ the limit zero, and the ellipsoid becomes an infinitely long cylinder of revolution, for which the force components are $0,-2 \pi B,-2 \pi C$.

In the case of an oblate ellipsoid where $a<b, b=c$, and $e=\sqrt{b^{2}-a^{2}} / b$,

$$
\begin{gathered}
K_{0}^{-}=\frac{2}{e^{2} b^{3}}\left(\frac{1}{\sqrt{1-e^{2}}}-\frac{\sin ^{-1} e^{e}}{e}\right), \\
L_{0}=M_{0}=\frac{1}{e^{2} b^{3}}\left(\frac{\sin ^{-1} e}{e}-\sqrt{1-e^{2}}\right),
\end{gathered}
$$

and the force components within the ellipsoid are

$$
\begin{aligned}
& -4 \pi A\left(\frac{1}{e^{2}}-\frac{\sqrt{1-e^{2}}}{e^{3}} \cdot \sin ^{-1} e\right), \\
& -2 \pi B\left(\frac{\sqrt{1-e^{2}}}{e^{3}} \cdot \sin ^{-1} e-\frac{1-e^{2}}{e^{2}}\right), \\
& -2 \pi C\left(\frac{\sqrt{1-r^{2}}}{e^{3}} \cdot \sin ^{-1} e-\frac{1-e^{2}}{e^{2}}\right) .
\end{aligned}
$$

If, while $l$ and $c$ are constant, " is made to approach zero, $e$ approaches the limit unity, the limiting values of the force components are $-4 \pi A, 0,0$, and we have the case of a circular disc, in which, if the direction of polarization lies in the plane of the disc, the resultant force is zero.

If the imaginary body $P$, instead of being of the same density throughout, had consisted of two homogeneous portions of densities $\rho_{1}$ and $\rho_{2}$, to the left and to the right of their surface of separation, $S$; if the density of $N$ had been at every point equal and opposite to that of $P$, and if the limits of $\rho_{1} h$ and $\rho_{2} /$ had been the constants $I_{1}$ and $I_{2}$, the resulting surface distribution, on the boundary of the space occupied originally by $N^{+}$and $P$ conjointly, would have had the density $\sigma=I_{1} \cos (h, u)$ to the left of the original position of $S$, and the density $\sigma=I_{2} \cos (h, n)$ over the rest of the surface. There would have been on $S$ a surface density $\sigma=I_{1} \cos \left(h, n_{1}\right)+I_{2} \cos \left(h, n_{2}\right)$, where $n_{1}$ and $n_{2}$ represent exterior normals to the regions in which $P$ had the densities $\rho_{1}$ and $\rho_{2}$ respeetively. This distribution is therefore equivalent to two distributions uniformly polarized in the direetion of $h$, and laid together so as to have the common surface $S$.

If, again, the density of $P$ had, been given by the expression

$$
\rho=\rho_{0} \cdot f(x, y, \nRightarrow),
$$

where $\rho_{0}$ is a constant and $f$ an analytic function of the space coordinates, then, if $P$ had been displaced parallel to the $x$ axis, there would have been, (1) a region common to $P$ and $N$ in which the density would lave been

$$
\rho_{0}[f(x-h, y, z)-f(x, y, z)] \text { or }-\rho_{0} h \cdot D_{x} f+e^{2}
$$

where $e$ is an infinitesimal of the same order as $h,(2)$ a region of density $\rho_{0} f(x-h, y, z)$ where $P$ extended beyond $N$, and (3) a region of density $\rho_{0} f(x, y, z)$ where $N$ extended behind $P$. If the limit of $\rho_{0} h$ had been the constant $A_{0}$, and if $A_{0} \cdot f(x, y, z)$ had been denoted by $A$, the resulting distribution would have had a surface density $\sigma=A \cos (x, n)$ over the boundary of the space originally occupied by $N$ and $P$ and a volume density $\rho=-I_{x} A$ inside this boundary. This kind of distribution is ealled a non-uniform polarization of intensity $A$, the direction of the polarization being that of the $x$ axis. We know from Green's Theorem that the
surface integral of $A \cos (x, n)$ taken over any closed surface is equal to the volume integral of $+I_{x} A$ taken through the space bounded by the surface, so that the whole amount of matter, algebraically considered, in the distribution just discussed is zero.

If such a distribution as this were placed in a uniform field of force of intensity $F$, perpendicular to the $x$ axis, it would encounter a couple of moment

$$
\begin{aligned}
M & =F \iint x \cdot \sigma \cdot d S+F \iiint x \cdot \rho \cdot d \tau \\
& =F \iint x \cdot A \cdot \cos (x, n) d S-F \iiint x \cdot D_{x} A \cdot d \tau \\
& =F \iiint\left[D_{x}(x A)-x \cdot D_{x} A\right] d \tau \\
& =F \iiint A \cdot d \tau
\end{aligned}
$$

Here, again, the volume integral of the intensity of the polarization is a measure of the moment of the couple which would be exerted upon the distribution, if it were placed in a uniform field of unit strength perpendicular to the $x$ axis. The intensity of the polarization at any point in a polarized distribution has been called the moment per unit colume of the distribution at the point. If a distribution polarized in the manner just described parallel to the $x$ axis were placed in a uniform field ( $X_{0}, Y_{0}, Z_{0}$ ), not perpendicular to the $x$ axis, it would experience a couple the components of which would be

$$
0,-Z_{0} \iiint A \cdot d \tau, I_{0} \iiint A \cdot d \tau
$$

If $\rho_{0} V(x, y, z)$ is the potential function at $(x, y, z)$ due to $P$ in its original position, the potential function at $(x, y, z)$ due to $N$ and $P$, after $P$ has been displaced parallel to the axis of $x$ through the distance $h$, is

$$
\rho_{0}[V(x-h, y, z)-V(x, y, z)], \text { or }-\rho_{0} h \cdot D_{x} V+e^{2},
$$

where $e$ is an infinitesimal of the same order as $h$. As $h$ is decreased and $\rho_{0}$ so increased that $\rho_{0} h$ is always equal to $A_{0}$, the potential function at $(x, y, z)$ due to the resulting distribution becomes $-A_{0} \cdot I_{s} I$. 'Thus, if $P$ is a sphere of radius $a$, the density of which is proportional to the distance from its centre, we lave $\rho=\rho_{0}, r, r=\pi \rho_{0}\left(4 a^{3}-r^{3}\right) / 3$ if $r<a$, and $V=\pi \rho_{0} \prime^{+} / r$ if $r>a$. The polarization in the resulting distribution is $A_{0} r$, where $A_{0}$ is a constant to be chosen at pleasure; the potential function has the value $\pi A_{0} r r$ within the polarized sphere, and $\pi A_{0} a^{4} \cdot x / r^{3}$ without it ; the moment of the spliere is $\pi \cdot A_{0} \ell^{\prime}$.

Imagine six coincident bodies, $P_{1}, N_{1}, P_{2}, N_{2}, P_{3}, N_{3}$, of densities $\rho_{0} f_{1}(x, y, z),-\rho_{0} f_{1}(x, y, z), \rho_{0} f_{2}(x, y, z),-\rho_{n} f_{2}(x, y, z)$, $\rho_{11} f_{3}(x, y, z),-\rho_{10} f_{3}(x, y, z)$ respectively. Imagine $P_{1}, P_{2}, P_{3}$ displaced throngh distances $h$ parallel, respectively, to the axes of $x, y$ and $\approx$, then imagine $h$ to decrease and $\rho_{0}$ to increase in such a way that $\rho_{01} h$ is always equal to a constant $M$. If $M f_{1}^{\prime}\left(x^{\prime}, y, z\right), M f_{2}(x, y, z), M f_{3}(x, y, z)$ be denoted by $A, B$, and $C$ respectively, the resulting distribution has a surface density $\sigma=A \cos (x, n)+B \cos (y, n)+C \cos (\approx, n)$ on the boundary of the space originally occupied by the six bodies, and a volume density $\rho=-\left(I_{x} I+I_{y} I+D_{z} C^{\prime}\right)$ in the region enclosed by this boundary. $A, I ;, C$ are usnally considered to be the components taken parallel to the coördinate axes of a vector. $I$, so that $\sigma=I \cos (n, I)$ and $\rho=-$ (Divergence of $I)$. The whole amount of matter in the distribution is zero. $I$ is called the pmltrizution, and the direction of $I$ at any point is the dirertion at that point of the polariaution. The lines of the vector $I$ are defined by the equations

$$
d x / A=d y / B=d l z / C,
$$

and are called the limes of pelarizution. If through every point of a curve. $s$, in a polarized distribution, we draw a line of polarization, we shall get (unless $s$ is itself a line of polarization) a poluriantion surface: if $s$ is closed and the polarization surface tubular, the latter is called a tube of
polarization. The product of the cross-section of a very slender tube of polarization at any point, and the value at that point of $I$, is sometimes called the strength of the tube. The matter in a slender tube of polarization constitutes a polurized filument. If the vector $I$ is solenoidal, the distribution is wholly superficial, and the strength of every tube of polarization is constant throughout its length. Uniform polarization is a special case of solenoidal polarization.

It is evident that the generally polarized distribution just mentioned may be regarded as formed by the superposition of three distributions polarized parallel to the axes of $x, y$, and $z$ respectively, and it is easy to see that a uniformly polarized distribution in a uniform field $\left(X_{0}, I_{0}, Z_{0}\right)$ will be acted on by a couple the components of which are the products of the volume of the distribution and the quantities $B Z_{0}-C Y_{0}, C X_{0}-A Z_{0}, A I_{0}-B X_{0}$.

A short, extremely slender, right prism, uniformly polarized in the direction of its length, forms a simple kind of polarized element. If $2 l$ is the length of such an element, $q$ its cross-section, and $I$ the intensity of its polarization, $2 q_{q} l I$ may be called the moment of the element, for it represents the moment of the couple which would act upon the element if it were placed perpendicularly across the lines of a unit field. This product of the volume of the element and $I$ we may denote by $M$. We know that the field of force due to the element is mathematically accounted for by a superficial negative charge, $-q I$, on one end of the prism and an equal positive charge on the other end. Let Q be any point distant $r_{1}$ from the negative end and $r_{2}$ from the positive end of the axis of the prism, and $r$ from its centre. Let ( $r, I$ ) be the angle between the direction of polarization and the line drawn from the centre of the axis to $Q$; then, since
$r_{1}{ }^{2}=r^{2}+l^{2}+2 r l \cdot \cos (r, I)$ and $r_{2}^{2}=r^{2}+l^{2}-2 r l \cdot \cos (r, l)$,
the value at $Q$ of the potential function due to the element is $4 I\left(1 / r_{2}-1 / r_{1}\right)$ or

$$
4 I\left(r_{1}^{2}-r_{2}^{2}\right) / r_{1} r_{2}\left(r_{1}+r_{2}\right) \text { or } 2 r M \cdot \cos (r, I) / r_{1} r_{2}\left(r_{1}+r_{2}\right) .
$$

The limit, $M \cdot \cos (r, I) / r^{2}$, of the expression just found is called the potential function due to a uniformly polarized


Fig. 58. element, or to a spuce doublet. It will appear from the work which follows that a similar result might have been obtained from the use of a generally polarized element of any form. The lines of force due to a polarized element are shown in Fig. 53; they are the same as the external lines of force in Fig. 50.

Before we attempt to find an expression for the potential function due to a generally polarized finite distribution, it is well to notice that if the vector $I$ is discontinuous at any surfaces, the distribution may be considered as made up of a number of continmonsly polarized portions abutting at these surfaces: we may confine our attention, therefore, to continuonsly polarized distributions. If a given distribution of this kind has the volume density $\rho^{\prime}$ in a region $T^{\prime}$ and a surface density $\sigma^{\prime}$ on the closed surface ${ }^{\prime \prime}$ which bounds $T^{\prime}$, the potential function at the point ( $x, y, z$ ) due to the distribution is

$$
V=\iint \frac{\sigma^{\prime} d S^{\prime}}{r}+\iiint \frac{\underline{\rho}^{\prime} d \tau^{\prime}}{r}
$$

where $r$ is the distance from the point ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) in the volume or surface element to the point $(x, y, z)$. If $I^{\prime}$ is the value of the polarization at ( $x^{\prime}, y^{\prime}, z^{\prime}$ ), and if we substitute the values of $\rho^{\prime}$ and $\sigma^{\prime}$ in terms of $I^{\prime}$ and its components $A^{\prime}, B^{\prime}, C^{\prime \prime}$, we have

$$
\begin{aligned}
V=\iint \frac{\left[A^{\prime} \cos \left(x^{\prime}, n\right)+B^{\prime} \cos \left(y^{\prime}, n\right)+C^{\prime} \cos \left(z^{\prime}, n\right)\right]}{r} d S^{\prime} \\
-\iiint \frac{D_{x^{\prime}} A^{\prime}+D_{y^{\prime}} B^{\prime}+D_{z^{\prime}} C^{\prime}}{r} d \tau^{\prime}
\end{aligned}
$$

$$
\text { Since } \quad D_{x^{\prime}}\left(\frac{A^{\prime}}{r}\right) \equiv \frac{D_{x^{\prime}} A^{\prime}}{r}-\frac{A^{\prime} \cdot D_{x^{\prime}} r}{r^{2}}
$$

we may write

$$
\begin{aligned}
-\iiint \frac{D_{x^{\prime}} A^{\prime}}{r} & d \tau^{\prime} \\
& =-\iiint \frac{A^{\prime} \cdot D_{r^{\prime}} r \cdot d \tau^{\prime}}{r^{\prime 2}}-\iiint D_{x^{\prime}}\left(\frac{A^{\prime}}{r}\right) d \tau^{\prime} \\
& =-\iiint \frac{A^{\prime} \cdot D_{x^{\prime}} r^{\prime} \cdot d \tau^{\prime}}{r^{2}}-\iint \frac{A^{\prime}}{r} \cos \left(x^{\prime}, n\right) d S^{\prime}
\end{aligned}
$$

with similar expressions for the other terms of the triple integral, all the double integrals are cancellecl, and we have

$$
\begin{aligned}
V & =-\iiint \frac{A^{\prime} \cdot D_{x^{\prime}} r+B^{\prime} \cdot D_{\prime^{\prime}}, r+C^{\prime} \cdot D_{z^{\prime}}}{r^{\prime}} d \tau^{\prime} \\
& =\iiint \frac{A^{\prime}\left(x-x^{\prime}\right)+B^{\prime}\left(y-y^{\prime}\right)+C^{\prime}\left(z-z^{\prime}\right)}{r^{3}} d \tau^{\prime} \\
& =\iiint \frac{A^{\prime} \cos \left(x^{\prime}, r\right)+B^{\prime} \cos \left(y^{\prime}, r^{\prime}\right)+C^{\prime} \cos \left(z^{\prime}, r\right)}{r^{2}} d \tau^{\prime} \\
& =\iiint \frac{I^{\prime} \cos \left(r^{\prime}, I^{\prime}\right)}{r^{2}} d \tau^{\prime} .
\end{aligned}
$$

The quantity under the integral signs in this last expression
is, as we have just seen, the potential function due to an element at $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, in which the polarization is $I^{\prime}$.

If the polarization is solenoidal, the volume integral of $\rho^{\prime}$ is equal to zero and a surface integral alone remains.

We have seen that a polarized distribution is completely defined when the form of its boundary, $S$, and the values of the components of the vector $I$ within it are known, and that its potential function has the same value (at least at outside points) as that due to an ordinary distribution of matter made up of a certain volume distribution within $S$ and a certain superficial distribution on $S$. What we usually call a polarized distribution is supposed to be quite different, however, in its physical nature from this ordinary distribution, which may be said to be mathematically equivalent to it. A simple illustration will make the character of this difference clear.

If a number of small cubes. all uniformly polarized parallel to one edge, with common intensity $I$, were placed together, with their directions of polarization parallel, to form a larger cube. $P^{\prime}$, superficial distributions of equal and opposite densities would come in contact, and the resulting distribution would appear to consist only of a positive charge uniformly spread on one face of the larger cube and an equal negative charge spread uniformly on the opposite face. That is, the potential function, at outside points, due to $P$, would be the same as that due to an indifferent body, $P^{\prime}$, of the same dimensions as $P$. charged with a superficial distribution of density $+I$ on one face and a superficial distribution of density - I on the opposite face. If, however, we define the force at a point within a distribution to be the force which would urge a unit mass concentrated at the point, if an infinitesimal cavity were excarated at the point to allow of its introduction, the intensity of the force at a given point within $P^{\prime}$ might be very different from that of the force at the corresponding point in $P$. The first would be due merely to the surface charges already mentioned, whatever the shape of
the cavity, while if an excavation were made in $P$ by removing one of the very small miformly polarized cubes of which it is made up, the surface charges on the adjacent cubes would appear, and, however small the cavity might be, these would be found to modify the force very appreciably. We must regard such polarized distributions as occur in nature as made up of polurized molecules, so that if any portion be broken off, across the lines of polarization, from a body in which the polarization is defined by the vector $I$, each portion is a polarized distribution defined by the same vector as before at every point, so that a surface distribution appears on each of the new faces formed by the fracture. Every magnet appears to be a polarized distribution of magnetic matter, and problems in magnetism, as the reader who has some knowledge of magnetic phenomena will see, can be conveniently attacked by the analysis of this section.

If into a field of electric force a conductor or a mass of dielectric different in nature from that which it displaces be introduced, the field becomes changed in a manner completely explainable on the assumption that the conductor, or the dielectric, has become electrically polarized, and that the surrounding dielectrics are now and were polarized. Indeed, results of experiment compel us to assume that space which seems to be empty of ponderable matter is still occupied by a medinm, the ether, capable of transmitting electrical forces. We must assume, also, that every medium with which we are acquainted, whether it be solid, liquid, gaseous, or ethereal, is susceptible to electrical and to magnetic forces, so that if a mass of any isotropic medium be placed in a field of electric (or magnetic) force, it becomes polarized by induction in such a manner that the direction of the electric (or magnetic) polarization coincides at every point with the direction of the resultant electric (or magnetic) force due to all the apparent electrical (or magnetic) matter in the universe,
including that which belongs to the polarization of the medium itself. The ratio of the intensity of the polarization induced at any point of a medium by the resultant force at the point is called the susceptibility of the medium at the point under the given circumstances. Every medium has both an electrical susceptibility and a magnetic susceptibility; and these may be represented by very different numbers. The susceptibility of a medium to magnetic influences often depends upon the intensity of the inducing force; we may consider, however, that, if a medium is homogeneous, its clertricul susceptibility ( $k$ ) has the same value throughout. A medium in a field of force may have an intrinsic polarizution as well as the polarization induced in it by the field. A steel magnet in the earth's field illustrates this possibility.

A given region may be at once a field of magnetic force and a field of electric force, so that any medium, when placed in this region, becomes both magnetically and electrically polarized. Since the two polarizations are similar, we need speak in what follows only of one, if we keep in mind the fact that two quite independent polarizations may coexist. We shall represent susceptibility by $k$ and inductivity by $\mu$, with the understanding that different numerical values must be assigned in general to these quantities according as we are dealing with electrical or magnetic phenomena.

In the most general case of either electrical or magnetic polarization we may imagine that an isotropic medium has (1) an intrinsic volume charge of density $\rho_{0}$, where $\rho_{0}$ is a scalar point function, ( 2 ) superficial intrinsic charges over certain surfaces, and (3) an intrinsic polarization $I_{0}$, with components $A_{0}, B_{0}, C_{0}$. which may or may not be everywhere continuous. In addition to this it has (4) an induced polarization which, as we have seen, has the direction of the resultant force coming from all the apparent charges in existence, including those which come from the intrinsic and induced polarization of the medium itself. We may assume for our present purposes that $k$ depends upon the character
of the medium, but not upon the intensity of the resultant force ( $X, Y, Z$ ). The whole apparent volume density, according to the statements just made, is, in the general case,

$$
\begin{aligned}
\rho=\rho_{0} & -\left[D_{x} A_{0}+D_{y} B_{0}+D_{z} C_{0}\right] \\
& -\left[D_{x}(k X)+D_{y}(k Y)+D_{z}(k Z)\right],
\end{aligned}
$$

and this is equal, according to Poisson's Equation, to

$$
-\Gamma^{2} V / 4 \pi, \text { or to }\left(D_{x} X+D_{y} Y+D_{z} Z\right) / 4 \pi .
$$

If we denote $1+4 \pi k$ by $\mu$, this equation may be written in several interesting forms, and may be regarded as a generalized Poisson's Equation.

$$
\begin{aligned}
& D_{x}(\mu X)+D_{y}(\mu Y)+D_{z}(\mu Z) \\
& \quad=4 \pi\left[\rho_{0}-\left(D_{x} A_{0}+D_{y} B_{0}+D_{z} C_{0}\right)\right] \\
& \quad \begin{array}{c}
D_{x}\left(\mu X+4 \pi A_{0}\right)+D_{y}\left(\mu Y+4 \pi B_{0}\right)+D_{z}\left(\mu Z+4 \pi C_{0}\right)=4 \pi \rho_{0}, \\
D_{x}\left[X+4 \pi\left(k X+A_{0}\right)\right] \\
\quad+D_{y y}\left[Y+4 \pi\left(k Y+B_{0}\right)\right] \\
\quad+D_{z}\left[Z+4 \pi\left(k Z+C_{0}\right)\right]=4 \pi \rho_{0} .
\end{array}
\end{aligned}
$$

The vector, the components of which are $\left(\mu I+4 \pi A_{0}\right)$, $\left(\mu Y+4 \pi B_{0}\right),\left(\mu Z+4 \pi C_{0}\right)$, or, what is the same thing, $(X+4 \pi A),(Y+4 \pi B),(Z+4 \pi C)$, where $A, B, C$ are the components, $\left(k X+A_{0}\right),\left(k Y+B_{n}\right),\left(k Z+C_{n}\right)$, of the resultant polarization arising from the superposition of the intrinsic and the induced polarizations, is called the generalized induction. At a charged surface, the sum of the normal components of the generalized induction, pointing away from the surface on both sides, is evidently equal to $4 \pi \sigma_{0}$. The sum of the normal components of the force, pointing away from the surface on both sides, is equal to $4 \pi \sigma$, while every tangential component of the force is continuous at the surface.

If in a homogeneous medium incapable of being polarized inductively, where there is an intrinsic polarization $I_{0}$ (with components $A_{0}, B_{0}, C_{0}$ ), but no intrinsic body or surface charges not accounted for by the polarization, the polarization within the medium coincides everywhere in direction with the
force due to all the active matter in existence, including the polarization masses, and if the intensities of the polarization and force have everywhere the constant ratio $\lambda$, the divergence of the polarization is evidently equal to $\lambda$ times the divergence of the force, and Poisson's Equation becomes

$$
D_{x} I+D_{y} I+I_{z} Z=-4 \pi \lambda\left(D_{x^{2}} I+D_{y} I+D_{z} Z\right),
$$

so that the force and the polarization must be solenoidal. The converse of this theorem is evidently not true.

Inductive bodies which are incapable of being intrinsically polarized are sometimes said to be electrically or magnetically soft. Most isotropic substances seem to be electrically soft. Bodies which can be intrinsically polarized, but which are assumed to be incapable of being polarized by induction, are sometimes said to be electrically or magnetically hord. No absolutely hard media are known to exist, but the magnetic susceptibilities of some permanent magnets are comparatively small.

The generalized Poisson's Equation becomes

$$
I_{v r}(\mu \mathrm{~J})+I_{y}(\mu \mathrm{Y})+I_{z}(\mu Z)=4 \pi \rho_{0}
$$

in the case of a body which has no intrinsic polarization, and the generalized induction becomes the simple vector $(\mu I, \mu S, \mu Z)$ discussed in the last section. This vector coincides in direction with the resultant force at every point. At a charged surface which also separates two media of different inductivities, the tangential components of the force are contimuons, but the product of the tangential component of the force and the inductivity is clearly not continuous. The normal component of the force is discontinuous by $4 \pi$ times the apparent density of the charge on the surface, while the normal components of the induction are discontinuous by $4 \pi$ times the density of the intrinsic charge on the surface. In general, therefore, in soft media, neither the tangential nor the normal components of the induction are continuous, but the directions of the force and
induction coincide with each other close to the surface on both sides of it.

If $k$ is independent of the intensity of the resultant force, the volume density, $-\left[D_{x}(k I)+I_{y}\left(k i V^{\prime}\right)+I_{z}(i: Z)\right]$, due to the induced polarization in a homogeneous medimm, may be written $-k\left(I_{x} X+I I_{y} Y+I_{z} Z\right)$, or $k \cdot \nabla^{2} I$, and this vanishes at all points where there are no intrinsic body charges. We must, therefore, consider homogeneons dielectrics about charged bodies to be solenoidally polarized.

If a mass, $M$, of a soft homogeneous medium of indnctivity $\mu_{1}$, be introduced into a given field of force in an indefinitely extended homogeneous medium of inductivity $\mu_{2}$ which contains no "real" charges at a finite distance from $M$, the two media become solenoidally polarized, there is an "apparent" charge, $e^{\prime}$, at the surface $s$, of $M$, and the potential function $V$ is now the sum of the given potential function $V_{0}$, which defined the field when the place occupied by $M$ was filled with medium of inductivity $\mu_{2}$, and the potential function $V^{\prime}$, which might be computed from the expression Limit $\Sigma\left(d e^{\prime} / r\right)$, since it is equal to the potential function in a medium of unit inductivity due to a real charge, $e^{\prime}$. If $n_{1}$ and $n_{2}$ are normals to $S$ drawn respectively into and out of $M$, we have at every point of $S$,

$$
\mu_{1} \cdot D_{u_{1}} V+\mu_{2} \cdot D_{u_{2}} V=0, D_{n_{1}} V_{0}+D_{n_{2}} V_{n}=0
$$

and, if $\lambda \equiv \mu_{1} / \mu_{2}$,

$$
\lambda \cdot D_{n_{1}} V^{\prime}+D_{n_{2}} V^{\prime}+(\lambda-1) D_{n_{1}} V_{0}=0,
$$

in which $\lambda$ is positive, and, since $V_{0}$ is given, the last term of the first member is a given function, $f(x, y, z) . \quad J^{\prime}$ is continuous at $S$, it is harmonic within and without $S$. and it vanishes canonically at infinity; it is easy to show that all these conditions determine $V^{\prime}$ (and, therefore, $e^{\prime}$ ) miquely. For if we assume that two different functions may satisfy the conditions, and if we denote their difference by $u$, $u$ must vanish canonically at infinity, be continuous at $S$, and satisfy Laplace's

Equation within and withont $S$. On $S, \mu_{1} \cdot D_{n_{1}} u+\mu_{2} \cdot D_{n_{2}} u=0$. If, now, we apply [ 149 ] to $"$, choosing for $\lambda$ of that equation the value $\mu_{1}$ in the space within $S$ and the value $\mu_{2}$ in the space without $S$, it is evident that " must have everywhere the value zero. It is to be noted that changes in $\mu_{1}$ and $\mu_{2}$, which did not affect their ratio, would not affect $V^{\prime}$.

If the strength of the given field had been greater in the constant ratio $m$ than it was, the potential function $V^{\prime \prime \prime}$, due to the apparent charge on $S$, would have been larger in the same ratio, for $[149]$ shows that the difference between the two functions $I^{\prime \prime}$ and $m I^{\prime \prime}$ (both of which vanish canonically at inf̣inity, are continuous at $S$, are harmonie within and without $S$, and at $S$ satisfy an equation of the form

$$
\left.\lambda \cdot D_{n_{1}} V^{\prime \prime}+D_{n_{2}} V^{\prime \prime}+m \cdot f(x, y, z)=0\right)
$$

is identically zero.

If, when a hard body, $M$, solenoidally polarized intrinsically, is placed in a field of force in a homogeneous soft medium of inductivity unity, the directions of the polarization and of the resultant force are found to coincide within $M$, and, if the ratio of the intensities of these vectors is equal at every point of $M$ to the constant $k$, the potential function within and without $M$ is the sane as if $M$ were a homogeneous. perfectly soft merlium of susceptibility $k$ and inductivity $1+4 \pi k$, polarized inductively by the original field. To prove this we have only to compare the properties of the potential functions in the two cases. Let $S$ be the bounding surface of $M$, let $n_{1}$ and $n_{2}$ represent respectively interior and exterior normals to $S$, and let $V_{n}$ be the potential function due to the original field; then $I_{n}^{r}$ is harmonic within $S$, and nn S. where $V_{n}$ is enntinuous. $D_{n_{1}} V_{0}+D_{n_{2}} V_{n}=0$. Let $I^{\prime}$ be the polarization in the hard body $M$, and $I^{\prime \prime}$ the polarization which would be indnced if $S$ were filled by a soft medium of inductivity $1+4 \pi k$. and let $V^{\prime}$ and $V^{\prime \prime}$ be the corresponding potential functions. The components of $I^{\prime}$ and $I^{\prime \prime}$ in any
direction at any point within $S$ are respectively equal to $-k$ times the derivatives, at the point, in the given direction, of $V_{0}+V^{\prime}$ and $V_{0}+I^{\prime \prime \prime}$. The density $\sigma^{\prime}$ of the real charge of $S$ in the case of the hard body is $-I^{\prime} \cdot \cos \left(n_{1}, I^{\prime}\right)$ or $k_{\cdot} \cdot D_{n_{1}}\left(V_{0}+V^{\prime}\right)$ and the density $\sigma^{\prime \prime}$ of the charge which would be induced on $S$, if $M$ were displaced by the soft medium, is $-I^{\prime \prime} \cdot \cos \left(n_{1}, I^{\prime \prime}\right)$ or $l \cdot D_{n_{1}}\left(V_{0}+I^{\prime \prime}\right)$. On $S$,

$$
D_{n_{1}}\left(V_{0}+V^{\prime}\right)+D_{u_{2}}\left(V_{0}+V^{\prime \prime}\right)=-4 \pi k \cdot D_{n_{1}}\left(\Gamma_{0}+V^{\prime}\right),
$$

and

$$
(1+4 \pi k) \cdot D_{n_{1}}\left(V_{0}+I^{\prime \prime}\right)+I_{n_{2}}\left(I_{0}+V^{\prime \prime}\right)=0,
$$

or

$$
(1+4 \pi k) \cdot D_{n_{1}} V^{\prime}+D_{n_{2}} V^{\prime}=-4 \pi k \cdot D_{n_{1}} V_{0}^{\prime}
$$

and

$$
(1+4 \pi k) \cdot D_{n_{1}} V^{\prime \prime}+D_{n_{2}} I^{\prime \prime \prime}=-4 \pi k \cdot D_{n_{1}} V_{0}
$$

If, now, $u \equiv V^{\prime}-V^{\prime \prime}, u$ is harmonic within and without $S$, it vanishes canonically at infinity, and it is contimuous on $S$, where $(1+4 \pi k) \cdot D_{n_{1}} u+D_{n_{2}} u=0$. It is easy to prove, with the help of [149], that under these circumstances "must be identically equal to zero, so that $V^{\prime \prime}$ and $V^{\prime \prime}$ are identically equal.

- We know from work done earlier in this section that when a uniformly polarized sphere is placed in a miform field of force of intensity $X_{0}$, so that the direction of the polarization and this field coincide, the resultant field within the sphere is a uniform field of intensity $X_{0}-4 \pi I / 3$ in the direction of the polarization, and that the ratio of the polarization and the force is the constant $k=3 I /\left(3 X_{0}-4 \pi I\right)$, or $3 / 4 \pi(\chi-1)$, so that $I=3 X_{0}[(1+4 \pi / i)-1] / 4 \pi[(1+4 \pi / i)+2]$. We infer from this that if a sphere of soft medium of inductivity $\mu$ were placed in a uniform field of force of intensity $X_{0}$ in a soft medium of unit inductivity. the sphere would become uniformly polarized to intensity $3 X_{0}(\mu-1) / 4 \pi(\mu+2)$ and that the uniform field inside the sphere would have the direction of the outside field and the intensity $3 X_{n} /(\mu+2)$. Since in such a case as this the ratio of the inductivities of the inner and outer media is alone important, we may say
that, if a soft sphere of inductivity $\mu_{1}$ were placed in a uniform field of intensity $X_{0}$ in a soft medium of inductivity $\mu_{2}$, the sphere would become uniformly polarized to intensity

$$
\begin{aligned}
& 3 X_{0}\left(\mu_{1} / \mu_{2}-1\right) / 4 \pi\left(\mu_{1} / \mu_{2}+2\right) \\
& 3 X_{0}\left(\mu_{1}-\mu_{2}\right) / 4 \pi\left(\mu_{1}+2 \mu_{2}\right)
\end{aligned}
$$

and that the intensity of the uniform resultant field within the sphere would be $3 X_{10} /\left(\mu_{1} / \mu_{2}+2\right)$ or $3 \mu_{2} X_{0} /\left(\mu_{1}+2 \mu_{2}\right)$. That part, $X_{11}\left(\mu_{1}-\mu_{2}\right) /\left(\mu_{1}+2 \mu_{2}\right)$, of the field within the sphere which is due to the polarization alone, is negative, if $\mu_{1}>\mu_{2}$, and is then called the self-demplarizing force.

If we note that in the analysis accompanying Figs. 51 and $52, \chi$ was defined by the equation $X_{0}=4 \pi I_{\chi} / 3$ and that consequently $\chi=\left(\mu_{1} / \mu_{2}+2\right) /\left(\mu_{1} / \mu_{2}-1\right)$, we may apply to our present subject all the work there done. These figures represent the lines of force for the cases $\mu_{1} / \mu_{2}=\infty$ and $\mu_{1} / \mu_{2}=\frac{1}{4}$ respectively; the first corresponds to a perfect conductor in a uniform electric fielt, or (approximately) to a sphere of very soft iron in a uniform magnetic field in air. 'The theory of the polarization by induction of a soft sphere in a uniform fiell was first given by Lord Kelvin, and this theory, with diagrams for $\mu_{1} / \mu_{2}=2.8$ and $\mu_{1} / \mu_{2}=0.48$, may be found in his Reprint of I'ipers on Electrostatics and Maynetism. Very interesting figures, drawn for equal intervals of the function $m$ and corresponding to $\mu_{1} / \mu_{2}=3, \mu_{1} / \mu_{2}=\infty$, are given on pages :373 and 374 in Professor Webster's Theory of Electricity and Magnetism.

If an ellipsoid, made of inductively hard material and uniformly polarized $[I=(A, B, C)]$, be placed in a uniform field of force $\left(X_{0}, Y_{1}, Z_{11}\right)$, the resultant field within the ellipsoid will evidently be uniform and its components will be

$$
X_{0}-2 \pi \mu b c A K_{0}, Y_{0}-2 \pi a b, c B L_{0}, Z_{0}-2 \pi a b c C I_{0} ;
$$

the directions of the polarization and the field will not agree, however, unless these components are as $A: B: C$, which will be the case if

$$
\begin{aligned}
& A=k X_{0} /\left(1+2 \pi a b c k K_{0}\right), \\
& B=k Y_{0} /\left(1+2 \pi u b c k L_{0}\right), \\
& C=k Z_{0} /\left(1+2 \pi u b c k I_{0}\right),
\end{aligned}
$$

where $k$ is any constant. If the intrinsic polarization of the ellipsoid satisfies these conditions, the ratio of the intensities of the polarization and the field is $k$. We infer from this that if a homogeneous ellipsoid of inductively soft material of susceptibility $k$ be placed in a uniform field of force in a medium of unit inductivity, the ellipsoid will become uniformly polarized and that the components of the polarization will have the values just given. The resultant field within the ellipsoid will have the components
$X_{0} /\left(1+2 \pi a b c k K_{0}\right), Y_{0} /\left(1+2 \pi a b c k L_{0}\right), Z_{0} /\left(1+2 \pi a b c k M_{0}\right)$ and the self-depolarizing force the components

$$
-2 \pi a b c K_{0} A,-2 \pi a b r L_{0} B,-2 \pi a b c M M_{0} C .
$$

These results may be expressed in terms of the inductivity $\mu$ of the ellipsoid by writing $(\mu-1) / 4 \pi$ for $k$, and if, then, the ratio $\mu_{1} / \mu_{2}$ be substituted for $\mu$, the formulas will correspond to the case of a soft homogeneous ellipsoid of inductivity $\mu_{1}$ in a field of force in a homogeneous medium of inductivity $\mu_{2}$.

If we remember the expression already found for the moment of the couple which a uniform field exerts upon a uniformly polarized distribution in it, we shall see that in the present case the components of this couple are

$$
4 \pi \alpha b c\left(B Z_{0}-C Y_{0}\right) / 3,4 \pi \alpha b c\left(C I_{0}-A Z_{0}\right) / 3
$$

and $\quad 4 \pi a b c\left(A Y_{0}-B X_{v}\right) / 3$,
or
$8 \pi^{2} a^{2} l^{2} c^{2} k^{2} Y_{0} Z_{0}\left(M_{0}-L_{0}\right) / 3\left(1+2 \pi a b c k M I_{0}\right)\left(1+2 \pi \alpha b c k L_{0}\right)$,
$8 \pi^{2} a^{2} b^{2} c^{2} k^{2} Z_{0} X_{0}\left(K_{0}^{-}-M I_{0}\right) / 3\left(1+2 \pi a b c l_{i} K_{0}\right)\left(1+2 \pi a b c k M_{0}\right)$,
$8 \pi^{2} u^{2} b^{2} c^{2} k^{2} X_{0} Y_{0}\left(L_{0}-K_{0}\right) / 3\left(1+2 \pi u b c k L_{0}\right)\left(1+2 \pi a b c k K_{0}\right) ;$
and it is to be noted that, according to the reasoning of page 122 , if $a>b>r, K_{0}<L_{0}<M_{0}$. If the lines of the field in the air make an acute angle with the plane of $x z$ and are perpendicular to the $z$ axis. $Z_{0}=0$ and $X_{0}$ and $\zeta_{0}$ are positive, the axis of the couple is the axis of $z$, the moment is positive (even for such negative ralues of $k$ as occur in nature), and the ellipsoil tends to turn so that its long axis shall have the direction of the field.

For perfectly hard, intrinsically polarized bodies the generalized Poisson's Equation becomes

$$
D_{x}\left(I+4 \pi A_{v}\right)+D_{y}\left(Y+4 \pi B_{0}\right)+D_{z}\left(Z+4 \pi C_{0}\right)=4 \pi \rho_{0}
$$

and if $\rho_{0}=0$, as in the case of a hard magnet, the induction

$$
\left(I+4 \pi A_{0}, \quad Y+4 \pi B_{0}, \quad Z+4 \pi C_{0}\right)
$$

is solenoidal. Unless the intrinsic polarization happens to have the same direction as the resultant force, or vanishes, the lines of force and the limes of induction do not coincide. In some cases, the directions of the force and of the polarization are exactly opposed, and the lines of force and of induction are opposite in direction. Outside a hard magnet, where the intrinsic polarization is nothing, the lines of force and of induction are identical. At the surface of the magnet, where there is no intrinsic charge except that which belongs to the polarization, the normal component of the force is discontinnons, while the normal component of the induction is continuous. It is convenient, therefore, to regard the lines of induction as closed curves. The lines in Fig. 50 represent both lines of force and lines of induction, but it is to be noticed that inside the sphere, where $X=-4 \pi I / 3$, the direction of the lines of force is from right to left, while the direction of the lines of induction (since $I=+8 \pi I / 3$ ) is from left to right. The straight line of force through the centre of the sphere is discontinuous in direction at the surface, while the corresponding line of induction is continuous. The
tangential components of the force are continuous at the surface of a magnet, those of the induction discontimuons. The normal component of the induction just within the surface is

$$
\begin{aligned}
\left(X+4 \pi A_{0}\right) \cos (x, n) & +\left(Y+4 \pi B_{0}\right) \cos (y, n) \\
& +\left(Z+4 \pi C_{0}\right) \cos (z, n),
\end{aligned}
$$

or the normal component of the force plus $4 \pi$ times the density on the surface belonging to the intrinsic polarization.

If we make a small cavity inside a generally polarized hard body, the force at any point of the cavity is the original value of $\boldsymbol{F}$ (that is, the negative of the gradient of the potential function at the point), minus the contribution due to the volume charge removed, plus the force due to the new surface charges which appear on the walls of the cavity. If the volume of the cavity be made smaller and smaller, the contribution due to the volume charge removed can be made as small as we like, while the effect of the surface clarges may remain finite. Let the cavity be of the form of a piece of a slemder tube of polarization lying between two near orthogonal surfaces. In this case there will be surface charges on the ends of the cavity, but none on the side walls. These charges, of density $\pm I$, will be such as to drive a particle of positive matter in the centre of the cavity to that end of the cavity towards which the polarization is directed. If we reflect that a surface distribution of finite si.e, which has at the point $P$ the density $\sigma$, repels a unit point charge infinitely near $P$ with a force of $2 \pi \sigma$, but that an element of the surface at $P$, infinitely small with respect to the distance of a point charge from $P$, has no perceptible effect upon this point charge, it will be easy to see that, if the cross-section of the cavity is infinitely small compared with its length, the force due to the surface charges on the ends approaches zero as the whole cavity is made smaller, and the force at the centre of the cavity is $F$. If, however, the length of the cavity is infinitely small compared with its cross-section, the force due to the charges on the ends is $4 \pi \sigma$, or $4 \pi I$, so that the whole force is $F+4 \pi I$, or
the induction at the point before the cavity was ent. If the infinitely small 'avity were spherical, the force at its centre would be $F+\frac{4}{3} \pi I$.

It is to be carefully noticed that we have no means of determining an absolate inductivity for any medimm, but only the ratio of the inductivity of the medim to the inductivity of some other medium taken as a standard. The mit quantity of electricity is defined to be that duantity which concentrated at a point at a distance of one centimetre from an equal quantity would repel it with a force of one dyne, when the dielertrie is the ether. In any other homogencous dielectrice of inductivity $\mu$ times that of the ether, $e$ of these mits of electricity concentrated at each of two points distant $r$ centimetres from each other would repel each other with a fore of $e^{2} / \mu r^{2}$ dynes. so that, if this medimm had been used as a standard, the mit of electrieity would have been larger in the ratio of $\sqrt{\mu}$ to 1 than it now is. If a charged conductor is enveloped hy an intinite. homogeneons dielectric, we may assume the apparent charge on it to he its real charge and neglect the polarization of the dielectric (and we do this when the dielertrice is the standard substance whirh we assume to have unit indurtivity, and hence uo susceptibility) ; or we may smpose the dielectric to be polarizel. and consider the apparent charge to be the algenaic sum of the real charge on the conductor and the charge lx lomsing to the polarization intheed on the dielectric. This we do when the dielectric is not the standard substance assigning to it a susceptibility based on that of the stamiand smbtance which is the zero of our scale. A simple illustration will tend to make the rather complex relations whirls would attend a change in the choice of a stambard substance more intelligible.

A spherical combluctor of ratins "has a charge, $E$, and is surroumbed by three spherical shells of homogeneous dielectric, concentrir with it. the last reaching to infinity. The radii of the spherical surfaces which separate the first (imer) dielectric
from the second, and the second from the third, are $b$ and $c$ respectively, and the inductivities of the dielectrics, referred to some standard substance, are $\mu_{1}, \mu_{2}$, and $\mu_{5}$, or $1+4 \pi h_{1}$, $1+4 \pi k_{2}$, and $1+4 \pi k_{3}$. If we apply (iauss's Theorem successively to spherical surfaces concentric with the conductor and lying in the first. secont, and third media, we learn that the foree $\left(-D_{r} V\right)$ at a distance $r$ from the centre has, in the three media, the values $E / \mu_{1} r^{2}, E / \mu_{2} r^{2}, E / \mu_{3} r^{\prime 2}$. The conductor acts like a metimm of infinite susceptibility. The induced polarizations in the three media are directed radially outward, and their intensities are $l_{i_{1}} E / \mu_{1} r^{\prime 2}, l_{i_{2}} E / \mu_{2} r^{2}, l_{i_{3}} E / \mu_{3} r^{2}$. The densities of the apparent charges at the surface $S_{1}$ of the conductor and at the surfaces of separation $S_{2}, S_{3}$ of the dielectrics, regarded as manifestations of the polarizations, are

$$
\begin{aligned}
\sigma_{1}^{\prime} & =E / 4 \pi u^{2}-k_{1} E / \mu_{1} \iota^{2}=E / 4 \pi \iota^{2} \mu_{1} \text { on } S_{1}, \\
\sigma_{2}^{\prime} & =k_{1} E / \mu_{1} l^{2}-k_{2} E / \mu_{2} l^{2}=E\left(\mu_{1}-\mu_{2}\right) / 4 \pi l^{2} \mu_{1} \mu_{2} \text { on } S_{2}^{\prime}, \\
\text { and } \sigma_{3}^{\prime} & =k_{2} E / \mu_{2} c^{2}-k_{3} E / \mu_{3} c^{2}=E\left(\mu_{2}-\mu_{3}\right) / 4 \pi c^{2} \mu_{2} \mu_{3} \text { on } S_{3} .
\end{aligned}
$$

These same densities might also be found ly the aid of the ordinary characteristic equation of the potential function at an apparently charged surface, $I_{n^{\prime}} V+I_{n^{\prime \prime}} V^{\prime}=-4 \pi \sigma^{\prime}$.

If instead of using the old standard we make the outer dielectric of this problem the standard, the unit of eleetrical quantity will be larger in the ratio of $\sqrt{\mu_{3}}$ to 1 than it was before, and the old charge on the contenser will be $E / \sqrt{\mu_{3}}$ expressed in the new units. The strength of a field at any point being the force in dynes which would be experienced by a unit of positive matter placed at the point, the number which expresses the strength of a given field in the new units is $\sqrt{\mu_{3}}$ times the number which expresses the strength of the same field in the old mits. The inductivities of the three dielectrics are now $\mu_{1} / \mu_{3}, \mu_{2} / \mu_{3}, 1$, and their susceptibilities are

$$
\begin{aligned}
& \left(\mu_{1}-\mu_{3}\right) / 4 \pi \mu_{3} \text { or }\left(k_{1}-l_{3}\right) /\left(1+4 \pi k_{3}\right), \\
& \left(\mu_{2}-\mu_{3}\right) / 4 \pi \mu_{3} \text { or }\left(l_{2}-l_{3}\right) /\left(1+4 \pi k_{3}\right), \text { and } 0 .
\end{aligned}
$$

The strengths of the fields in the three dielectrics are

$$
E \sqrt{\mu_{3}} / \mu_{1} r^{2}, \quad E \sqrt{\mu_{3}} / \mu_{2} r^{2}, \quad E \sqrt{\mu_{3}} / \mu_{3} r^{\prime 2} ;
$$

the intensities of the polarizations are

$$
E\left(\mu_{1}-\mu_{3}\right) / \pm \pi \sqrt{\mu_{3}} \mu_{1} r^{2}, \quad E\left(\mu_{2}-\mu_{3}\right) / 4 \pi \sqrt{\mu_{3}} \mu_{2} r^{2}, 0 ;
$$

ant the apparent charges on $S_{1}, S_{2}^{2}, S_{3}$ have the densities

$$
\begin{gathered}
E \sqrt{\mu_{3}} / 4 \pi c^{2} \mu_{1}, \quad E\left(\mu_{1}-\mu_{2}\right) \sqrt{\mu_{3}} / 4 \pi b^{2} \mu_{1} \mu_{2} \\
E\left(\mu_{2}-\mu_{3}\right) \sqrt{\mu_{3}} / 4 \pi c^{2} \mu_{2} \mu_{3} .
\end{gathered}
$$

ant
The sum of the apparent charges on $S_{1}, S_{2}, S_{3}$ is now $E / \sqrt{\mu_{3}}$, the real charge on the conductor expressed in the new units, and the sum of the inducet charges is zero. In the case first treated, where the outer metium was supposed to be polarizable, the sum of the apparent charges on $S_{1}, S_{2}, S_{3}$ was $E / \mu_{3}$, and this, being expressel in the old mits, is equivalent to. $E / \sqrt{\mu_{3}}$ in the new. The sum of the induced charges was the difference between $E / \mu_{3}$ and $E$ or $E\left(1-\mu_{3}\right) / \mu_{3}$; in this case, however, We must imagine the outer surface "at infinity" of the outer medium to have an induced charge in total amount equal to the integral of the normal component of the polarization ( $k_{3} E / \mu_{3} r^{2}$ ) over the surface, or $4 \pi / k_{3} E / \mu_{3}$, and this is equal to $E\left(\mu_{3}-1\right) / \mu_{3}$, so that here, again, the whole anount of the induced charge is, of course, zero. It is to be noted that this finite rharge at infinity does not affect the electrical field in any way. We have seen that when the outer medium is taken as a standard the inner medim has a susceptibility $\left(\mu_{1}-\mu_{3}\right) / 4 \pi \mu_{3}$, and this is sometimes called the susceptibility of a medimu of inductivity $\mu_{1}$ with respect to a medium of intuctivity $\mu_{3}$. No medium has yet been found to be less electrically susceptible than the ether. Some bodies are less magnetically susceptible than the ether, so that their susceptibilities are negative on the usual scale. These bodies are said to be diamagnetic.

If a body of inductivity $\mu_{1}$, bounded by the surface $S$, is placed in a large mass of a medium of inductivity $\mu_{2}$, the outer
surface of which is so far removed from the place of observation that the apparent charge on it contributes little to the field of force, the fact that the outer medium is really polarized may be lost sight of ; and if we attribute the apparent charge on $S$ wholly to the polarization of the inner medium, instead of regarding it as the difference between the charge of one sign due to the polarization of the inner medium, and the charge of the opposite sign due to the polarization of the outer medium, the apparent susceptilility of this medium will be $\left(\mu_{1}-\mu_{2}\right) / 4 \pi \mu_{2}$. If $\mu_{2}$ is greater than $\mu_{1}$, this will be negative and the imner medium will seem to be polarized in a direction opposite to that of the force.

If in any given case the direction of the vector $l$ is everywhere perpendicular to the direction of its curl, it is possible to cut a polarized distribution by a set of surfaces, $u=c$, everywhere normal to the line of polarization. If surfaces of this family be drawn for small constant differences, $\Delta n$, of the scalar point function $u$, the distribution will be divided into shells, each of which is polarized normally to its surface. If $\Delta n$ is the thickness of one of these shells at a given point and $I_{0}$ the average intensity of polarization on a line of polarization drawn through the shell at the point, $I_{0} \Delta n$ is called the strength of the shell at the point. Since $I_{n} u=h_{u}$, the value of the gradient of $u$, the strength of a shell of infinitesimal thickness can be written $I \cdot d u / h_{u^{*}}$ A shell is said to be simple if $I / h_{u}$ has the same numerical value all over it; otherwise the shell is said to be complex.

If $A, B, C$ are the intensities of the components of the vector $I$, the fact that the lines of $I$ comeide with the normals to the surface $u=c$ gives the scalar equations

$$
A / I=D_{x} u / h_{u}, \quad B / I=D_{y} u / h_{u}, \quad C / I=I_{z} u / h_{u} ;
$$

and with the help of these the vector

$$
\left[D_{y} C-D_{z} B, I_{z} A-I_{x} C, D_{x} B-D_{y /} A\right]
$$

which is the eurl of $I$, may be written in the form

$$
\begin{aligned}
& {\left[D_{z} u \cdot I I_{y}\left(I / h_{u}\right)-D_{y} u \cdot D_{z}\left(I / h_{u}\right),\right.} \\
& D_{x}{ }^{\prime \prime} \cdot I_{z}\left(I / h_{u}\right)-D_{z} u \cdot D_{x}\left(I / h_{u}\right), \\
& \left.I_{y^{\prime}} u \cdot I_{s}\left(I / h_{u}\right)-D_{x} u \cdot D_{y}\left(I / h_{u}\right)\right] .
\end{aligned}
$$

If, now, the scalar quantity $I / h_{u}$ has the same numerical value over every surface of eonstant ", it must be, if not everywhere constant. a function of $u$ only, so that

$$
I_{x}\left(I / h_{u}\right): I_{x}{ }^{u}=I_{y}\left(I / h_{u}\right): D_{y} u=D_{z}\left(I / h_{u}\right): D_{z} u,
$$

and if these relations are satisfied, the components of the curl of $I$ vanish, and the polarization is lamellar. Every lamellarly polarized distribution may be divided up into simple
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polarized shells; if the polarization is not lamellar. but if the directions of this vector aml its curl are everywhere perpendicmar to each other, the distribution, as we have seen, may be divided up into shells, but these will not be simple.

The potential function clue to a polarized element of moment $I$ has at a joint, $F$. tistant $r$ from the element, the value $\Delta \cos , a / r^{2}$. where $a$ is the angle which a line drawn from the rlement to $I$ ' makes with the direction of polarization in the clement. If a very thin simple shell be divided up into elements of length equal to the thickness $(\Delta n)$ of the shell and of cross-section equal to an element $(\Delta S)$ of one surface of the shell, the moment of each element is $\Delta S \cdot I \Delta n$, and if $I \Delta n$, the constant strength of the shell, be denoted by $\Phi$, the
potential function due to the shell has at any point, $P$, the value limit $\Phi \sum \cos (r, n) \Delta S / r^{2}=\Phi \omega$, where $\omega$ is the solid angle subtended at $P$ by the boundary of the shell. This value is positive if, in looking out from the vertex $P$ within the conical surface which passes through the boundary of the shell, one sees the positive side of the shell. If, while the strength of the shell is unchanged and the boundary fixet, the shell itself be imagined deformed in any way, the value at $P$ of the potential function due to the shell will be unchanged so long as $P$ is on the same side of the shell. The potential function due to a closed simple shell of any form is zero at every outside point and $\pm 4 \pi \Phi$ at every inside point. where the positive sign is to be used if the positive side of the shell is turned inwards.

If $P$ and $P^{\prime}$ are two points close to each other on opposite sides of a simple, very thin shell, $S$, of strength $\Phi$, and if $V_{P}$ and $V_{P^{\prime}}$ are the values of the potential function at $P$ and $P^{\prime}$, due to $S$, we may imagine the shell closed by an additional shell also of strength $\Phi$ which shall add to the potential functions at each of the near points $P$ and $P^{\prime}$ the quantity $x$. If $P$ is within the closed shell, $P^{\prime \prime}$ will be outside, so that

$$
V+x=0, \quad V^{\prime}+x= \pm 4 \pi \Phi, \text { or } \quad V^{\prime}-V^{\prime}= \pm 4 \pi \Phi
$$

The potential function due to an infinitely thin, open or closed, simple polarized shell is, therefore, discontinuous at the shell by $\pm 4 \pi$ times the strength of the shell.

The potential energy of a magnetic north pole of strength $m$ at a point, $P$, near a simple, finite magnetic shell is $\pm m \Phi \omega$, and if $P$ is on the positive side of the shell, $m \Phi \omega$ ergs will be done by the field on the pole if it be carried to infinity by any path. If the pole be carried around the edge of the shell from a point very near the shell on the positive side to a point very near the first but on the negative side, the work done on the pole by the field will be $4 \pi m \Phi$ ergs.

In general,

$$
m \Phi \omega=\Phi \iint \frac{m \cos (n, r)}{r^{2}} d S
$$

where $r$ is the distance from $d S$ to $P$, and $n$ is the normal to the shell on the positive side. If the directions of both $r$ and $n$ were considered reversed, the value of the integral would be unchanged, but it would then more clearly represent the surface integral, taken over the shell, of the normal component towards the negative side of the shell of the force due to magnetic pole at $P$. If, instead of a single pole at $P$, there is any collection of poles at different points or, indeed, any magnetic distribution, $M$, the mutual potential energy of the shell and this distribution is equal to $\Phi$ times the flux of magnetic force due to $M$ in the negatice direction through the shell.

A simple magnetic shell in a magnetic field, $H_{0}$, due to matter outside the shell tents to move so as to decrease the
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mutual potential energy of the shell and the field, and this quantity, as we have just seen, is equal to the negatire of the product of the strength of the shell and the number $N$ of lines (unit tubes) of forre due to the field which cross the shell in the positice direction. The shell, therefore, tends to move so as to make $N$ as great as possible. If the shell be displaced parallel to itself through a very short distance, du, in any direction, the limit of the ratio of the loss of energy $\left(+\Phi \cdot d N^{*}\right)$ raused by the displacement to du (i.e., $\left.\Phi \cdot D_{u} N^{*}\right)$ measures the force $r$, whirh tends to move the shell in this direction.

If we suppose that the shell in being displaced does not encounter any of the magnetic matter which gives rise to the field, $I I_{0}$ will be a solenoidal vector within the cylinder
generated by the shell, so that the integral of the normal outward component of $H_{0}$ taken over the surface of the cylinder will be zero. The shell in its initial and final positions forms the ends of the cylinder, and these together contribute $d N$ to the surface integral, so that the convex surface must contribute $-d N$. If $d s$ is an element, measured in the positive direction about the shell, of the curve which bounds the shell in its original position, and if $d S$ is the clement of the convex surface of the cylinder generated by $d s$,

$$
d S=d s \cdot d u \cdot \sin (d u, d s)
$$

the magnetic induction through this element due to the magnetic matter outside the shell is

$$
H_{0} \cdot \cos \left(n, \Pi_{n}\right) \cdot \sin (d u, d s) \cdot d u \cdot d s
$$

and this integrated with respect to $s$ is equal to $-d N$, or to - Udu / $\Phi$. Therefore,

$$
U=-\Phi \int H_{0} \cdot \cos \left(n, H_{0}\right) \cdot \sin (d \mu, d s) \cdot d s
$$

and the component in any direction (i1) of the whole force on the shell may be expressed as a line integral taken around the curve which bounds the shell. The integrand vanishes at any point where $u$ is parallel to $H_{0}$ or to $d s$, but if at any point $"$ happens to be perpendicular to the plane of $H_{0}$ and $d s$, the integrand becomes $H_{0} \sin \left(I_{0}, d s\right)$, the component of the field perpendicular to $d s$. If, with this fact in mind, we choose at every point on the curve a direction, $p$, perpendicular to the plane of $H_{0}$ and $d s$, so that

$$
\cos (p, d s)=0 \text { and } \cos \left(p, H_{0}\right)=0
$$

and remember that $\cos (n, d s)=0, \cos (u, n)=0$, we may easily prove that

$$
H_{0} \cdot \cos \left(n, H_{0}\right) \cdot \sin (d u, d s)=I_{0} \cdot \sin \left(I_{0}, d s\right) \cdot \cos (p, u)
$$

This shows that $U$ may be mathematically accomnted for by assuming that every element of the curvilinear boundary of the shell is urged in a direction perpendicular to the field and
to the element, by a force mumerically equal to the product of the length of the element. the strength of the shell, and the component perpendicular to the element of the field, $I I_{4}$.

If the field is due to a single magnetic pole of strength $m$ at a point, $P$, distant $r$ from $d s$, the force on the element would be $m \Phi \cdot \sin (r, d s) \cdot d s / r$, and the force exerted by the shell on the pole would be accounted for by assuming that every element, ds, of the houndary of the shell contributed an elementary component, $m \Phi \cdot \sin (r, d s) d s / r^{2}$, in a direction perpendieular to the plane of $I^{\prime}$ and $d s$.

## Vector Potential Functions of the Induction.

Every vector, K, which, except in a given finite region, T, is everywhere continuous, solenoidal, and lamellar, has in simply connecter space outside $T$ an easily found scalar potential funetion, ${ }^{\prime \prime}$, which satisfies Laplace's Equation. We may assign to $W^{r}$ at pleasure a numerical value at any given point, $O$, and define the value of $W^{r}$ at any other point, $O^{\prime}$, to be the line integral of the tangential component of $K$ taken along any path from $O$ to $O$ which does not cut $T$. The partial derivatives with respect to $x, y$, and $a$ of $\|^{r}$ thus defined outside $T$ are evidently equal at every point to the eomponents of $K$ parallel to the coordinate axes, and, since $K$ is solenoidal, $\Gamma^{2} I^{r}=0$. If $K^{-}$so vanishes at infinity that the limit of the prodnct of its intensity and the square of the distance ( $r$ ) from any finite point is finite, the limit of $r^{2} \cdot I_{r} I$ is finite, and if we assign to $W^{r}$ the value zero at any point at infinity, its value everywhere at infinity will be zero. If $K$ is contimous and if it vanishes at infinity in the mamer just desuribed, and is known to be everymbere solenoidal and lamellar, it must vanish everywhere; for, if we apply [151] to the harmonir function $W$ within an infinite sphere, it will appear that $H^{\text {a }}$. which vanishes at infinity, is identically equal to zero. The vector which represents the force in the case of a charged spherical conductor is solenoidal
and lamellar within and without the conductor, and it vanishes properly at infinity, but it is discontinuous at the surface of the sphere. It is usually convenient to assume that the integral of the normal component of a vector, taken over any closed surface at which the vector and its first derivatives are continuous, is equal to the integral of the divergence taken through the space within the surface, even though at some inner surface the vector is discontinuous. On this assumption the vector just mentioned is not solenoidal on the surfare of the conductor, for it has there divergence equal in total amount to $4 \pi$ times the charge.

The line integral of the tangential component of a vector, taken around a closed curve on which this component is continuous, is generally used as a measure of the integral of the normal component of the curl of the vector taken over a cap, $S$, bounded by the curve, even though at some curve on $S$ the vector ceases to be continuous.

A vector cannot be considered lamellar at a surface where, though its normal component is continuous, some of its tangential components are discontimuous.

If two continuous vectors, $U$ and $U^{\prime}$, which so vanish at infinity that $r^{2} U$ and $r^{\prime 2} U^{\prime}$ have finite limits, have at every point in space equal curls and divergences, and are lamellar and solenoidal outside certain given finite regions, they are identical; for the difference between these vectors is everywhere lamellar and solenoidal, and it vanishes at infinity in such a manner that the product of its intensity and the square of the distance from any finite point is finite. This theorem may be extended to the ease where $I$ and $U^{\prime}$, though not everywhere continuons, have ileutical discontinuities.

If $\mathrm{N}_{1}, \xi_{1}, \eta_{1}, \zeta_{1}$ represent the numerical values at the point $\left(x_{1}, y_{1}, z_{1}\right)$ of the divergence and the curl components of the vector $U$, which outside a given region is everywhere continuous, lamellar, and solenoidal, and which so vanishes at infinity that $r^{2} U$ has a finite limit; if

$$
r^{2} \equiv\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}+\left(z_{1}-z\right)^{2} ;
$$

and if

$$
\begin{aligned}
E \equiv-\frac{1}{4 \pi} \iiint \frac{\mathrm{~N}_{1} d \tau_{1}}{r}, & F_{x} \equiv \frac{1}{4 \pi} \iiint \frac{\xi_{1} d \tau_{1}}{r} \\
F_{y} \equiv \frac{1}{4 \pi} \iiint \frac{\eta_{1} d \tau_{1}}{r}, & F_{z} \equiv \frac{1}{4 \pi} \iiint \frac{\zeta_{1} d \tau_{1}}{r}
\end{aligned}
$$

in which the integrations are to be extended over all space, or at least over all space where $U$ is not lamellar and solenoidal ; we know from the theory of the Newtonian potential function, where similar integrals have been studied, that, if $\mathrm{N}, \xi, \eta, \zeta$ are the divergence and the curl components of $U$ at $(x, y, z)$,

$$
\nabla^{2} E=\mathrm{N}, \Gamma^{2} F_{x}=-\xi, \nabla^{2} F_{y}=-\eta, \nabla^{2} F_{z}=-\zeta
$$

The divergence of the vector $F$, which has the components $F_{x}, F_{y}, F_{z}$, is equal to

$$
\iiint\left[\xi_{1} \cdot D_{x}(1 / r)+\eta_{1} \cdot D_{y}(1 / r)+\zeta_{1} \cdot D_{z}(1 / r)\right] d \tau_{1},
$$

and, since

$$
\begin{aligned}
D_{x}(1 / r) & =-D_{x_{1}}(1 / r) \\
-\xi_{1} \cdot D_{x_{1}}(1 / r) & =D_{x_{1}} \xi_{1} / r-D_{x_{1}}\left(\xi_{1} / r\right)
\end{aligned}
$$

and
we may write this by the help of Green's transformation in the form

$$
\begin{aligned}
& \iiint\left(D_{x_{1}} \xi_{1}+D_{y_{1}} \eta_{1}+D_{z_{1}} \zeta_{1}\right) / r \cdot d r_{1} \\
& \quad-\iint\left[\xi_{1} \cdot \cos (x, n)+\eta_{1} \cdot \cos (y, n)+\zeta_{1} \cdot \cos (z, n)\right] / r \cdot d S_{1}
\end{aligned}
$$

where the second integral is to be taken over the outer boundary of space. The integrand of the triple integral vanishes everywhere, because the vector ( $\xi, \eta, \zeta$ ), being the curl of another vector, is itself solenoidal. The field of the double integral is in a region where $C$ is lamellar, so that the integral itself vanishes and $F$ is seen to be solenoidal for all values of $x, y$, and :

From these results it appears that the vector which has for its components ( $D_{s} E^{\prime}$ plus the $x$ component of the curl of $r$ ), ( $D_{y} E$ plus the $y$ component of the curl of $F$ ), $\left(D_{z} E\right.$ plus the
$\approx$ component of the curl of $F$ ) has everywhere the same (rurl and the same divergence as $U$ and vanishes like it at infinity, so that it is identically equal to $U . D_{x} E, D_{y} E, D_{z} E$ are the components of a lamellar vector, and the curl of $F$ is solenoidal, so that the vector $U$, which is not everywhere either solenoidal or lamellar, is everywhere expressible, as was first shown by Helmholtz,* as the sum of a solenoidal and a lamellar vector. The equations

$$
\begin{gathered}
U_{x}=D_{x} E+D_{y} F_{z}-D_{z} F_{y}, \quad U_{y}=D_{y} E+D_{z} F_{x}-D_{x} F_{z}, \\
U_{z}=D_{z} E+D_{x} F_{y}^{\prime}-D_{y} F_{x}
\end{gathered}
$$

give any vector, $U$, which is known to vanish properly at infinity, when its curl components and its divergence are known. If $U$ is solenoidal, $E$ vanishes and $F$ is a vector potential function of $U$. Every lamellar vector has a scalar potential function the component of the gradient of which, at any point, in any direction, gives the intensity of the component of the vector at that point, in that direction. The component at any point, in any direction, of the curl of a vector potential function of a solenoidal vector gives the intensity of the component of the vector at the given point, in the given direction. Heaviside gives the name "circuital" to a vector which is solenoidal but not lamellar, and the name "divergent" to a vector which is lamellar but not solenoidal.

If $\rho_{1}$ is a function of $x_{1}, y_{1}, z_{1}$, and if $r^{2}$ stands for the expression $\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}$, the familiar integral $\iiint \frac{\rho_{1}}{r} d x_{1} d y_{1} d \tilde{z}_{1}$, extended over all space, is a function of $x, y, z$, which Prof. J. Willard Gibbs in a remarkable paper $\dagger$ has denoted by the symbol Pot $\rho$. Using this notation, we may write

$$
4 \pi E=-\operatorname{Pot} \mathrm{N}, 4 \pi F_{x}=\operatorname{Pot} \xi, 4 \pi F_{y}=\operatorname{Pot} \eta, 4 \pi F_{z}=\operatorname{Pot} \xi ;
$$

[^15]and if we represent ly Pot curl $C$ the vector which has for its components P'ot $\xi$. Pot $\eta$, Pot $\xi$. we have the vector equation $4 \pi F=$ Pot curl $U$, and if $U$ is solenoidal, $4 \pi U=$ curl Pot curl $U$. If $U$ is solenoidal, $4 \pi U^{\prime}=$ curl curl P'ot $U=$ P'ot curl curl $U^{T}$, and curl l'ot $l^{\prime}$ is a vertor potential function of $4 \pi L^{\top}$, or Pot $U$ is a vector potential function of a vector potential function of $4 \pi^{I}$. In the case of any polarized distribution whatever, provided there is no intrinsic volume density $\rho_{0}$, the induction is solenoidal and has a vector potential function.

## II. ELECTROKINEMATICS.

70. Steady Currents of Electricity. When a charged body $A$ is brought up into the neighborhood of a previously uncharged, insulated conductor $B$, the two kinds of electricity whieh, according to our provisional theory, exist in equal quantities in every particle of $B$ tend to separate from each other and, as a consequence, free electricity appears on $l$ 's surface, some parts of this surface becoming charged positively and other parts negatively. If $A$ is brought into a given position and fixed there, the distribution on the surface of $1 ;$ quickly attains and keeps a value determined by the fact that the whole interior of $F$ must be a region at constant potential, or, in other words, that the resultant force at any boint within $I ;$ due to the free electricities on its surface must be equal and opposite to the force at that point due to all the free electricity outside $B$. If, now, $A$ with its charge is moved to a new position, the old distribution on $B$ s surface will not in general screen the interior of $B$ from the action of $A$ 's charge, and a new separation of electricity within $B$ and a new arrangement or combination of the charge on the surface is necessily before a new state of equilibrium can be established. If $A$ he moved continuously in any manner, there will be a constant attempt on the part of the separated electricities to set
up a state or equilibrium, and hence at every point of $B$ there will be, in general, some electrical change going on continually.

If two conductors $A$ and $B$ at different potentials be connected by a fine wire, the whole will form a single conductor, which can only be in a state of equilibrium when the value of the potential function due to all the free electricity in existence is constant throughont its interior, and there will be such a transfer of electricity through the wire as will establish this state of equilibrimm in a very short time. If, however, by any device we can furnish unlimited quantities of electricity to $A$ and $B$ in such a way as to keep them at the same potentials as at the heginning, there will be a continual attempt to establish electric equilibrium within the compound conductor consisting of $A, B$, and the wire, and, as a result, there will be a continual transfer of electricity through the wire.

The transfer of electricity from one place to another through a conductor is a very common phenomenon. Sometimes, as we have seen, electricity traverses the conductor for a short time only; sometimes, however, the transfer goes on indefinitely. and, so far as we can judge from its attendant phenomena, at a constant rate, so that just as much of a given kind of electricity crosses any surface within the conductor in any one second as in any other: such a continuous steady tran for as this is called a " steady current."

The existence of a steady current in a conductor implies a force tending to drive electricity through the conductor ; that is, it implies, at least in the absence of moring magnetic masses and of electric currents in the neighborhood of the conductor, free electricity somewhere in existence which gives rise to a potential function not constant throughout the conductor. No part of a conductor through which a steady current is flowing can accumulate free electricity as the time goes on, for such an accumulation increasing with the time would be accompanied by changes which must show themselves outside the conductor. We are led to assume, then, that if any closed surface be drawn inside a conductor which carries a steady current, just as much
electricity of a given kind enters the region enclosed by the surface in any interval of time as leaves it during that interval.

We have seen that at every point inside a conductor where there is a resultant electric force there will be an eleetric separation which wili go on as long as the force exists. Experiment seems to show that the rate of separation of quantities of electricity is proportional to the magnitude of the foree. Let $P$ be a point of a small phane area $\omega$ inside a conductor, and let $F$ the the average value during the interval from $t$ to $t+\Delta t$ of the component of the electric force normal to this area; then in what follows we shall assmme that the amome of positive electricity which crosses this surface, in the sense in which the force points, luring the interval is $k \cdot \omega \cdot F \cdot \Delta t$, where $k$ is a constant depending only mon the material of which the conductor is composed and upon its physical condition. The average value of this flux per unit of time per unit of surface is, therefore, $k \cdot F$. If, now, in and $\Delta t$ are made to grow smaller and smaller in such a mamer that $P$ is always a point of (1, $F$ approaches as a limit the negative of the value at $P$ of the derivative, taken in the direction in which $F$ acts, of $V$, the potential function due to all the free electricity in existence; so that at any instant the value at a point, $P^{\prime}$, in any direction, $n$, of the rate of thyw of positive electricity across a surface normal to $n$, per mit of this surface per mit of time, is the value at $P$ of $-k \cdot L_{n} V$.

It follows from this that if any tube of foree be drawn in a conductor which carries a steady current, there is no flow through the sides of the tube. Consider a region shat in by a tube of foree and by two equipotential surfaces inside a conductor throngh whith a stealy "arrent is flowing. Let $\omega_{1}$ and $\omega_{2}$ be the areas of the equipotential ends of the region, and let $F_{1}$ and $F_{2}$ be the average values of the normal foree, taken in the same sense in both cases, over these ends. Applying Gauss's theorem to this region wo have $F_{Q^{\prime} \omega_{2}}-F_{1 w_{1}}=1 \pi Q$, where $Q$ is the amount of free electricity, algebraically considered, within the region. If the conductor is homogeneous, the amount of
positive electricity which enters - or the amount of negative electricity which leaves - the region by one end per unit of time is $k F_{1} \cdot \omega_{1}$, and the amount which leaves it at the other end is $k F_{2} \cdot \omega_{2}$. These amounts are equal, so that $F_{2} \omega_{2}-F_{1} \omega_{1}=0$; hence, $Q=0$, and there is no free electricity at any point within a homogeneous conductor which carries a steady current. The free electricity which gives rise to the potential function the rate of change of which is proportional to the flow of electricity within the conductor, must then lie either outside the conductor, or on its surface, or both. It would not be difficult to prove that there most be a distribution of electricity on parts of the surface of every conductor which carries a steady current and is in contact in some places with an insulating medium ; but the fact that a wire throngh which such a current is passing may be moved about so as to change its position with respect to outside bodies without changing the amount of the current will suffice to make it probable that a part, at least, of the free electricity that we have been considering moves with the wire. Since the density of the free electricity within a conductor which carries a steady current is zero, the potential function $V$, inside the conductor, must satisfy Laplace's Equation; that is, $\nabla^{2} V=0$. It is easy to see, since there can be no accumulation of free electricity in any conductor which bears a steady current, that the amount of electricity which comes up on one side to the common surface of two such conductors which are in contact must be equal to that which goes away from this surface on the other; that is, at every point of the surface, $k_{1} \cdot D_{n} V_{1}=k_{2} \cdot D_{n} V_{2}$, where $k_{1}$ and $k_{2}$ are the specific conductivities of the two conductors, and $D_{n} V_{1}$ and $D_{n} V_{2}$ the values at the point, taken in the same sense in both cases, of the derivatives of $V$ in the direction of the normal to the surface, one on one side of the surface, and the other on the other. It is to be noticed that the boundary between two such conductors may or may not be an equipotential surface. At every point of the common surface of a conductor and an insulating medium $k \cdot D_{n} V=0$ or $D_{n} V=0$; hence the equipotential sur-
faces within the conductor cut the surface where the conductor abuts on the iusulating medium at right angles.
71. Linear Conductors. Resistance. Law of Tensions. Let us consiller the case of a linear ronductor, that is, one in which all the lines of foree are parallel to each other and to the sides of the conductor, so that every tube of force has a constant cross-section thronghont that part of its length which lies in the given conductor. It will appear hater on that any right cylindrical conductor, whatever the form of its cross-section, will be a linear conductor, if every point of one of its ends be kept at one constant potential, and every point of the other end at another. It will also be evident that such wires as are ordinarily used for making electrical connections are, to all intents and purposes, except perhaps at the very ends, linear conductors, whether these wires are straight or curved. Let the ends of a homogeneous long uniform straight wire of constant crosssection $q$, and of length $l$, be kept respectively at potentials $V^{\prime \prime}$ and $J^{\prime \prime \prime}$. Take the axis of the wire for the axis of $x$, and the origin at that end of the wire at which the potential function due to all the free electricity in existence is $V^{\prime \prime}$; then every lime of force inside the wire is parallel to the axis of $x$ : and since there is mon force in any direction perpendicular to the axis of $x, D_{y} V^{Y}=\left(0_{1}, D_{z} V^{r}=0\right.$, and Laplace's Equation, which must be satisfied by $V^{r}$ inside the wire hecomes $D_{x}^{2} V=0$, whence $V^{\top}=A x+B$; or, since $V^{\prime}=V^{\prime}$ when $x=0$, and $V=V^{\prime \prime}$ when $x=l$,

$$
V=\frac{\left(V^{\prime \prime}-I^{\Gamma^{\prime}}\right) x}{l}+V^{\prime} .
$$

The steady current $c$ which traverses the wire carries across every right section in the unit of time - liq. $D_{x} V$ units of positive electricity in the positive direction of the axis of $x$. That is,

$$
c=-k q \cdot D_{x} V=\frac{k q}{l}\left(V^{\prime}-V^{\prime \prime}\right)
$$

where $k$ is the specific conductivity of the material out of which
the wire is made. The quantity $l / l_{i q}$ is called the resistance of the wire, $k q / l$ its conductivity. The quantity $k$ is a function of the temperature. In the case of a pure solid metal at any ordinary temperature a rise of $1^{\circ} \mathrm{C}$. will increase $1 / k$ by about 0.004 times its own value. This fractional increase is much smaller in the case of some alloys: for "manganin" at room temperatures it is not more than 0.00001 .

The analysis of this section assumes that the homogeneous linear conductor is at the same temperature throughout and that it is not surrounded by a changing magnetic field.

It is an important physical principle, first enunciated in a slightly different form by Ohm, that if a fixed portion of the surface of a given homogeneous contuctor be kept constantly at potential $V_{1}$, and another fixed portion at potential $V_{2}$, while the rest of the surface of the conductor is in contact with an insulating medium, the ratio of $V_{1}-V_{2}$ to the steady current which traverses the conductor, - as measured by the quantity of positive electricity per unit of time which either enters the conductor through the surface $V^{\top}=V_{1}^{*}$ or leaves it through the surface $V=V_{2}$, - is a quantity independent of $V_{1}$ and $V_{2}$. This ratio is called the resistance of the conductor under the given circumstances. The resistance of a conductor depends not only upon its shape, the material of which it is composed, and the temperature and other physical conditions of this material, but also upon the shape, size, and position of those portions of the surface which are kept at the potentials $V_{1}$ and $V_{2}$. The resistance of so much of a tube of force drawn in a conductor which bears a steady current as lies between the equipotential surfaces $V=V_{1}$ and $V=V_{2}^{r}$ is the ratio of $V_{1}-V_{2}$ to the amount of positive electricity per unit of time which enters the portion of the tube which we have been considering through the surface $V=V_{1}$, or leaves it through the surface $V=V_{2}$, or crosses any section of the tube in the direction indicated. Any electric change which, under the same conditions of temperature and pressure, will leave this tube of force still
a tube of force and its equipotential ends still equipotential, however the value of the potential function may be changed, will, according to this law of Ohm, leave the resistance the same. Other things being equal, the resistance of a tube of force increases with the length of the tube and diminishes as the section of the tube is made greater.

Suppose that we have a series of linear conductors joined end to end in a closed ring, so that the end of the $n$th conductor is in contact with the begimning of the first. Let $V_{m}{ }^{\prime}$ and $V_{m}{ }^{\prime \prime}$ be the values of the potential function at the beginning and end of the $m$ th conductor, and $r_{m}$ the resistance of this conductor. Since the same current $c$ must traverse every conductor of the series, we have

$$
V_{1}^{\prime}-V_{1}^{\prime \prime}=r r_{1}, V_{2}^{\prime \prime}-V_{2}^{\prime \prime}=c r_{2}, V_{3}^{\prime}-V_{3}^{\prime \prime}=c r_{3}, \ldots V_{n}^{\prime}-V_{n}^{\prime \prime}=c r_{n}
$$

and, if we add them together, we shall get
$c=\frac{\left(I_{2}^{\prime \prime}-V_{1}^{\prime \prime}\right)+\left(V_{3}^{\prime}-V_{2}^{\prime \prime}\right)+\left(I_{4}^{\prime}-V_{3}^{\prime \prime}\right)+\cdots+\left(V_{1}^{\prime}-V_{n}^{\prime \prime}\right)}{r_{1}+r_{2}+r_{3}+\cdots+r_{n}}$,
where $I_{2}^{\prime \prime}-V_{1}^{\prime \prime}$ is the difference between the values of the potential function on opposite sides of the surface common to the second and first conductors, $V_{3}{ }^{\prime}-V_{2}{ }^{\prime \prime}$ the corresponding difference for the third and second conductors, and so on around the ring. If the sum of these differences is not zero, the circuit is said to be the seat of an electromotive force.

We may here assume that when any two conductors, at the same temperature throughout, but made of different materials, are placed in contact with each other, a discontinuity* of the potential function suddenly appears at their common

[^16]surface. The amount of this discontinuity, which remains constant after it has once been established, is the same for all points of the common boundary of the two conductors, and is independent of their size and shape, of the extent of surface in contact, and of the absolute values of the potential function on either side of the boundary. We shall represent the sudden fall in the value of the potential function encountered by passing from a conductor made of material $A$ to a conductor made of material $B$ across any point of their common surface by the symbol $A \mid B$. A eertain class of substances, to which all metals belong, has the property that if $L, M$, and $N$ are any three of these substances, all at the same temperature,
$$
L|M+M| N=L \mid N
$$

This class is said to obey "Volta's Law of Tensions." If a number of conductors made of different kinds of metals all at the same temperature be placed in line, the first in contact with the second, the second with the thirch, and so on, the algebraic sum of the jumps of the potential function encountered in going from the first conductor to the last flrough all the others is exactly the same in amount as the single jump which would occur at the common surface of the iirst and last conductors if they were pat directly in contact with each other. Some other substances besides metals obey the Law of Tensions, but most liquids and solutions, whether in contact with each other or with metals, do not obey this law.

The sum of the jumps in the potential function encountered in passing from copper to zinc by way of an iron conductor is the same, if the whole be at one temperature, as the jump encountered in passing directly from copper to zinc. But this is not erfual to the sum of the jumps met with in passing from copper to zinc through sulphuric acid.
but

$$
\begin{gathered}
\mathrm{Cu}|\mathrm{Fe}+\mathrm{Fe}| \mathrm{Zn}=\mathrm{Cu} \mid \mathrm{Zn}, \\
\left.\mathrm{Cu} \mid\left(\mathrm{H}_{2} \mathrm{SO}_{4}\right)+\left(\mathrm{H}_{2} \mathrm{SO}\right)_{4}\right)|\mathrm{Zn} \neq \mathrm{Cu}| \mathrm{Zn.}
\end{gathered}
$$

The numerator of the expression just found for the intensity of the current which traverses a closed chain of linear conduc.
tors is evidently the algebraic sum of the "jumps" in the potential function encountered by travelling in the direction in which the current is supposed to move, from the first conductor to the last through all the others, and reckoning the jump at any boundary positive if the value of the potential function is increased as one crosses the boundary. If all the conductors which form the circuit are metallic and all at the same temperatme, whether or not they are all made of the same kind of metal, this numerator is zero, and it follows that in order that a steady current may traverse a circuit of conductors, one at least of the conductors must disobey the Law of Tensions.

The same formulas apply to a circuit composed of conductors of any form if each of the common surfaces of contignous contuctors is equipotential.

Every slender tube of force in a lomogeneous conductor which carries a steady current is also a tube of flow and constitutes a chrrent filmoment. We shall hereafter apply the term linear only to conductors which have very small cross-sections.
72. Electromotive Force. We have seen that if a number of homogeneons conductors made of different materials be connected in series to form a heterogeneous conductor $K$, there will be discontinuities in the electrostatic potential function within $K$ at the common surfaces of adjacent conductors. If an equipotential surface $A$ near one end of $K$ be kept at potential $V_{1}$, and an equipotential surface $B$ near the other end of $K$, at potential $V_{B}$, and if the algebraic sum of the discontinuities of potential between $A$ and $B$, counting a step $n p$ as positive, is $E$, the current in $K^{-}$from $A$ to $B$ will be $\left(V_{A}-V_{l ;}+E\right) / r$, where $r$ is the resistance between $A$ and $B$. In such a case as this, $V_{A}-V_{F}$ is called the electrostatic or external electromotion force, and $E$ the intermal or intrinsir electromotive forre. If $K$ forms a closed circuit, all the electromotive force may be regarded as internal. In this connection
it should be said that, although physicists are not all in agreement as to the magnitude of the discontimity of potential at the surface of contact of any two given dissimilar conductors, there is no difference of opinion as to the algebraic sum of these discontinuities in the case of any closed circuit.

If one end of a heterogeneous cylindrical conductor $K$, of given resistance $r$, formed of homogeneous cylindrical conductors in series, be kept at a given potential $V_{1}$ and the other end at the given potential $V_{2}$, the value of the potential function will depend very much upon the constitution of $k$. Three different cases are illustrated in Fig. 56 , in which abscissas represent resistances and ordinates the corresponding values of $T$. In these figures $A$ is supposed to be an electrolyte, while $L, M T, N$ are metals: $V_{1}=2, V_{2}=0.5$, $A|N=0.8, A| M=1.8$,


Fig. 56. $N \mid M=0$. The current strength (indicated by the slope of the line which gives the value of $V$ ) is evidently different in the different diagrams.

Fig. 57 represents $V$ in a long chain made of two metals $P$, $Q$, and an electrolyte $R$, such that $R \mid P$ is small, $R \mid Q$ still smaller, and $P \mid Q$ zero. Here the ends are at the same
potential, and there are no great potential differences anywhere in the chain, but the current (as indicated by the slope of the $I$ line) is large, as is the sum of the small discontinuities which go to make up the electromotive force in the chain.

A galvanic battery may be regarded as a chain of three or more generally non-linear conductors, at least one of which disobeys the Law of Tensions. The algebraic sum of the jumps in the potential function encountered by starting at that pole of a galvanic battery at which the


Fig. 57. potential is less, and passing to the other pole through the battery, is the electromotive force of the battery. The difference of potential between copper wires attached to the open poles of the battery, measures this electromotive force. Chemical action goes on inside every battery when its poles are closed; some of its solutions are decomposed, and the products of this decomposition often appear at the boundaries of the liquid conductors inside the battery and decrease the electromotive force by changing the amount of jump in the potential function at each of these boundaries. For this reason the electromotive force of a battery in action may be much less than when the poles are open.

If two points, $P$ and $Q$, in a network of conductors which carry a steady current, he connected by an additional wire conductor, $K$, containing a battery of such electromotive force, $e$, and so directed as to prevent any current from passing through $K$, $e$ measures the difference of potential between $P$ and $Q$. It is easy to show that when the poles of a battery are closed by a conductor of resistance $R$, the difference between the values of the potential function at the ends of this conductor is $R E /(B+R)$, where $E$ is the electromotive force of the battery under the given circumstances, and $B$ the resistance of the conductors which make up the battery itself. The steady current which flows through the circuit
carries $E /(B+R)$ units of positive electricity across every cross-section per unit of time. With a given battery the intensity of the current can be changed very much, of course, by increasing or decreasing the resistance of that part of the circuit which lies outside the battery.

In the centimetre-gramme-second system of electrostatic [E.S.] absolute units, the unit of electric quantity is that quantity of electricity which, if it could be concentrated at a point in air, would repel a like quantity concentrated at a point 1 centimetre from the first with a force of 1 dyne. This unit is found inconveniently small, however, when one has to deal with such steady currents as are usually met with in practice, and the coulomb, which is equal to about $3 \times 10^{9}$ of these absolute units, is the practical unit of quantity most frequently used.

The absolute E.S. unit of current carries the absolute unit of electricity past any point in its course each secoul. A current of a coulomb per second (equivalent to $3 \times 10^{9}$ of these absolute current units) is called an ampere.

The absolute E.S. unit of resistance is $9 \times 10^{11}$ times as large as the practical unit called the ohm. The latter is the resistance of a column of pure mercury 1 square millimetre in section and 106.3 centimetres long, at $0^{\circ} \mathrm{C}$. The resistance at $0^{\circ} \mathrm{C}$. of a wire of pure copper 1 millimetre in diameter and 1 metre long is about 0.01642 ohm.

The absolute E.S. unit of difference of potential is equivalent to 300 practical units. The practical unit, called the volt, is such that if the two ends of a wire of 1 ohm resistance were kept at 1 volt difference of potential, the steady current which traversed the wire would carry past any cross-section 1 coulomb of electricity per second.

A condenser which requires 1 coulomb of electricity to charge it, so that the difference of potential between its poles is 1 volt, is said to have a capacity of 1 farad. A convenient unit of capacity is the microfarad or the millionth
of a farad. It is equivalent to 900,000 absolute E.S. units of capacity. The capacity of a conducting sphere 9 kilometres in radius would be 1 microfarad, that of the earth something over 700 microfarals. The capacity of a nantical mile of such ocean telegraph cable as is usually laid may be taken to be about $\frac{1}{3}$ microfarad.
73. Kirchhoff's Laws. The Law of Divided Circuits. From what has been proved in the preceding sections about conductors which carry steady currents, follow two theorems of much practical importance, called Kirchhoff's Laws.
I. If several wires which form part of a network of conductors carrying a steady current meet at a point, the sum of the intensities of all the currents which flow towards the point through these wires is equal to the sum of all those which recede from it; or, in other words, the algebraie sum of all the currents which approach the point throngh the wires which meet there is zero.
II. If, out of any network of wires which form a complex conductor and carry a steady current, a number of wires which form a closed figure be chosen, and if, starting at any point, we follow the figure around in either direction, calling all currents which more with us positive, and all discontinuities of the potential function which lift us from places of lower potential to places of higher potential positive, the algebraic sum of the products formed by multiplying the resistance of each conductor by the current ruming through it, is equal to the algebraic sum of the jumps in the potential function which we encounter in going completely around the figure.

The first of these laws is an immediate consequence of the fact that there can be no growing accumulation of free electricity anywhere in a circuit which bears a steady eurrent. To prove the second law, let $a_{1}, a_{2}, a_{3}, \ldots a_{n}$ be $n$ linear conductors, which. taken in order, form a closed figure, itself a part of a complex conductor which carries a steady current. In passing from $a_{1}$ to $a_{n}$ through all the other conductors, let
$V_{j}^{\prime}$ and $V_{j}{ }^{\prime \prime}$ be the values of the potential function at the begiuning and end of the $j$ th conductor, and let $r_{j}$ and $c_{j}$ be respectively the resistance of this conductor and the value of the current running through it. Then, from the definition of the term "resistance," we have the following equations:

$$
\begin{aligned}
& V_{1}^{\prime}-V_{1}^{\prime \prime}=c_{1} r_{1} ; V_{2}^{\prime}-V_{2}^{\prime \prime}=c_{2} r_{2} ; \\
& V_{3}^{\prime}-V_{3}^{\prime \prime}=c_{3} r_{3} ; \cdots V_{n}^{\prime}-V_{n}^{\prime \prime}=c_{n} r_{n} ;
\end{aligned}
$$

or, adding them all together,

$$
\begin{aligned}
c_{1} r_{1} & +c_{2} r_{2}+c_{3} r_{3}+\cdots+r_{n} r_{n} \\
& =V_{2}^{\prime}-V_{1}^{\prime \prime}+V_{3}^{\prime}-V_{2}^{\prime \prime}+V_{4}^{\prime}-V_{3}^{\prime \prime}+\cdots+V_{1}-V_{n}^{\prime \prime}
\end{aligned}
$$

which is the statement of this law.

If electricity is free to pass from a point $P$ to another point $P^{\prime}$ by two wires of resistance $r_{1}$ and $r_{2}$, respectively, and if a steady current be flowing from $P$ to $P^{\prime}$, the current will be divided between the two wires in the inverse ratio of their resistances or in the direct ratio


Fig. 58. of their conductivities. For, if
$V$ and $V^{\prime}$ be the values of the potential function at $P$ and $P^{\prime}$, we have $V-V^{\prime}=c_{1} r_{1}$ and $V-V^{\prime \prime}=c_{2} r_{2}$, whence $c_{1}: c_{2}=r_{2}: r_{1}$.

Moreover,

$$
\begin{aligned}
& c_{1}+c_{2}=\left(V-V^{\prime}\right)\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}\right) \\
& \frac{V-V^{\prime}}{c_{1}+c_{2}}=\frac{1}{\frac{1}{r_{1}}+\frac{1}{r_{2}}}
\end{aligned}
$$

The expression in the second number of the last equation is, by the definition of the term, the resistance of the compound conductor formed of the two which join $P$ and $P^{\prime}$. It is evident that the conductivity of this conductor is the
sum of the conductivities of the two wires of which it is composed.

If $n$ conductors be joined up in parallel to form a compound conductor, the conductivity of the latter is the sum of the conductivities of the constituents, and its resistance is the reciprocal of the sum of the reciprocals of their resistance.

If four conductors the resistances of which are $p, q, r$, and $s$ form a quadrilateral (Fig. 58) one pair of vertices of which are connected by a wire of resistance $g$ and the other pair by a conductor of resistance $b$ containing a battery of electromotive force $E$, we have an arrangement of much practicalimportance, which is often called Wheatstone's Net. If we denote the strength of the current through the cell, in the direction indicated by the arrow in the figure, by $C$, and the currents in the other conductors by $C_{p}, C_{q}, C_{r}, C_{s}$, and $C_{g}$ respectively, Kirchhoff's Laws yield the equations

$$
\begin{aligned}
& C=C_{p}+C_{q}=C_{r}+C_{s}, C_{p}=C_{g}+C_{r}, \\
& C_{q}=C_{s}-C_{q}, p \cdot C_{p}-q \cdot C_{q}+g \cdot C_{g}=0, \\
& g \cdot C_{g}-r \cdot C_{r}+s \cdot C_{s}=0, b \cdot C+q \cdot C_{q}+s \cdot C_{s}=E .
\end{aligned}
$$

If we substitute the values of $C, C_{p}, C_{q}$ obtained from the first three equations in the last three, we shall get a system of three linear equations involving the three unknown quantities $C_{g}^{\prime}, C_{r}, C_{s}$, which can be easily solved. These equations are

$$
\begin{aligned}
& (p+g+q) C_{g}+p \cdot C_{r}-q \cdot C_{s}=0, \\
& g \cdot C_{g}-r \cdot C_{r}+s \cdot C_{s}=0, \\
& -q \cdot C_{g}+b \cdot C_{r}+(b+q+s) C_{s}=E,
\end{aligned}
$$

and if we denote the determinant of the coefficients,

$$
\begin{aligned}
-\{p r(q & +s)+q s(p+r)+b(p+q)(r+s) \\
& +g[b(p+q+r+s)+(q+s)(p+r)]\} \\
\text { or } \quad & -\left\{g r(b+q+s)+q^{b}(g+r+s)-p s^{2}+q \cdot s\right. \\
& +g b s+p(g+r+s)(b+q+s)\}, \text { by }-\Delta,
\end{aligned}
$$

it is easy to see that

$$
\begin{aligned}
& C_{g}=E(q r-p s) / \Delta, \\
& C_{r}=E(g q+s p+s g+s q) / \Delta, \\
& C_{s}=E(q p+r p+r g+r q) / \Delta, \\
& C_{p}=E(q r+g q+s g+s q) / \Delta, \\
& C_{q}=E(g r+g p+r p+p s) / \Delta . \\
& C=E(g q+s p+s g+s q+p g+r p+r g+r q) / \Delta .
\end{aligned}
$$

The resistance ( $R$ ) of the net $p q r s g$, computed from the equation $C=E /(b+R)$, is

$$
\frac{[g(q+s)(p+r)+p r(q+s)+q s(p+r)]}{[g(p+q+r+s)+(p+q)(r+s)]} .
$$

If no current passes through the resistance !, we have $q r=p s, C_{p}=C_{r}, C_{q}=C_{s}$, and, as we may see by multiplying out and cancelling,

$$
\begin{gathered}
C_{r} / C_{s}=(q+s) /(p+r), C_{r} / C=(q+s) /(p+q+r+s), \\
\text { and } C_{s}^{\prime} / C=(p+r) /(p+q+r+s) .
\end{gathered}
$$

It is evident, from an inspection of the Kirchhoff equations belonging to the three cases, that if the resistances of the linear conductors which go to make up a given network are fixed, and if $C_{1}, C_{2}, C_{3}, \cdots$ are the currents in the different members when these members contain the electromotive forces $E_{1}, E_{2}, E_{3}, \ldots$ and $C_{1}^{\prime}, C_{2}^{\prime}, C_{3}^{\prime}, \cdots$, the corresponding currents when the electromotive forces are $E_{1}{ }^{\prime}, E_{3}{ }^{\prime}, E_{3}{ }^{\prime}, \ldots, C_{1}+C_{1}{ }^{\prime}$, $C_{2}+C_{2}^{\prime}, C_{3}+C_{3}^{\prime}, \ldots$ would be the currents if the electromotive forces were $E_{1}+E_{1}^{\prime}, E_{2}+E_{2}^{\prime}, E_{3}+E_{3}^{\prime}, \cdots$.

Let $P$ and $Q$, any two points in a network of linear conductors some or all of which contain electromotive forces, be at potentials $V_{P}$. $V_{Q}$ respectively, and let the resistance of the whole network when the current enters at one of these points and goes out at the other be $r_{0}$, then if $P$ and $Q$ be connected by an afditional wire $W$ of resistance $r$, the current in this wire will be $\left(I_{P}-I_{a}\right) /\left(r_{0}+r\right)$ in the direction from $P$ to $Q$. For if (1) $W^{r}$ contained an electromotive force $\left(V_{P}-V_{Q}\right)$ directed from $Q$ to $P$, the rest of the network
being unchanged, no current wonld pass through $W^{r}$, and the other currents would not be altered by the introduction of $\Pi^{r}$; and if (2) $W$ contained the electromotive force ( $V_{P}-V_{Q}$ ) directed from $P$ to $Q$, and if all the other electromotive forces in the original network were annihilated, leaving the resistances unchanged, a current $\left(V_{P}-V_{Q}\right) /\left(r_{1}+r\right)$ would flow through $W$ from $P$ to $Q$ : the given arrangement can be regarded as formed by superposing case (1) upon case (2).
74. The Heat developed in a Circuit which carries a Steady Current. Given, in a region not exposed to magnetic changes, a chain of $n$ conductors, each in itself homogeneous, and at a uniform temperature throughout; let a portion $A$ of the surface of the first be kept, by means of some external agency, at potential $V_{A}$, and a portion $B$ of the surface of the last at a lower potential $V_{B}$, while the rest of the outer surface of the chain abuts upon non-conducting media. $S_{k, k+1}$, the surface of separation between the $k$ th and the $(k+1)$ th conductors, may or may not be equipotential, but if these conductors are of different materials, we must expect to find at all points of this surface a miform discontinuity, $E_{k, k+1}$, of potential. In following down from $A$ to $B$ an infinitesimal tube of flow which carries the steady current $\Delta C$, we start at potential $V_{i}$, leave the first conductor at potential $V_{1}^{\prime \prime}$, enter the second conductor at potential $V_{2}^{\prime}$, leave it at $V_{2}^{\prime \prime}$, enter the third conductor at $\Gamma_{3}^{\prime}$, and so on. Every second in the $k$ th conductor, $\Delta C$ absolute units of electricity are lowered from potential $V_{k}^{\prime}$ to potential $V_{k}{ }^{\prime \prime}$ and $\Delta C\left(V_{k}^{\prime}-V_{k}^{\prime \prime}\right)$ units of work (representing loss of electrostatic energy) are done by the electrostatic field upon the electricity which moves with the current: this energy appears as heat in this conductor. The work thus done in the whole chain is

$$
\begin{aligned}
& \quad \Delta C^{\prime}\left(V_{A}^{\prime}-I_{1}^{\prime \prime}+I_{2}^{\prime}-I_{2}^{\prime \prime}+V_{3}^{\prime}-V_{3}^{\prime \prime}+\cdots+V_{n}^{\prime}-V_{B}\right), \\
& V_{k+I^{\prime}}^{\prime}-I_{k}^{\prime \prime}=E_{k, k+1}, \\
& \Delta C^{\prime}\left(V_{A}^{\prime}-V_{B}^{\prime}+E_{1,2}+E_{2,3}+\cdots+E_{n-1, n}\right)=\Delta C\left(V_{A}-V_{B}+E\right) .
\end{aligned}
$$

This energy all appears as heat in the conductors which form the chain.

At the surface $S_{k, k+1}, \Delta C$ units of electricity are raised every second from potential $V_{k}^{\prime \prime}$ to potential $V_{k+1}{ }^{\prime}$. The work thus done every second is $\Delta C \cdot E_{k, k+1}$, and, by virtue of similar processes at all the surfaces of discontinuity, the electrostatic energy is increased in this way every second by $\Delta C \cdot E$. The net loss in electrostatic energy in the chain per second is, therefore,

$$
\left(V_{A}-V_{B}\right) \Delta C
$$

which is otherwise evident. Taking into account all the current filaments which go to form the steady current $C$, we see that an amount of energy equivalent to $C\left(I_{A}-I_{B}+E\right)$ appears as heat in the conductors which form the chain, and that an amount of electrostatic energy equal to $E C$ is furnished to the chain. If the chain is closed and if, going around it in the direction of the steady current $C$ ', we denote by $E$ the algebraic sum of the discontinuities of potential, counting a step up as positive, we shall find that the energy $E C$ appears as heat in the conductors and that since the circuit is at the same temperature throughout, this is furnished by chemical action in the chain. If $r$ is the total resistance of the chain, $C=E / r$ and $E C=C^{2} r$. This result represents ergs or joules, according as $E, C$, and $r$ are measured in absolute electrostatic units or in volts, amperes, and ohms: a joule is equivalent to $10^{7}$ ergs.

If the chain contains a battery of electromotive force $E_{0}$ in the direction of the steady current $C$, and if there are in the chain outside the battery discontinuities of potential which, reckoned against the current, amount algebraically to $E^{\prime \prime}$,

$$
E=E_{0}-E^{\prime}, C=\left(E_{0}-E^{\prime \prime}\right) / r,
$$

and the energy used in heating the chain is $\left(E_{0}-E^{\prime \prime}\right) C=C^{2} r$ : when we wish to regard the battery as the source of this energy, it is convenient to write the last equation in the
form $E_{0} C=C^{2} r+E^{\prime} C$, and to say that of the whole energy, $E_{0} C$, furnished by the battery, $C^{2} r$, which appears as heat in the conductors which form the circuit, is used in maintaining the current, and $E^{\prime} C$, in overcoming the counter-electromotive force $E^{\prime \prime}$. If a cell of electromotive force $E_{0}$ be joined up with a number of metallic conductors all at the same temperature to form a simple circuit of total resistance $r$, the current will be $C_{0}=E_{0} / r$, and the whole energy, $E_{0} C_{0}=C_{0}^{2} r$, furnished each second by the battery, will appear as heat in the circuit. If, however, while the total resistance of the circuit remains unchanged, the battery be called on to do each second an amount $W$ of outside work of any kind (such, for instance, as that involved in decomposing an electrolyte in the external circuit), the steady current will have a value $C$ smaller than $C_{0}$, the whole energy $E_{0} C$ furnished each second by the cell will be a fraction of $E_{0} C_{0}^{\prime}$, and the portion of it $C^{2} r$, which appears as heat in the circuit, a smaller fraction of $C_{0}{ }^{2} r$. The difference between $E_{0} C$ and $C^{2} r$ will be equal to $W$, and this equation determines $C$.

If a given steady current $C$ is to be conveyed partly by a conductor of resistance $r_{1}$ and partly by a parallel conductor of resistance $r_{2}$, and if the portions carried by these conductors are $C_{1}$ and $C_{2}$ respectively, the amount of heat developed per second in the conductors will be $u=C_{1}^{2} r_{1}+C_{2}^{2} r_{2}$. If $C_{1}$, and consequently $C_{2}$, be changed so as to keep their sum equal to the constant $C, u$ will, in general, change, and we shall have

$$
D_{C_{1}} u=2 C_{1} r_{1}+2 C_{2} r_{2} \cdot D_{C_{1}} C_{2}=2\left(C_{1} r_{1}-C_{2} r_{2}\right):
$$

$u$, which is sometimes called the dissipation function, will, therefore, be a minimum if the current is divided between $r_{1}$ and ${ }_{2}$ as it would be if the conductors were connected at the ends. It is easy to prove that if a given steady current be led into a given network of metallic conductors, at a uniform temperature, from without, the distribution of this current in the network will be such as to make the dissipation function as small as possible. If, for instance, a steady current $C$ be
led into the network represented by $A B D F$ in Fig. 58 at the point $A$ and out again at $B$, we have

$$
C_{r}=C-C_{s}, C_{p}=C_{g}+C-C_{s}, C_{q}=C_{s}-C_{g},
$$

and $u$ is equal to
$p\left(C_{g}+C-C_{s}\right)^{2}+q\left(C_{s}-C_{g}\right)^{2}+r\left(C-C_{s}\right)^{2}+s \cdot C_{s}^{2}+g \cdot C_{g}{ }^{2}$.
If we equate to zero the partial derivatives of $u$ with respect to $C_{s}$ and $C_{g}$, we shall get two necessary conditions for a minimum : the equations thus obtained are

$$
\begin{aligned}
(p+g+q) C_{g}-(p+q) C_{s} & =-p C, \\
-(p+q) C_{g}+(p+q+r+s) C_{s} & =(p+r) C,
\end{aligned}
$$

whence

$$
\begin{aligned}
& C_{g} / C=(q r-p s) /(g q+s p+s g+s q+p g+r p+r g+r q), \\
& C / C=(g p+r p+r g+r q) /(g q+s p+s g+s q+p g+r p+r g+r q),
\end{aligned}
$$

etc., which are equivalent to equations alrealy found.
If the conductors $r_{1}, r_{2}, r_{3}, \cdots r_{n}$ which form any network, complete or not, and carry currents $C_{1}, C_{2}, C_{3}, \cdots C_{n}$, contain electromotive forces $E_{1}, E_{2}, E_{3}, \cdots E_{n}$ which have the directions assumed for the currents, the currents are such as to make, not the dissipation function, but

$$
W \equiv u-2\left(C_{1} E_{1}+C_{2} E_{2}+C_{3} E_{3} \cdots C_{n} E_{n}\right)
$$

a minimum. In the case of the complete Wheatstone's Net,

$$
\begin{aligned}
W \equiv b\left(C_{r}+C_{s}\right)^{2}+p\left(C_{g}+C_{r}\right)^{2} & +q\left(C_{s}-C_{g}\right)^{2}+g \cdot C_{g}^{2} \\
& +r \cdot C_{r}^{2}+s \cdot C_{s}^{2}-\left(C_{r}+C_{s}\right) E,
\end{aligned}
$$

and the equations formed by equating to zero the partial derivatives of $W$ with respect to $C_{y}, C_{s}$, and $C_{r}$ yield the values for the currents given in the last section.
75. Properties of the Potential Function inside Conductors which carry Steady Currents. If at any time $t$, positive electricity is passing through a linear conductor in one direction at the rate $P$, and negative electricity in the other direction
at the rate $N$, the current strength is $P+N$ in the first direction. Since there is no free electricity inside a homogeneous conductor which carries what we have called a steady current, it is customary to assume, when one uses the language of the "Two Fluid Theory," that such a current consists of a flow of positive electricity in one direction at every point, and an equal flow of negative electricity in the opposite direction. We shall avoid much circumlocution, however, and we shall introduce no error into our numerical computations if we speak as if the whole current were due to the motion of positive electricity. If the value of the potential function within a conductor which bears a steady current is given, all the circumstances of the flow in the conductor are fixed. Positive electricity flows into the conductor from without through all parts of the surface where the derivative of the potential function, taken in the direction of the exterior normal, is positive, and out of it through all parts of the surface where this derivative is negative. At all points where the conductor abuts on an insulating medium, the derivative is zero: it may be zero at other points also. There can be no closed equipotential surface lying wholly inside a conductor which carries a steady current, unless there is some constant source of positive or of negative electricity within this surface, for the whole flow of electricity algebraically considered, per unit of time, through such a surface from within outwards, is equal to $k$ times the surface integral of the intensity of the component of force in the direction of the exterior normal, and this is not zero. There must then be such a constant source of free electricity within the surface as shall furnish just as much per unit of time as the current carries away.

Although it is not very easy to prove analytically that given a homogeneous conductor and certain portions $A, B$ of its surface which are to be kept at potentials $V_{A}, V_{B}$, while at all other fortions the value of the derivative of the potential function taken in the direction of the exterior normal is to be zero - there exists a function which (1) satisfies these
surface conditions, and which (2) inside the conductor satisfies Laplace's Equation, and with its first space derivatives is continuous and single-valued, it is nevertheless clear from physical considerations that one such function exists, namely, the potential function inside the conductor when $A, B$ are kept at the given potentials and the rest of the surface is exposed to an insulating medium. For practical purposes we need to prove that this is the only function which satisfies the given conditions. Suppose for the sake of argument that two such functions, $V$ and $W$, exist, and call their difference $u$. The function $u$, then, satisfies condition ( $\boldsymbol{2}^{2}$ ) and is itself equal to zero, or else has its derivative in the direction of the exterior normal equal to zero at every point of the surface. Applying Green's Theorem in the form of Equation 151 to $u$, we find that the quantity $\left(D_{x^{\prime \prime}}\right)^{2}+\left(D_{y^{\prime \prime}}\right)^{2}+\left(D_{z^{\prime}}\right)^{2}$, which can never be negative, must be zero at every point within the conductor, so that $D_{x} u, D_{y} u$, and $D_{z} u$ must vanish and $u$ be a constant throughont the space within the surface. Now at portions of the surface itself, $u$ is zero, hence it must be equal to zero everywhere inside the conductor, and $V=W$. If by any means, then, we find a function which satisfies the surface conditions and the general space conditions characteristic of the potential function inside a certain conductor carrying a steady current under given surface conditions, this function is itself the potential function.

Any surface supposed drawn in a conductor which carries a steady current in such a way that the derivative of the potential function taken normal to this surface is zero shall be called a surfuce of flow.

If a conductor which under given surface conditions carries a stearly current be cut in two by means of a surface of flow, and if the two parts be separated while the surface conditions on what was the bounding surface of the old conductor remain the same as before, and the fresh surfaces now abut on an insulating medium, the state of flow at every point inside each part of the conductor will be just the same as before, for the
values of $V^{V}$ and $D_{n} V^{\prime}$ on the surface of the new conductors are what they were before separation, and $V$ must have its old values at all inside points.

When a conductor is cut in two by a surface of flow the fresh surfaces exposed receive a statical charge of free electricity, and the charges on what was the bounding surface of the original conductor are in part changed so that it is only within the parts of the old conductor that the effect of the separation is nil after the currents have become again steady.

If two mutually exclusive closed surfaces $S_{1}$ and $S_{2}$, kept, respectively, at uniform potentials $V_{1}$ and $V_{2}$, are the electrodes of an infinite homogeneous conductor $K$, of specific conductivity $k$, which fills all space outside these surfaces and is at potential zero at infinity; if, moreover, the steady flow ontward through $S_{1}$ or inward through $S_{2}$ is equal to $C$, the current vector in $K$ is everywhere equal to what the electrostatic force would be if $K^{r}$ were air and if $S_{1}$ and $S_{2}$ had charges $C / 4 \pi k$ and $-C / 4 \pi k$ so distributed as to bring them to potentials $V_{1}$ and $V_{2}$ respectively.

In most of the preceding discussion we have tacitly assumed the separate conductors considered to be homogeneous, and we shall continue to do so in the following sections unless the contrary is stated. We have to consider briefly, however, in the remainder of this section isotropic conductors which have in different parts different specific resistances.

If the specific conductivity $k$ of an isotropic conductor which carries a stealy current can be represented by a positive scalar point function, and if the components, parallel to the coordinate axes, of the vector $q$ which represents the current strength, are $u, v$, and $"$, we may state the fact that there is no growing aceumulation of free electricity in any portion of the conductor bounded by the surface $S$ by the equation

$$
\begin{aligned}
& \iint q \cos (q, n) d S \equiv \iint q[\cos (x, n) \cdot \cos (x, q), \\
& +\cos (y, n) \cdot \cos (y, q)+\cos (z, n) \cdot \cos (z, q)] d S \\
\equiv & \iint[u \cos (x, n)+v \cos (y, n)+w \cos (z, n)] d S \\
\equiv & \iiint\left[D_{x} u+D_{y^{v}}+D_{z} w\right] d x d y d z=0 .
\end{aligned}
$$

Here the double integrals are to be extended over the whole of $S$, and the triple integrals over all the space included by $S$. Since $S$ is arbitrary, the integrand of the triple integrals must be equal to zero at every point within the conductor, so that

$$
\begin{equation*}
D_{x^{u}}+D_{y} v+D_{z} u=0 \tag{198}
\end{equation*}
$$

and $q$ is a solenoidal vector.
At every point within the conductor,

$$
u=-k D_{x} V, v=-k D_{y} V^{\prime}, w=-k D_{z} V
$$

so that

$$
\begin{equation*}
D_{x}\left(k \cdot D_{x} V\right)+D_{y}\left(k \cdot D_{y} V\right)+D_{z}\left(k \cdot D_{z} V\right)=0 \tag{199}
\end{equation*}
$$

or $k \cdot \nabla^{2} V+\left(D_{x} k \cdot D_{x} V+D_{y} k \cdot D_{y} V+D_{z} k \cdot D_{z} V\right)=0$. [200]
If $k$ is constant, $V$ satisfies Laplace's Equation, and in this special case, as we alrearly know, none of the free electricity which gives rise to the potential function $V$ is within the conductor.

Given an analytic, scalar, positive point function $k$ and a closed analytic surface $S$, it is easy to prove by the help of [149] that there cannot be two different functions, $V_{1}$ and $V_{2}$, which (1) with their first derivatives are continuous within $S$ and at every point in this region satisfy the equation

$$
D_{x}\left(k \cdot D_{x} V\right)+I_{y}\left(k \cdot D_{y} V\right)+D_{z}\left(k \cdot D_{z} V\right)=0,
$$

(2) on the given portions $S_{1}$ and $S_{2}$ of $S$ have at each point equal values, and (3) on the rest of $S$ have at every point equal normal derivatives.

The differential equations of the current lines are

$$
\frac{d x}{u}=\frac{d y}{v}=\frac{d z}{w} .
$$

At a surface of separation between two conductors which carry a steady current the normal components of the current and the tangential components of the electrostatic force are continuous. If $\theta_{1}$ and $\theta_{2}$ are the angles which the resultant electrostatic forces $F_{1}$ and $F_{2}$ make with the normal on the two sides of such a surface at any point,

$$
k_{1} F_{1} \cos \theta_{1}=l_{i 2} F_{2} \cos \theta_{2} \text { and } F_{1} \sin \theta_{1}=F_{2} \sin \theta_{2},
$$

whence, by dividing the members of the first of these equations by the corresponding members of the second, $\frac{\tan \theta_{1}}{l_{1}}=\frac{\tan \theta_{2}}{k_{2}}$, an equation which shows how the current lines are refracted at the surface. At a surface of separation between copper and manganin where the ratio of the conductivities is about 30 ,
$\theta_{1}=27^{\circ} 42^{\prime}$ when $\theta_{2}=1^{\circ}$, and $\theta_{1}=69^{\circ} 09^{\prime}$ when $\theta_{2}=5^{\circ}$.
If $n_{1}$ and $n_{2}$ represent normals drawn from any point of the surface of separation hetween two conductors which are carrying a steady eurrent into the first and the second conductor respectively,

$$
\begin{equation*}
k_{1} D_{n_{1}} I_{1}+k_{2} D_{n_{2}} V=0 . \tag{201}
\end{equation*}
$$

## 76. Method of finding Cases of Electrokinematic Equilib-

 rium. If $u$ is a single-valuel, generally continuous solution of Laplace's Equation, $A \|+B$, where $A$ and $B$ are constants, is another such function which has the same level surfaees as $u$. If an area be chosen on one of these surfaces, it is possible to draw through every point of its perimeter a line, defined ly the equations $d x / D_{x} u=d y / D_{y} u=d z / D_{z} u$, which shall cut orthogonally all the level surfaces of $w$ which it meets. All these lines form a tubular surface such that the normal derivative of $"$ at every point of it is zero. If $T$ is a portion of space bounded by such a tube and by portions, $S^{\prime}, S^{\prime \prime}$, of two of $u$ :s level surfaces on which it has the values $w^{\prime}$ and $u^{\prime \prime}$ respectively, $w^{\prime}$ is illentical with the potential function that would govern the flow within any homogeneous conductor of the form $T$ if the surface $S^{\prime \prime}$ and $S^{\prime \prime}$ were kept at potential $w^{\prime}$and $w^{\prime \prime}$, while the rest of the boundary was a surface of flow. Moreover, $A w+B$, where $A$ and $B$ can be chosen at pleasure, must be the potential function within a homogeneous conductor of the form $T$, if the surface $S^{\prime}$ and $S^{\prime \prime}$ were kept at potentials $A w^{\prime}+B, A w^{\prime \prime}+B$ respectively, the rest of the boundary being a surface of flow. By using different pairs of level surfaces of $w$ and tubes of different forms, it is possible with the help of this one function to study the laws of steady flow inside conductors of many different shapes and to obtain results some of which may happen to be practically interesting. For instance, $w=\frac{c}{r}+d$, where $c$ and $d$ are constants and $r$ the distance from a fixed origin $O$ to the point ( $x, y, z$ ), gives the value of the potential function inside a conductor bounded by two spherical surfaces of radii $a$ and $b$ having $O$ as their common centre when these surfaces are kept respectively at potentials $\frac{c}{a}+d$ and $\frac{c}{b}+d$. In this case the whole amount, per unit of time, of positive electricity which enters the conductor through the surface $r=a$ crosses every equipotential spherical surface within the conductor and leaves it by the surface $r=b$ is $4 \pi c k$, where $k$ is the specific conductivity of the material out of which the conductor is made. The resistance of the conductor is, by definition,

$$
\frac{\frac{c}{a}-\frac{c}{b}}{4 \pi c k}=\frac{b-a}{4 \pi k a b},
$$

a quantity independent of $c$ and $d$.
It is evident that any conical surface the vertex of which is $O$ will be in this case a surface of flow, and that the function $w=\frac{c}{r}+d$ governs the flow in any piece cut out of the spherical shell just considered by such a surface. It is easy to see that if $\omega$ is the solid angle of the cone, the resistance of the portion of the conductor cut out will be $\frac{b-a}{k \omega a b}$.

Again, the equation $V=c\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}\right)+d$, where $r_{1}$ and $r_{2}$ are the distances of the point $(x, y, z)$ from the fixed points $O_{1}$ and $O_{2}$, gives us the potential function inside an infinite conductor bounded in part by the surfaces $\frac{1}{r_{1}}-\frac{1}{r_{2}}=a$ and $\frac{1}{r_{1}}-\frac{1}{r_{2}}=b$, when the first is kept at potential $a c+d$, the second at potential $b c+d$. In this case the surface $V=d$ is a plane bisecting at right angles the straight line $O_{1} O_{2}$. Larger and smaller values of $V$ than this give closed surfaces, each of which surrounds one of the points and leaves the other outside. For very large values of $V$, if $c$ is positive, the equipotential surfaces are very small, nearly spherical surfaces surrounding $O_{1}$.

To find the amount of positive electricity which enters the conductor under consideration, per unit of time, through the surface $V=a c+d$, where $a c$ shall be positive, we must integrate over this surface $-l_{i} D_{n} V$ or $-k c\left[D_{n}\left(\frac{1}{r_{1}}\right)-D_{n} \frac{1}{r_{2}}\right]$. According to Green's Theorem, the resulting integral is exactly the same as that taken over any other closed surface, large or small, which surrounds $O_{1}$ and leaves $O_{2}$ outside. Let us consider, then, a spherical surface of radius $\epsilon<O_{1} O_{2}$ whose centre is at $O_{1}$. The required integral in this case is $-4 \pi \epsilon^{2} k$ times the average value of $D_{r_{1}} V$ taken over the spherical surface ; or, since $r_{1}$ for all points on this surface is equal to $\epsilon$,

$$
4 \pi \epsilon^{2} 7 c\left[\frac{1}{\epsilon^{2}}-\text { average value of } D_{r_{1}}\left(\frac{1}{r_{2}}\right)\right]
$$

If, now, $\epsilon$ be made smatler and smaller, $I_{r_{1}}\left(\frac{1}{r_{2}}\right)$ always has some finite value for every point on the surface of the sphere surrounding $O_{1}$, and the expression just given approaches the limiting form $4 \pi k$. Hence, $4 \pi k$ units of positive electricity
enter the given conductor through the surface $V=a c+d$ in every second, whether this surface is large or small. The resistance of the conductor between the surfaces $V=a c+d$ and $V=b c+d$ is, by definition of the term, $\frac{a-b}{4 \pi k}$.

If $a$ and $b$ are made very large and equal, with opposite signs, the two surfaces through which electricity enters and leaves the conductor become very nearly coincident with spherical surfaces of radius $\epsilon=\frac{1}{\iota}$ drawn about $O_{1}$ and $O_{2}$ respectively. The resistance of the conductor in this case is $\frac{1}{2 \pi k \epsilon}$. Considerations of symmetry show that any plane which contains the line $O_{1} O_{2}$ is a surface of flow. If we cut the conductor in two by such a plane, we shall have an infinite conductor with two nearly hemispherical electrodes sunk in its plane surface. The resistance of this part of the whole conductor is $\frac{1}{\pi k \epsilon}$, a quantity independent of the distance apart of the electrodes. This is nearly the case of two poles of a battery sunk in the earth.

Again, the expression

$$
V=c \log \frac{r_{1}}{r_{2}}+d
$$

where $r_{1}$ and $r_{2}$ are the distances of a point $P$ in space from any two parallel straight lines, $A$ and $B$, is a solution of Laplace's Equation which, with its derivatives, vanishes at an infinite distance from these lines and which is constant all over any one of a double system of circular cylindrical surfaces (Fig. 59), some of which surround one of the given lines and some the other. This function, then, when $c$ and $d$ are properly determined, is the potential function within an infinite lamina, either thick or thin, when that lamina is perforated perpendicularly to its plane by two circular cylindrical holes, the curved surfaces of which are kept at given
constant potentials. $2 \pi k c$ units of positive electricity per unit of time per unit of thickness of the lamina enter the conductor through one of the cylindrical surfaces, and the same amount leaves it by the other surface. The resistance of the lamina is then the difference between the values of the potential function at the electrodes divided by $2 \pi k c$ times the thickness of the lamina.

These examples will serve to show how we may discover an indefinite number of cases of kinematic equilibrium by assuming some function, in general finite and continuous, which


Fig. 59.
satisfies Laplace's Equation, and then taking as a conductor one inside which the given function is everywhere finite, and which is bounded by surfaces over each of which either the function is constant or its normal derivative zero.

If we transform Equation 199 to orthogonal curvilinear coordinates defined by the scalar point functions $u, v, u$, where $w^{\text {s }}$ satisfies Laplace's Equation, and assume $V^{r}$ to be expressible as a function of $u$ only, we shall obtain (see page 182) the equation $D_{{ }^{\prime}}{ }^{2} V+I_{w} V \cdot I_{w} k / k=0$. If the specific conductivity of a body occupying the space $T$ mentioned at the beginning of the section were not constant but a given function of $u$, this equation would determine $V$.

## III. ELECTROMAGNETISM.

77. Electromagnetism. Straight Currents. If a steady electric current be sent through a long straight wire, the spare in the neighborhood of the current becomes a field of magnetic force. If the medium about the conductor is homogeneous, the direction of the field is such that a small magnetic needle freely suspended by its centre tends to set itself perpendicular to the wire and to the perpendicular dropped from the point of suspension upon the wire, so that "if a person be imagined as swimming in the current which flows from his feet to his head, and if he face the needle, the north pole will he turned towards his left hand." The field is symmetrical about the wire and, according to the rule just given, its direction at any point is normal to the plane drawn through the point and the wire, so that the lines of force are circumferences forming right-handed whirls about the current. To investigate the law of the change of the intensity of the force with the distance from the wire, we may imagine a rigid frame free to turn about the vertical wire as a hinge, and suppose a magnet to be rigidly attached to this frame. It will be found that in this case the frame will have no tendency to rotate under the action of the electromagnetic forces, so that the sum of the moments about the wire, of the forces which the field exerts upon the magnet, must be zero. If $r_{1}$ and $r_{2}$ are the distances of the poles from the wire, and if $F(r)$ is the intensity of the field at a distance, from the wire, the equality of moments shows that, however the magnet be placed on the frame,

$$
r_{1} \cdot F\left(r_{1}\right)=r_{2} \cdot F\left(r_{2}\right)
$$

or, in general, $r \cdot F(r)=$ a constant, $k$. The value of $k$ is found to be dependent upon the strength, $C$, of the current in the wire, and can be used to define this strength. We may write, therefore, $F(r)=A \cdot C / r$, where $A$ is a constant depending upon the units in which $C$ is measured. If we use the
absolute electromagnetic c.g.s. units, defined below, in determining $C$, it will presently appear that $A$ is 2 .

If we take the plane of the papcr for the $x y$ plane, and imagine the wire which carries the current to cut the paper normally at the origin, then, if the current comes from below, the components of the field at the point $(x, y)$ are

$$
\begin{aligned}
& X=-2 C \sin (x, r) / r \text { and } Y=2 C \cos (x, r) / r \\
& X=-2 C y /\left(x^{2}+y^{2}\right) \text { and } Y=2 C x /\left(x^{2}+y^{3}\right)
\end{aligned}
$$

or
Here $D_{y^{\prime}} \mathrm{I}=D_{x} Y^{+}$and the magnetic force is, in general, a lamellar vector, so that it has a potential function which, since the lines of force are closed, must be multiple-valued. This potential function is evidently

$$
\pm 2 C \tan ^{-1}(y / x)+\text { constant, or } \pm 2 C \theta+\text { constant }
$$

and it satisfies Laplace's Equation. The plus or the minus sign is to be chosen according as we wish to use the derivative of the potential function taken in any direction, or its negative, as a measure of the component of the field in that direction. The line integral of the tangential component of the force taken around any curve in the $x y$ plane which surrounds the origin is $4 \pi C^{\prime}$, so that we infer from Stokes's Theorem that at the origin the magnetic force is not lamellar. If a magnetic pole of strength $m$ be moved


Fig. 60. around any closed path, the work done on it by the magnetic field will be $4 \pi m C$ if the path link right-handedly once with the wire, or zero if the path do not link with the circuit. These results are found to be independent of the inductivity of the homogeneous medium about the wire.

Since $D_{x} X+D_{y} Y=0$, the force in the medium abont the wire is solenoidal, and the whole flux of force from within outward through any closed surface is zero. If two straight lines parallel to the wire are distant $a$ and $b$ centimetres from it respectively,
the flux of force (Fig. 60) throngh the unit length of any cylindrical surface bounded by the lines is $2(C \cdot \log (b / \pi)$. Since we have assumed that a finite quantity of electricity is carrien by a conductor of zero cross-section, it is not surprising that this useful analytic result becomes infinite if either $a$ or $b$ is zero.

If two infinitely long straight wires parallel to the $\approx$ axis carry equal steady currents of strength $C$ in opposite directions,


Fig. 61.
and if they cut the $x y$ plane at the points $A_{1}, A_{2}$, which have the coördinates $(a, 0),(-a, 0)$ respectively, the scalar potential function, $\Omega$, of the field has at the point $(x, y, z)$ the value
or

$$
\begin{gathered}
2 C \cdot \tan ^{-1}[y /(x-a)]-2 C \cdot \tan ^{-1}[y /(x+a)], \\
2 C \cdot \tan ^{-1}\left[2 a y /\left(x^{2}+y^{2}-a^{2}\right)\right] .
\end{gathered}
$$

The conjugate function, $\Phi$, is $+2 C \cdot \log \left(r_{1} / r_{2}\right)$, where $r_{1}$ and $r_{2}$ are the distances of the point $(x, y, z)$ from $A_{1}$ and $A_{2}$
respectively. The lines of foree and the traces in the $x y$ plane of the equipotential surfaces are shown in Fig. 61.
$I_{x} \Omega=-I I_{y} \Phi, I I_{y} \Omega=I_{x} \Phi$, and the derivative of $\Omega$ at any point in the ry plane taken in any direction in the plane is equal to the derivative of $\Phi$ at the same point taken in a direction in the plane at right angles to the first. If, then, a curve $r$ is the trace in the $x y$ plane of a cylindrical surface $心$, the generating lines of which are parallel to the $z$ axis, and if $n$ represents a direction in the plane perpendicular to $c$, the line integral of $I_{n} \Omega$ taken along $c$ represents the flux of mag. netic force arross $S$ per unit of its height, perpendicular to the $x y$ plane. This integral is equal to the line integral of the tangential derivative of $\Phi$ along $c$ or to the difference between the values of $\Phi$ at the ends of the curve. If this difference is nothing, the corresponding flux is nothing; if $\Phi$ is constant all along $c$, this curve is a line of force.

From the results just obtained, it is evident that if two straight lines parallel to the $z$ axis cut the $x y$ plane in the points $\beta_{1}, B_{2}$ respectively, the flux of magnetie force through a cylindrical surface bounded by these lines, per unit of its length, parallel to the $a$ axis, is

$$
2 C \cdot \log \left[\left(A_{1} B_{1} \cdot A_{2} B_{2}\right) /\left(A_{2} B_{1} \cdot A_{1} B_{2}\right)\right] .
$$

This represents the flux of force per unit of its height, through a circuit $s_{2}$, consisting essentially of two infinitely long straight wires, parallel to the $a$ axis, cutting the $x y$ plane at $\beta_{1}, B_{2}$ when the steady current $C$ traverses the eircuit $s_{1}$, consisting essentially of the two wires already mentioned, which cut the $x y$ plane at $A_{1}$ and $A_{2}$. Symmetry shows that this expression would also give the flux through $s_{1}$, due to a steady current $C$ in $s_{2}$.

If an infinitely long cylindrical conductor, the generating lines of which are parallel to the $z$ axis, and which is surrounded by a homogeneous medium, carry a steady current in the direction of its lengtl, and if the current density at the
point ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) be $q^{\prime}$, a function of $x^{\prime}$ and $y^{\prime}$ but not of $z^{\prime}$, the intensity of the magnetic field $H$ within or without the conductor can be obtained by imagining the conductor made ul' of separate current filaments, each of which has a field like that about a fine straight wire, unaltered by the presence of the others. If $L, M, N$ are the intensities of the components of $H$ parallel to the coördinate axes, $L$ and $M$ are functions of $x$ and $y$ while $N$ is zero.
$L=-\iint \frac{2 q^{\prime}\left(y-y^{\prime}\right) d x^{\prime} d y^{\prime}}{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}, \quad M=\iint \frac{2 q^{\prime}\left(x-x^{\prime}\right) d x^{\prime} d y^{\prime}}{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}$,
where the double integrals extend over the section of the conductor made by the $x y$ plane. If the whole amount of current in the conductor is $C$, and if " represents the distance of the point $(x, y, z)$ from the axis of $z$, and $\phi$ the angle $\tan ^{-1}(y / x), u L$ and $u M$ approach the limits $-2 C \cdot \sin \phi$ and $2 C \cdot \cos \phi$ when $u$ increases without limit. The line integral of the tangential component of the field, taken around any curve, which surrounds the conductor, is equal to the corresponding integral taken around a circle in the $x y$ plane of infinite radius, with centre at the origin. The value of this last integral is obviously $4 \pi C$. Except for points in the mass of the conductor, the integrands of the expressions for $L$ and $M$ are continuous functions of $x$ and $y$ for all values of $x^{\prime}$ and $y^{\prime}$ within the limits of integration, and $I_{y} L=D_{x} M$ and $D_{x} L+D_{y} M=0$.

At all points in empty space near the conductor, therefore, the field is solenoidal and lamellar and there is a potential function

$$
\pm \iint 2 q^{\prime} \tan ^{-1}\left[\left(y^{\prime}-y\right) /\left(x^{\prime}-x\right)\right] d x^{\prime} d y^{\prime}
$$

which satisfies Laplace's Equation.
In the special case where the conductor is in the form of a right circular cylinder (or of concentric shells bounded by cylindrical surfaces of revolution), and where the current density is a function only of the distance from the $z$ axis, which
coincides with the axis of the conductor, the field is evidently symmetrical, and the direction of the force at any point is perpendicular to the perpendicular to the axis drawn through the point. Everywhere in empty space in the vicinity of the conductor a potential function, $\Omega$, exists, and, since $I_{r} \Omega=0$, Laplace's Equation degenerates into $D_{\theta}{ }^{2} \Omega=0$, or $\Omega=a \theta+b$. The work done by the field when a magnetic pole of strength $m$ moves around a circumference, the axis of which is the $z$ axis, is evidently equal to $\pm 4 \pi C m$, where $C$ is the sum of the currents in all the current filaments which the path encloses. Since the line integral of $D_{s} \Omega$ taken around any such path in empty space in right-handed direction around the current is $2 \pi a, a$ is equal in absolute value to twice the whole current carried by so much of the conductor as lies within the path. If the direction of the $z$ axis is such that, if the eye is in the positive $x$ axis looking at the origin, a counter-clockwise rotation of the positive axis of $y$ through $90^{\circ}$ would make it coincide with the positive $\approx$ axis, and if $\Omega=-2 C \theta+b$, the force at any point not in the mass of the conductor, in any direction, is the derivative of $\Omega$ at that point taken in the direction in question, and the resultant force is $-D_{\theta} \Omega / r$ or $2 C / r$. This is the same as if all the current nearer the $a$ axis than the point in question were flowing throngh a fine wire coincident with the axis of $\%$. If the infinitely long cylindrical conductor is a uniform tube, the axis of which is the $a$ axis, $\Omega=a \theta+b$ in the empty space within the tube, and, since (on account of symmetry) the resultant foree $a / r$ must vanish on the $z$ axis, $a$ is zero and the intensity of the field within the tube is everywhere zero.

We may easily find the intensity of the electromagnetic force at any point $I$ within an infinitely long, round conductor carrying, in the direction of its length, a steady current with intensity the same at all points equally distant from the axis of the conductor, if we imagine a cylindrical surface. $S$, of revolution coaxial with the conductor drawn through $P$. The magnetic force at $P$, due to so much of the
current as lies outside $S$, is nothing; the force due to so much of the current as lies within $S$ is evidently the same as if this portion of the current were concentrated in the axis. If, therefore, a straight conduetor in the form of an infinitely long cylinder of revolution of radius a carries a steady current $C$ in the direction of its length, and if the intensity ( $q$ ) of the current is a function only of the distance ( $r$ ) from the axis of the conductor, the intensity of the magnetic force ( $H$ ) is $2 \mathrm{C} / \mathrm{r}$ without the cylinder and $\frac{4 \pi}{r} \int_{0}^{r} x_{q} d x$ within. The flux of induction per unit length of the cylinder across so mueh of any plane through the axis as lies within the conductor is

$$
Q=4 \pi \int_{0}^{a} \mu \frac{d r}{r} \int_{0}^{r} x q d x
$$

If $q$ does not involve $r$, the current is uniformly distributed through the conductor, the strength of the field within the cylinder is $2 \mathrm{Cr} / a^{2}$, and $Q$ is equal to $\mu C$. If the axis of the cylinder is the $\approx$ axis, the force components at any inside point distant $r$ from the axis are $L=-2 C y / u^{2}, M=2 C x / u^{2}$, so that $H$ is solenoidal, as it would be if $q$ were any analytic function of $r$. Since $H$ is not lamellar within the conductor, it is at the outset clear that there can be no scalar potential function $\Omega$ there; it is well to notice, however, that, if the derivative of a scalar function, $\Omega$, at any point in any direction were required to show the force at that point in the given direction, it would need to satisfy, within the conductor, the two incompatible conditions,

$$
D_{r} \Omega=0, \quad\left(D_{\theta} \Omega\right) / r=-2 C_{r} / a^{2} .
$$

Since $H$ is solenoidal even at inside points, we may ask whether its components are not the components of some vector, $Q$, which may be regarded as a vector potential function of $H$, and it is clear that a vector of intensity $-\pi_{q} r^{2}$, directed at every point parallel to the $a$ axis, satisfies all the conditions, as do many other veetors. The component, at any point within the conductor, in any direction, of the curl of the
vector ( $0,0,-\pi q r^{2}$ ) shows the component of the magnetic force $I /$ at the point in the given direction. The abscissas of Fig. 62 represent distances from the axis of the conductor,


Fig. ie.
and the ordinates the corresponding values of the resultant magnetic force in the case just considered.

If a uniformly distributed current $C$ be brought up normally through the plane of the paper hy an infinitely long cylinder of revolution and down throngh a similar cylinder parallel to the first. the lines of force without the cylinders are of the same shape as those shown in Fig. 61. The curve in Fig. 63 shows the intensity of the field at points in a straight line which cuts the axes of the cylinders perpendicularly.

If two infinitely long, coaxial, cylindrical surfaces of revolution earry symmetrically equal and opposite currents, each


Fif. 63.
of strength $C$, parallel to their common axis, the space between the surfaces is a field of clectromagnetic force of strength $2 r^{\prime} / r$, where $r$ is the distance from the axis. There is no force within the imer surface or without the outer one.

In the case of a long, straight wire of radius a surrounded by a coaxial tube of radii $b$ and $c$, and carrying uniformly distributed a steady current $C$ which returns through the tube, the electromagnetic force is evidently zero on the axis of the wire and continuous at every distance $r$ from the axis. If $w_{1}$ and $w_{2}$ are the intensities of the current in the wire and in the tube respectively, $C=u_{1} \pi u^{2}=u_{2} \pi\left(c^{2}-b^{2}\right)$, and if we apply the formulas just proved, we shall learn that the strengths of the fields within the wire, between the wire and the tube, in the body of the tube and without the tube, are given by the expressions $2 \pi w_{1} r, 2 \pi a^{2} u_{1} / r, 2 \pi w_{2}\left(c^{2}-r^{2}\right) / r$, and 0 .

It is to be noted that the strength of the magnetic field due to a given electric current is, in the homogeneous medium which surrounds the current, wholly independent of the permeability of this medium, whereas the field due to a given magnet would be inversely proportional to the inductivity. If the fields of a given circuit and a given magnet were the same in one homogeneous medimm, they would not be the same in another homogeneous medium of different magnetic inductivity. The induction due to a current circuit in a homogeneous medium filling all space is proportional to the inductivity, as is the energy in the medium. The induction due to magnetic matter surrounded ly a homogeneous medium is independent of the inductivity of the medium. The action of a distribution of magnetic matter in an infinite homogeneous medium on a circuit carrying a steady current is not altered by changing the inductivity of the medium.
78. Closed Circuits. Experiment shows that if a steady current of strength $C$ runs in a simple linear circuit of any form, there is a magnetic field in the neighborhood of the conductor and the lines of the field are all linked righthandedly with the circuit. If a unit magnetic pole be carried round any closed path which does not link with the circuit,
the work done by the field on the pole is zero, whatever the character of the medium near the cireuit, so that a potential function exists in the so-called empty space about the wire. This potential must be multiple-valued, since the lines of force are closed. If the pole be carried round a closed path which links once with the eircuit, the work done on the pole by the field is $\pm 4 \pi C$, whether the medium


Fig. 64. intersected by the path is homogeneous or not. We infer, therefore, that no scalar potential function exists in the wire which carries the current.

It follows from the experiments of Ampere that the field of magnetic force, due to a steady current of $C$ electromagnetic units flowing in a closed linear circuit in a homogeneous medium, is identical with the field of magnetic induction due to a simple magnetic shell (Fig. 64) of strength ( bounded by the circuit. This statement defines the electromagnetie unit of current. The magnetic force, due to a current of $C$ electromagnetic units flowing in a closed linear circuit in a homogeneous medium of inductivity $\mu$, is the same in magnitude and direction at any point $P$ as the force due to a simple magnetie shell of strength $C \mu$ bounded by the circuit. The shell may be of any form, provided that it does not pass through $P$ and that its positive side is such that the current surrounds right-handedly the direction of polarization. To make the potential function single-valued, we may cover the circuit by a cap or dia-


Fig. 65. phragm, fix at pleasure the value $\Omega_{o}$ of the potential function at some one point $O$ in the field, and define the value at any other point $Q$ to be the line integral of the magnetic force taken from $O$ to $Q$ along any path which does not cut the diaphragm.

At any point $P$ on the axis of a circular current of radius $a$, at a distance $x$ from the plane of the circuit, the circuit subtencls the solid angle

$$
\omega=2 \pi(1-\cos \theta)=2 \pi\left(1-x / \sqrt{a^{2}+x^{2}}\right)
$$

If the strength of the current in the circuit is $C$, the magnetic force at $P$ is directed along the axis of the circuit (Fig. 65) and is numerically equal to the negative of the derivative with respect to $x$ of $C \omega$. The intensity of the force is, therefore,

$$
2 \pi \alpha^{2} C /\left(x^{2}+a^{2}\right)^{3 / 2}
$$

and at the centre of the circuit, where $x=0$, it is $2 \pi C / \alpha$. This result evidently agrees with the awkward statement sometimes used to define the electromagnetic unit of current. "If one centimetre of a linear circuit which carries the unit current be bent into an arc of one centimetre radius, the strength of the field at the centre of the arc, due to this portion of the circuit, will be one dyne." The ampere, which is the practical unit of current intensity, is one-tenth of the unit just defined.

If for convenience we denote the


Fig. 66. quantity $a / x$ by $u$ and its reciprocal by $v$, the potential function ( $C \omega$ ) just found may be written in either of the forms $2 \pi C\left\{1-1 / \sqrt{1+u^{2}}\right\}$ or $\left.2 \pi C\} 1-v / \sqrt{1+v^{2}}\right\}$, and, according as $x$ is greater or less than $a$, we may use one or other of the developments

$$
\begin{aligned}
& 2 \pi C\left\{\frac{1}{2} u^{2}-\frac{1 \cdot 3}{2 \cdot 4} u^{4}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} u^{6}-\cdots\right\}, \\
& 2 \pi C\left\{1-v+\frac{1}{2} u^{3}-\frac{1 \cdot 3}{2 \cdot 4} v^{5}+\cdots\right\},
\end{aligned}
$$

If, then, $P_{1}, P_{2}, \mathrm{P}_{3}, \cdots$ represent zonal harmonics expressed in terms of $\cos a$, and if $u_{1}$ and $r_{1}$ represent $a / r$ and $r / a$, the
value of the potential function at a point distant $r$ from the centre of the circuit, in a direction (Fig. 66) making an angle $\alpha$ with the $x$ axis, is given according as $r$ is greater or less than a by one or other of the developments

$$
\begin{aligned}
& 2 \pi C\left\{\frac{1}{2} u_{1}^{2} \cdot P_{1}-\frac{1 \cdot 3}{2 \cdot 4} u_{1}^{4} \cdot P_{3}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} u_{1}^{6} \cdot P_{5} \cdots\right\}, \\
& 2 \pi C\left\{1-v_{1} \cdot P_{1}+\frac{1}{2} v_{1}^{3} \cdot P_{3}-\frac{1 \cdot 3}{2 \cdot 4} v_{1}^{5} \cdot P_{5}+\cdots\right\},
\end{aligned}
$$

If an infinitely long straight wire which carries a steady current, $C$, forms part of a plane closed circuit, all the other parts of which are at infinity, and if the plane of the circuit be used as the $x z$ plane and the wire as the $z$ axis, the solid angle subtended at the point $(x, y, z)$ by the circuit is $2(\pi-\theta)$, where $\tan \theta=y / x$. The force components at the point are, then, the negatives of the derivatives with respect to $x$ and $y$ respectively of $2 C(\pi-\theta)$, that is, $-2 C^{\prime} y /\left(x^{2}+y^{2}\right)$ and $+C x /\left(x^{2}+y^{2}\right)$, as we already know.
79. The Law of Laplace. Mechanical Action on a Conductor which carries a Current in a Magnetic Field. It will be evident from the discussion on page 218 that the strength of the magnetic field, $I I$, due to a steady current of $C$ electromagnetic units in a rigid linear circuit may also be computed, whatever the inductivity of the homogeneous surrounding medium, on the assumption that every element $d s$ of the circuit (Fig. 67) makes a contribution numerically equal to

$$
C \cdot \sin (r, d s) \cdot d s / r^{2},
$$

to the force at a point $P$, where $r$ is the distance of $d s$ from $P$. The direction of the contribution is normal to the plane of $P$ and ds, and such that a north magnetic pole at $P$ tends to whirl right-handedy about a straight line drawn through $d s$ in the direction of the rurrent. For a simple illustration of
the use of this rule, which is sometimes called "Laplace"s Law," let $P$ be a point at a distance $r_{0}$ from an infinitely long straight wire which carries a current $C$, and let $s$ be the distance of $d s$ from the foot of the perpendicular dropped from $P$ upon the wire. If the angle $(r, d s)$ be denoted by $\theta$, $s=r_{0} \operatorname{ctn} \theta, d s=-r_{0} \csc ^{2} \theta d \theta, r=r_{0} \csc \theta$. All the elements of the current conspire to produce at $P$ a magnetic force perpendicular to the plane of $P$ and the wire. The magnitude of this force is

$$
C \int_{-\infty}^{+\infty} \frac{\sin \theta \cdot d s}{r^{2}}=-\frac{C}{r_{0}} \int_{\pi}^{0} \sin \theta d \theta=\frac{2 C}{r_{0}}
$$

as before.
If a circuit is not plane, the different elements of the current will contribute to the magnetic force, at a point $P$, elementary forces which do not all have the same directions. In this case it is necessary to compute separately the components $L, M, N$ of $H$. If the coördinates of the beginning of $d s$ are $x_{1}, y_{1}, z_{1}$, and those of the end $x_{1}+d x_{1}, y_{1}+d y_{1}, z_{1}+d z_{1}$, while those of $P$ are $x, y, z$, the direction cosines of $r$ and $d s$ are $\left(x_{1}-x\right) / r$, $\left(y_{1}-y\right) / r,\left(z_{1}-z\right) / r$, and $d x_{1} / d s$, $d y_{1} / d s, d z_{1} / d s$, and, if the direction


Fig. 67. cosines of $d H$, the contribution to the force at $P$ made by the current element $d s$, are $l, m, n$, then, since this direction is perpendicular to $r$ and to $d s$,

$$
\begin{array}{r}
l\left(x_{1}-x\right)+m\left(y_{1}-y\right)+n\left(z_{1}-z\right)=0, \\
l d x_{1}+m d y_{1}+n d z_{1}=0, \\
l^{2}+m^{2}+n^{2}=1 .
\end{array}
$$

If we represent the expressions $\left(y_{1}-y\right) d z_{1}-\left(z_{1}-z\right) d y_{1}$, $\left(z_{1}-z\right) d x_{1}-\left(x_{1}-x\right) d z_{1},\left(x_{1}-x\right) d y_{1}-\left(y_{1}-y\right) d x_{1}$ by $\delta^{\prime}, \delta^{\prime \prime}$,
$\delta^{\prime \prime \prime}$ respectively, and $\delta^{\prime 2}+\delta^{\prime \prime 2}+\delta^{\prime \prime \prime 2}$ by $\delta$, we learn from these equations that $l=\delta^{\prime} / \delta, m=\delta^{\prime \prime} / \delta, n=\delta^{\prime \prime \prime} / \delta$,
$\cos \left(r_{1}, d s\right)=\left[\left(x_{1}-x\right) d x_{1}+\left(y_{1}-y\right) d y_{1}+\left(z_{1}-z\right) d z_{1}\right] / r d s$, and $\sin (r, d s)=\delta / r d s$.

If, then, the components of $d H$ are $d L, d M, d N$, we have the equations $d L=C \delta^{\prime} / r^{3}, d M=C \delta^{\prime \prime} / r^{3}, d N=C \delta^{\prime \prime \prime} / r^{3}$, and from these, by integration over the circuit, the force at $P$ may be computed.

Since action and reaction are equal and opposite, a unit magnetic pole at $P$ would exert upon the element $d s$ of the conductor which carries the current a mechanical or "ponderomotive" force the components of which would be $-C \delta^{\prime} / r^{s}$, $-C \delta^{\prime \prime} / r^{3},-C^{\prime} \delta^{\prime \prime \prime} / r^{3}$. These components, written in terms of the components

$$
L_{m}=\left(x_{1}-x\right) / r^{3}, M_{m}=\left(y_{1}-y\right) / r^{3}, N_{m}=\left(z_{1}-z\right) / r^{8},
$$

of the magnetic field at $d s$ due to the pole at $P$, are

$$
C\left(N_{m}^{*} d y_{1}-\Lambda I_{m} d \tilde{z}_{1}\right), C\left(L_{m} d \tilde{z}_{1}-N_{m} d x_{1}\right), C\left(M_{m} d x_{1}-L_{m} d y_{1}\right)
$$

and, since so far as this force is concerned the origin of the magnetic field is immaterial, these expressions give the components of the mechanical force which act upon the element $d s$ of a circuit carring a steady current $C$ in any magnetic field which at $d s$ has the components $L_{m}, M_{m}, N_{m}$.

If the magnetic field at $d s_{1}$ - an element of a linear circuit $s_{1}$ which carries a steady current $C_{1}$ - is due to a steady current $C_{2}$ in another circuit $s_{2}$, the element $d s_{2}$ of the second circuit at the point $\left(x_{2}, y_{2}, z_{2}\right)$ contributes to the magnetic field at $d s_{1}$ at the point $\left(x_{1}, y_{1}, z_{1}\right)$ components numerically equal to

$$
\begin{align*}
& \frac{C_{2}}{r^{3}}\left[\left(z_{1}-z_{2}\right) d y_{2}-\left(y_{1}-y_{2}\right) d z_{2}\right] \\
& \frac{C_{2}}{r^{3}}\left[\left(x_{1}-x_{2}\right) d z_{2}-\left(z_{1}-z_{2}\right) d x_{2}\right],  \tag{202}\\
& \frac{C_{2}}{r^{3}}\left[\left(y_{1}-y_{2}\right) d x_{2}-\left(x_{1}-x_{2}\right) d y_{2}\right],
\end{align*}
$$

so that the $x$ component of the mechanical force exerted upon the circuit element $d s_{1}$ by the circuit element $d s_{2}$ is

$$
\begin{gather*}
\quad d X_{1} \equiv \frac{C_{1} C_{2}}{r^{3}}\left\{\left[\left(y_{1}-y_{2}\right) d x_{2}-\left(x_{1}-x_{2}\right) d y_{2}\right] d y_{1}\right. \\
\left.\quad-\left[\left(x_{1}-x_{2}\right) d z_{2}-\left(z_{1}-z_{2}\right) d x_{2}\right] d z_{1}\right\}, \\
\text { or } \quad C_{1} C_{2} \cdot D_{x_{1}}(1 / r)\left[d x_{1} \cdot d x_{2}+d y_{1} \cdot d y_{2}+d z_{1} \cdot d d z_{2}\right] \\
\\
-C_{1} C_{2} d x_{2}\left[D_{x_{1}}(1 / r) d x_{1}+D_{y_{1}}(1 / r) d y_{1}+D_{z_{1}}(1 / r) d z_{1}\right], \\
\text { or } \quad \frac{C_{1} C_{2} d s_{1} d s_{2}}{r^{2}}\left[\cos (x, r) \cdot \cos \left(d s_{1}, d s_{2}\right)\right.  \tag{203}\\
\\
\\
\left.\quad-\cos \left(x, d s_{2}\right) \cos \left(r, d s_{1}\right)\right],
\end{gather*}
$$

where $r$ is the distance of $d s_{2}$ from $d s_{1}$.
The $x$ component, $X_{1}$, of the whole mechanical force exerted upon the rigid circuit $s_{1}$ by the rigid circuit $s_{2}$ is to be found by integrating the expression just found over both circuits.

The resulting integral will evidently not be changed if we add to the integrand any quantity which disappears when integrated about either circuit, and this fact makes it possible to find many other expressions* for the mechanical force exerted upon an element of one circuit by an element of another, which will account mathematically for the observed forces between two rigid closed circuits.

According to Ampère's analysis, the resulting action between the two elements $d s_{1}, d s_{2}$ is an attraction in the line joining them of intensity

$$
\frac{C_{1} C_{2} d s_{1} d s_{2}}{r^{2}}\left[2 \cos \left(d s_{1}, d s_{2}\right)-3 \cos \left(r, d s_{1}\right) \cdot \cos \left(r, d s_{2}\right)\right] .
$$

[^17]On this assumption two elements in the same straight line repel each other with a force $C_{1} C_{2} d s_{1} d s_{2} / r^{2}$, while two parallel elements perpendicular to the line which joins them attract each other with a force $2 C_{1} C_{2} d s_{1} d s_{2} / r^{2}$. These expressions, like those which precede, hold good whether the elements $d s_{1}, d s_{2}$ belong to the same circuit or to two different circuits.

If two infinitely long straight wires ( $s_{1}, s_{2}$ ), parallel to each other at a distance $a$ apart, carry in the same direction the steady currents $C_{1}, C_{2}$ respectively, the mechanical force exerted on $s_{1}$ by $s_{2}$ is evidently $C_{1} C_{2} \int_{1} \int_{2}\left[\cos (x, r) / r^{2}\right] d s_{1} \cdot d s_{2}$, or $\left(2 C_{1} C_{2} / a\right) \int d s_{1}$, so that every unit length of $s_{1}$ is attracted towards $s_{2}$ with a force of $2 C_{1} C_{2} / a$ dynes.

If each of two closed circuits $\left(s_{1}, s_{2}\right)$ which carry steady currents, $C_{1}, C_{2}$, consists essentially of two infinitely long wires parallel to the $z$ axis, if the currents come up through the $x y$ plane in the two circuits at the points $(0, a),(c, b)$ respectively, and go down at the points $(0,-a),(c,-b)$, the first circuit experiences a force tending to urge it in the direction of the $x$ axis, and the intensity of this force per unit length of both wires of $s_{1}$ is $4 c C_{1} C_{2}\left\{1 /\left[(a-b)^{2}+c^{2}\right]-1 /\left[(a+b)^{2}+c^{2}\right]\right\}$.

It is evident from the discussion of the properties of magnetic shells in air given on page 217 that the mechanical action on a rigid linear circuit carrying a steady current $C$ in a magnetic field (caused either by permanent magnets or by other currents or by both) may le mathematically accounted for on the supposition that every element $d s$ of the circuit is urged by a force equal to ( $17 s$ times the romponent $(F)$, perpendicular to $d s$, of the total magnetic induction. The direction $D$ of this elementary force is perpendicular to the plane of $C$ and $F$ in the sense shown in Fig. 68.

The same assumption will account for the phenomena observed when a deformable circuit is placed in a magnetic field.

According to this theory the component in any direction $u$ of the force on the element $d s$ is $C d s \cdot B \cdot \sin (B, d s) \cos a$, where $a$ is the angle between $u$ and the normal to the plane of $B$ and $d s$, and this is numerically equal to the volume of a parallelopiped, adjacent edges of which are represented in magnitude and direction by $C d s, B$, and a unit length in the direction $u$. This volume may also be represented by $C d s \cdot \sin (u, d s) \cdot B^{\prime}$,


Fig. 68. where $B^{\prime}$ is the component of the induction $B$, normal to the plane of $u$ and $d s$, and this expression for the force component is occasionally useful.

If $(l, m, n)$ are the direction cosines of the element $d s$ and if the components of the induction $B$ are $B_{x}, B_{y}, B_{z}$,

$$
\begin{aligned}
& \sin (B, d s)=\left\{\left(m \cdot B_{z}-n \cdot B_{y}\right)^{2}+\left(n \cdot B_{x}-l \cdot B_{z}\right)^{2}\right. \\
& \left.+\left(l \cdot B_{y}-m \cdot B_{x}\right)^{2}\right\}^{\frac{1}{2}} /\left\{B_{x}{ }^{2}+B_{y}{ }^{2}+B_{z}{ }^{2}\right\}^{\frac{1}{2}}
\end{aligned}
$$

and the resultant electromagnetic force on the circuit element $d s$ has the value

$$
C\left\{\left(m \cdot B_{z}-n \cdot B_{y}\right)^{2}+\left(n \cdot B_{x}-l \cdot B_{z}\right)^{2}+\left(l \cdot B_{y}-m \cdot B_{x}\right)^{2}\right\}^{\frac{1}{2}} \cdot d s .
$$

If $d s$ is an element of a current filament of cross-section $\omega$ in a massive conductor in which the current vector is $q$ or $\left(u, v, u^{\circ}\right)$, we have $q \omega=C, u \omega=l C, v \omega=m C, v^{\prime} \omega=n C$, and the electromagnetic force may be written
$\omega\left\{\left(v \cdot B_{z}-w \cdot B_{y}\right)^{2}+\left(w \cdot B_{x}-u \cdot B_{z}\right)^{2}+\left(u \cdot B_{y}-v \cdot B_{x}\right)^{2}\right\}^{\frac{1}{2}} \cdot d s$.
The components parallel to the coördinate axes of the electromagnetic force per unit volume of the conductor are, therefore, $\left(v \cdot B_{z}-w \cdot B_{y}\right),\left(w \cdot B_{x}-u \cdot B_{z}\right),\left(u \cdot B_{y}-v \cdot B_{x}\right)$.
If the element $d s$ be moved parallel to itself through the distance $d u$, the mechanical work done on it by the forces of
the field ean be represented numerically by the volume of a parallelopiped, conterminous edges of which are $C d s, B$, and $d u$; this volume is numerically equal to $C$ times the number of lines of induction of the field cut by the element during the translation. If an observer be imagined to lie in the element in such a way that the current enters at his feet and goes out at his heard, and if he faces in such a direction tlat he ean look along the lines of foree, the work done by the translation will be positive if these lines appear to pass him from left to right, that is, if the displacement is to his left. It is easy to see, moreover, that if the element $d s$ be revolved about any axis through a small angle, the work done upon it may be represented by $C$ times the number of lines of induction cut by the element during the displacement; we may infer, therefore, that the electromagnetic work done by the field upon any portion $s$ of a circuit during any displacement is measured by the product of the current strength and the number of lines of induction cut by s. The direction in which a rigid closed linear circuit carrying a steady current $C$ in a magnetic field of any kind will tend to move may be inferred from the fact that the circuit will behave in this respect like the equivalent magnetic shell.

It is easy to see from the discussion on page 216 that the mutual potential energy of an external field and the magnetic shell mechanically equivalent to a given cirenit, - that is. the merchanical work that must be done to bring the shell already formed into the field, - is equal to - $C N$, where $N$ is the whole number of lines (unit tubes) of induction of the field which the current surromids right-handedly. The circuit will tend to move, therefore, so as to make $N$ as large as possille. If, for instance, a plane circuit of area $A$ earries a steady current $C$ in a uniform field of induction of intensity $P$, any motion of the circuit parallel to itself would not change the induction through it, and there is no tendency to any such motion; if the normal to the plane of the circuit makes an angle $\theta$ with the direetion of the field, a couple,
of moment $C \cdot A \cdot B \cdot \sin \theta$, acts on the circuit and tends to decrease $\theta$.

If into a magnetic field $F_{0}$ which has the components $X_{0}, Y_{0}, Z_{0}$ a linear circuit carrying a steady current be introduced, and if the electromagnetic field due to the current alone is $F_{1}$, or $\left(X_{1}, Y_{1}, Z_{1}\right)$, the whole field is $\left(X_{0}+I_{1}, Y_{0}+Y_{1}, Z_{0}+Z_{1}\right)$, and the whole magnetic energy in the field is

$$
\begin{aligned}
& \frac{1}{8 \pi} \iiint_{\infty} \mu\left\{\left(X_{0}+X_{1}\right)^{2}+\left(I_{0}+Y_{1}\right)^{2}+\left(Z_{0}+Z_{1}\right)^{2}\right\} d \tau \\
& \quad \frac{1}{8 \pi} \iint_{\infty} \int_{0} \mu\left(X_{0}^{2}+I_{0}^{2}+Z_{0}^{2}\right) d \tau \\
& \quad+\frac{1}{8 \pi} \iiint_{\infty} \mu\left(X_{1}^{2}+Y_{1}^{2}+Z_{1}^{2}\right) d \tau \\
& \quad+\frac{1}{4 \pi} \iint_{\infty} \int \mu\left(X_{0} X_{1}+Y_{0} Y_{1}+Z_{0} Z_{1}\right) d \tau
\end{aligned}
$$

The first integral is the magnetic energy of the original field, the second that of the field of the circuit alone, and the third the magnetic energy due to the introduction of the circuit when formed into the field. We may now show that this last term, which may be written

$$
\frac{1}{4 \pi} \iiint \mu F_{0} \cdot F_{1} \cdot \cos \left(F_{0}, F_{1}\right) d \tau
$$

is equal to the product of the strength of the current and the flux of induction of the original field in the positive direction through the circuit. Since all the equipotential surfaces of the field $F_{1}$ are bounded by the circuit, we may cap the circuit by a whole series* of such surfaces and write the

[^18]total induction through the circuit due to the outside field in the form
$M \equiv \iint \mu\left(l X_{0}+m I_{0}+n Z_{0}\right) d S \equiv \iint \mu F_{0} \cdot \cos \left(F_{0}, F_{1}\right) d S$,
where the integration is to be taken over any one of these caps and where $l, m, n$ are the direction cosines of the normal to the cap.

If a unit magnetic pole were carried around any line of force $s_{1}$ of the field $F_{1}$, the work done on it would be $4 \pi$ times the current $C$ in the circuit, so that $4 \pi C=\int F_{1} \cdot d s_{1}$. If we multiply each side of this last equation by $M$, we have

$$
\begin{aligned}
& C \iint \mu\left(l X_{0}+m Y_{0}+n Z_{0}\right) d S \\
& =\frac{1}{4 \pi} \iint \mu F_{0} \cdot \cos \left(F_{0}, F_{1}\right) d S \cdot \int F_{1} d s_{1} .
\end{aligned}
$$

Since the caps are equipotential, $F_{1} d s_{1}$ has the same value for all lines of force between any two caps, and since the induction $\mu F_{0}$ is solenoidal, the first integral factor of the second member has the same value for all the caps. We may find the value of the second member, therefore, by imagining space divided up into elements which are portions of tubes of force of the field $F_{1}$ bounded by equipotential surfaces of this field, multiplying the volume of each element by the value in it of $\mu F_{0} \cdot F_{1} \cdot \cos \left(F_{0}, F_{1}\right)$, and finding the limit of the sum of all these quantities divided by $4 \pi$. The value of the volume integral must be, however, independent of the shapes of the elements, and we have, in general,

$$
\begin{aligned}
& C \iint \mu\left(l X_{0}+m Y_{0}+n Z_{0}\right) d S \\
& =\frac{1}{4 \pi} \iiint \mu \cdot F_{0} \cdot F_{1} \cdot \cos \left(F_{0}, F_{1}\right) d r
\end{aligned}
$$

The magnetic energy in the medium is often called the "electrokinetic energy." That portion of the electrokinetic energy which is due to the introduction of the circuit already established into the given field is evidently the negative of the mutual potential energy, corresponding to work done against mechanical forces, of the equivalent magnetic shell and the field.

If a portion $s$ of a circuit electrically connected through mercury cups with the rest of the circuit, which is fixed, be rotated and finally brought back to its original position, elcetromagnetic work will be done on $s$ if it cut lines of the field in positive direction during the motion, but the whole circuit may be represented by the same magnetic shell at the beginning and at the end of the process, and the mutual potential energy of the circuit and the field is unaltered by


Fig. 69. the displacement. Under these circumstances, as will appear in the sequel, currents are induced in $s$ by the motion.

If in the case of the circuit shown in Fig. 69 the conductor $A B$ is free to slide on the rails $I A, G B$ in such a way as to be always parallel to $D G$, it will move in the direction indicated by the detached arrow, the circuit will be made to embrace in the positive direction a greater number of lines of induction, and the electrokinetic energy will be increased. If the motion take place without external help, the necessary energy must be furnished at the expense of chemical action in the battery. Let $E$ be the electromotive force of the battery, $r$ the resistance of the circuit at any instant, and $C$ the current which then passes through it: the energy furnished by the chemical action in the battery during the time $d t$ will be $E C d t$, and of this a
part, at least, $C^{2} r d t$, appears as heat in the conductors which make up the circuit. If $A B$ be held still, $C$ will have such a value, $C_{0}$, that $E C_{0}=C_{0}{ }^{2} r$. If, however, $A B$ be moving toward the right, the current will be smaller than $C_{0}, E C$ will be


Fig. 70. a fraction of $E C_{0}$, $C^{2}$, a smaller fraction of $C_{0}{ }^{2} r$, and $E C$ will, therefore, be greater than $C^{2} r$. The difference $\left(E C-C^{2} r\right) d t$ now represents the work done during the time $d t$ in moving $A B:$ a part of this work is used in overcoming friction on the rails, a part in communicating kinetic energy to $A B$, and a third part in increasing the energy of the medium. If for convenience we denote $\left(E C-C^{2} r\right) d t$ by $C \cdot d p$, we shall have $E-D_{t} p=C^{\prime} r$, and the current is the same as if there were in the circuit an electromotive force $D_{t} p$ opposed to that of the battery. If an external force were applied to $A B$ tending to move it to the right, the velocity might be increased so much that the current would be reduced to zero or caused to flow in the opposite direction. If, however, $A B$ were forced to move to the left by external forces. the current in the circuit would become greater than $C_{0}$ and would have the same direetion as $E$.

Fig. 70 illustrates a case where the resultant magnetic field is, as before, normal to the plane of the circuit, thongh


Fig. 71. the field lines thread the circuit in the negative direction ; in this case $A B$ will tend to move toward the left.

Fig. 71 represents Faraday's metal dise, mounted on a metallic arbor and free to turn about a horizontal axis. At
any instant the current flows in the dise from the centre to the brush $P$ and the conductor which carries the current is urged to turn in the direction indicated by the arrow. The energy in the medium is not increased by the motion of the disc, and the work done by the battery is spent in heating the conductors in the circuit, in overcoming friction and the resistance of be air, and in increasing the kinetic energy of the disc. If the field is uniform, if $S$ is the area of one face of the disc, and if the media are of unit inductivity, the work done on the disc each turn is CHS, and if it is making $n$ turns per second, we have $E C=C^{2} r+C H S n$. If the disc be used as a motor to overcome resistance of some kind, and if the energy required per turn is $f(n), C H S=f(n)$, and from these two equations $n$ and $C$ may be found, if $f$ be a known function.

In the arrangement shown in Fig. 72 a rigid wire free to turn about the axis of a fixed vertical magnet makes electrical contact with the magnet at its middle. The current from a battery flows through a circuit made up of the wire, the magnet, and a supplementary fixed conductor


Fig. 72. forming a prolongation of the axis of the magnet. In this case the wire will turn continuously in the direction indicated. It is easy to show that a fixed magnetic field cannot cause continued rotation of a complete rigid circuit about a fixed axis.
80. The Electrodynamic Potential. If while a linear circuit, $s_{2}$, which carries a steady current, $C_{2}$, remains fixed, a neighboring linear circuit, $s_{1}$, which carries a steady current; $C_{1}$, is deformed or moved without being stretched, so that every element $d s_{1}$ is unchanged in length but the coördinates
of the begiming of the rement receive increments $\delta x_{1}, \delta / y_{1}, \delta z_{1}$, which are analytic fumctions of $x_{1}, y_{1}, \hbar_{1}$, the work done by the forces which $s_{2}$ exerts upon $s_{1}$ is approximately equal to

$$
\int_{1} \int_{2}\left(d X_{1} \cdot \delta r_{1}+d Y_{1} \cdot \delta y_{1}+d Z_{1} \cdot \delta z_{1}\right)
$$

or to

$$
\begin{gathered}
C_{1} C_{2} \int_{1} \int_{2}\left[I I_{x_{1}}(1 / r) \cdot \delta r_{1}+I I_{y_{1}}(1 / r) \cdot \delta y_{1}+D_{z_{1}}(1 / r) \cdot \delta z_{1}\right] \\
\quad\left[d x_{1} \cdot d x_{2}+d y_{1} \cdot d y_{2}+d z_{1} \cdot d z_{2}\right] \\
-C_{1} C_{2} \int_{1} \int_{z_{2}}\left[I_{x_{1}}(1 / r) \cdot d x_{1}+I y_{y_{1}}(1 / r) \cdot d y_{1}+D_{z_{1}}(1 / r) \cdot d \dot{r}_{1}\right] \\
{\left[d x_{2} \cdot \delta r_{1}+d y_{2} \cdot \delta y_{1}+d z_{2} \cdot \delta z_{1}\right]}
\end{gathered}
$$

The first factor under the integral signs in the second integral of the last expression is equal to $J_{s_{1}}(1 / r) \cdot d s_{1}$, and if we integrate the whole integrand by parts with respect to $s_{1}$, we get

$$
\begin{gathered}
{\left[\left(d x_{2} \cdot \delta x_{1}+d y_{2} \cdot \delta y_{1}+d z_{2} \cdot \delta z_{1}\right) / r\right]_{\text {taken between limits }}} \\
\quad-\int_{1}\left(d x_{2} \cdot d \delta r_{1}+d y_{2} \cdot d \delta y_{1}+d z_{2} \cdot d \delta z_{1}\right) / r
\end{gathered}
$$

where the expression in hrackets, having the same value at both limits, can be omitted. The expression for the elementary work done on $s_{1}$ luring its displacement is, therefore,

$$
\begin{aligned}
& \left.C_{1} C_{2} \int_{1} \int_{2}\left[I_{x_{1}}(1 / r) \cdot \delta r_{1}+I I_{y_{1}}(1 / r) \cdot \delta y_{1}+I\right)_{z_{1}}(1 / r) \cdot \delta z_{1}\right] \\
& \quad\left[d x_{1} \cdot d r_{2}+d y_{1} \cdot d y_{2}+d z_{1} \cdot d z_{2}\right] \\
& \quad+C_{1} C_{2} \int_{1} \int_{2}\left(d r_{2} \cdot d \delta x_{1}+d y_{2} \cdot d \delta y_{1}+d z_{2} \cdot d \delta z_{1}\right) / r
\end{aligned}
$$

and this is obvionsly equal to the variation of the integral

$$
C_{1} C_{2} \int_{1} \int_{2}\left(d r_{1} \cdot d \cdot r_{2}+d y_{1} \cdot d y_{2}+d z_{1} \cdot d z_{2}\right) / r
$$

caused by the elementary displacement. This last integral written in the form

$$
\begin{equation*}
C_{1} C_{2} \int_{1} \int\left[\cos \left(d s_{1} \cdot d s_{2}\right) / r\right] d s_{1} \cdot d s_{2} \tag{204}
\end{equation*}
$$

gives what is often called F. E. Neumann's Expression for the Electrodynamic Potentiol. The increase in the value of this function caused by any finite displacement of $s_{1}$ evidently represents the work done on $s_{1}$ by the field due to $s_{2}$ during the displacement: this work deprends only upon the original and final configurations. The Electrolynamic l'otential corresponds to that portion of the electrokinetic energy which is due to the mutual proximity of the circuits. Its negative is equal to what is sometimes called the mutual potential energy due to the mechanical forces acting between the circuits. It is important to notice that although the ponderomotive forces which urge a rigid circuit carrying a given current, (, in a magnetic field can be correctly found from the expression for the mutual potential energy of the field and a magnetic shell of strength $C$ bounded by the circuit, this may be regarled from one point of view as merely a convenient mathematical device. If the shell were to move under the action of the field alone and acquire kinetic energy and overrome external resistance, this work would be done at the expense of the mutual potential energy of the field and the shell. If, $C$ being kept constant, the circuit were to move under the action of the field in exactly the same way, the work would be done at the expense of the generator which maintains the current. In other words, there is no sensible mutnal potential energy of the field and the circuit, the exhanstion of which measures the work done by the forces of the field dming any displacement of the circuit.

The integrand in the expression given by Neumann can be increased at pleasure by any' 'quantity which disappears when integrated around either $s_{1}$ or $s_{2}$. Such a (quantity is $\lambda \cdot D_{s_{1}} I_{s_{2}} r$, or $\lambda\left[\cos \left(r, d s_{1}\right) \cdot \cos \left(r, d s_{2}\right)-\cos \left(d s_{1}, d s_{2}\right)\right] / r$, where $\lambda$ is any
constant. The corresponding form of the Electrodynamic Potential is

$$
\begin{aligned}
& C_{1} C_{2} \int_{1} \int_{2}\left\{\lambda \cos \left(r, d s_{1}\right) \cdot \cos \left(r, d s_{2}\right)\right\}(1 / r) d s_{1} \cdot d s_{2} \\
& +C_{1} C_{2} \int_{1} \int_{2}\left\{(1-\lambda) \cdot \cos \left(d s_{1}, d s_{2}\right) \cdot(1 / r)\right\} d s_{1} \cdot d s_{2}
\end{aligned}
$$

A form sometimes convenient is obtained by putting $\lambda=1$.

In the case of two vertical, coaxial, circular wire circuits of radii $r_{1}$ and $r_{2}$, at a distance $a$ apart (Fig. 73), we may
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denote by $\phi_{1}$ and $\phi_{2}$ the angles which radii, drawn from $d s_{1}$, $d s_{2}$ respectively to the centres of their circuits, make with the vertical and put $x_{1}=r_{1} \cos \phi_{1}, x_{2}=r_{2} \cos \phi_{2}, y_{1}=r_{1} \sin \phi_{1}$, $!_{2}=r_{2} \sin \phi_{2}, r^{2}=a^{2}+r_{1}^{2}+r_{2}^{2}-2 r_{1} r_{2} \cdot \cos \left(\phi-\phi_{2}\right)$. The expression

$$
P \equiv C_{1} C_{2} \int_{1} \int_{2}\left(d \cdot r_{1} \cdot d x_{2}+d y_{1} \cdot d y_{2}+d \tilde{r}_{1} \cdot d \tilde{z}_{2}\right) / r
$$

then becomes
or

$$
C_{1} C_{2} r_{1} r_{2} \int_{0}^{2 \pi} d \phi_{2} \int_{0}^{2 \pi} \frac{\cos \left(\phi_{1}-\phi_{2}\right) d \phi_{1}}{\sqrt{u^{2}+r_{1}^{2}+r_{2}^{2}-2 r_{1} r_{2} \cos \left(\phi_{1}-\phi_{2}\right)}},
$$

$$
C_{1} C_{2} r_{1} r_{2} \int_{0}^{2 \pi} Q d \phi_{2}
$$

That the definite integral $Q$ is not a function of $\phi_{2}$ follows from the fact that the definite integral which represents its partial derivative with respect to $\phi_{2}$ is the limit of the sum of elements which destroy each other in pairs: we may therefore give to $\phi_{2}$ in the expression for $Q$ any convenient value (say zero) and write $P=2 \pi C_{1} C_{2} r_{1} r_{2} Q$. We may conveniently transform the integral which represents $Q$ by putting

$$
2 \theta \equiv \phi_{1}-\pi, k^{2} \equiv 4 r_{1} r_{2} /\left[a^{2}+\left(r_{1}+r_{2}\right)^{2}\right]
$$

and get
or

$$
\begin{gathered}
P=2 \pi k C_{1} C_{2} \sqrt{r_{1} r_{2}} \int_{0}^{\pi / 2} \frac{\left(1-2 \sin ^{2} \theta\right) d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}, \\
4 \pi C_{1} C_{2} \sqrt{r_{1} r_{2}}\left\{\left(\frac{2}{k}-k_{i}\right) K-\frac{2}{k} E\right\},
\end{gathered}
$$

where $K$ and $E$ are the complete elliptic integrals of the first and second kinds. The numerical values of these integrals for various values of $k$ are to be found in "A Short Table of Integrals" (Ginn \& Company, Boston). It is to be noted that if in this analysis we imagine finite currents to be carried by conductors of zero cross-section, and $r_{1}$ and $r_{2}$ to be equal, then, if $a$ approaches zero, $z$ approaches unity and $P$ grows large without limit. The derivative of $P$ with respect to $a$ gives in general the mutual attraction of the two circuits.

If the external field about a linear circuit $s_{1}$, carrying a circuit $C_{1}$, is due to a current $C_{2}$ in another linear circuit $s_{2}$, we have two different expressions for the mutual potential energy of the magnetic shells which correspond to the two circuits. These are $-C_{1} N$, where $N$ is the number of lines of induction due to $C_{2}$ which thread $s_{1}$ positively, and the negative of the Electrodynamic Potential of the two circuits. When $C_{1}$ and $C_{2}$ are both unity the Electrodynamic Potential measures the magnetic induction through either circuit when the unit current traverses the other.

The number of lines of magnetic induction which thread either of two simple linear circuits, made of non-magnetic material and removed from the neighborhood of other currents
and permanent magnets, when the unit current passes through the other circuit, is called the corfificient of mutual induction or the mutual indurtance of the two circuits. The numerical value of this coefficient depends upon the character of the media in the neighborhood of the eircuit.

If two exactly similar lincar circuits, $s_{1}$ and $s_{2}$, earrying steady currents of unit intensity, he side by side, and if one of them ( $s_{2}$ ) be imagined to move $u_{p}$, towarls coincidence with the other, the value of the integral which represents the Eleetrodynamic Potential approaches the form

$$
L=\int_{1} \int_{1} \frac{\cos \left(d s_{1}, d s_{2}\right) d s_{1} \cdot d s_{2}}{r}
$$

where the integration is to be extended twice over the same circuit. If the circuits are supposed to be mere geometrical lines, the value of this integral will be in general infinite; if, howerer, $s_{1}$ and $s_{2}$ are made of wires of small but definite cross-sections, the finite limit, as $s_{2}$ is moved into close contact with $s_{1}$, of the flux of magnetic induction caused by the unit current in $s_{2}$ through a diaphragm bounded by $s_{1}$ is practically the flux through the diaphragm due to the unit current in $s_{1}$.

The number of lines (unit tubes) of magnetie induction which threat a simple fine wire circuit made of non-magnetie material, which carries a stearly rurent of unit strength when there are no other currents and no permanent magnets in its neighborhood, is very nearly equal to what is called the coefficient of self-indurtion or the self-inductance of the simple rircuit, under the circumstances. The numerical value of this coefficient. which we shall soon be able to define more accurately, depends very much upon the nature of the media about the eireuit.
81. Coefficients of Induction. If two fine wire elosed circuits of non-magnetic material, exactly alike in size and shape, and carrying in the same direction steady currents of intensity $C^{\prime}$ and $C^{\prime \prime}$ respectively, are placed as nearly as possible in
coincidence, the coefficient of mutual induction of the two is practically the same as the coeffieient of self-induction ( $L$ ) of either, and the work required to separate the two circuits to an infinite distance from each other is $C^{\prime \prime} C^{\prime \prime} L$. If, then, a fine wire closed circuit which carries a steady current $C$ be supposed made up of infinitely slender closed circuit filaments lying freely in contact, it is easy to get an expression for the work that must be done in removing these filaments one after another out of the field. If at some stage in the process the remaining filaments carry altogether the current $C-C^{\prime \prime}$, the work required to remove another filament carrying the current $d C^{\prime \prime}$ would be $\left(C-C^{\prime \prime}\right) d C^{\prime \prime} \cdot L$, and this integrated with respect to $C^{\prime \prime}$ between 0 and $C$ yields $\frac{1}{2} C^{2} L$, which is an expression for the intrinsic energy of the original collection of filaments. Again, if a current $C$ be set up and kept steady in any closed circuit in a medium of any kind which contains no permanent magnets and no other currents, the medium becomes polarized by induction and is a field of force. The electrokinetic energy is equal to the volume integral taken over all space of $\mu C^{2} R^{2} / 8 \pi$, where $R$ is the intensity of the field due to a unit current in the conductor. It is easy to see that this reduces in the case of a linear circuit to $\frac{1}{2} C^{2}$ times what we have called the coefficient of self-induction of the circuit, and we are led to define the coefficient of self-induction of a circuit, made up of conductors of any form surrounded by media the susceptibilities of which are independent at every point of the intensity of the force at the point, as twice the energy in the magnetic field when the circuit carries a current of one electromagnetic unit and there are no other currents and no permanent magnets in the neighborhood.

If, for instance, a uniformly distributed current $C$ be carried lengthwise in a homogeneous, infinitely long cylinder of revolution, of radius $a$, and be brought back in a thin cylindrical shell of inside radius $b$ and outside radius $c$, coaxial with the cylinder, there is no field without the shell; the intensity of the field is $2 \mathrm{Cr} / a^{2}$ within the cylinder, $2 C / r$ between the cylinder
and the shell, and $2 C\left(r^{2}-r^{2}\right) / r\left(c^{2}-b^{2}\right)$ in the shell itself. Neglecting the space occupied by the thin shell, which would contribute little to the result, the whole energy in the field per unit length of the cylinder is

$$
\frac{\mu_{1}}{8 \pi} \frac{4 C^{2}}{a^{4}} \int_{0}^{a} 2 \pi r^{3} d r+\frac{\mu_{2}}{8 \pi} 4 C^{2} \int_{a}^{b} 2 \pi / r \cdot d r
$$

If the medium between the shell and the cylinder has the uniform inductivity $\mu_{2}$, this energy is $\frac{1}{4} \mu_{1} C^{2}+\mu_{2} C^{2} \log b / a$. The coefficient of self-induction of the circuit per unit length is, therefore, when the shell is thin, $\frac{1}{2} \mu_{1}+2 \mu_{2} \log b / a$.

The coefficient of self-induction, in electromagnetic absolute c.g.s. units, of a circular ring of circumference $l$, made of nonmagnetic wire of radius $r$ and surrounded by air, is, according to Kirchhoff, $2 l[\log (l / r)-1.508]$, and that of a square circuit of perimeter $l$, mate of similar wire, $2 l[\log (l / r)-1.910]$. Regarding the coefficient of self-induction from the point of view of the energy in the field, it is possible to prove that the coefficient of a part of a circuit consisting of a straight wire of length $/$ and radins $r$ is approximately $2 l\left[\log (2 l / r)+\frac{1}{4} \mu-1\right]$, where $\mu$ is the magnetic permeability of the wire. For additional examples, the reader is referred to Winkelmann's Hantbuch der Physil: Vol. III, Maxwell's Treatise on Electricity and Maynotism, Vol. II, and to Gray's Albsolute Measurements in Elertricity and Magmetism, Vol. II.

If $X_{1}, Y_{1}, Z_{1}$ are the components of the electromagnetic field which a unit current flowing in a given circuit $s_{1}$ of self-inductance $L_{1}$ would cause if the surrounding space contained no other currents and no permanent magnets, and if this space is already the seat of a magnetir field $X, I, Z$, caused either by currents or by permanent magnets. or by both, then if a steady current $C_{1}$ be set up and maintained in $s_{1}$, the electrokinetic energy is

$$
\left.\left.\frac{1}{8 \pi} \iiint \mu\right\}\left(C_{1} T_{1}+X\right)^{2}+\left(C_{1} Y_{1}+Y\right)^{2}+\left(C_{1} Z_{1}+Z\right)^{2\}}\right\} d \pi
$$

The integrand can be split up into three terms,

$$
\begin{gathered}
\mu C_{1}^{2}\left[{\left.I_{1}{ }^{2}+Y_{1}^{2}+Z_{1}^{2}\right], \quad \mu\left[X^{2}+I^{2}+Z^{2}\right]}_{2 \mu C_{1}\left[Y_{1} I+I_{1} I+Z_{1} Z\right],}\right.
\end{gathered}
$$

and
and the corresponding integrals represent respectively $\frac{1}{2} C_{1}{ }^{2} L_{1}$, the energy of the original field, and that part of the electrokinetic energy due to the introduction of the current into the field. If the external field is due to a steady current $C_{2}^{\prime}$ in a second circuit $s_{2}$ of self-inductauce $E_{2}$, the second integral is $\frac{1}{2} C_{2}{ }^{2} L_{2}$, and if the third be written $C_{1} C_{2} \lambda I$, the whole energy becomes $\frac{1}{2} C_{1}{ }^{2} L_{1}+M C_{1} C_{2}+\frac{1}{2} C_{2}{ }^{2} L_{2}$. The quantity $M$, which in the case where $s_{1}$ and $s_{2}$ are linear is the coefficient of mutual induction of the two circuits, serves to define this coefficient in the case of circuits which are not linear, surrounded by media which have susceptibilities independent of the strength of the field.

If $n$ circuits which have self-inductances $L_{1}, L_{2}, L_{3}, \cdots$ and carry currents $C_{1}, C_{2}, C_{3}, \cdots$ exist together in a soft medium, and if the mutual inductance of the $p$ th and $l i$ th circuits is $M_{p k}$, the electrokinetic energy $T$ is equal to

$$
\begin{aligned}
& \frac{1}{2}\left(L_{1} C_{1}^{2}\right. \\
& \left.\quad+L_{2} C_{2}^{2}+L_{3} C_{3}^{2}+\cdots+L_{n} C_{n}^{2}\right) \\
& \quad+M_{12} C_{1} C_{2}+M_{13} C_{1} C_{3}+\cdots+M M_{1 n} C_{1} C_{n}+M_{23} C_{2} C_{3}+\cdots
\end{aligned}
$$

where the values of the inductances depend upon the configuration of the system. If this configuration is determined by a number of generalized coördinates $q_{1}, q_{2}, q_{3}, \cdots$, the electrodynamic force, in the Lagrangian sense, which tends to increase any one of these coörlinates (leaving the rest unchanged) is the partial derivative of $T$ with respect to this coorrlinate. If every circuit is rigid, the $L$ 's are constant during any change of configuration.
82. Maxwell's Current Equations. Various Current Systems. We may infer from experiment that if a unit magnetic pole be moved about a simple closed path in any steady electromagnetic field, whether the medium in which the part lies is
homogeneous or not, the work done on it by the field is equal to $4 \pi C^{\prime}$, where $C$ is the whole current which passes in positive direction through any surface or diaphragm which caps the path. If $u, v, u$ are the components of the current intensity, the flux through the (ap may be written in the form

$$
\iint[u \cdot \cos (x, n)+u \cdot \cos (y, u)+w \cdot \cos (z, n)] d S
$$

and if $L, M, N$ are the components of the magnetic force $H$, the line integral of $I I$ taken around the path is equal, according to Stokes's Theorem, to

$$
\begin{gathered}
\iint\left[\left(D_{y} N-I_{z} M\right) \cdot \cos (x, n)+\left(D_{z} L-D_{x^{N}}\right) \cdot \cos (y, n)\right. \\
\left.+\left(I_{x} M-I_{y} L\right) \cdot \cos (z, n)\right] d S .
\end{gathered}
$$

It follows that the integral

$$
\begin{aligned}
\iint[(4 \pi \prime & \left.-I_{y^{\prime}} N+I_{z} M\right) \cos (x, n) \\
& +\left(4 \pi \cdot-I_{z} L+D_{x^{x}} N\right) \cos (y, n) \\
& \left.+\left(4 \pi \prime \prime-I_{x} M+I_{y} L\right) \cos (z, n)\right] d S
\end{aligned}
$$

must vanish whatever the shape of the cap and, therefore, that at every point

$$
\begin{align*}
& 4 \pi u=I_{y} N-D_{z} M, \\
& 4 \pi v=I_{z} L-D_{x} N, \\
& 4 \pi u=J_{x} M-I_{y} L . \tag{205}
\end{align*}
$$

These are Maxwell's 'urrent Equations, which can be stated in the single rector equation

$$
4 \pi q=r \cdot u \cdot l \text { of } I I .
$$

This has heen called by Heaviside .. the first circuital equation" of the electromagnetir fielli. It states that $4 \pi$ times the resolved part of the current intensity at any point within a conductor, in any direction, is equal to the resolved part in the given direstion of the rmb of the magnetic force. The equation holds even in a non-homogeneous medium.

Maxwell's Equations, with the characteristic volume and boundary differential equations which the magnetic induction, as we have seen, must always satisfy, completely determine a steady magnetic field in given media, when the current $I$ is known.

In any homogeneous soft medium the magnetic force $H$ is solenoidal, and we may infer from the work of Section 69 that it has a vector potential function () equal to Pot $q$. We have, therefore, $H=$ curl $Q, 4 \pi_{q}=\operatorname{curl} H$, and, if the components of $H$ and $Q$ are $L, M, N$ and $Q_{x}, Q_{y}, Q_{z}$ respectively,

$$
\begin{aligned}
Q_{x} & =\iiint \frac{u_{1} d \tau_{1}}{r}, \quad Q_{y}=\iiint_{x} \frac{r_{1} d \tau_{1}}{r}, \quad Q_{z}=\iiint \frac{u_{1} d \tau_{1}}{r} \\
L & =D_{y} Q_{z}-D_{z} Q_{y}, \quad M=D_{z} Q_{x}-D_{x} Q_{z}, \quad N=D_{x} Q_{y}-D_{y} Q_{x}
\end{aligned}
$$

When in a steady field $H$ is known, Maxwell's Equations, or their equivalent, give the current vector $q$ directly. If, for example, the magnetic force is zero everywhere without an infinitely long cylindrical surface $S$ of any shape, while within $S$ the field has the uniform strength $N$,


Fig. 74. and is directed parallel to the generating lines of the surface, $q$ is zero within and without $S$. To show that $S$ itself is a current surface, let $K K^{\prime}$ be a portion of a generating line drawn in the direction of the field within, and let $A B$ and $C D$ be lines each of length $l$ parallel and close to $K K^{\prime}$, one within and the other without $S$, drawn so that $A C$ and $B D$ are normal to the surface. The line integral of the magnetic force taken around the perimeter of the rectangle $A C D B$ is numerically equal to $l N$, so that, by Stokes's Theorem, the surface integral of the normal upward component of the curl taken over the area of the rectangle is $l N$, and this is equal to $4 \pi$ times the steady flow of electricity through the rectangle. There is, therefore, a uniform flow of electricity in $S$ perpendicular to its generating lines equal to $N / 4 \pi$ per unit length of the surface.

This is practically the case of an electromagnetic solenoid, that is, an infinitely long cylindrical surface wound uniformly (and as nearly perpendicularly to the axis of the cylinder as possible) with turns of fine wire. If there are $n$ turns on each centimetre of length of the cylinder (Fig. 75) and if each turn carries a steady current $C, V / 4 \pi=n C$, or $N=4 \pi n C$.

This result is independent of the magnetic inductivity of the homogeneous soft medium within the cylinder. The induction in the medium is $4 \pi n \mu C$, and the intensity of its polarization (magnetization) is $4 \pi n k C$ or $n C(\mu-1)$. The coefficient of self-induction per unit length of the solenoid is $4 \pi n^{2} \mu A$, where $A$ is the area of the cross-section of the cylinder.

If a part of the space within the solenoid be taken up with a homogeneous soft medium of permeability $\mu_{1}$, and the rest by an infinitely long


Fig. 75. cylinder of another homogeneous soft medium of permeability $\mu_{2}$, the lines of which are parallel to those of the surface upon which the wire is wound, the lines of force are unchanged in form, the induction in the first medium is $4 \pi n \mu_{1} C$ and in the other $4 \pi \pi \mu_{2} C$. If $A_{1}$ and $A_{2}$ represent the portions of the cross-section $A$ of the solenoid occupied by the two media, the self-inductance of the solenoid per unit length is $4 \pi n^{2}\left(\mu_{1} A_{1}+\mu_{2} A_{2}\right)$.

The coefficient of mutual induction of two infinitely long solenoids $S_{1}, S_{2}$, one of which has $n_{1}$ turns and the other $n_{2}$ thurns per unit of its length, is zero, unless one, say $S_{2}$, is within the other. In this case the coefficient has the value $4 \pi n_{1} n_{2} A_{2}$ per unit length of the two, where $A_{2}$ is the area of the crosssection of $S_{2}$.

If two infinitely long, cylindrical surfaces, whatever their shapes may be, have parallel generating lines, and if one of
these surfaces is within the other, the space between the surfaces will be a uniform field of magnetic force of strength $N$, directed parallel to the generating lines, and the regions without the outer surface and within the inner one will be fields of no force, if a uniform current of strength $N / 4 \pi$ per unit length flows in each surface perpendicular to the generating lines and if the directions of flow around the two surfaces are opposed.

If the two infinite parallel planes $x=a, x=b$ carry uniform currents parallel to the $y$ axis, of strength $N / 4 \pi$ per unit width of the planes parallel to the $\approx$ axis, and if the directions of the two currents are opposite, the region between the planes is a uniform field of force of strength $N$ parallel to the $z$ axis. There is no force without the space inchuded between the planes. The current in each plane evidently gives rise to a uniform field of intensity $\frac{1}{2} N$ on both sides of the plane.

If a ring surface be formed by revolving about the $\approx$ axis an area in the $x z$ plane, and if electricity be supposed to flow symmetrically on the surface, in closed paths which lie in planes through the $\approx$ axis, and coincide with perimeters of cross-sections of the ring formed by such planes, the field has the same intensity at all points of any one of the family $(f)$ of circumferences, the centres of which lie in the $\approx$ axis and have that line for their common axis. If, using columnar coördinates ( $r, \theta, z$ ), we denote the force components at any point, taken in the directions in which these coördinates increase most rapidly, by $R, \Theta, Z$, these components are independent of $\theta$. Since the amount of work which would be done on a magnetic pole if it were carried around any closed path without the surface, - whether or not it linked with the surface, or around any evanescible path wholly within the surface, would be zero, we are led to guess that the field outside the ring is everywhere zero, and that the lines of force within the ring are circumferences of the $f$ family. If a unit magnetic
pole were carried about one of these circumferences of radius $r$, the work done on it would be $\pm 2 \pi r \Theta$, and this is equal in absolute value to $4 \pi E$, where $E$ is the whole amount of electricity which flows about the ring per second. We learn, therefore, that $\Theta=\Omega E / r$. We may now prove that if there is no field


Fif. io. without the ring surface, and if the only component within is $\Theta=2 E / r$, the currents which give rise to the field must he those assumed above. The romponents of the field within the ring. taken parallel to rertangular axes, are $-2 E y / r^{2}, 2 E r^{\prime} r^{2}, 0$, so that the force is lamellar within and without the surface of the ring. To find what currents flow in the surface itself, we may use a circumference $s$ of radius $r$. in which a phane perpendicular to the $\approx$ axis intersects the surface. draw two ares parallel and very close to $s$, one on either side. so that one is within the surface and the other without it, and complete a narrow closed contour ly drawing two radii (Fig. 76) which make with each other any convenient angle $\phi$. only one side of the rontrur yields any contribution to the line integral ( $2 E \phi$ ) , taken about it, of the tangential component of the force. This integral measures the work done on a mit magnetic pole carrien around the contour, and is equal to $4 \pi$ times the strength of the emrent across the portion of $s$, of length io which the contour encluses. If the whole flux across
 $s$ is $F$, the flux across this are is $\phi F / 2 \pi$, and we have the equation, $2: \dot{E} \phi=4 \pi \phi F^{\prime} \because \because \pi$, or $F=E$.

The arse hore considered is approximately that of a ring of revohtion wond miform? with fine wire (Fig. 77) in turns which lie neart in ratial planes through the axis of the ring. If there are "turns on the ring, and if each turn carries the
steady current $C, E=n C$, and the force within the ring is $2 n C / r$, whatever the inductivity of the homogeneous soft medium within the ring. The induction in the medium is $2 \mu n \mathrm{C} / r$, and the intensity of its magnetization is $2 \mathrm{knC} / \mathrm{r}$. It is to be noted that the reasoning here employed might be applied unchanged if the inductivity of the medium were a function of $r$ and $z$, but not a function of $\theta$; this would be the case, for instance, if into air space within the ring were introduced a soft iron ring coaxial with this space.

A slender magnetic filament within the ring surface, of length $l$ and cross-section $S$, carries $2 \mu E S / r$, or $4 \pi \pi C /(l / \mu$ S' $)$ lines of induction. The line integral of the magnetic fore taken along a magnetic filament in a soft medium is sometimes called the magnetomotive force in it, and the ratio of this quantity to the flow of induction in it the relnetance of the filament. In the case before us $4 \pi n C$ is the magnetomotive force, and $l / \mu S$ the reluctance. This last expression bears a close resemblance to the formula for the electric resistance of a wire of length $l$, cross-section $S$, and


Fig. 78. specific conductivity $\mu$. The reciprocal of the reluctance of a magnetic filament in a soft medium is sometimes called its permeance.

If wire were wound part way around a soft iron ring, in the manner described above, most of the lines of induction would still be confined to the iron, though a few would emerge into the air at the ends of the coil.

If a radial gap be cut in a soft iron ring completely wound with wire, the field is no longer symmetrical about the axis of $z$, and the character of the problem is changed. The line integral of the tangential force taken around a eircumference inside the ring, of radius $r$ (Fig. 78 ), with centre on the $\approx$ axis
and plane perpendicular to that axis, is still $4 \pi E$ or $4 \pi n C$, but the portion of the path in air now contributes far more than its due proportion to the result, and the path in the iron much less than before. We know that at any surface of discontinuity in the inductivity of a soft medium the normal component of the induction is continuous, so that if the normal component of the force in the iron, just where the path is about to emerge into the gap, is $I$, that in the air near by is $\mu H$, where $\mu$ is the inductivity of the iron. Although the lines of force within the iron are no longer exactly circular, they are nearly so, and the line integral of the force about the circumference just mentioned is very approximately $\operatorname{Hr}(2 \pi-\phi)+\mu H r \phi$, or $4 \pi n C$; and $I=2 \mu C /\{r[1+\phi(\mu-1) / 2 \pi]\}$, where $\phi$ is the angle subtended by the gap at the axis of the ring. If, in the case of the core used, $\mu=1201$, and if only one per cent of the ring be cut away, the induction in the iron will be reduced to about one-thirteenth of its old value; the reluctance of the path will be increased thirteenfold.

If the lines of force in a steady electromagnetic field are all circles with centres on the $\approx$ axis and planes perpendicular to this axis, and if the intensity of the force in a direction linked right-handedly with the $z$ axis is $f \sqrt{x^{2}+y^{2}}$ or $f(r)$, it is evident that $L=-\eta \cdot f(r) / r, M=x \cdot f(r) / r, N=0$, so that $u=0$, $v=0,4 \pi u=D_{x} 1 I-D_{y} L=f^{\prime}(r)+f(r) / r=D_{r}[r \cdot f(r)] / r$. According to this, if in any portion of the field $f(r)=0$, in that portion $u$ is 0 ; if $f^{\prime}(r)=r, u=c / 4 \pi r$; if $f(r)=c / r$, $w=0$; and if $f(r)=c r, w=c / 2 \pi$. If, on the other hand, while $u$ and $v$ are zero, $u$ is given as a function of $r, f(r)$ can be obtained from the equation $f(r)=\frac{4 \pi}{r} \int r w d r$; when, therefore, $w$ is equal to the constant $u_{o}, f(r)=2 \pi w_{0} r+d / r$. If the cylindrieal surface $r=b$ separates two regions in a field of this kind where the laws of force intensity $f_{1}(r), f_{2}(r)$ in the inner and outer of these regions are different, and if $f_{2}(b)-f_{1}(b)=k$, it is easy to see, with the help of Stokes's

Theorem, that the surface $r=b$ is itself a current surface in which there is a total flux parallel to the $\approx$ axis across any right section of $\frac{1}{2} k b$.

Up to this time we have considered only media which have inductivities independent of the magnetizing force. The permeabilities of the so-called magnetic metals do not in general satisfy this condition, and we may note in passing that some of our definitions have to be restated when there are masses of such media near a circuit.

If fine wire, carrying a steady current, be wound uniformly upon a cylindrical rod of soft iron, the length of which is at least 400 times its diameter, the induction at the middle of the rod is sensibly the same as if the rod were infinitely long, and if this induction be measured (in a manner to be described in a later


Fig. 79. section), the permeability of the iron may be determined. Curves $D, E, F$ of Fig. 79, in which the abscissas represent the magnetizing force $H$ in units, and the ordinates the corresponding induction $B \equiv \mu H$ in thousands of units, show the results of experiments upon specimens of very soft malleable iron, soft cast iron, and very hard steel, respectively. It is evident that so far from being constant, the permeability and the susceptibility of each of these specimens increase to a maximum at a value of $H$ corresponding to a point where a tangent from the origin touches the curve, and then decrease. In the case of the curve $D$, for instance, the permeability, corre-
spolding to a value $O M$ of the magnetizing force, is $M P / O M$, that is, the slope of the straight line OP joining the origin with the point on the curve which has $O L$ for its abscissa.

When the conductors which make up a simple linear circuit which carries a steady current $C$, and the soft media about it, have inductivities independent of the magnetizing force, and there are no other currents and no permanent magnets in the field, the coefficient of self-induction of the circuit may le defined indifferently as the ratio of the total induction through the circuit to (' or as twice the ratio of the integral of $\mu I^{2} / S \pi$, taken over the fiehd of the current, to $C^{2}$. In this case the magnetizing curves of all the substances in the field are straight lines, and these definitions lead to the same value


Fig. 80. whatever $C$ is. If the magnetizing curve of any medium in the field were, like that of soft iron, not straight, the definitions wonld not agree, and eath would yield different values for different values of $C$.

Mechanically soft iron or steel camot be regarded as magnetically soft, for if a piece of either of these metals be magnetized by induction, this magnetization does not wholly disappear when the magnetizing force is removed. If the magnetizing force be made to change continuously from a given negative value to an equal positive value and back several times, the induction goes through a cycle which may be represented graphinally by a curve somewhat like that shown in Fig. So, in which the ahscissas represent magnetizing forces, and the ordinates the corresponding values of the induction. Such diagrams make plain the fact that the induction in a piece of soft iron or steel is not a definite function of the magnetizing force, and that the energy in the nedium, as defined by the volume integral of $1 / 8 \pi$ times the product of the numerical values of the induction and the magnetizing forre, may have, for the same force, very different values, depending on the previous history of the metal. When
the induction has passed through such a cycle as that indicated in Fig. 80, the energy in the field returns to its old value, but it is easy to prove that an amount of work represented by $1 / 4 \pi$ times the area of the cycle per nuit volume of the substance had to be done on the metal during the cycle, and that this appeared as heat. The reader will find the subject which has been just touched upon here admirably treated under the head of "Hysteresis" in Ewing's Magnetic Induction in Iron and Other Metals, and in Fleming's The Alternate Current Transformer.

## IV. CURRENT INDUCTION.

83. Electromagnetic Induction. If one of two circuits $\left(s_{1}, s_{2}\right)$, so situated that their coefficient of mutnal induction is not zero, contains a galvanic cell and a key, and the other $\left(s_{2}\right)$, which is permanently closed, a galvanoscope, a momentary current appears in $s_{2}$ when the key is depressed so that a current circulates in $s_{1}$; and another momentary current, opposed in direction to the first, runs through $s_{2}$ when the key is opened again. A current in either $s_{1}$ or $s_{2}$ gives rise to a magnetic field and causes lines of magnetic induction to thread $s_{2}$ : the direction of the transient current in $s_{2}$ in each of the cases mentioned is such that the lines which it threads through $s_{2}$ oppose the sudden change in the flux of induction through $s_{2}$ which the change in the current in $s_{1}$ tends


Fig. 81. to cause. Thus, if the relative position of the two circuits and the direction of the current in $s_{1}$ are correctly indicated in Fig. 81, the transient induced current in $s_{2}$ will flow from $B$ to $A$ when the key is depressed and from $A$ to $B$ when the key is again opened. In general, if a rigid, closed circuit $s$ is in a magnetic field caused either by permanent magnets or by electric currents in neighboring circuits,
or by both together, and if the positive flux $Q$ of magnetic induction through any cap or diaphragm bounded by $s$ be changed in amount, either by moving $s$ or by changing the field in any way, a temporary current is induced in $s$ in a direction which tends to oppose the change in $Q$. The phenomenon is quantitatively explained, when $s$ is unchanged in form, by assuming that, superposed upon such electromotive forces as the circuit may already contain, a temporary electromotive force numerically equal to the time rate of change of $Q$ is induced in $s$ in the proper direction.

Transient currents are usually induced also in any circuit in a magnetic field when the circuit is deformed or extended in any way. These currents, like those already considered, are mathematically accounted for on the supposition that there is


Fig. 82. induced in every circuit element $d s$, which moves in a magnetic field so as to cut across the lines of induction during the motion, an electromotive force numerically equal to the time rate at which the element cuts these lines. This electromotive force is directed from the fcet to the head of an observer who, lying in the element and looking along the lines of force, sees these lines move past him from right to left. The induced current at any instant in either direction around the circuit is equal to the ratio of the algebraic sum of the electromotive forces induced at that instant, in that direction, to the whole resistance of the circuit. If in Fig. $82 O C$ represents the direction of a circuit element at the point $O, O M$ the direction in which the element is moved, and $O F$ the direction of the whole field at $O$, the induced electromotive force will have the direction $O C$, not $C O$. The direction of the current, induced by the motion, in the direction $O M$, of a circuit element at $O$ in a magnetic field which has there the direction $O F$, may be found by ehoosing that direction, $O C$, in the element which will cause the three directions $O C, O M, O F$ to be related like those of the $x, y, z$ axes of a Cartesian system. It is to be noticed
that the direction of the current induced in an element is such that the mechanical action of the field upon the element carrying this current alone would hinder the motion ; a circuit element carrying a current in the direction $O C$ in a field having the direction $O F$ in Fig. 83 would be urged in a direction $O N$ perpendicular to the plane of $F O C$ and would move in the direction $M O$, if free to do so, rather than in the direction OM. The reader will do well to compare, in this connection, Figs. 68 and 82.

If $(a, b, c),(\alpha, \beta, \gamma)$ are the components of two vectors, $l$ and $\lambda$, the vector which has the components $(c \beta-b \gamma, a \gamma-c a$, $b a-a \beta)$ is sometimes called their vector product and the quantity $-(a a+b \beta+c \gamma)$ their scaler product. The vector product of $l$ and $\lambda$ has a direction perpendicular to the plane of these vectors: its tensor is the product of their tensors and the sine of the angle between their directions. The electromotive force induced in or impressed upon an element $d s$ of a linear conductor moving in a magnetic field is evidently equal to the product


Fig. 83. of $d s$ and the component in its direction of the vector product of the induction and the velocity of the element.

If ( $B_{x}, B_{y}, B_{z}$ ) are the components of the induction, $(\xi, \eta, \zeta)$ those of the velocity of the element relative to the field, and if the induction does not change with the time, the absolute value of the electromotive force induced in the element is

$$
\begin{align*}
{\left[\left(B_{z} \cdot \eta-B_{y} \cdot \zeta\right) \cos (x, s)\right.} & +\left(B_{x} \cdot \zeta-B_{z} \cdot \xi\right) \cos (y, s) \\
& \left.+\left(B_{y} \cdot \xi-B_{x} \cdot \eta\right) \cos (z, s)\right] d s . \tag{206}
\end{align*}
$$

The whole electromotive force induced in the conductor is the integral of this expression : if the conductor is not closed this electromotive force gives rise to a statical distribution of electricity on the ends of the conductor, and hence to a
difference of electrostatic potential which tends to destroy itself by cansing a current in the conductor in the direction opposite to the impressed electromotive force.

If the induction ( $B_{x}, B_{y}, B_{z}$ ) of the magnetic field in the neighborhood of a fixed linear circuit changes with the time, the induced or impressed electromotive force $e$ in the circuit is equal to the negative of the surface integral, taken over any cap $S$ bounded by the circuit, of

$$
\left[D_{t} B_{x} \cdot \cos (x, n)+D_{t} B_{y} \cdot \cos (y, n)+D_{t} B_{z} \cdot \cos (z, n)\right] .
$$

If, then, a vector can be found of which the vector

$$
\left(D_{t} B_{x}, D_{t} B_{y}, D_{t} B_{z}\right)
$$

is the curl, then the line integral, taken around the circuit, of the tangential component of this new vector-increased, if we please, by any lamellar vector - will be equal in absolute value to the induced electromotive force. If ( $F_{x}, F_{y}, F_{z}$ ) is any vector potential (Section 69) of the induction, $\left(D_{t} F_{x}, D_{t} F_{y}, D_{t} F_{z}\right)$ is a vector potential function of $\left(D_{t} B_{x}, D_{t} B_{y}, D_{t} B_{z}\right)$, and if $-\psi$ is the scalar potential function of any lamellar vector, the integral, taken around the circuit in positive direction, of

$$
\begin{aligned}
-\left[\left(D_{t} F_{x}+D_{x} \psi\right) \cos (x, s)\right. & +\left(D_{t} F_{y}+D_{y} \psi\right) \cos (y, s) \\
& \left.+\left(D_{t} F_{z}^{\prime}+D_{z} \psi\right) \cos (z, s)\right] \quad[207]
\end{aligned}
$$

will be equal to $e$. This value of the whole electromotive force induced in the circuit will be obtained if we assume that every circuit element $d s$ is the seat of an electromotive force equal to the product of $d s$ and the tangential component of the vector $-\left[D_{t} F_{x}+I_{s} \psi, D_{t} F_{y}+D_{y} \psi, D_{t} F_{z}+D_{z} \psi\right]$.

If a closed linear circuit $s$ in a magnetic field be deformed or moved according to any law so that during the time $d t$ the coördinates $(x, y, z)$ of the legiming of an element $d s$ receive increments ( $\delta x, \delta y, \delta y$ ) which are analytic functions of $x, y, z$, and $d t$, and if, during the interval $d t$, the scalar point functions which represent the magnitudes of the components of the magnetic induction in the field change from the values
$B_{x}, B_{y}, B_{z}$ to the values $B_{x}^{\prime}, B_{y}^{\prime}, B_{z}^{\prime}$, the flux of induction through the circuit has been increased by the amount

$$
\begin{aligned}
d \Phi & =\iint\left[B_{x}{ }^{\prime} \cdot \cos (x, n)+B_{y}{ }^{\prime} \cdot \cos (y, n)+B_{z}^{\prime} \cdot \cos (z, n)\right] d S^{\prime} \\
& -\iint\left[B_{x} \cdot \cos (x, n)+B_{y} \cdot \cos (y, n)+B_{z} \cdot \cos (z, n)\right] d S
\end{aligned}
$$

where $S^{\prime}$ and $S$ are any surfaces which cap the circuit in its final and initial positions respectively. In moving, the circuit traces out a narrow surface $s^{\prime \prime}$, each element $d s$ of the circuit generating the surface element $d S^{\prime \prime}$, and we may take for the cap $S^{\prime}$ the surface made up of $S$ and $S^{\prime \prime \prime}$. We have therefore $d \Phi$

$$
\begin{aligned}
= & d t \iint\left[D_{t} B_{x} \cdot \cos (x, n)+D_{t} B_{y} \cdot \cos (y, n)+D_{t} B_{z} \cdot \cos (z, n)\right] d S \\
& +\iint\left[B_{x}{ }^{\prime} \cdot \cos (x, n)+B_{y}{ }^{\prime} \cdot \cos (y, n)+B_{z}{ }^{\prime} \cdot \cos (z, n)\right] d S^{\prime \prime} .
\end{aligned}
$$

In the second integral, $\cos (\approx, n) \cdot d S^{\prime \prime}$ measures the area of the projection of $d S^{\prime \prime}$ on the $x y$ plane and is, therefore, equal to $\pm(\delta x \cdot d y-\delta y \cdot d x)$ plus terms of higher order; the sign being positive, if the direction in which $d s$ moves, the positive direction of the element, and that of the nomal to $d S^{\prime \prime}$ are arranged like the $x, y, z$ axes of a Cartesian system. We may substitute in the integrand $B_{x}, B_{y}, B_{z} \cdot \xi \cdot d t, \eta \cdot d t, \zeta \cdot d t$ for $B_{x}^{\prime}, B_{y}^{\prime}, B_{z}^{\prime}$, $\delta x, \delta y, \delta z$, without changing the value of the integral, and then write

$$
D_{t} \Phi=\int[P \cdot \cos (x, s)+Q \cdot \cos (y, s)+R \cdot \cos (z, s)] d s
$$

where

$$
\begin{align*}
& P \equiv-D_{t} F_{x}-D_{x} \psi+B_{z} \cdot \eta-B_{y} \cdot \zeta, \\
& Q \equiv-D_{t} F_{y}-D_{y} \psi+B_{x} \cdot \zeta-B_{z} \cdot \xi,  \tag{208}\\
& R \equiv-D_{t} F_{z}-D_{z} \psi+B_{y} \cdot \xi-B_{x} \cdot \eta .
\end{align*}
$$

$P, Q, R$ are said to be the components of the induced electromotive force at the element $d s$.

We may note in passing that we cannot generally assume that the motion of the electricity in a circuit which is the seat
of an induced current is governed by a potential function due to an electrostatic distribution on the surfaces of the conductors, or elsewhere. If a magnet, the axis of which coincides with the axis of a plane circular ring of wire, be made to approach or to recede from the plane of the ring, a transient current is induced in the wire, but no imaginable electrostatic distribution would furnish the multiple-valued potential function needed to account for the current.

If a circuit at a distance from other circuits and permanent magnets carries a changing current $C$, the ratio of the numerical value of the intensity of the electromotive force induced by the change of the current in the circuit to $D_{t} C$ is sometimes used as a definition of the self-inductance of the circuit. The mutual inductance of two circuits may be defined in a similar manner. It is evident that all the definitions of self and mutual inductance which we have mentioned are equivalent when all the media in the neighborhood of the circuits concerned have susceptibilities independent of the intensity of the field. The definitions of this section are often used when there are masses of soft iron or other magnetic metals near the circuits, or when the circuits themselves are made of soft iron conductors.

If a number of circuits $s_{1}, s_{2}, \cdots s_{n}$, carrying currents $C_{1}$, $C_{2}, \cdots C_{n}$, have self-inductances $L_{1}, L_{2}, \cdots L_{n}$, and if the mutual inductance of $s_{k}$ and $s_{l}$ is $M_{k l}$, the total electrokinetic energy $T$ is of the form

$$
\begin{aligned}
& \frac{1}{2} L_{1} C_{1}^{2}+\frac{1}{2} L_{2} C_{2}^{2}+\cdots \frac{1}{2} L_{n} C_{n}^{2} \\
& +M_{12} C_{1} C_{2}+M_{13} C_{1} C_{3}+\cdots+M_{23} C_{2} C_{3}+M_{24} C_{2} C_{4}+\cdots \\
& +M_{34} C_{3} C_{4}+\cdots+M_{n-1, n} C_{n-1} C_{n} .
\end{aligned}
$$

where the $L$ s and the $M$ 's are independent of the $C$ 's and are to be considered as functions of a set of geometrical coördinates equal in mumber to the degrees of freedom of the system. If $p_{k}$ denotes the electrokinetic momentum of $s_{k}$, that is, the partial derivative of $T$ with respect to $C_{k}$, if $r_{k}$ represents the
resistance of $s_{k}$, and $E_{k}$ the internal electromotive force in this circuit, $\frac{d p_{k}}{d t}$ measures the intensity of the induced electromotive force, and

$$
E_{k}-\frac{d p_{k}}{d t}=r_{k} C_{k^{*}}
$$

If the relative positions of two rigid circuits $s_{1}, s_{2}$, which carry currents $C_{1}, C_{2}$, and are surrounded by a soft medium in which there are no other conductors, be altered by changing under their mutual action the geometrical coörchate $q$ by the amount $d_{q}$ in the time interval $d t$, leaving the other coördinates which determine the configuration unchanged, the electrokinetic energy $T \equiv \frac{1}{2} L_{1} C_{1}^{2}+M C_{1} C_{2}+\frac{1}{2} L_{2} C_{2}{ }^{2}$ will receive the increment $d T \equiv L_{1} C_{1} \cdot d C_{1}+L_{2} C_{2} \cdot d C_{2}+M\left(C_{2} \cdot d C_{1}+C_{1} \cdot d C_{2}\right)+C_{1} C_{2} \cdot d M$. The electrodynamic force (in the Lagrangian sense) which tends to bring about this change of configuration is the partial derivative of $T$ with respect to $q$, taken under the assumption that the other coördinates and the eurrents are constant: the work done during the change by this force is $d W \equiv C_{1} C_{2} \cdot d M$. Within the circuits we have

$$
\begin{aligned}
& E_{1} C_{1} \cdot d t-C_{1}^{\prime} \cdot d\left(L_{1} C_{1}+M C_{2}\right)=C_{1}^{2} r \cdot d t \\
& E_{2} C_{2} \cdot d t-C_{2} \cdot d\left(L_{2} C_{2}+M C_{1}\right)=C_{2}^{2} r_{2} \cdot d t
\end{aligned}
$$

so that the work done against the inductive electromotive forces by the applied electromotive forces (besides the amount $C_{1}^{2} r_{1}+C_{2}^{2} r_{2}$ dissipated in heat) is
or

$$
C_{1} \cdot d\left(L_{1} C_{1}+M C_{2}\right)+C_{2} \cdot d\left(L_{2} C_{2}+M C_{1}^{\prime}\right),
$$

$$
L_{1} C_{1} \cdot d C_{1}+L_{2} C_{2} \cdot d C_{2}+M\left(C_{2} \cdot d C_{1}+C_{1} \cdot d C_{2}\right)+2 C_{1} C_{2} \cdot d M
$$

or

$$
d W+d T
$$

If, starting from rest, the circuits come again to rest and the currents regain their steady values before the end of the interval $d t$, we have

$$
d C_{1}=0, d C_{2}=0, \text { and } d H^{\top}+d T=2 C_{1} C_{2} \cdot d M=2 d W
$$

The principles just laid down enable us to infer that, if the conductor $A B$ of length $l$ in either of the circuits repre-


Fig. 84. sented by Figs. 84 and 85 be moved parallel to itself along the rails ( $' P$, $D A$, in the direction indicated by the arrow attached to it, with constant velocity $v$, and if the field have the direction shown, an electromotive force will be induced in $A B$ in the direction pointed out by the arrow by its side. If the component of the total induction normal to the plane of the circuit have the constant value $I I$ all along $A D$, and if $r$ be the resistance of the


Fig. 85. whole circuit $A B C D$, the induced current will be $l H v / r$ in absolute units. The volt, ohm, and ampere are equal respectively


Fig. 86. to $10^{8}, 10^{9}, 10^{-1}$ times the absolute electromagnetic e.g.s. units of electromotive force, resistance, and current strength; if in this example, therefore, $l=1$ metre, $v=1$ metre per second, and $H=1$, the induced electromotive force will be 10,000 units, or $10^{-4}$ volts.

If a Faraday's dise (Fig. S6) which has a radius a be rotated in a uniform field, in which the component of the induction normal to the face of the disc is $I$, with uniform angular velocity $\omega$ in the direction indicated, the number of lines of induction cut per
second by $O P$ is $\frac{1}{2} a^{2} H \omega$. If $r$ be the resistance of the circuit, the current in it is $a^{2} H \omega / 2 r$ and the clise is a very simple form of constant current generator.

Fig. 87 represents a circuit a part of which consists of a rigid wire free to turn in the air about the axis of a magnet. This wire makes electrical contact, by means of brushes, with the magnet at its mid-section and with a conductor which forms an extension of the axis of the magnet. If the wire be rotated with uniform angular velocity $\omega$, and if $m$ be the strength of one pole of the magnet, the electromotive force induced in the circuit will be 2 mw .

If a thin coil (Fig. 88) closely embracing a magnet be suddenly slipped from one position to another, the electromotive force induced in the coil is proportional to the amount of induction which emerges from the surface of the magnet between the two positions.
84. Superficial Induced Currents.


Fig. 87. Although a mathematical treatment of the currents induced in a massive conductor of any form, in a magnetic field varying in a given manner, is beyond the scope of this elementary text-book, we may give a very simple proof (taken essentially from Prof. J. J.


Fig. 88.

5 Thomson's admirable Elements of Electricity and Magnetism) of the fact that the currents due to a sudden, finite change in the field lie at the first instant wholly on the surface of the conductor.

Let $n$ linear circuits, the resistances of which are $r_{1}, r_{2}, r_{3}, \cdots$, and the self-inductances $L_{1}, L_{2}, L_{3}, \ldots$, lie near each other in a magnetic field so that the coefficient of mutual induction of
the $i$ th and $j$ th circuits is $M_{i}$. Let the flux of the external field through the circuits be $N_{1}, N_{2}, N_{3}, \cdots$, and assume that the currents are originally zero and that no one of the circuits contains any battery or other generator. If, then, the external fied experiences a finite change during the extremely short time interval $\tau$ and thereafter remains constant, the flux through the $k$ th conductor becomes changed from $N_{k}$ to $N_{k}^{\prime}$. Transient currents, $C_{1}, C_{2}, C_{3}, \ldots$, flow through the circuits and at the end of the time $\tau$ attain the values $C_{1}{ }^{\prime}, C_{2}{ }^{\prime}, C_{3}^{\prime}, \cdots$. During the given interval we have in the first conductor, which will serve as a general example,

$$
L_{1} \cdot D_{t} C_{1}+\sum\left(M_{1 k} \cdot D_{t} C_{k}\right)+D_{t} N_{1}+r_{1} C_{1}=0
$$

and if this be integrated with respect to the time between 0 and $\tau$, the last term of the result will be less than $r_{1} C_{1}^{\prime} \tau$, which is negligible, so that the result may be written in the form $L_{1} \cdot C_{1}^{\prime}+\Sigma\left(I_{1 k} \cdot C_{k}^{\prime}\right)+N_{1}^{\prime}=N_{1}$. The second member represents the whole induction flux through the first circuit before the change and the first member the whole flux at the end of the time $\tau$, so that the currents generated by the sudden change in the field are such as to keep unchanged the whole flux.

Imagine a compact mass of metal divided into such circuits as we have just considered and it will be evident that the flux through every circuit in the metal is the same just after the sudden change in the field as it was before. The work done in carrying a magnetic pole about any closed path in the metal is unaltered by the change: it is zero before the change and zero after. No such path can enclose any current filament and, therefore, all the induced currents are initially on the surface, though afterwards transient currents are excited within the metal. It is easy to infer from this that, if the external magnetic field is a very rapidly alternating one, the induced currents never penetrate very far into the mass of the conductor. For references to the literature of this important subject, the student may consult Winkelmann's

Handbuch der Physil, Vol. III, p. 403. Various problems are discussed at length in J. J. Thomson's lierent Researches in Electrieity and Magnetism. We shall confine our attention in the three sections which follow to circuits made up of long slender conductors like wires.
85. Variable Currents in Single Circuits. When a simple inductive circuit of resistance $r$, containing a constant electromotive force $E$, is suddenly closed, the current in the circuit grows gradually in strength and in a short time practically attains a maximum value $C_{11} \equiv E / r$, after which it remains constant. While the current is increasing in intensity, the electromagnetic energy in the surrounding medium - if there are no permanent magnets and no other currents in the neighborhood -increases also from zero to $\frac{1}{2} L C_{0}^{2}$, and electrostatic charges are established which account for the electrostatic potential differences in the conductors which make up the circuit.


Fig. 89. After the current has attained the value $C_{0}$ the energy ( $C_{0} E$ watts or $C_{0} E \cdot 10^{7}$ ergs per second ) given up to the circuit by the generator in it is used in heating the conductors in the circuit, and $E C_{0}=C_{0}{ }^{2} \%$. Before the current $C$ has become steady $C E$ is only a fraction of $C_{0} E$, and the rate $C^{2} r$, at which energy is used in heating the circuit, is a still smaller fraction of $C_{0}{ }^{2}{ }^{2} r$; hence $C E-C^{2} r$ is positive, and in the time interval $d t$ the energy $\left(C E-C^{2} r\right) d t$ joules is used partly in increasing by dw the energy of the electrostatic distribution on the surface of the conductors and elsewhere, and partly in increasing by $d\left(\frac{1}{2} L C^{12}\right)$ or $L C \cdot d C$ the electrokinetic energy in the medium. Unless something in the nature of a condenser is attached to the circuit, $d w$ is usually of no practical importance, and we may write

$$
\left(C E-C^{\prime 2} r\right) d t=L C \cdot d C, \text { or } C r=E-L \cdot D_{t} C,
$$

or

$$
L \cdot D_{t} C+C r=E, \quad \text { or } \quad C=E / r+A \cdot e^{-r t / L}
$$

It appears from the equation $C r=E-L \cdot D_{t} C$ that the counter-electromotive force cannot be greater than $E$ while the current is positive ; $D_{t} C$, therefore, is not greater than $E / L$ and, unless $L=0$, the current cannot jump at the instant to a finite value. We must assume, then, that $C=0$ when $t=0$, so that $C=E\left(1-e^{-t / \tau}\right) / r$, where $\tau=L / r$. The quantity ( $1-e^{-t / \tau}$ ) has the values $0,0.3935,0.6321,0.7769$, $0.8647,0.9179,0.9 .902,0.9817,0.9933,0.9975,0.9991$ when the ratio of $t$ to $\tau$ has the values $0,0.5,1.0,1.5,2.0,2.5,3.0$, $4.0,5.0,6.0,7.0$. The difference $C-C_{0}$ or $-E e^{-1 / \tau} / r$, which we may call the induced current, has the value $-C_{0}$ at the beginning and sinks to $1 / e$ th of this value in $\tau$ seconds, which is sometimes called the


FIi(. 90. relaxution time of the circuit. The induced electromotive force has the value $-E e^{-t / \tau}$ and becomes insignificant in a short time after the circuit is closed. The integral, with respect to the time between 0 and $\infty$, of the induced current, is $-E L / r^{2}$.

If, now, the electromotive force in the circuit be suddenly changed to $E^{\prime \prime}$, we have at any time $t$ seconds after the change $E^{\prime} C^{\prime} \cdot d t=C^{2} \cdot \cdot \cdot d t+L C^{\prime} \cdot d C$ or $C=E^{\prime \prime} / r+\left(E-E^{\prime}\right) e^{-t / \tau} / r$. The induced current is now the second tem in this expression for $C$ and the induced electromotive force is never larger than $E-E^{\prime}$. The quantity $e^{-t / \tau}$ has the values $1,0.6065,0.3679$, $0.2231,0.1353,0.0821 .0 .0498,0.0183,0.0067,0.0025,0.0009$ when the ratio of $t$ to $\tau$ has the values $0,0.5,1.0,1.5,2.0$, $2.5,3.0,4.0,5.0,6.0,7.0$. It is to be noted that if $L$ is expressed in terms of the prartical unit (the henry) of selfinduction, which is equal to $10^{9}$ absolute units, $r$ must be measured in terms of the ohm, which is equal to $10^{9}$ absolute units of resistance. The relaxation time of a circuit, which is sometimes caller also its time constrent, is usually a fraction
of a second. The ordinates of the curve in Fig. 90 represent the strength of the current in the circuit just described, on the assumption that the electromotive force is kept constant for $5 \tau$ seconds after the circuit is closed and is then suddenly annihilated.

If, starting with no current in the circuit, the electromotive force have the constant value $E_{0}$ for the time interval a, then the value zero during the interval $b$, then the value $E_{0}$ again during an interval $\alpha$, then the value zero during an interval $l$, and so on, and if we denote $e^{-a / \tau}$ and $e^{-b / \tau}$ by $a$ and $\beta$, the current at the end of the $n$th period of interruption, $n(a+b)$ seconds from the beginning, will be

$$
E_{0} \beta(1-a)\left(1+\alpha \beta+\alpha^{2} \beta^{2}+\cdots+a^{n-1} \beta^{n-1}\right) / r,
$$

and the limit of this, as $n$ increases, is

$$
C_{0}=E_{0} \beta(1-\alpha) / r(1-\alpha \beta) .
$$

Starting with this value $C_{0}$, the current during the next period $a$, while the electromotive force is equal to $E_{0}$, would be $E_{0}\left(1-e^{-t / \tau}\right) / r+C_{0} e^{-t / \tau}$, and during the next interval $b$, when the electromotive force is zero,

$$
E_{0}(1-a) e^{-t / \tau} / r+C_{0} a e^{-t / \tau} .
$$

At the end of this interval the current is again $C_{0}$ and the state is final.

If $E$ in the equation $L \cdot D_{t} C+r \cdot C=E$ is a given function of the time, $L \cdot C=e^{-t / \tau}\left(A+\int e^{t / \tau} \cdot E \cdot d t\right)$.

If the resistance of an inductive circuit containing a constant electromotive force $E$ and carrying a steady current $C_{0} \equiv E / r$ be suddenly changed from $r$ to $r^{\prime}$, we have at any time after the change $E C^{\prime} \cdot d t={ }^{12} r^{\prime} \cdot d t+L C^{\prime} \cdot d C$, or, if $C^{\prime} \equiv E / r^{\prime}, \quad C^{\prime}=C^{\prime \prime}+\left(C_{0}-C^{\prime}\right) e^{-r^{\prime} t / L}$. The induced electromotive force is now $r^{\prime}\left(C_{0}-C^{\prime \prime}\right) e^{-r^{\prime t} / L}$, and if $r^{\prime}$ is large this
may be at first enormous. Although it is very difficult in practice to increase the resistance of a circuit thus instantaneously, the rate of change in $r$ may easily be made very rapid, and the spark which is often visible when a circuit is broken hears witness to the fact that the induced electromotive force is sometimes large.

If the terminals of a battery of internal resistance $r$ and electromotive force $E$ be connected by a


Fig. 91. coil of resistance $r_{1}$ and self-inductance $L_{1}$, in parallel with a non-inductive resistance $r_{2}$ (Fig. 91), and if C, $C_{1}, C_{2}$ represent the strengths of the currents in the battery and in the two branches of the external surface respectively,
$C=C_{1}+C_{2}, \quad C r+C_{2} r_{2}=E, \quad E-L_{1} \cdot D_{t} C_{1}=C r+C_{1} r_{1}$,
or $C_{1} r+C_{2}\left(r+r_{2}\right)=E$, and $C_{1}\left(r+r_{1}\right)+C_{2} r=E-L_{1} \cdot I_{t} C_{1}^{\prime}$.
If the value of $C_{2}$ from the equation before the last be substituted in the last equation, we get

$$
L_{1} \cdot I_{1} C_{1}+C_{1} R /\left(r+r_{2}\right)=E r_{2} /\left(r+r_{2}\right),
$$

where $R \equiv m_{1}+r_{2}+r_{1} r_{2}$, so that $C_{1}=E r_{2} / l+A \cdot e^{-k t}$,
where $k=R / L_{1}\left(r+r_{2}\right) . \quad r_{2}=\left(E-C_{1} r\right) /\left(r+r_{2}\right)$.
If the main circuit be suddenly closed when $t=0$, we have

$$
C_{1}=E \digamma_{2}\left(1-e^{-k t}\right) / R .
$$

If, after the circuit has been closed for some time and $C_{1}$ has attained the value $l$, the battery be suddenly detached, $C^{1}$ and $C_{2}$ become suddenly equal numerically,

$$
L_{1} \cdot D_{t} C_{1}+C_{1}\left(r_{1}+r_{2}\right)=0,
$$

and

$$
C_{1}=B e^{-m t}, \text { where } m=\left(r_{1}+r_{2}\right) / L_{1} .
$$

If the poles of a constant battery of resistance $b$ are connected by two coils in parallel (Fig. 92) which have resistances $r_{1}, r_{2}$ and self-inductances $L_{1}, L_{2}$, we have
or

$$
\begin{array}{r}
L_{1} \cdot D_{t} C_{1}+\left(b+r_{1}\right) C_{1}+b \cdot C_{2}=E, \\
b \cdot C_{1}+L_{2} \cdot D_{t} C_{2}+\left(b+r_{2}\right) C_{2}=E, \\
\left(L_{1} \cdot D_{t}+b+r_{1}\right) C_{1}+b \cdot C_{2}=E, \\
b \cdot C_{1}+\left(L_{2} \cdot D_{t}+b+r_{2}\right) C_{2}=E .
\end{array}
$$



Fig. 92.

If we perform the operations ( $L_{2} \cdot D_{t}+b+r_{2}$ ) and $b$ upon the two equations respectively, and subtract one result from the other, we shall get the equation

$$
\begin{aligned}
L_{1} \cdot L_{2} \cdot D_{t}^{2} C_{1}+\left[L_{1}\left(b+r_{2}\right)\right. & \left.+L_{2}\left(b+r_{1}\right)\right] D_{t} C_{1} \\
& +\left(b r_{1}+b r_{2}+r_{1} r_{2}\right) C_{1}=r_{2} E ;
\end{aligned}
$$

whence $\quad C_{1}=r_{2} E /\left(b r_{1}+b r_{2}+r_{1} r_{2}\right)+A \cdot e^{\lambda t}+B \cdot e^{\mu t}$,
where $\lambda$ and $\mu$ are the roots of the quadratic

$$
L_{1} \cdot L_{2} x^{2}+\left[L_{1}\left(b+r_{2}\right)+L_{2}\left(b+r_{1}\right)\right] x+\left(b r_{1}+b r_{2}+r_{1} r_{2}\right)=0 .
$$

Fig. 93 represents a Wheatstone's Net which has self-


Fig. 93. inductance in all members except that which contains the cell. Using, as far as it goes, the notation of Section 73 , let us call the coefficients of selfinduction of the branches which have the resistances $p, q, r, s, g ; L_{p}, L_{q}, L_{r}$, $L_{s}, L_{g}$ respectively. Let $p s=q r$, so that, when the current has become steady, there is no flow through $g$, while the current

$$
P_{0} \equiv C(q+s) /(p+q+r+s)
$$

flows through $p$ and $r$, and the current

$$
Q_{0} \equiv C(p+r) /(p+q+r+s)
$$

through $q$ and $s$. If, now, the branch $b$ be suddenly broken, transient currents $C_{p}, C_{q}, C_{r}, C_{s}, C_{g}$, which have the initial values $P_{0}, Q_{0}, P_{0}, Q_{1}$, zero respectively, and the final value zero, will flow through the members of the rest of the net. Kirchhoff's Laws give at every instant

$$
\begin{array}{r}
p \cdot C_{p}+L_{p} \cdot D_{t} C_{p}+g \cdot C_{g}+L_{g} \cdot D_{t} C_{g}-q \cdot C_{q}-L_{q} \cdot D_{t} C_{q}=0, \\
r \cdot C_{r}+L_{r} \cdot I_{t} C_{r}-s \cdot C_{s}-L_{s} \cdot I_{t} C_{s}-g \cdot C_{g}-L_{g} \cdot D_{t} C_{g}=\mathbf{0} \\
C_{p}-C_{g}-C_{r}=0 .
\end{array}
$$

If we multiply each of these equations by $d t$, integrate between $t=0$ and $t=\infty$, and write

$$
\begin{gathered}
P \equiv \int_{0}^{\infty} C_{p} \cdot d t=-\int_{0}^{\infty} C_{4} \cdot d t, R \equiv \int_{0}^{\infty} C_{r} \cdot d t=-\int_{0}^{\infty} C_{s} \cdot d t, \\
G \equiv \int_{0}^{\infty} C_{y} \cdot d t,
\end{gathered}
$$

we shall get the equations

$$
\begin{aligned}
(p+q) P+g G & =L_{p} \cdot P_{0}-L_{q} \cdot Q_{0} \\
(r+s) R-g G & =L_{r} \cdot P_{0}-L_{s} Q_{0} \\
P-R-G & =0 .
\end{aligned}
$$

Whence,
$G=\frac{C\left[(r+s) L_{r}-(p+q) L_{r}\right](q+s)+C\left[(p+q) L_{s}-(r+s) L_{q}\right](p+r)}{(p+q+r+s)[g(p+q+r+s)+(p+q)(r+s)]}$,
or, since $p s=q r$,

$$
G=\frac{C_{p} s\left(L_{p} / p-L_{r} / r+L_{s} / s-L_{q} / q\right)}{g(p+q+r+s)+(p+q)(r+s)} .
$$

If $L_{q}$ and $L_{s}$ are both zero (Fig. 94), it is possible to choose $r$


Fig. 94. and $p$ subject to the condition $p s=q r$, so that there shall be no transient current through $g$, and in this case $L_{p} / L_{r}=p / r$. If $L_{q}, L_{r}, L_{s}$ are all zero, and if the steady current $C$ and the quantity $G$ be measured, $L_{p}$ can
be found. This method of determining coefficients of selfinduction is described at length by Lord Rayleigh in the Philosophical Transactions for 1882.

If at the time $t$ the positive plate of a condenser of capacity $K$, which is being charged by a battery of constant electromotive force $E$ (Fig. 95), has a charge ( $($; if $r$ is the resistance of the "circuit," $L$ its coefficient of self-induction, and $C \equiv I_{t} \ell$, the charging current, we have
$E-Q / K-L \cdot D_{t} C=r C$ or $L \cdot D_{t}{ }^{2}()+r \cdot D_{t} Q+Q / K=E$.
The general solution of this equation for $Q$ is the sum of any special solution (for instance, $K^{\prime} E^{\prime}$ ) and the general solution of the equation formed by equating the first member to zero. If, therefore, $\lambda_{1} \equiv-r / 2 L+R$ and $\lambda_{2} \equiv-r / 2 L-R$, where $R^{2} \equiv r^{2} / 4 L^{2}-1 / K L$, the solution required is of the form $K E+a e^{\lambda_{1} t}+b e^{\lambda_{2} t}$, where $a$ and $b$ are constants to be determined from the initial conditions. If the absolute value of the quantity under the radical sign in the


Fig. 95. expressions for $\lambda_{1}$ and $\lambda_{2}$ - taken positive, whatever its real sign may be - is $m^{2}$, the value of the radical will be $m$ or $m i$ according as $r^{2}$ is greater or less than $4 L / K$. If at the time zero, when $Q=Q_{0}$, the circuit be suddenly closed,

$$
Q=K E+\left(Q_{0}-K E\right)\left(\lambda_{2} \cdot e^{\lambda_{1} t}-\lambda_{1} \cdot e^{\lambda_{2} t}\right) /\left(\lambda_{2}-\lambda_{1}\right) .
$$

The current has the value $\lambda_{1} \lambda_{2}\left(Q_{0}--K^{2} E\right)\left(e^{\lambda_{1} t}-e^{\lambda_{2} t}\right) /\left(\lambda_{2}-\lambda_{1}\right)$, and if $\lambda_{1}$ and $\lambda_{2}$ are real, it has the same sign for all values of $t$. If, however, $\lambda_{1}$ and $\lambda_{2}$ are imaginary, the expression given above for $Q$ may be more conveniently written in the form $K^{-} E+\left(Q_{0}-K E\right) e^{-r t / 2 L}(\cos m t+r / 2 L m \cdot \sin m t)$, and the sign of the second term is alternately positive for $\pi / m$ seconds and negative for $\pi / m$ seconds, so that the current is sometimes positive and sometimes negative. The curves
in Fig. 96 exhibit $Q$ and $C$ in terms of $t$ in a case where $r^{2}>4 L / K, Q_{0}=0$, and the condenser is being charged; the curves in Fig. 97 correspond to a case where $E=0$ and the condenser is discharging


Fig. :


Fig. 97.
itself through the circuit. In each case the absolute value of the current starts at zero, attains a maximum, and then


Fig. 98.
decreases. Fig. 98 shows (! in terms of $t$ when $E=0$ and the condenser is discharging itself through a circuit such
that $r^{2}<4 L / K$; the curve, the ordinates of which are $E K$ minus the ordinates of this curve, shows $Q$ at any time while the condenser is being charged by the battery. The shape of the curve may be seen by looking at Fig. 98 through the back of the leaf and upside down.

If we differentiate the equation $E-Q / K_{-}^{-}-L \cdot D_{t} C=r C$ with respect to $t$, we get $L \cdot D_{t}^{2} C+r \cdot D_{t} C+C^{\prime} / K^{\prime}=D_{t} E=0$, and we might determine $C$ directly from this last equation.

If a condenser of capacity $K$, originally charged to potential $Q_{0} / K$, be discharged through a circuit (Fig. 99) which consists of a non-inductive resistance $r_{1}$ and an inductive resistance $r_{2}$, arranged in multiple arc, and if the currents at the time $t$ through the branches of the external circuit be $C_{1}$ and $C_{2}$ respectively, $C_{1}+C_{2}=-D_{t} Q$. If we take into account the induced elec-


Fig. 99. tromotive force, we may apply Kirchhoff's Laws directly to this circuit and learn that $Q / K-C_{1} r_{1}=0$, and that

$$
\begin{aligned}
& Q / K-L_{2} \cdot D_{t} C_{2}-C_{2} r_{2} \\
& \quad \text { or } Q / K+L_{2} \cdot D_{t}\left(D_{t} Q+C_{1}\right)+r_{2}\left(D_{t} Q+C_{1}\right)=0 .
\end{aligned}
$$

If the values $C_{1}=Q / \hbar r_{1}, D_{2} C_{1}=D_{t} Q / K r_{1}$, obtained from the first of these equations, be substituted in the last one, it becomes $L_{2} \cdot D_{t}^{2} Q+D_{t} Q\left(L_{2} / K r_{1}+r_{2}\right)+Q\left(r_{1}+r_{2}\right) / K r_{1}=0$, and the solution of this is of the form $a e^{\lambda t}+b e^{\mu t}$, where $\lambda$ and $\mu$ are the roots of the equation

$$
L_{2} x^{2}+\left(L_{2} / \hbar r_{1}+r_{2}\right) x+\left(r_{1}+r_{2}\right) / K r_{1}=0
$$

After $a$ and $b$ have been determined in accordance with the given conditions, $C_{1}$ and $C_{2}$ can be found directly. The equation $C_{2} r_{2}=Q / K-L_{2} \cdot D_{t} C_{2}$ shows that, if $C_{2}$ is positive, $D_{t} C_{2}$ cannot be greater than $Q / K L_{2}$, and that $C_{2}$ cannot jump suddenly from zero to a finite value as soon as the condenser circuit is closed; the initial value of $C_{2}$ is therefore zero,
while that of $C_{1}$ is $Q_{0} / K r_{1}$, and under the conditions of this problem

$$
\begin{aligned}
Q & =Q_{0}\left[\left(\mu K r_{1}+1\right) e^{\lambda t}-\left(\lambda K r_{1}+1\right) e^{\mu t}\right] / K r_{1}(\mu-\lambda) \\
C_{1} & =Q_{0}\left[\left(\mu K r_{1}+1\right) e^{\lambda t}-\left(\lambda K r_{1}+1\right) e^{\mu t}\right] / K^{2} r_{1}^{2}(\mu-\lambda) \\
C_{2} & =-Q_{0}\left(\mu K r_{1}+1\right)\left(\lambda K r_{1}+1\right)\left(e^{\lambda t}-e^{\mu t}\right) / K^{2} r_{1}^{2}(\mu-\lambda)
\end{aligned}
$$

If $\lambda$ and $\mu$ are real, $C_{1}$ decreases from the value $Q_{0} / K r_{1}$ to zero, $C_{2}$ starts at zero, increases (accompanied by a self-induced counter-electromotive force $L_{2} \cdot D_{t} C_{2}$, so that $C_{2} r_{2}<C_{1} r_{1}$ ) until it attains a maximum at the time

$$
t=(\log \lambda-\log \mu) /(\mu-\lambda)
$$

at which time $D_{t} C_{2}$ vanishes and $C_{1} r_{1}=C_{2} r_{2}$, and then continually decreases, accompanied by a self-induced positive electromotive force, so that $C_{2} r_{2}>C_{1} r_{1}$. If we integrate $C_{1}$ with respect to the time from $t=0$ to $t=\infty$, and remember that $\lambda+\mu=-\left(L_{2}+K r_{1} r_{2}\right) / L_{2} K r_{1}$, and that

$$
\lambda \mu=\left(r_{1}+r_{2}\right) / L_{2} R r_{1}
$$

we shall obtain the whole flow $Q_{0} r_{2} /\left(r_{1}+r_{2}\right)$ through $r_{1}$. This is the same (whether or not $\lambda$ and $\mu$ are real) as if $r_{2}$ had no self-inductance; but if the circuit be broken before the discharge is complete, a greater portion of the electricity will have gone through $r_{1}$ than would be the case if $L_{2}$ were zero.

If the condenser connections have a considerable resistance $b$, the differential equation becomes

$$
\begin{aligned}
K L_{2}\left(b+r_{1}\right) I_{t}^{2} Q+\left[L_{2}+K\left(b r_{1}+b r_{2}\right.\right. & \left.\left.+r_{1} r_{2}\right)\right] D_{t} Q \\
& +\left(r_{1}+r_{2}\right) Q=0 .
\end{aligned}
$$

If the resistance of a circuit made up of a generator of electromotive force $E \equiv f(t)$, a condenser of capacity $l$ and necessary leads. is $r$. if its self-inductance is $L$, and if we
denote $D_{t} E$ by $E^{\prime}$, we have $L \cdot D_{t}^{2} C+r \cdot D_{t} C+C / K=E^{\prime}$. If $R \equiv \sqrt{r^{2} K^{2}-4 L K}$, and

$$
a \equiv(r K-R) / 2 L K, \beta \equiv(r K+R) / 2 L K
$$

the general solution of this equation is

$$
\begin{aligned}
C=(K / R)\left(e^{\beta t} \int e^{-\beta t} \cdot E^{\prime} \cdot d t\right. & \left.-e^{\alpha t} \int e^{-\alpha t} \cdot E^{\prime} \cdot d t\right) \\
& +A \cdot e^{-\alpha t}+B \cdot e^{-\beta t}
\end{aligned}
$$

If the poles of a battery of constant electromotive force $E$ and internal resistance $b$ are connected by a coil of resistance $r_{1}$ and self-inductance $L_{1}$, in parallel with a condenser of capacity $K$ (Fig. 100), we have


Fig. 100.

$$
L_{1} \cdot D_{t} C_{1}+\left(b+r_{1}\right) C_{1}+b \cdot C_{2}=E
$$

and

$$
E-Q / K=b C_{1}+\left(b+r_{2}\right) C_{2}
$$

or

$$
b \cdot D_{t} C_{1}+\left(b+r_{2}\right) D_{t} C_{2}+C_{2} / K=0
$$

If we perform on the first and last of these equations the operations $\left[\left(b+r_{2}\right) D_{t}+1 / K\right]$ and $b$ respectively, and subtract one result from the other, we shall learn that

$$
\begin{aligned}
K L_{1}\left(b+r_{2}\right) D_{t}^{2} C_{1}+\left[L_{1}+K\left(b r_{1}+b r_{2}\right.\right. & \left.\left.+r_{1} r_{2}\right)\right] D_{t} C_{1} \\
& +\left(b+r_{1}\right) C_{1}=E,
\end{aligned}
$$

and that $C_{1}$ is the sum of $E /\left(b+r_{1}\right)$ and the general solution of the equation formed by putting the first number equal to zero.

If the arms $p$ and $r$ in the Wheatstone Net contain condensers of capacity $K_{p}^{-}, K_{r}$ respectively, the steady current through $q$ and $s$ will be $C \equiv E /(b+q+s)$, and the charges of the condensers will be $C_{q} K_{p}$ and $C_{s} K_{r .}$. If, now, the battery circuit be surdenly broken. transient currents will appear
in the remaining members of the net and the condensers will be discharged. The whole flow through $p$ will be $-C q K_{p}$, and that through $r$ will be $-C s K_{r}^{-}$. At any instant during the discharge $C_{p}=C_{r}+C_{g}$, and if we multiply this equation by $d t$ and integrate between 0 and $\infty$, it will appear that the whole flow through $g$ is $C\left(s K_{r}-q K_{p}\right)$. This will be zero if $q / s=K_{r} / K_{p}$.
86. Alternate Currents in Single Circuits. In many practical applications of electricity it is necessary to deal with inductive circuits which contain periodic electromotive forces. In the simplest case the electromotive force is harmonic of


Fig. 101.
the form $E_{m} \cdot \sin (p t-a)$, or the form $E_{m} \cdot \cos (p t-a)$; the cmplitude is then $E_{m}$; the period, $T \equiv 2 \pi / p$; the frequency, $u \equiv p / 2 \pi$; and the phose lug, a.

Two harmonic electromotive forces, of the same period, $A \cdot \sin \left(\rho^{\prime t}-\alpha\right), B \cdot \sin \left(\rho^{t}-\beta\right)$, which conspire in a simple circuit. are equivalent to a single simple harmonic electromotive force $C^{\prime} \cdot \sin (\rho, t-\gamma)$, where $C^{2}=A^{2}+B^{2}+2 A B \cdot \cos (\alpha-\beta)$ and $\tan \gamma=(A \sin \alpha+B \sin \beta) /(A \cos a+B \cos \beta)$. If a parallelogram be constructed with adjacent sides equivalent on any scale to $A$ and $P$, and with the included angle equal to $(a-\beta)$, a diagonal of the parallelogram will represent $C$, and the angles which this diagonal makes with adjacent sides
of the parallelogram will be equal to $(\alpha-\gamma)$ and $(\gamma-\beta)$ respectively.

If, starting at the time $t=0$ from the position $P_{0}$, a point $P$ be made to move uniformly with angular velocity $p$ in counterclockwise direction around the circumference of a circle with centre $O$ and radius $E_{m}$, if $Q$ be a fixed point in the plane of the circumference such that $P_{0} O Q=u$, and if $y$ be any straight line in the plane perpendicular to $O Q$, the projections of $O P$ on $O Q$ and on $y$ will be equal, at any time $t$, to


Fig. 102.
$E_{m} \cdot \cos (p t-a)$ and $E_{m} \cdot \sin (p t-a)$ respectively. If $O Q$ be used as an axis of real quantities, $Q O P$ will represent the argument, and the length of $O P$ the modulus of the complex quantity $E_{m} \cdot e^{(\nu t-\alpha) i}$; the real part and the real factor of the imaginary part of this quantity will be represented by the projections of $O P$ on $O Q$ and on $y$.

If while $P$ is moving in the circumference, $y$ moves parallel to itself away from $O$ with constant velocity $a / T$ or $a p / 2 \pi$, the projection of $P$ upon $!/$ will trace ont a sinusoid (Fig. 101) the length of the base of which is $a$. We shall frequently find
it convenient to imagine diagrams as generated in this way. If in Fig. 102 the lines $O A, O B, O C$ revolve uniformly in the plane of the diagram about $O$ with angular velocity 1 , if the angle $A O B=\beta$, and if the lengths $O A, O B$ are equal to the amplitudes of two simple harmonic quantities $\alpha \equiv \pi_{m} \cdot \sin p t$, $l \equiv b_{m} \cdot \sin (p t+\beta)$, the projections of $A, B$, and $C$ on $y$ give the curves $a, b$, and $c$; every ordinate of the simusoid $c$ is the sum of the corresponding ordinates of the sinusoids $a$ and $b$.

If in Fig. 103 the independent lines $O A, O B, O C$ revolve about $O$ in the plane of the diagram with the same constant


Fig. 103. angular velocity $p$, the lengths of the projections of these lines upon any fixed line (:) in the plane will represent harmonic: quantities of the same frequency $(p / 2 \pi)$. but with phase differences equal to the angles between the lines projected. The sum of these harmonic quantities may be represented by the projection upon $\approx$ of (ID, which is equivalent to the geometric sum of $O A, O B, O C$, if $Q D$ revolve about $Q$ with angular velocity $\ell$, starting to move at the same time with the original lines.

If a circuit $s$ which has a resistance $r$ and a self-inductance $L$ contains an electromotive force $E_{m} \cdot \cos p t$, we have $L \cdot D_{t}\left(^{+}+r C=L_{m}^{\prime} \cdot \cos p^{\prime} t\right.$, if the capacity of the circuit is negligible. The complete solution of this equation is the sum of any special solution and the complete solution, $A e^{-r t / L}$, of the equation formed by writing the first member equal to zero. To find the special solution needed, we may consider first the equation $L \cdot I_{t} \epsilon^{\prime}+r C=E_{m}\left(\cos \nu^{t}+i \sin \nu^{\prime t}\right)=E_{m} \cdot e^{p^{\prime t i}}$, which is in some respects simpler; if any solution of this new equation has the form $"+r i, "$ is a solution of the given equation. Since the first member of the new equation is linear in terms of $C$ and $D_{+} C$, and since $D_{p^{\prime}} p^{p+i}=p^{\prime \rho^{p+i}}$, it is clear that a special solution of this equation, of the form $B e^{p t i}$, must exist.

Substituting this form in the equation, to determine $B$, we learn that the solution is

$$
E_{m} \cdot e^{p t i} /\left(r+L_{p} i\right), \text { or } E_{m}\left(r-L p^{p i}\right) e^{p t i} /\left(r^{2}+L^{2} p^{2}\right)
$$

of which the real part is $E_{m}\left(r \cos p t+L_{p} \sin p t\right) /\left(r^{2}+L^{2} p^{2}\right)$, or

$$
\frac{E_{m}}{\sqrt{r^{2}+L^{2} p^{2}}} \cos (p t-\alpha), \text { where } \tan a=L p / r
$$

The current in $s$ is, therefore,

$$
A e^{-r t / L}+E_{m} \cdot \cos (p t-a) / \sqrt{r^{2}+L^{2} p^{2}}
$$

but after a comparatively short time the first term becomes negligible, and then the current becomes harmonic with the same period, $2 \pi / p$, and the same frequency, $p / 2 \pi$, as the electromotive force, but with a retardation in phase of $a$. The amplitude is $E_{m} / \sqrt{r^{2}+L^{2} \nu^{2}}$. The radical $\sqrt{r^{2}+L^{2} p^{2}} \equiv Z$ is called the impedance of the circuit and $L p \equiv x$ its reactance. or inductive resistanre, under the given circumstances; the self-induction of the circuit reduces the amplitude of the


Fig. 104. current in the ratio of $r$ to $Z$. The relation between the electromotive force and the current strength may be represented by corresponding ordinates of two curves like those shown in Fig. 104.

The counter-electromotive force of self-induction, sometimes called the back electromotive force of self-induction, is equal to $-L \cdot D_{t} C$, or $\frac{L p \cdot E_{m}}{Z} \cdot \cos \left(p t-\alpha-\frac{1}{2} \pi\right)$; it lags $90^{\circ}$ behind the current in phase. The electromotive force necessary to overcome self-induction is the opposite of this; it has the same numerical value, but its phase is $90^{\circ}$ in advance of that of the
current. If we denote the amplitude, $E_{m} / Z$, of the current by $C_{m}$, the amplitude of the electromotive force necessary to overcome self-induction will be $L p C_{m}$. $C r$ is called the apparent electromotive force or the instantaneous energy component of the electromotive force; its ampli-


Fig. 105. tude is $r C_{m}$. The amplitude of the applied electromotive force $E_{m} \cos p t$ $\mathrm{L}_{\mathrm{p}}$ is $Z C_{m}$.

If a right triangle be drawn (Fig. 105) the legs of which represent $r$. and $L p$ on any scale, the hypotenuse will represent $Z$ on the same scale and the angle between the $r$ and $Z$ sides will be $a$; this triangle is the triangle of resistances. A triangle OPQ (Fig. 106) similar to this, the sides of which are equal to $r C_{m}, L p C_{m}$, and $Z C_{m}$, may be called the triangle of electromotive forces. If the figure $O Q P R$ be made to rotate positively about $O$ with constant angular velocity $p$, the projections at any time of $O Q, O P, O R$ upon any line in the plane of the diagram parallel to the original position of $O P$ will give the electromotive forces at that instant.

The activityor the energy spent in the circuit, during any time interval, at the expense of the generator is the time integral, taken over that interval, of $E C \equiv E_{m}{ }^{2} \cdot \cos p t \cdot \cos (p t-\alpha) \cdot / Z$. The mean value of the activity for any number of whole periods is $E_{m}^{2} r / 2\left(r^{2}+L^{2} p^{2}\right)$, and this is the same as if a steady current of intensity $E_{m} / \sqrt{2\left(r^{2}+L^{2} \nu^{2}\right)}$ had passed through the circuit during the interval; for this reason $E_{m} / \sqrt{2\left(r^{2}+L^{2} \nu^{2}\right)}$ is said to be the rirturl or effective current. The


Fig. 106. mean values for any number of whole periods of the current and of the square of the current are zero and $E_{m}{ }^{2} / 2 Z^{2}$; the effective current is, therefore, the square root of the mean square of the current, and this is sometimes called the quadratic mean. The effective applied
electromotive force is $E_{m} / \sqrt{2}$, and the effertive apparent electromotive force is $E_{m} r / \sqrt{2} \cdot Z$. The apparent electromotive force would yield the current $C$ if applied to a circuit of ohmic resistance $r$ and inductive resistance zero. The activity, or "power in the circuit," is equal for any number of whole periods to the product of the effective current and the effective apparent electromotive force. For this reason the effective apparent electromotive force is frequently called the offective energy component of the electromotice force. The first term $E_{m}{ }^{2} r \cdot \cos ^{2}(p t-a) / Z^{2}$ of the second member of the equation $E C=C^{2} r+L C \cdot D_{t} C$ shows the rate at which heat is being dissipated in the circuit; the second term,

$$
-E_{m}{ }^{2} L p \cdot \sin (p t-a) \cdot \cos (p t-a) / Z^{2},
$$

the rate at which power is used in increasing the energy of the electromagnetic field. It is evident that the average value of this last quantity for any number of whole periods is zero. The effective impressed electromotive force is often called simply "the electromotive force." Such voltmeters and ammeters as are commonly used in alternating circuits usually indicate effective electromotive forces and currents; their readings must be multiplied by $\sqrt{2}$ to obtain the maximum values of these quantities.
It is often convenient, as Prof. C. A. Adams has pointed out, to regard the values, at any instant of the impressed electromotive force and of the current, as the projections, on the real axis, of the radii vectores which join the origin to the two points on the complex plane which represent at that instant the quantities $E_{m} \cdot e^{p t i}, E_{m} \cdot e^{p r i} /(r+L p i)$. This last expression is the simple solution already found for the differential equation $L \cdot D_{t} C+r \cdot C=E_{m} \cdot e^{\nu t i}$.

If in the problem just considered we reckon the time from an epoch $\frac{1}{4} T$ earlier, we shall have

$$
E=E_{m} \cdot \sin p t, \quad C=E_{m} \cdot \sin (p t-a) / Z ;
$$

these quantities may be regarded as the projections on the axis of imaginaries of the moduli of $E_{m} \cdot e^{p t i}$ and $E_{m} \cdot e^{p \prime i} /\left(r+L_{p} i\right)$. The quantity $\left(r+L_{p} i\right)$ has been called the complex impedunce, but some writers give this name to $r-L p i$.

If a linear plane circuit of area $A$, resistance $r$, and selfinductance $L$, in a uniform magnetic field in air of intensity $H$, be made to rotate about an axis perpendicular to the lines of the field with angular velocity $p$, and if at the time $t=0$ the plane of the circuit is parallel to the field, the flux of the field through the coil at the time $t$ is $A H \sin p t$, and the current $C$ satisfies the equation $L \cdot D_{t} C+C_{r}=-p A H \cos p t$, so that after a few seconds $C=-H_{A} t^{\prime} \cdot \cos (p t-\alpha) / Z$. The whole flow of electricity through the circuit during a positive half revolution is $2 H A / Z$. The mechanical action between the cireuit and the field is equivalent to a couple the moment of which is $C$ times the rate of change with respect to $p t$ of the flux $A H$ sin $p t$ through the coil. This moment is $C H A \cos p t$, or $-H^{2} A^{2} p \cdot \cos p t \cdot(\cos p t-a) / Z$, its average value is $-H^{2} A^{2}, r / 2 Z^{2}$, and the work done against it in a single revolution is $I^{2} A^{2} r^{r} \pi p / Z^{2}$. External work must be done to turn the coil against the resistance of this couple, and the equivalent of this work is all used in heating the circuit. If the rate of rotation is so rapid that the ratio of $r$ to $L_{p} p$ is small, a is nearly equal to $\frac{1}{2} \pi$, and $C$ is nearly equal to $-I A \sin p t / L ; C L$ is the flux through the circuit of the lines of its own field, HA sin $p t$ is the corresponding flux of the lines of the external field, and in this case the sum of the two is nearly zero.

If two points $A$ and $B$ in an inductive circuit be joined by an additional (non-inductive) conductor which carries an electromotive force of such a value at every instant and so directed that no current ever passes through the extra conductor, the electromotive force may be taken as a measure of the difference of potential between $A$ and $B$. If between $A$ and $B$ in a
simple circuit which carries the current $C_{m} \cdot \sin (p t-a)$ there is an ohmic resistance $r$ and a self-inductance $L$, the difference of potential between the points is evidently

$$
\sqrt{r^{2}+L^{2} p^{2}} \cdot C_{m} \cdot \sin (p t-\delta)
$$

where $\tan \delta=(r \cdot \sin \alpha-L p \cos a) /(r \cdot \cos a+L p \cdot \sin a)$. If the terminals of an alternating current voltmeter were attached to $A$ and $B$, the instrument would measure $C_{m} Z / \sqrt{2}$.

If a circuit which carries a current $C_{m} \cdot \cos p t$ contains three coils in series which have resistances $r_{1}, r_{2}, r_{3}$ and inductances $L_{1}, L_{2}, L_{3}$, we may lay off on a horizontal line in succession (Fig. 107) the lengths $O A=r_{1} C_{m}, A B=r_{2} C_{m}, B Q=r_{3} C_{m}$. Erect at $Q$ a vertical line and lay off on it the lengths

$$
Q D=L_{1} p C_{m}, D F=L_{2} \mu C_{m}, \quad F P=L_{3} p C_{m} .
$$

Then $O P$ will represent the amplitude of the difference of potential between $O$ and $P$, and $Q O P$ will be the angle of advance of its phase over that of the current. The lines $a, b, c$ represent similarly the amplitudes of the differences of potential of the ends of the separate coils, and the angles which these lines make with the horizontal the phase differences


Fig. 107. between these potential differences and the current. Starting at the time zero, let the triangle $O Q P$ revolve about $O$, in the plane of the diagram, with constant angular velocity $p$, and let the initial position of $O Q$ be denoted by $O Q_{0}$. Let the points of intersection of the lines $a, b$ and $b, c$ be denoted by $G$ and $H$, and the projections of $A, B, Q, D, F, P, G, H$ upon $O Q_{0}$ by corresponding accented letters ; then the lengths at any time of the lines $O G^{\prime}, G^{\prime} I^{\prime}$, $H^{\prime} P^{\prime}$ represent the instantaneous values of the "electromotive forces" applied to the several coils, and the lengths of $O A^{\prime}$, $A^{\prime} B^{\prime}, B^{\prime} Q^{\prime}$ the corresponding apparent electromotive forces.

If the terminals of a generator of electromotive force $E_{m} \cdot \cos p t$ and internal resistance $r$ are connected by two conductors in parallel (Fig. 108) of resistance $r_{1}, r_{2}$ and of self-inductance $L_{1}, L_{2}$ respectively,
$L_{1} \cdot D_{t} C_{1}+\left(r+r_{1}\right) C_{1}+r C_{2}=E_{m} \cdot \cos p t$, $L_{2} \cdot D_{t} C_{2}+r C_{1}+\left(r+r_{2}\right) C_{2}=E_{m} \cdot \cos p t$.
If $r$ is negligible,

$$
C_{1}=E_{m} \cdot \cos \left(p t-\alpha_{1}\right) / \sqrt{r_{1}^{2}+L_{1}^{2} p^{2}}=A \cdot \cos \left(p t-a_{1}\right),
$$

and

$$
C_{2}=E_{m} \cdot \cos \left(p t-\alpha_{2}\right) / \sqrt{r_{2}^{2}+L_{2}^{2} \nu^{2}}=B \cdot \cos \left(p t-\alpha_{2}\right),
$$

where $\tan \alpha_{1}=L_{1} p / r_{1}, \tan \alpha_{2}=L_{2} p / r_{2}$.

$$
C_{1}+C_{2}^{\prime}=C_{m} \cdot \cos (p t-a),
$$

where $\epsilon_{m}{ }^{2}=A^{2}+B^{2}+2 A B \cdot \cos \left(a_{1}-a_{2}\right)$
and $\quad \tan \alpha=\left(A \cdot \sin \alpha_{1}+B \cdot \sin \alpha_{2}\right) /\left(A \cdot \cos \alpha_{1}+B \cdot \cos \alpha_{2}\right)$.
If in Fig. 109, $O P=E_{m}$ and $Q O P=a_{1}, O Q=A r_{1}, Q P=$ $A L_{1} p$, and $A$ can be represented by a length laid off from $O$ on $O Q$. A similar construction, represented by the dotted lines, may be made for $F$. The diagonal $O R$ of the parallelogram, two sides of which are the lines which represent $A$ and $B$, represents $C_{m}$. If oli cuts the semicircumference in $G, O G$ represents the product of $C_{m}$ and the resistance of the divided circuit.

If a simple harmonic difference of potential $E_{m} \cdot \cos p t$ he applied to two


Fig. 109. points $A$ and $B$, which are connected by $n$ simple conductors of resistances $r_{1}, r_{2}, r_{3}, \cdots$, self-inductances $L_{1}, L_{2}, L_{3}, \cdots$, and impedances $Z_{1}, Z_{2}, Z_{3}, \cdots$; and if the sum of the $n$ fractions of the form $r_{k} / Z_{k}{ }^{2}$ be denoted by $F$ and that of the fractions of the form $p L_{k} / Z_{k}{ }^{2}$ by $G$, the $n$ conductors are
equivalent to a single conductor of resistance $R \equiv F /\left(F^{2}+G^{2}\right)$ and of reactance $X \equiv G /\left(F^{2}+G^{2}\right)$. The sum of the currents in all the conductors is $E_{m} \cdot \cos (p t-a) / \sqrt{R^{2}+\Lambda^{2}}$, where $\tan \alpha=X / R$.

If a non-inductive circuit of resistance $r$ containing a condenser of capacity $k$ and a generator of electromotive force $E \equiv E_{m} \cdot \sin p t$ be suddenly closed at the time $t=0$, and if $Q$ is the charge on the positive plate of the condenser at the time $t, E-Q / k=r C$, or, since $C=D_{t} Q$,

$$
r \cdot D_{t} C+C / k=p E_{m} \cdot \cos p t
$$

From this it follows that

$$
C=A e^{-t / r k}+E_{m} \cdot \sin (p t+\beta) / \sqrt{r^{2}+m^{2}}
$$

and $\quad Q=B-A r k e^{-t / r k}+E_{m} \cdot \sin \left(p^{t}+\beta-\frac{1}{2} \pi\right) / p \sqrt{r^{2}+m^{2}}$ where $m=1 / p k$, and $\tan \beta=1 / r^{2} p$.

The exponential terms soon become negligible, and if we assume that $Q$ is zero at the outset, we shall have eventually

$$
C=E_{m} \cdot \sin (p t+\beta) / \sqrt{r^{2}+m^{2}}
$$

or $p E_{m} k \cdot \cos (p t-\delta) / \sqrt{1+k^{2} p^{2} r^{2}}$, where $\tan \delta=p r k$;

$$
Q=E_{m} \cdot \sin \left(p t+\beta-\frac{1}{2} \pi\right) / p \sqrt{r^{2}+m^{2}}
$$

Here the phase of the current is in advance of that of the applied electromotive force $E$ by the angle $\beta$ and in advance of $Q$ by $90^{\circ}$. The electromotive forces of the condenser and generator conspire in direction when $p t$ lies between $n \pi$ and $n \pi+a$, where $n$ is any integer and $\alpha=90^{\circ}-\beta$; these electromotive forces are opposed when $p t$ lies between $n \pi+a$


Fig. 110. and $(n+1) \pi$. The electromotive force ( $Q / k$ ) necessary to overcome that of the condenser lags behind that of the generator by $a$. The apparent electromotive force
is $r C$. The sum of the squares of the amplitudes $\left(r C_{m}\right.$ and $m\left({ }_{m}^{\prime}\right)$ of $r\left({ }^{\prime}\right.$ and $Q / K$ is $L_{m}^{\prime}{ }^{2}$, the square of the amplitude of $E$; if, therefore, we draw a right triangle of which $r C_{m}$ and $m C_{m}$ are legs, the hypotenuse will be equal to $E_{m}$, and the angle adjacent to the first leg will be $\beta$. If such a triangle OI' $!$


Fig. 111. (Fig. 110) be made to rotate in counterclock wise direction, with constant angnlar velocity $p$ about $O$, the projections of $O Q, O P$, and $O R$ upon any line perpendicular to the initial position of $O P$ will give the apparent electromotive force, the applied electromotive force, and the electromotive force necessary to overeome that of the condenser.

If a condenser of capacity $l_{1}$ furnished with leads of resistance $r_{1}$ be joined in parallel (Fig. 111) with a condenser of capacity $k_{2}$ furnished with leads of resistance $r_{2}$, and if the compound condenser thus formed be connected up with a generator of internal resistance $r$ and electromotive force $E_{m} \cdot \sin p t$, we have

$$
\begin{aligned}
& \left(r+r_{1}\right) D_{t} C_{1}+r \cdot D_{t} C_{2}+C_{1} / k_{1}=p E_{m}^{\prime} \cdot \cos p t \\
& r \cdot I_{t} C_{1}+\left(r+r_{2}\right) I_{t} C_{2}+C_{2} / k_{2}=p E_{m}^{\prime} \cdot \cos p t .
\end{aligned}
$$

If $r=0$, we have eventually

$$
\begin{aligned}
& C_{1}=p E_{m} k_{1} \cdot \cos \left(p t-a_{1}\right) / \sqrt{1+k_{1}^{2} p^{2} r_{1}^{2}} \\
& C_{2}=p E_{m} k_{2} \cdot \cos \left(p t-a_{2}\right) / \sqrt{1+k_{2}^{2} p^{2} r_{2}^{2}}
\end{aligned}
$$

where $\tan \alpha_{1}=p r_{1} k_{1}, \tan \alpha_{2}=p r_{2} / k_{2}$.
If a circuit of resistance $r$ eontains (Fig. 112) a generator of electromotive force $E_{m} \cdot \sin p t$, a coil of self-imluctance $L$, and a condenser of


Fig. 112. capacity $k$ in series, and if $Q$ is the charge on the positive plate of the condenser at the time $t, C=D_{t} Q$ and
or

$$
E_{m} \cdot \sin p t-Q / k-L \cdot D_{t} C=C r
$$

$$
L \cdot D_{t}^{2} C+r \cdot D_{t} C+C / E=p E_{m} \cdot \cos p t
$$

The real part of any solution of the equation

$$
L \cdot D_{t}^{2} C+r \cdot D_{t} C+C / k=p E_{m} e^{\rho t i}
$$

(and one evidently exists of the form $1 e^{e^{p i}}$ ) will be a special solution of the equation just formed. It is easy to find $B$ by substituting $B e^{p i}$ in the new equation, and to prove that $E_{m} \cdot \sin (p t-\alpha) / R$, where $R^{2}=r^{2}+(p L-1 / k p)^{2}$ and $\tan a=\left(\mu^{2} k L-1\right) / p k r$, is the result required. To obtain the complete solution of the equation for $C$ we should need to add to this special solution the complete solution (found in the last section) of the equation formed by writing the first member equal to zero; this solution is exponential in form, with negative indices increasing in absolute value with the time, so that after a few seconds the current may be represented by the equation $C=E_{m} \cdot \sin (p t-a) / R$. It is to be noticed that the capacity of the condenser tends to offset in some respects the effect of the self-induction of the coil. Since $R^{2}=r^{2}+p^{2}\left(L-1 / p^{2} k\right)^{2}$ and $\tan \alpha=p^{\prime}\left(L-1 / p^{2} k\right) / r$, it is clear that the current in the circuit is the same as if the condenser were removed and the self-inductance decreased by $1 / p^{2} k$. The maximum current is obtained when both selfinductance and capacity are absent, or when both are present and such that $L k p^{2}=1$. If $Q=Q_{1}$ when $C$ has its maximum value, the difference of potential $(Q / k)$ between the plates of the condenser is $Q_{0} / k-E_{m} \cdot \cos (p t-\alpha) / p R l k$, and if the denominator of the harmonic term is less than unity, this term will have an amplitude greater than that of the impressed force. If we make $k$ infinite in these expressions, they become applicable to the case of a simple inductive circuit containing no condenser. The radical $R$, which is called the impedance of the circuit, becomes $\sqrt{r^{2}+L^{2} \mu^{2}}$ when $k$ is infinite.

When an inductive circuit contains a generator of electromotive force $E_{m}$. sin pt and an electrolytic cell with polarizable electrodes, we may assume that when the frequency is
fairly large the counter-electromotive force in the cell at any instant is approximately equal to $1 / k$ times the quantity of electricity which has passed through the cell in the direction which the current then has, since the last reversal. On this hypothesis the cell acts like a condenser; $k$ depends ouly upon the electrolyte used and upon the size


Fig. 113. and material of the electrodes. Experiment shows that if similar platinum electrodes of moderate size be used, the capacity, per square millimetre of the surface of either electrode, will be about $0.049,0.089,0.183,0.049$ microfarads, according as the electrolyte is a dilute solution in water of $\Pi_{2} \mathrm{SO}_{4}, \mathrm{KCl}, \mathrm{KBr}$, or KI .

If between $A$ and $B$ in a simple circuit (Fig. 113) which carries the current $C \equiv C_{m} \cdot \sin (p t-\alpha)$ there is a resistance $r$, a self-inductance $L$, and a condenser of capacity $k$ in series with the self-inductance, the difference of potential between these two points is $r C+L \cdot D_{t} C+Q / k$. If $Q=Q_{0}$ when $C=C_{m}$,
this is

$$
Q_{0} / k+C_{m} \cdot \sqrt{r^{2}+(L p-1 / p k)^{2}} \cdot \sin (p t-\delta),
$$

where $\quad \tan \delta=\frac{r p \cdot \sin a+\left(1 / k-L p^{2}\right) \cos a}{r p \cdot \cos a+\left(L p^{2}-1 / k\right) \sin a}$.

If the ends of a coil of resistance $r_{1}$ and self-inductance $L_{1}$, which is joined up with a generator of resistance $r$ and electromotive force $E_{m} \cdot \sin p t$, be connected by leads of resistance $r_{2}$ with the terminals of a condenser of capacity $k_{2}$, the coil and the condeuser are in parallel (Fig. 114), and

$$
\begin{aligned}
L_{1} \cdot D_{t} C_{1}+\left(r+r_{1}\right) C_{1}+r C_{2} & =E_{m} \cdot \sin p t \\
r \cdot D_{t} C_{1}+\left(r+r_{2}\right) I_{t} C_{2}+C_{2} / k_{2} & =p E_{m} \cdot \cos p t .
\end{aligned}
$$

If $r$ is negligible,
and

$$
\begin{aligned}
& C_{1}=E_{m} \cdot \sin (p t-\alpha) / \sqrt{r_{1}^{2}+L_{1}^{2} \nu^{2}} \\
& C_{2}=p E_{m} k_{2} \cdot \dot{\cos (\nu t-\beta) / \sqrt{1+k_{2}^{2} \nu^{2} r_{2}^{2}}}=\text {, }
\end{aligned}
$$

where

$$
\tan a=L_{1} p / r_{1}, \text { and } \tan \beta=1 r_{2} k_{2} .
$$

In many practical problems $r_{2}$ is extremely small, so that $\beta$ is negligible.

If the terminals of a generator of electromotive force $E \equiv E_{m} \cdot \sin p t$, of self-inductance $L$, and of resistance $r$, be connected (Fig. 115) to the ends of a coil of resistance $r_{1}$ and self-inductance $L_{1}$, and if the coil ends are attached by leads of resistance $r_{2}$ to the coatings of a condenser of capacity $k_{2}$, we have


Fig. 115.

$$
\begin{aligned}
& {\left[\left(L+L_{1}\right) D_{t}+\left(r+r_{1}\right)\right] C_{1}+\left(L \cdot D_{t}+r\right) C_{2}=E_{m} \cdot \sin p t} \\
& {\left[L \cdot D_{t}^{2}+r \cdot D\right] C_{1}} \\
& \quad+\left[L \cdot D_{t}^{2}+\left(r+r_{2}\right) D_{t}+1 / k_{2}\right] C_{2}=p E_{m} \cdot \cos p t
\end{aligned}
$$

If $L=0$, we have the case last considered.
If the terminals of a generator of resistance $r$ and electromotive force $E_{m} \cdot \sin p t$ are connected


Fig. 116. (Fig. 116) by two conductors in parallel having resistances $r_{1}, r_{2}$, capacities $k_{1}, k_{2}$, and self-inductances $L_{1}, L_{2}$ respectively, but no mutual inductance,
$L_{1} \cdot D_{t}^{2} C_{1}+\left(r+r_{1}\right) D_{t} C_{1}+r \cdot D_{t} C_{2}+C_{1} / L_{1}=p E_{m}^{\prime} \cdot \cos p t$, $L_{2} \cdot D_{t}^{2} C_{2}+r \cdot D_{t} C_{1}+\left(r+r_{2}\right) \cdot H_{2} C_{2}+C_{2} / k_{2}=p E_{m} \cdot \cos p t$.

If we apply the operator $\left[L_{2} \cdot D_{t}^{2}+\left(r+r_{2}\right) D_{t}+1 / k_{2}\right]$ to the first of these equations and the operator $\left[r \cdot D_{t}\right.$ ] to the
second and subtract one result from the other, we shall have eliminated $C_{2}$ and may solve for $C_{1}$ in the usual manner.

In a case which sometimes occurs in practice, $r$ is negligible and

$$
C_{1}=E_{m} \cdot \sin \left(p t-a_{1}\right) / R_{1}, \quad C_{2}=E_{m} \cdot \sin \left(p t-a_{2}\right) / R_{2},
$$

where

$$
\begin{aligned}
& R_{1}^{2}=r_{1}^{2}+\left(p L_{1}-1 / k_{1} p\right)^{2}, \quad R_{2}^{2}=r_{2}^{2}+\left(p L_{2}-1 / k_{2} p\right)^{2}, \\
& \tan a_{1}=\left(\mu^{2} k_{1} L_{1}-1\right) / \mu^{\prime} k_{1} r_{1}, \quad \tan \alpha_{2}=\left(\mu^{2} k_{2} L_{2}-1\right) / p k_{2} r_{2} \text {. }
\end{aligned}
$$

The reader will find the subject of this section fully discussed in Bedell and Crehore's Alternating Currents, Franklin and Williamson's Elements of Alternating Currents, Steinmetz's Alternating Current Phenomena, Heaviside's Electrical Papers, and in many other books.
87. Variable and Alternate Currents in Neighboring Circuits. If the coefficients of self-induction of two neighboring circuits $s_{1}, s_{2}$.-which contain constant generators the electromotive forces of which are $E_{1}$ and $E_{2}$ respectively, -are $L_{1}, L_{2}$, and their coefficient of mutual induction $M$, if the resistances of the circuits are $r_{1}, r_{2}$, and the currents which pass through them at the time $t$ are $C_{1}, C_{2}$, then

$$
\begin{aligned}
& L_{1} \cdot D_{t} C_{1}+M \cdot D_{t} C_{2}+r_{1} C_{1}=E_{1}, \\
& M \cdot D_{t} C_{1}+L_{2} \cdot D_{t} C_{2}+r_{2} C_{2}=E_{2} .
\end{aligned}
$$

It is to be noticed that, since the electrokinetic energy
or

$$
\begin{aligned}
& \frac{1}{2} L_{1} C_{1}^{2}+M C_{1} C_{2}+\frac{1}{2} L_{2} C_{2}^{2}, \\
& \frac{1}{2} L_{1}\left[\left(C_{1}+M C_{2} / L_{1}\right)^{2}+C_{2}^{2}\left(L_{1} L_{2}-M^{2}\right) / L_{1}^{2}\right]
\end{aligned}
$$

must always be positive whatever the values or directions of the currents, if they exist at all, $L_{1} L_{2}-M^{2}$ can never be negative. If we substitute in the differential equations just found $C_{1}^{\prime}$ and $C_{2}^{\prime}$ for $C_{1}$ and $C_{2}$, where
we get

$$
C_{1}^{\prime} \equiv C_{1}-E_{1} / \dot{r}_{1}, \quad C_{2}^{\prime} \equiv C_{2}-E_{2} / r_{2}
$$

$L_{1} \cdot D_{t} C_{1}{ }^{\prime}+M \cdot D_{t} C_{2}{ }^{\prime}+r_{1} C_{1}{ }^{\prime}=0, M \cdot D_{t} C_{1}{ }^{\prime}+L_{2} \cdot D_{t} C_{2}{ }^{\prime}+r_{2} C_{2}{ }^{\prime}=0$,
or, symbolically written,
$\left(L_{1} \cdot D_{t}+r_{1}\right) C_{1}^{\prime}+\left(M \cdot D_{t}\right) C_{2}^{\prime}=0,\left(M \cdot D_{t}\right) C_{1}^{\prime}+\left(L_{2} \cdot D_{t}+r_{2}\right) C_{2}^{\prime}=0$.
If we perform the operation $\left(L_{2} \cdot D_{t}+r_{2}\right)$ on the first of these equations and the operation $\left(M \cdot D_{t}\right)$ on the second and subtract one of the resulting equations from the other, we shall eliminate $C_{2}{ }^{t}$ and get the homogeneous linear equation

$$
\left(L_{1} L_{2}-M^{2}\right) D_{t}^{2} C_{1}^{\prime}+\left(r_{2} L_{1}+r_{1} L_{2}\right) D_{t} C_{1}^{\prime}+r_{1} r_{2} C_{1}^{\prime}=0
$$

The general solution of this equation is of the form $A_{1} e^{\lambda t}+B_{1} e^{\mu t}$, where $\lambda$ and $\mu$ are the two roots of the equation

$$
\left(L_{1} L_{2}-M^{2}\right) x^{2}+\left(r_{2} L_{1}+r_{1} L_{2}\right) x+r_{1} r_{2}=0
$$

that is,

$$
\frac{-\left(r_{2} L_{1}+r_{1} L_{2}\right) \pm \sqrt{\left(r_{2} L_{1}+r_{1} L_{2}\right)^{2}-4 r_{1} r_{2}\left(L_{1} L_{2}-M^{2}\right)}}{2\left(L_{1} L_{2}-M^{2}\right)} .
$$

If we eliminate $C_{1}{ }^{\prime}$ from the original equations, we shall learn that $C_{2}{ }^{\prime}=A_{2} e^{\lambda^{t}}+B_{2} e^{\mu t}$ where $\lambda$ and $\mu$ have the values just given. Both $\lambda$ and $\mu$ are negative, since $L_{1} L_{2}-M$ is positive, and both are real, since the expression under the radical sign may be written $\left(L_{1} r_{2}-L_{2} r_{1}\right)^{2}+4 r_{1} r_{2} M I^{2}$. The coefficients $A_{1}, A_{2}, B_{1}, B_{2}$ in the expression for $C_{1}^{\prime}, C_{2}^{\prime}$ are not all independent, for we find when we substitute these expressions in either of the original equations that the ratios $A_{2} / A_{1}, B_{2} / B_{1}$ must have the fixed values
and

$$
\begin{aligned}
& -M \lambda /\left(L_{2} \lambda+r_{2}\right) \text { or }-\left(L_{1} \lambda+r_{1}\right) / M \lambda \\
& -M \mu /\left(L_{2} \mu+r_{2}\right) \text { or }-\left(L_{1} \mu+r_{1}\right) / M_{\mu}
\end{aligned}
$$

respectively. If we denote these ratios by $a$ and $\beta$, we have $C_{1}=E_{1} / r_{1}+A_{1} e^{\lambda t}+B_{1} e^{\mu t}, C_{2}=E_{2} / r_{2}+a A_{1} e^{\lambda t}+\beta B_{1} e^{\mu t}$, where $\lambda, \mu, a, \beta$ depend only upon the forms of the circuits and the materials of which they are made and $A_{1}, B_{1}$ are to be
determined from the conditions of the particular problem under consideration.

If $E_{2}=0$ (Fig. 117), and if $s_{1}$ be suddenly closed at the


Fig. 117. time $t=0, C_{1}$ and $C_{2}$ are initially zero,

$$
A_{1}+B_{1}=-E_{1} / r_{1}, \quad A_{1} a+B_{1} \beta=0
$$

$$
A_{1}=\beta E_{1} / r_{1}(\alpha-\beta), \quad B_{1}=\alpha E_{1} / r_{1}(\beta-\alpha)
$$

and

$$
\begin{aligned}
C_{1}= & E_{1} / r_{1}\left\{1-\frac{1}{2} e^{\lambda t}\left[\left(r_{2} L_{1}-r_{1} L_{2}\right) / R+1\right]\right. \\
& \left.\quad+\frac{1}{2} e^{\mu t}\left[\left(r_{2} L_{1}-r_{1} L_{2}\right) / R-1\right]\right\} \\
C_{2}= & E_{1} I I\left(e^{\mu t}-e^{\lambda t}\right) / R
\end{aligned}
$$

where $R$ stands for the radical in the expressions for $\lambda$ and $\mu$. The time integral of $C_{2}$ from 0 to $\infty$ is evidently

$$
E_{1} M(\mu-\lambda) / \mu \lambda R \text { or }-E_{1} M / r_{1} r_{2},
$$

and is the same whichever circuit contains the given electromotive force and is used as the primary. Fig. 118 shows the currents in $s_{1}$ and $s_{2}$ under these circumstances, when

$$
\begin{aligned}
& E_{1}=2, L_{1}=\frac{1}{2}, L_{2}=\frac{1}{2}, \\
& M=1 / \sqrt{8}, r_{1}=1, r_{2}=1 .
\end{aligned}
$$

If $E_{2}=0$, and if $s_{1}$, which has been closed for some time, has its resistance suddenly changed, when $t=0$, from $r_{0}$ to $r_{1}$, we have initially $C_{1}=E_{1} / r_{0}$ and $C_{2}=0$, so that

$$
\begin{aligned}
& A_{1}+B_{1}=E_{1}\left(r_{1}-r_{0}\right) / r_{0} r_{1} \\
& A_{1} \alpha+B_{1} \beta=0,
\end{aligned}
$$



Fig. 118.
$A_{1}=\beta E_{1}\left(r_{n}-r_{1}\right) / r_{0} r_{1}(\alpha-\beta), \quad B_{1}=\alpha E_{1}\left(r_{1}-r_{0}\right) / r_{0} r_{1}(\alpha-\beta)$, and

$$
C_{2}=E_{1}\left(r_{1}-r_{0}\right)\left(e^{\mu t}-e^{\lambda t}\right) \alpha \cdot \beta / r_{0} r_{1}(\alpha-\beta)
$$

The integral of $C_{2}$ with respect to the time, from 0 to $\infty$, is $E_{1} M\left(r_{1}-r_{0}\right) / r_{0} r_{1} r_{2}$, and the limit of this, as $r_{1}$ grows larger without limit, is $E_{1} M / r_{0} r_{2} . \quad C_{2}$ attains its maximum value at the time $(\log \lambda / \mu) /(\mu-\lambda)$ : this fraction approaches zero when $r_{1}$ increases without limit. If $r_{1}$ is infinite, we have $C_{1}=0, C_{2}=A e^{-r_{2} t} / L_{2}$ : the time integral of $C_{2}$, between 0 and $\infty$, is $A L_{2} / r_{2}$, from which we infer that $A=E_{1} M / r_{0} L_{2}$.

If, then, $r_{1}$ is infinite, that is, if the circuit is suddenly broken, the current in the secondary jumps instantly from zero to the value $E_{1} M / r_{0} L_{2}$ and then decreases after the manner shown in Fig. 119, which is drawn to scale on


Fig. 119. the assumption that in practical units $E_{1}=2, \quad L_{2}=\frac{1}{2}, M=1 / \sqrt{8}, r_{0}=1$. The whole area between the time axis and the curve which represents the current in $s_{2}$ is the same in Fig. 119 as in Fig. 118, though the shapes of the curves are very different.

If $E_{2}=0$, and if $E_{1}=E_{m} \cdot \cos p t$, we have
and

$$
L_{1} \cdot D_{t} C_{1}+M \cdot D_{t} C_{2}+r_{1} C_{1}=E_{m} \cdot \cos p t
$$

$$
M \cdot D_{t} C_{1}+L_{2} \cdot D_{t} C_{2}+r_{2} C_{2}=0
$$

If $C_{1} \equiv x, C_{2} \equiv y$ represent any special solution of these equations, the complete solution may be found by adding $x$ and $y$ to the values of $C_{1}$ and $C_{2}$, found earlier in this section, which completely solve the equations formed by equating to zero the first members. These last quantities, however, are exponential in form with indices intrinsically negative; after a few seconds they are negligible, and we need use only the final forms of $x$ and $y$. The real parts ( $u_{1}, u_{2}$ ) of any solution, of the form $C_{1}=u_{1}+v_{1} i, C_{2}=u_{2}+v_{2}$, of the equations
$L_{1} \cdot D_{t} C_{1}+M \cdot D_{t} C_{2}+r_{1} C_{1}=E_{m} e^{p t i}, M \cdot D_{t} C_{1}+L_{2} \cdot D_{t} C_{2}+r_{2} C_{2}=0$,
form a solution of the original equations. Applying the operator ( $L_{2} \cdot D_{t}+r_{2}$ ) to the first of these new equations and the operator $\left(I I \cdot I_{t}\right)$ to the second and subtracting one result from the other, we get

$$
\begin{gathered}
\left(L_{1} L_{2}-M^{2}\right) D_{t}^{2} C_{1}+\left(r_{1} L_{2}+r_{2} L_{1}\right) D_{t} C_{1}+r_{1} r_{2} C_{1} \\
=E_{m}\left(L_{2} p^{i}+r_{2}\right) e^{\nu t i}
\end{gathered}
$$

an equation which evidently has a solution of the form $B \cdot e^{p t i}$, and if we substitute this expression in the equation, we learn that

$$
B=E_{m}\left(r_{2}+L_{2} p i\right) /\left[r_{1} r_{2}+p^{2} 1 I^{2}-p^{2} L_{1} L_{2}+\left(r_{2} L_{1}+r_{1} L_{2}\right) p i\right] .
$$

The real part (x) of $B e^{p t i}$ is, therefore,

$$
\frac{E_{m} \cdot \sqrt{L_{2}^{2} \mu^{2}+r_{2}^{2}} \cdot \cos (p t+\delta-\theta)}{\sqrt{\left[r_{1} r_{2}-\left(L_{1} L_{2}-I^{2}\right) l^{2}\right]^{2}+\left(r_{2} L_{1}+r_{2} L_{2}\right)^{2} p^{2}}},
$$

where

$$
\tan \delta=L_{2} p / r_{2} \text { and }
$$

$$
\tan \theta=\left(r_{2} L_{1}+r_{1} L_{2}\right) p /\left[r_{1} r_{2}-\left(L_{1} L_{2}-M I_{2}\right) p_{2}\right] ;
$$

or $\quad x \equiv A \cdot \cos \left(\rho^{\prime t}-a\right)$, where, if

$$
L \equiv L_{1}-M^{2} L_{2} \mu^{2} /\left(L_{2}^{2} \mu^{2}+r_{2}^{2}\right)
$$

and

$$
\begin{aligned}
& r \equiv r_{1}+M^{2} \nu^{2} r_{2} /\left(L_{2}^{2} \eta^{2}+r_{2}^{2}\right) \\
& A=E_{m} / \sqrt{L_{1}^{2} r^{2}+r^{2}}, \text { and } \tan \alpha=L p / r
\end{aligned}
$$

The primary, therefore, behaves like a single circuit (at a distance from all others) of resistance $r$, greater than $r_{1}$, and of self-inductance $L$, less than $L_{1}$. The presence of the secondary circuit makes the lag in the primary less than it would otherwise be.

The corresponding value (y) of $C_{2}$ can be found by substituting $x$ in one of the original equations : it is
or

$$
\begin{aligned}
& -M p A \cdot \cos (p t-\beta) / \sqrt{L_{2}^{2} p^{2}+r_{2}^{2}} \\
& M p A \cdot \cos (p t+\pi-\beta) / \sqrt{L_{2}^{2} p^{2}+r_{2}^{2}}
\end{aligned}
$$

where $\tan (\beta-a)=r_{2} / L_{2} p$. The lag in phase of the secondary circuit behind the primary is $\pi+\alpha-\beta$, or $\frac{1}{2} \pi+\tan ^{-1}\left(L_{2} p / r_{2}\right)$. The lag of the secondary current behind the electromotive force is $\tan ^{-1}\left[\mu^{2}\left(L_{1} L_{2}-M M^{2}\right)-r_{1} r_{2}^{2}\right] /\left[p\left(r_{2} L_{1}+r_{1} L_{2}\right)\right]$. The average rate for any number of whole periods at which the generator furnishes energy to the primary is the average value of $E_{m} A \cdot \cos p t \cdot \cos (p t-a)$, which is $\frac{1}{2} E_{m} A \cdot \cos a$ or $E_{m}{ }^{2} r / 2\left(L^{2} r^{2}+r^{2}\right)$; this is greater when the secondary is closed than when it is open. The average rate for any whole number of periods at which energy is used in


Fig. 120. heating the secondary is the average value of $C_{2}{ }^{2} r_{2}$ or $r_{2} M I^{2} \nu^{2} A^{2} / \mathcal{Z}\left(L_{2}{ }^{2} r^{2}+r_{2}{ }^{2}\right)$; the ratio of this to the power used in the primary is called the efficiency of the transformation and is equal to $r_{2} M \Gamma^{2} \nu^{2} / r\left(L_{2}{ }^{2} \nu^{2}+r_{2}{ }^{2}\right)$. The electromotive force induced in the secondary is

$$
-L_{2} \cdot D_{t} C_{2}-M \cdot D_{t} C_{1} .
$$

The problem here considered is in principle that of the alternate current transformer (Figs. 120 and 121), and it is fre-


Fig. 121. quently the case in practice that the ratio of $r_{2}$ to $L_{2} l$ is very small. Under these circumstances $L, r$, the amplitude of $C_{2}$, and $\beta-\alpha$ are nearly equal to
$L_{1}-M^{2} / L_{2}, r_{1}+r_{2} M M^{2} / L_{2}^{2}, M A / L_{2}$, and 0 respectively. Both circuits are usually wound on a soft iron core (often a ring) of great permeability, and $L_{1} L_{2}-M I^{2}$ is very small compared with either $L_{1}$ or $L_{2}$; in this case the lag of the primary is negligible, while, for high frequencies, that of the secondary is nearly two right angles. If $L_{1} L_{2}-M^{2}$ is practically nothing, the transformer is said to have no magnetic leakage. The ratio of $L_{1}$ to $L_{2}$
is usually nearly equal to that of the square of the number of turns $\left(n_{1}{ }^{2} / n_{2}{ }^{2}\right)$ of the circuits on the core, and nnder these circumstances $B$ is approximately equal to $n_{1} A / n_{2}$. For exhaustive treatments of the problem of this section, which is of much practical importance, the reader is referred to such books as Fleming's The Alternate Current Transformer; J. J. Thomson's Elements of Electricity and Maynetism ; Nipher's Treatise on Electricity and Magnetism; and Steinmetz's Alternating Current Phenomena.
88. The General Equations of the Electromagnetic Field. When a fixed, metallic, linear circuit $s$ of specific conductivity $\lambda \equiv 1 / \sigma$, at a uniform temperature throughout, carries an induced current, positive electricity is urged around $s$ in the direction of the current by" something of the nature of an electrostatic field," though we do not need to assume that this is always due to electrostatic charges. If we denote the components of the field, at every point within or without the conluctors which form the circuit by $X, Y, Z$, the line integral of $[I \cdot \cos (r, s)+I \cdot \cos (!, s)+Z \cdot \cos (z, s)]$, taken around $s$ in the direction of the current, is the internal electromotive force and is equal to the negative of the time rate of change of the positive flux of magnetic induction through the circuit. If the circuit be covered by a cap $S$, if $n^{\prime}$ denotes the direction of the normal to $S$ drawn towards the positive side, and if $B_{x}, B_{y}, B_{z}$ are the components of the magnetic induction $B$, then, on the assumption that Stokes's Theorem may be applied to the vector $(X, Y, Z)$, we shall have

$$
\begin{aligned}
& \iint\left[\left(D_{y} Z-D_{z} Y\right) \cos (r, n)+\left(D_{z} Y-D_{x} Z\right) \cos (y, n)\right. \\
& \\
& \left.\quad+\left(D_{x} Y-D_{y} Y\right) \cos (z, n)\right] d S \\
& =-\iint\left[D_{t} B_{x} \cdot \cos (x, n)+D_{t} B_{y} \cdot \cos (y, n)\right. \\
& \text { so that the expression } \left.+D_{t} B_{z} \cdot \cos (\tilde{z}, n)\right] d S,
\end{aligned}
$$

$$
\begin{gathered}
{\left[\left(D_{\nu} Z-D_{z} Y+D_{t} B_{x}\right) \cos (x . n)+\left(D_{z} X-D_{x} Z+D_{t} B_{y}\right) \cos (y, n)\right.} \\
\left.+\left(D_{x} Y-D_{\nu} X+D_{t} B_{z}\right) \cos (z, n)\right]
\end{gathered}
$$

integrated over any cap bounded by $s$, whatever the forms of the latter, yields zero. We are led to assume, therefore, that at every point within or without any such circuit

$$
\begin{align*}
& -D_{t} B_{x}=D_{y} Z-D_{z} Y \\
& -D_{t} B_{y}=D_{z} I-D_{x} Z \\
& -D_{t} B_{z}=D_{x} Y-D_{y} X \tag{209}
\end{align*}
$$

and to say that the negative of the vector the components of which are the time derivatives of the component of the induction is equal to the curl of the electric field.

If $\xi, \eta, \zeta$ are the components of the curl of the magnetic induction $B$, and if the components $F_{x}, F_{y}, F_{z}$ of the vector $F$ are defined by the equations $4 \pi F_{x}=\operatorname{Pot} \xi, 4 \pi F_{y}=\operatorname{Pot} \eta$, $4 \pi F_{z}=\operatorname{Pot} \zeta, F$ is a vector potential function of $B$. By its aid we can transform the integral

$$
-\iint\left[D_{t} B_{x} \cdot \cos (x, n)+D_{t} B_{y} \cdot \cos (y, n)+D_{t} B_{z} \cdot \cos (z, n)\right] d S
$$

in which the integrand is the component normal to $S$ of the curl of $D_{t} F$, into a line integral taken about $s$ of the tangential component of $D_{t} F$. We have, therefore,

$$
\begin{gathered}
\int[X \cdot \cos (x, s)+Y \cdot \cos (y, s)+Z \cdot \cos (z, s)] d s \\
=-\int\left[D_{t} F_{x} \cdot \cos (x, s)+D_{t} F_{y}^{\prime} \cdot \cos (y, s)+D_{t} F_{z} \cdot \cos (z, s)\right] d s
\end{gathered}
$$

and the integrands can differ only by the tangential component of some lamellar vector ( $G_{x}, G_{y}, G_{z}$ ), which adds nothing to the integral taken completely around $s$. Since this is true whatever the shape of $s$, we assume that at every point

$$
X=-D_{t} F_{x}+G_{x}, \quad Y=-D_{t} F_{y}+G_{y}, \quad Z=-D_{t} F_{z}+G_{z}
$$

When the magnetic field is constant and the components of $D_{t} F$ vanish, $X, Y, Z$ are equal to $-D_{x} V,-D_{y} V^{r},-D_{z} V$, and
the phenomena will be accounted for if we follow Maxwell and write

$$
\begin{gather*}
X=-D_{t} F_{x}-D_{x} \Gamma, \quad Y=-D_{t} F_{\nu}-D_{y} V \\
Z=-D_{t} F_{z}-D_{z} V \tag{210}
\end{gather*}
$$

The reader should compare these equations with [20S].
Within the conductors which form $s$, the components ( $u, v, w$ ) of the conduction current (q) satisfy Maxwell's current equations

$$
\begin{gather*}
4 \pi u=D_{y} V-D_{z} M, 4 \pi v=D_{z} L-D_{x} N \\
4 \pi w=D_{x} M-D_{y} L \tag{211}
\end{gather*}
$$

where $L, M, N$ are the components of the magnetic field, and $u=\lambda X, X=\sigma u, Y=\sigma \imath, Z=\sigma u$.

According to Poisson's hypothesis, a dielectric consists of perfectly conducting molecules separated from each other by perfectly insulating spaces, the specific inductive capacity ( $K$ ) depending merely upon the ratio of the volumes of the spaces occupied by the molecules and the intervening spaces. From this point of view, there is a transfer of electricity through every molecule when the dielectric is being polarized, one portion of the surface of the molecule becoming positively electrified by induction and another portion negatively electrified. Every change in the polarization is accompanied by the passage of electricity through the mass of the molecule, and we are to assume that during the change every molecule acts electromagnetically like a current element. Whatever our theory, the appearance of the induced charges which account mathematically for the phenomena observed when a dielectric becomes polarized, involves the displacement of electricity, and corresponding electromagnetic effects. In his famous paper on "A Dynamical Theory of the Electromagnetic Field," published in the Philosophical Transactions of the Royal Society in 1864, Maxwell assumed that whenever the polarization of a soft dielectric in which the electric induction has the components $\Phi_{x}, \Phi_{y}, \Phi_{z}$ is being changed, electromagnetic
phenomena are to be looked for equivalent to those which would accompany the presence of currents, called displucement currents, in the dielectric defined at each point by the vector
or

$$
\left(K \cdot D_{t} T / 4 \pi, \quad K \cdot D_{t} Y / 4 \pi, \quad K \cdot D_{t} Z / 4 \pi\right)
$$

According to this assumption,

$$
\begin{gathered}
u^{\prime}=D_{t} \Phi_{x} / 4 \pi+\lambda \Gamma, \quad v^{\prime}=D_{t} \Phi_{y} / 4 \pi+\lambda Y \\
w^{\prime}=D_{t} \Phi_{z} / 4 \pi+\lambda Z
\end{gathered}
$$

where $u^{\prime}, v^{\prime}, w^{\prime}$ are the components of the total current, and we may write the current equations in the generalized form

$$
\begin{align*}
& 4 \pi u u^{\prime} \equiv D_{t} \Phi_{x}+4 \pi u=D_{y} N-D_{z} M \\
& 4 \pi v^{\prime} \equiv D_{t} \Phi_{y}+4 \pi v=D_{z} L-D_{x} N \\
& 4 \pi w^{\prime} \equiv D_{t} \Phi_{z}+4 \pi w=D_{x} M-D_{y} L \tag{212}
\end{align*}
$$

in which $u, v, w$ represent the components of the conduction current alone. In conductors the displacement currents are negligible, in a perfectly insulating dielectric the conduction currents vanish; both are supposed to coexist in dielectrics which are slightly conducting. Within a conductor, since the curl of the magnetic force is solenoidal, $D_{x} u+D_{y} v+D_{z} w=0$.

If at least that portion of the magnetic induction near the current which changes with the time, is induced in soft media, and if $\mu$ is the magnetic inductivity at the point $(x, y, z)$, we have $D_{t} B_{x}=\mu \cdot D_{t} L, D_{t} B_{y}=\mu \cdot D_{t} M, D_{t} B_{z}=\mu \cdot D_{t} N$, and [209] becomes

$$
\begin{align*}
-\mu \cdot D_{t} L= & D_{y} Z-D_{z} Y,-\mu \cdot D_{t} M=D_{z} X-D_{x} Z \\
& -\mu \cdot D_{t} N=D_{x} Y-D_{y} X \tag{213}
\end{align*}
$$

or, if the media are homogeneous,

$$
\begin{align*}
-\mu \lambda \cdot D_{t} L= & D_{y^{u}} u-D_{z} z^{\prime}, \quad-\mu \lambda \cdot D_{t} M=D_{z} u-D_{x} w \\
& -\mu \lambda \cdot D_{t} N=D_{x}^{\prime \prime}-D_{y} u . \tag{214}
\end{align*}
$$

If we differentiate the equations of [212] with respect to $t$ and substitute the values of $D_{t} L, D_{t} M, D_{t} N$ from [214] in the results, we shall get for homogeneous media three equations of the form
$\mu \lambda\left(K \cdot D_{t}{ }^{2} X+4 \pi \cdot D_{t} u\right)=\Gamma^{2} u-D_{x}\left(D_{x} u+D_{y} v+D_{z} w\right)=\Gamma^{2} u$, that is,

$$
\begin{gather*}
\mu \lambda\left(K \cdot D_{t}^{2} X+4 \pi \cdot D_{t} u\right)=\Gamma^{2} u, \quad \mu \lambda\left(K \cdot D_{t}^{2} Y+4 \pi \cdot D_{t^{\prime}}\right)=\Gamma^{2} v, \\
\mu \lambda\left(K \cdot D_{t}^{2} Z+4 \pi \cdot D_{t} u^{\prime}\right)=\Gamma^{2} w . \tag{215}
\end{gather*}
$$

Where there is no conduction current these become

$$
\mu K \cdot D_{t}^{2}=I=\Gamma^{2} I, \mu K \cdot I_{t}^{\prime 2} I^{-}=\Gamma^{2} I, \mu K^{2} \cdot D_{t}^{2} Z=\Gamma^{2} Z \text {. [216] }
$$

If we substitute in the equations [214] the values of $u, v$, and $u$ from [211], we shall obtain for homogeneous media the equations

$$
\begin{gather*}
4 \pi \mu \lambda \cdot I_{t} L=\Gamma^{2} L, \quad 4 \pi \mu \lambda \cdot D_{t} M=\Gamma^{2} M, \\
4 \pi \mu \lambda \cdot D_{t} N=\Gamma^{2} N . \tag{217}
\end{gather*}
$$

The energy of the field is $\Pi^{2}+T$ where

$$
\begin{aligned}
W^{2} & \equiv \frac{1}{s \pi} \iint_{x} \int K^{2}\left(I^{2}+Y^{2}+Z^{2}\right) d \tau \\
T & \equiv \frac{1}{8 \pi} \iint_{x} \int^{0} \mu\left(L^{2}+M^{2}+N^{2}\right) d \tau
\end{aligned}
$$

## MISCELLANEOUS PROBLEMS.

1. The astronomical unit of mass in any length-masstime system is the mass which, concentrated at a fixed point, would cause by its attraction unit acceleration in any particle at the unit distance. The astronomical unit of mass concentrated at a point at a unit distance from a particle of mass equal to the absolute unit would attract it with a force of one unit. Show that the astronomical unit of mass in the c.g.s. system is $15,430,000$ grammes, while in the f.p.s. system it is $963,000,000$ pounds. Show also that the mass which, concentrated at a point distant 1 centimetre from a particle of equal mass, would attract it with a force of 1 dyne, is only 3928 grammes. Prove that the earth's mass (Problem 9) in astronomical c.g.s. units is $3.98 \times 10^{20}$. Show that a mass of 1 kilogramme must be raised about 3 metres at the earth's surface in order to reduce its weight by 1 dyne.
2. Prove that two equal marbles, each of 4 grammes mass, must be placed with centres a little over 1 centimetre apart, if the attraction between them is to be 1 microdyne, and find the attraction [5535 k $\pi$ ] of an iron cylinder of revolution, of 10 centimetres radius, 1 metre long, upon a marble of 100 grammes mass, with centre in the axis of the cylinder and distant 10 centimetres from the nearer base. If the specific gravity of iron is 7.5 , the radius of each of two equal iron balls which, placed in contact, attract each other with a force of one gramme's weight is 88.5 centimetres. If the mass of each of two equal homogeneous spheres with centres 1 mile apart were 415,000 gross tons, the attraction between them would
be about 1 pound's weight. The force of attraction between two equal particles 1 foot apart and each of mass $n$ times as great as that of a cubic foot of water, would be equal to the weight of about $n^{2} /\left(7.94 \times 10^{6}\right)$ pounds.
3. Assuming that a force equivalent to the weight of a mass of 1 gramme is equal to $4^{2} \pi^{2}(98.95)^{4}$ centimetre-gramme attraction units, find the radii of two erfual homogeneous suheres which, made of matter of density 6 , would attract earh other with a force of 1 gramme's weight. if they were placed in contact with each other. [98.95.]
4. Assuming that 1 dyne is equal to $15,430,000$ absolute c.g.s. attraction mits and that 1 poundal is equal to $13,8: 5$ dynes, show that if two equal homogeneous spheres of density $\rho$, when placed in contact, attract each other with a force of $f$ dynes, the radius of each is about (43.3) $\sqrt[4]{\frac{f^{2}}{\rho^{2}}}$ cm., and that two equal homogeneous spheres of the density of water when in contact will attract earch other with a force of 1 dyne, 1 gramme's weight, 1 poundal, or 1 pound's weight, according as the rulius of each in centimetres is $43.3,242.2,469.4$, or 1118.5 .
5. Show that, having found the value of the attraction unit of force in any length-mass-time system in terms of the absolute unit of force in this system, you may find the value of the attraction unit of force in any other system the ratios of the fundamental units of which to those of the old system are $\lambda, \mu$, and $\tau$, by multiplying the found value by $\frac{\mu \tau^{2}}{\lambda^{3}}$.
6. Show that if two homogencous spheres of mass $m_{1}$ and $m_{2}$, starting from rest with centres at a distance a apart, move toward each other umber their mutual attraction, and if at any time $t, x$ represents the distance between the centres,

$$
D_{t}^{2} x=\frac{-k:\left(m_{1}+m_{2}\right)}{u^{2}}, I_{t} r=-\sqrt{\frac{2 k_{i}\left(m_{1}+m_{2}\right)(u-x)}{u x}},
$$

$$
\begin{aligned}
t & =\sqrt{\frac{a}{2 k\left(m_{1}+m_{2}\right)}}\left\{\sqrt{x(a-x)}+a \cos ^{-1} \sqrt{\frac{x}{a}}\right\} \\
& =\sqrt{\frac{a}{2 k\left(m_{1}+m_{2}\right)}}\left\{\sqrt{x(a-x)}+a \tan ^{-1} \sqrt{\frac{a-x}{x}}\right\} .
\end{aligned}
$$

Hence prove that if the spheres are each one foot in diameter and of density equal to the earth's mean density, and if their surfaces are $\frac{1}{4}$ of an inch apart at the start, they will come together in about five minutes and a half. In this connection we may note that if $M$ is the mass of the earth, $R$ its radius, $\rho$ its mean density, and $k$ the gravitation constant for the particular units used,

$$
g=\frac{k M}{R^{2}} \text { and } \rho=\frac{3 g}{4 \pi R l} .
$$

If the first sphere is fixed while the second, of mass $m_{2}$, is free to move,

$$
\begin{aligned}
D_{t}^{2} x & =\frac{-k m_{1}}{x^{2}}, D_{t} x=-\sqrt{\frac{2 l_{: m_{1}(\prime-x)}^{a x}}{a x}} \\
t & =\sqrt{\frac{a}{2 k m_{1}}}\left\{\sqrt{x(a-x)}+a \cos ^{-1} \sqrt{\frac{x}{a}}\right\}
\end{aligned}
$$

If in this case the radius of the fixed sphere is $r$, and if $m_{2}$ is comparatively small and $a$ infinite, the velocity with which the second sphere reaches the surface of the first is sometimes called the final relocity for bodies falling to the fixed sphere. Its value is $\sqrt{\frac{2 k m_{1}}{r}}$, or $\sqrt{2 f^{\prime} \cdot r}$, where $f$ is the force of gravitation at the surface of the fixed sphere.

Show that if the diameter of the sun is 109.4 times that of the earth and its mass 331.100 times the earth's mass, the final velocity for bodies falling into the sun is 55 times the final velocity for bodies falling into the earth. The radius of the earth being $6.37 \times 10^{8}$ centimetres, show that the final velocity for bodies falling to the earth under the attraction
of the earth only is nearly 11,180 metres (or about 7 miles) per second.
7. Show that if a meteor falls upon a planet with velocity equal to that which it would acquire if it fell from rest at an infinite distance from the planet under the planet's attraction, its kinetic energy will be proportional to the product of the radius of the planet and the force of gravity on its surface.
8. Given that a failing boty reaches the earth's surface with a velocity $c_{0}$, compute the height through which it has fallen from rest, first, on the assumption that the force which urged it was constant, and, secondly, on the assumption that the force varied inversely as the square of the distance of the body from the earth's centre, and prove that the difference between the reciprocals of the answers you obtain is equal to the reciprocal of the earth's radius.
9. Given the radius of the earth in centimetres $\left(6.37 \times 10^{8}\right)$, the mass of the earth in grammes $\left(6.14 \times 10^{27}\right)$, the radius of the $\sin \left(6.97 \times 10^{10}\right)$, the mass of the sun $\left(2.03 \times 10^{33}\right)$, and the mean distance between the centres of the earth and sun $\left(1.49 \times 10^{13}\right)$, find the time when the sun and earth would come together, if both were arrested in their paths. Prove that the acceleration due to gravity is at the sun's surface about 27.6 g .
10. A body of mass $m$ falls from rest near the surface of the earth and is retarded by the resistance of the air, which is $\lambda e^{2}$ dynes when the velocity is $c$. Show that if $s$ represents the space passed over $u p$, to the time $t$, and if $\mu \equiv \lambda / m$ and $c^{2} \equiv g / \mu, \stackrel{2}{2} \mu t t=\log [(c+r) /(c-v)], 2 \mu s=\log \left[c^{2} /\left(c^{2}-v^{2}\right)\right]$, $r^{2}=c^{2}\left(1-e^{-2 \mu s}\right)$, and $\mu s=\log \cosh (\mu c t)$.

Show that if the body were thrown upward with initial velocity $i_{0}$, we should have $\tan (\mu c t)=c\left(v_{0}-v\right) /\left(c^{2}+v_{0} v\right)$.

If in the case of the falling bolly $r$ is the actual velocity and ${ }^{\prime}$ the velocity which would be required by falling through the same distance in cacno,

$$
v^{2} / v^{\prime 2}=1-\frac{1}{2} c^{\prime 2} / c^{2}+\frac{1}{b} r^{\prime 4} / c^{4}-\frac{1}{24} v^{\prime 6} / c^{6}+\cdots .
$$

11. Show that the periodic time of a planet moving about a fixed sun of mass $m$ in a circular orbit of radius $r$ is $2 \pi r^{\frac{3}{2}} / \sqrt{k m}$, where $1 / k$ is the ratio of the absolute unit of force in the given length-mass-time system to the corresponding attraction unit; and, assuming that the diminution of gravity at the equator due to the earth's rotation is about $\frac{1}{2} \frac{1}{9} 9$ th of the whole, and that the mean distance of the moon from the earth's centre is about 60 times the earth's radius, compute the length of the month.
12. When a particle moves in any plane curve, the tangential and interior normal acceleration components are $D_{t} v$ and $v^{2} / \rho$, while the acceleration components, taken along and perpendicular to the radius vector which joins any fixed point in the plane used as the origin of a system of polar coördinates, to the particle, are $D_{t}^{2} r-r\left(D_{t} \theta\right)^{2}$ and $D_{t}\left(r^{2} \cdot D_{t} \theta\right) / r$ respectively. If the resultant acceleration is always directed towards the origin, $D_{t}\left(r^{2} D_{t} \theta\right)=0$ and $r^{2} \cdot D_{t} \theta=h$, so that the areas of the sectors swept over in any two time intervals by the radius vector are to each other as the lengths of the intervals: if $p$ represents the perpendicular let fall from the origin upon the tangent to the path, $v^{\prime} p=r^{2} D_{i} \theta=h$.

The acceleration towards the origin is

$$
R=r\left(D_{t} \theta\right)^{2}-D_{t}^{2} r,
$$

and, if $u$ represents the reciprocal of $r$, this may be written

Since

$$
\begin{gathered}
h^{2} \mu^{2}\left(u+D_{\theta}^{2}(u) .\right. \\
v^{2}=h^{2}\left[u^{2}+\left(D_{\theta} u\right)^{2}\right], \\
\frac{1}{2} D_{t}(c)^{2}=h^{2} D_{t} u\left(u+D_{\theta}^{2}(u)=-R \cdot D_{t} r .\right.
\end{gathered}
$$

In the case of a planet describing a plane orbit about a fixed primary centred at the origin

$$
R=\mu^{2} u^{2}=h^{2} u^{2}\left(u+D_{\theta}{ }^{2} u\right) \text {; or } D_{\theta}{ }^{2} u+z=0,
$$

where $z=u-\frac{\mu^{2}}{h^{2}}$, so that $u=\frac{\mu^{2}}{h^{2}}+C \sin (\theta-\lambda)$.

This is the equation of a conic section referred to a focus as origin : if $e$ is the eccentricity and $m$ the distance of the focus from the directrix, $C^{\prime}=-1 / m$ and $h^{2} / \mu^{2}=e m$. The angle $\psi$ between the radius vector, drawn from the origin to any point on the orbit and the tangent at the point, is given by the equation, $\operatorname{ctn} \psi=-r \cdot C^{\prime} \cdot \cos (\theta-\lambda)$. Assuming that, when $\theta$ is zero, $\psi=a, r=a$, and $v=r_{\bullet}$, , show that $h=r_{0} \tau \cdot \sin a$, and $1-\epsilon^{2}=\left(2 \mu^{2}-c_{0}{ }^{2} \mu\right) h^{2} / \mu \mu^{4}$. Discuss separately the three cases where $r_{0}{ }^{2}$ is respectively less than, equal to, and greater than $2 \mu^{2} / a$, and find the lengths of the semiaxes of the orbit. Show that, if $a=90^{\circ}$ and if $c_{n}{ }^{2} a=\mu^{2}$, the orbit will be circular; show also that, if $T$ is the periolic time of the planet and $a$ the semiaxis major of its orbit, $\mu^{2} T^{2}=4 \pi^{2} a^{3}$.
13. Assuming that the equation

$$
t=\sqrt{\frac{a}{g}} \int_{v}^{\phi} \frac{d \phi}{\sqrt{1-\sin ^{2} \frac{1}{2} \alpha \sin ^{2} \phi}} \equiv \sqrt{\frac{t}{g}} \cdot F\left(\sin \frac{1}{2} a, \phi\right),
$$

where $\sin \phi \cdot \sin \frac{1}{2} a=\sin \frac{1}{2} \theta$, and $\alpha$ is the angular amplitude on one side of the vertical, gives the time occupied by a simple pentulum of length " in going from the vertical position to a position in which the thread makes the angle $\theta$ with the vertical ; and that the complete time of swing is

$$
2 \pi \sqrt{\frac{1}{g}}\left[1+\frac{1}{4} \sin ^{2} \frac{1}{2} \alpha+\frac{9}{6} \sin ^{4} \frac{1}{2} \alpha+\cdots\right] ;
$$

assuming also that a rigid body swinging about a horizontal axis under gravity moves like a simple pendulum of length $k^{2} / h$ where $h$ is the llistance of the centre of gravity from the axis and $k$ is the radius of gyration; show how a pendulum may be used to measure the force of gravity at a point.

If the earth were a homogeneous sphere, would a clock which at a given temperature keeps correct time on the earth's surface lose or gain at the same temperature at the bottom of a deep mine? Assuming that if $g_{\lambda}$ and $g_{0}$ are the accelerations due to gravity at sea level, in latitude $\lambda$ and
at the equator respectively $g_{\lambda}=g_{0}\left(1+.005226 \sin ^{2} \lambda\right)$ and $g_{0}=978.1$; show that the lengtlis of the seconds pendulum at the north pole, in latitude $45^{\circ}$, and at the equator, are about 99.6 centimetres, 99.3 centimetres, and 99.1 centimetres.

A pendulum which beats seconds on the earth's surface gains $n$ seconds per day in a mine $h$ metres deep. Show that if $\rho_{0}$ is the mean density of the earth and $\rho$ the density of the surface stratum,

$$
\frac{n}{86400}=\frac{\pi h}{4 \cdot 10^{7}}\left(2-\frac{3 \rho}{\rho_{0}}\right) \text { approximately }
$$

14. Assuming that the earth is a homogeneous sphere, of radius $6.37 \times 10^{8}$ centimetres and of mass $6.14 \times 10^{27}$ grammes, rotating uniformly about its axis in 86164 seconds, so that the velocity of a point on the equator is about 463 metres per second, show that the angular velocity of the earth is 0.00007292 or about $(13713)^{-1}$ radians per second, and that the downward acceleration at the equator is by 3.39 centimetres per


Fig. 122. second per second, or about $\frac{G}{289}$, less than the acceleration, $G$, at the poles. Show also (Fig. 122) that the acceleration of gravity towards the earth's centre at the latitucte $\lambda$ is $G\left(1-\frac{\cos ^{2} \lambda}{289}\right)$, the deviation of the plumb line $\tan ^{-1}\left(\frac{\sin \lambda \cos \lambda}{289-\cos ^{2} \lambda}\right)$, and the horizontal component of apparent gravitation $\frac{G}{289} \sin \lambda \cos \lambda$.
15. If in the case of any homogeneous spherical body rotating uniformly abont its axis, the polar gravity acceleration and the equatorial gravity acceleration be $g_{p}$ and $\ell_{\%}$
respectively, the acceleration of gravity towards the earth's centre in latitude $\lambda$ is $\left(y_{2}, \sin ^{2} \lambda+y_{e} \cos ^{2} \lambda\right)$ and the deviation of the plummet from the geometrical vertical is

$$
\tan ^{-1}\left\{\frac{\left(g_{p}-g_{e}\right) \sin \lambda \cos \lambda}{g_{p} \sin ^{2} \lambda+g_{e} \cos ^{2} \lambda}\right\} .
$$

16. A bicycle and its rider weigh together 75 kilogrammes. Show that if the machine were driven first eastward and then westward in this latitude at a velocity of 10 metres per second, the difference between the pressures on the ground in the two cases would be about 16.5 grammes.
17. The centre of a planet of radius $a$ moves around a sun of mass $M$ in a circular orbit of radius $r$. Compute the pressures exerted on the surface of the planet by two equal particles, each of mass $m$, situated respectively on the points of the planet nearest and farthest from the sum. Show that the difference between these pressures is small compared with the difference between the attractions of the sum upon these particles.

What is the difference between the apparent weights of a body of mass $m$ on the earth's equator about September 21, at noon and at midnight?
18. Two rods $A B$ and $C D$, both of line density $\rho$, are placed parallel to each other. Show that the force on either in the direction of its length is

$$
\rho^{2}\left\{\log \frac{A C+A D+C D}{A C+A D-C D}-\log \frac{B C+B D+C D}{B C+B D-C D}\right\}
$$

The component of the mutual attraction perpendicular to the rods is $2 \rho^{2}(B C-I ; D-A C+A D) / r$, where $r$ is the perpendicular distance between them.
19. The sides of a triangle are formed of three thin uniform rods of equal density. Prove that a particle attracted by the sides is in equilibrium if placed at the centre of the inscribed circle. [M. T.]
20. Every particle of three similar, uniform rods of infinite length lying in the same plane, attracts with a force varying inversely as the square of the distance: prove that a particle subject to the attraction of the rods will be in equilibrium, if it be placed at the centre of gravity of the triangle enclosed by the rods. [M. T.]
21. The attraction of the straight rod $A B$ at a point $P$ is the resultant of two forces, each equal to $f$, acting at $I^{\prime}$ towards the extremities of the rod,
where

$$
f \equiv 2 m \cdot A B /\left[(A P+B P)^{2}-A B^{2}\right] .
$$

Find the value of $f$ when $P$ lies on an ellipse the foci of which are the extremities of the rod. [Routh.]
22. If the direction at the point $O$ of the attraction of every portion of a uniform plane curvilinear wire bisects the angle subtended at $O$ by that portion, the wire is either straight or has the form of a circumference with centre at $O$. [Routh.]
23. If the law of attraction be the inverse square, two curvilinear rods in one plane exert equal attractions at the origin if the densities at points on the two rods on any radius vector drawn through the origin are proportional to the perpendiculars from the origin on the tangents. [Routh.]
24. Prove directly from the formula for the attraction of a slender straight wire, that the attraction at a point $P$, due to an infinite homogeneous cylinder of any form, is twice that of so much of the cylinder as is cut off by a double cone formed by the revolution about a line through $P$, parallel to the generating lines of the cylinder, of a line which cuts this line at $P$ at an angle of $60^{\circ}$.
25. A uniform wire $A B$ in the form of a circular are has its centre at $O$. Prove that the component of the attraction, at any point $P$, in a direction perpendicular to the plane containing $P$ and the normal at $O$ to the plane of the arc, is $a \mu\left(r_{1}^{-1}-r_{2}^{-1}\right) / h$, where $r_{1}=A I^{\prime}, r=B P, h$ is the projection of $O P$ on the plane of the arc, and $\mu$ the line density of the wire.
26. Prove that the attration in the direction $P O$ at a point $P$ on the circumference of a circle the centre of which is $O$, due to an infinitely long, straight filament of given density passing through a point $Q$ in the circumference and perpendieular to its plane, is the same wherever the point $Q$ is. If the filaments of a homogeneous columnar distribution of given mass per unit length are so arranged that the cross-section is a circle passing through a point $I$, the attraction of the distribution on $P$ will be a maximum. [Tarleton.]
27. A water tower in the shape of a cylinder of revolution is 100 feet high and 10 feet in diameter. The mass of the tower and contents is 8400 pounds per foot of height. Without the help of pencil or paper, guess, to within one per cent of the truth, the value in f.p.s. attraction umits of the horizontal component of the attraction due to the tower at a point at its foot just outside it.
28. Prove that at a point on the edge of an infinite homogeneous cylinder of semicirenlar cross-section, the components of the attraction across the plane face perpendicular to the axis, and normal to the face, are $\pi \mu l ; \mu$ and $2 a t ; \mu$ respectively, and show that gravity is diminished by the fraction $\frac{3 \notin}{\pi r} \cdot \frac{\rho-\rho^{\prime}}{\rho_{0}}$ at the middle of the surface of a long straight canal of semicireular section, " being the radius of the semicircle, $r$ the radius of the spherical earth, $\rho$ ' the density of water, $\rho$ that of the surface stratum of the earth, and $\rho_{0}$ the earth's mean density. The corresponding quantity in the case of a eanal of reetangular cross-section of depth $a$ and breadth $2 a$ is

$$
\frac{\pi+2 \cdot \log 2}{\pi} \cdot \frac{3 \cdot \prime}{4 r} \cdot \frac{\rho-\rho^{\prime}}{\rho_{0}} .
$$

29. An infinitely long homogeneous prism has a rectangular cross-section of lengtlı and brearth $b$. Assuming that

$$
\int \log \left(a^{2}+x^{2}\right) d x=x \cdot \log \left(u^{2}+x^{2}\right)-2 x+2 a \tan ^{-1}(x / a)
$$

show that at any point on one of the edges the components of the attraction along the sides $a$ and $b$ of the cross-section through the point are
and

$$
k \rho\left\{2 a \tan ^{-1}(b / a)+b \cdot \log \left[\left(a^{2}+b^{2}\right) / b^{2}\right]\right\}
$$

If the ratio of $b$ to $a$ is large, the first of these quantities is nearly equal to $\pi a \rho k$. Show that the apparent latitude of a point on one edge of a long, deep, narrow crevasse of breadth $a$, running east and west, is altered by the angle $3 \rho a / 4 \rho_{0} r$, nearly, by the presence of the crevasse. [Thomson and Tait.]
30. Assuming that the attraction of a homogeneous cylinder of revolution, of density $\rho$, radius $a$, and height $h$, upon a unit particle at the centre of one of its ends, is

$$
\begin{aligned}
& 2 \pi k \rho a\left[1-\frac{a}{2 h}+\frac{1 \cdot 1}{2 \cdot 4} \cdot \frac{a^{3}}{h^{3}}-\frac{1 \cdot 1 \cdot 3}{2 \cdot 4 \cdot 6} \cdot \frac{a^{5}}{h^{5}}+\cdots\right] \\
& 2 \pi k \cdot \rho h\left[1-\frac{h}{2 a}+\frac{1 \cdot 1}{2 \cdot 4} \cdot \frac{h^{3}}{a^{3}}-\frac{1 \cdot 1 \cdot 3}{2 \cdot 4 \cdot 6} \cdot \frac{h^{5}}{a^{5}}+\cdots\right]
\end{aligned}
$$

according as $a$ is small or large compared with $h$, and considering that the mean surface density of the earth is 3 times and the mean density of the whole earth 5.5 times the density of sea water, obtain Siemens's expression, $\frac{6 h y}{11 r}$, for the diminution of gravity at a point on the ocean where the depth is $h$. Is the intensity of gravity at the centre of the mouth of a vertical mine shaft 20 feet in diameter appreciably less than before the shaft was dug? Show that if $h=a$, the attraction due to a cylinder of revolution, at the centre of one of its ends, is $2 \pi k \rho a(2-\sqrt{2})$. The attraction due to the earth at a point $P$ at a height $h$ above the surface, is $\frac{{ }^{\circ} g r^{2}}{(r+h)^{2}}$, or $g\left(1-\frac{2 h}{r}\right)$ approximately, where $r$ is the radius of the earth. If $\rho_{0}$ is the earth's mean density, $g=\frac{4}{3} \pi k \rho_{0} r$. If $P$ is
at the centre of a wide plateau of height $/ 4$ made of matter of density $\rho$, the alditional attraction due to the plateau is about $2 \pi k \rho h$, or $3 g \rho / / 2 \rho_{0} r$, so that if $\rho=\frac{1}{2} \rho_{0}$, the whole attraction is nearly $g\left(1-\frac{5 h}{4 r}\right)$.
31. A vertical solid cylinder of height $a$ and radius $r$ is divided into two parts by a plane through the axis. Show that the resultant horizontal attraction of either part at the centre of the base is

$$
2 \rho a \cdot \log \left(\frac{r+\sqrt{a^{2}+r^{2}}}{a}\right)
$$

32. A right circular cylinder is of infinite length in one direction and is homogeneous. Prove that if the finite extremity be cut off perpendicularly to the generators, the attraction on a unit particle placed at the centre of this end is $\frac{2 M k}{a}$, where $M$ is the mass per unit of length. If the cylinder be elliptic, of the same density and mass per unit of length as before, and of eccentricity $e$, then the attraction will be $n$ times the former value, where

$$
n=\frac{2}{\pi}\left(1-e^{2}\right)^{\frac{1}{2}} \int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\sqrt{1-e^{2} \sin ^{2} \theta}} .
$$

33. A homogeneous, right circular cylinder of density $\rho$ stands on the plane $\approx=0$, and is infinite in the positive direction of the axis of $z$. Show that the $z$ component of its attraction at a point $P$ of its base is $k \rho l$, where $l$ is the perimeter of an ellipse having the base for the auxiliary circle and $P$ for one focus.
34. Show that the attraction at any outside point $P$, due to a uniform plane lamina of any shape, yields a component normal to the lamina, equal to the product of the solid angle subtended at $P$ by the lamina, and a quantity which does not depend upon $P$ 's position.
35. Show that the component perpendicular to its axis, of the attraction of a thin, homogeneous, circular, cylindrical sheet of height $2 h$ and radius $a$, has at any point on one of the circular bounding edges of the cylinder the value

$$
\frac{\frac{1}{2} M}{\pi a \sqrt{a^{2}+h^{2}}} \int_{0}^{\frac{\pi}{2}} \frac{d \psi}{\sqrt{1-\kappa^{2} \sin ^{2} \psi}}, \text { where } \kappa^{2}=\frac{a^{2}}{a^{2}+h^{2}} .
$$

36. An infinitely long plane sheet of constant wilth has a small thickness $\delta$ and is made of homogeneous matter of density $\rho$. This strip cuts a plane perpendicular to its long edges in the line $A B$ : show that the attraction of the strip at any point $P$ in this plane has a component $2 \operatorname{lip} \delta \log (P B / P .1)$ parallel to $A B$, and a component $2 k \rho \delta \cdot \angle A P B$ perpendicular to $A B$.
37. Every diameter of a certain circle subtends a plane angle $2 \theta$ at a certain point $P$ on the axis of the circle ; show that the circle subtends at $P$ the solid angle $2 \pi(1-\cos \theta)$.
38. Compare the attractions, at the vertex of a homogeneous oblique cone which has a plane base, due to the whole cone and to so much of it as lies between the vertex and a plane which bisects at right angles the perpendicular drawn from the vertex to the base.
39. Prove the truth of the theorem which Newton states in the following words: "Si corporis attracti, ubi attrahenti contiguum est, attractio longe fortior est, quam cum vel minimo intervallo separantur ab invicem: vires particularum trahentis in recessu corporis attracti, decrescunt in ratione plusquam duplicata distantiarum a particulis. Si particularum, ex quibus corpus attractivum componitur, vires in recessu corporis attracti decrescunt in triplicata, vel plusquam triplicata ratione distantiarum a particulis, attractio longe fortior erit in contactu, quam cum trahens et attractum intervallo vel minimo separantur ab invicem." [Plil. Nat. Princ. Math., Sectio XIII.]
40. Two homogeneous solids made of the same material are bounded by similar surfaces. Show that the intensities of their attractions at two points similarly situated respeetively with regard to them, are in the ratio of the corresponding linear dimensions of the solids. Hence prove that the attractions at points on a given diameter inside a solid homogeneous ellipsoid are proportional to the distances of these points from the centre.
41. Prove that the attraction, at very distant points, of any system which has an axis of symmetry, may be represented as emanating from two equal poles of the same sign situated on the axis.
42. Show that the component, at the origin, in the direction of the $x$ axis, of a given particle $m$, is the same wherever on the surface $m \cdot \cos \left(x, r^{2}\right) / r^{2}=c$, where $c$ is a given constant, the particle lies. If it is anywhere without the surface, the component will be less than if it were anywhere within. Hence prove that the attraction of a given mass $M$ for a point on its surface will be greatest if the boundary of $M$, referred to the given point, is a surface of the family $\cos \theta=\lambda \cdot r^{2}$.
43. If the earth be considered as a homogeneous sphere of radius $r$, and if the force of gravity at its surface be $g$, show that from a point without the earth, at which the attraction is $\frac{n-1}{n} g$, the arca $2 \pi r^{2}\left(1-\sqrt{\frac{n-1}{n}}\right)$ on the surface of the earth will be visible.
44. The laws of attraction for which the attraction of a homogeneons shell on any external particle is the same as if the shell were concentrated at its centre, are the "law of the inverse square " and the "law of the direct distance."
45. Whatever may be the law of attraction, the intensity of the force exerted by the smaller of two concentric solid homogeneous spheres at any point on the surface of the larger, is to the intensity of the force exerted by the larger at any
point on the surface of the smaller, in the ratio of the square of the radius of the smaller to the square of the radius of the larger. [Minchin.]
46. Prove that if $I$ be an external point and $C$ the centre of a sphere, the sphere on $I C$ as diameter, the sphere with centre $I$ and radius $I C$, or the polar plane of $I$, will divide the sphere into two parts which exert equal attractions at $I$, according as the law of attraction is the inverse square, the inverse cube, or the inverse fourth power of the distance. [St. John's College.]
47. Two sectors are cut from a homogeneons shell bounded by two concentric spherical surfaces of radii $r_{1}$ and $r_{2}$, by a conical surface of revolution of half angle $\theta$ and with vertex at the centre $O$ of the shell. The attractions at a point $P$ without the shell on the axis of the cone, on its inner side, at a distance $c$ from $O$, due to the portions of the shell which lie respectively without and within the cone are $F_{1}$ and $F_{2}$. Show that $F_{1}$ is equal to the difference between the values when $r=r_{2}$ and $r=r_{1}$ of a quantity $A$, and that $F_{2}$ is equal to the difference between the corresponding values of a quantity $B$ where

$$
\begin{aligned}
& A=\frac{2 k \pi \rho}{c^{2}}\left[\frac{1}{3} r^{3}-\omega^{\frac{2}{2}}\left(\frac{1}{3} r^{2}-\frac{2}{3} c^{2}+c^{2} \cos ^{2} \theta+\frac{1}{3} r \cos \theta\right)\right. \\
& \left.+c^{3} \cos \theta \sin ^{2} \theta \cdot \log \left(\omega^{\frac{1}{2}}+r-c \cos \theta\right)\right], \\
& B_{2}=\frac{2 k \pi \rho}{c^{2}}\left[\frac{1}{3} r^{3}+\omega^{\frac{1}{2}}\left(\frac{1}{3} r^{2}-\frac{2}{3} c^{2}+c^{2} \cos ^{2} \theta+\frac{1}{3} r c \cos \theta\right)\right. \\
& \left.-c^{3} \cos \theta \sin ^{2} \theta \cdot \log \left(\omega^{\frac{1}{2}}+r-c \cos \theta\right)\right],
\end{aligned}
$$

and $\omega \equiv c^{2}+r^{2}-2 c r \cos \theta$.
The attractions of the halves of the shell farthest from $P$ and nearest to it are

$$
\begin{aligned}
\frac{2 k \pi \rho}{3 c^{2}} & {\left[\left(r_{2}^{3}-r_{1}^{3}\right)-\left(r_{2}^{2}-2 c^{2}\right) \sqrt{r_{2}^{2}+c^{2}}\right.} \\
& \left.+\left(r_{1}^{2}-2 c^{2}\right) \sqrt{r_{1}^{2}+c^{2}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{2 k \pi \rho}{3 c^{2}}\left[\left(r_{2}^{3}-r_{1}^{3}\right)+\left(r_{2}^{2}-2 c^{2}\right) \sqrt{r_{2}^{2}+c^{2}}\right. \\
& \left.\quad-\left(r_{1}^{2}-2 c^{2}\right) \sqrt{r_{1}^{2}+c^{2}}\right]
\end{aligned}
$$

respectively. If the mass of the whole shell is $M$ and if the shell is thin, the attractions at $P$ due to the sectors are

$$
\frac{k M}{2 c^{2}}\left(1-\frac{r-r \cos \theta}{P L}\right) \text { and } \frac{k M}{2 c^{2}}\left(1+\frac{r-c \cos \theta}{P L}\right)
$$

where $L$ is any point on the common rim of the sectors.
48. Prove that the attraction due to a homogeneous hemisphere of radius $r$ is zero at a point in the axis of the hemisphere distant $\frac{3}{7} r$ approximately from the centre of the base.
49. A segment of height $h$, cut from a homogeneous sphere of density $\rho$ and radius $a$ by a plane distant $a-h$ from the centre of the sphere, attracts a unit particle on the axis of the segment at a distance $l$, greater than the radius, from the centre of the sphere, with a force

$$
\begin{aligned}
& 2 \pi k \rho\left[h+\frac{1}{3(c+u)^{2}}\{ \right.\left(2 c^{2}+3 a c\right) c-\left(2 c^{2}+3 a c+a h+c h\right) \\
&\left.\left.\sqrt{c^{2}+2 c h+2 a h}\right\}\right], \text { where } c=b-a .
\end{aligned}
$$

If $c=0$, this becomes $2 \pi k \rho h\left\{1-\frac{1}{3} \sqrt{\frac{2 h}{a}}\right\}$. Assuming this to be true, show that the attraction of a homogeneous hemisphere upon a particle at its vertex is to the attraction of the circumscribing cylinder of the same density as 529 to 586 , nearly. Show that the attraction, at its vertex, of a slice 2 miles thick cut from the earth, and the attraction of an infinite disc of the same thickness and density upon a point at the centre of one of its faces, differ by about one per cent of either.
50. Show that if the earth were made up of two homogeneous solid hemispheres of densities $\rho$ and $\rho^{\prime}$ separated by the plane
of the equator, the deviation of the plumb line from the zenith at any point of the equator would be $\tan ^{-1}\left(\frac{2}{\pi} \cdot \frac{\rho-\rho^{\prime}}{\rho+\rho^{\prime}}\right)$.
51. Show that the attraction at the origin due to the homogeneous solid bounded by the surface obtained by revolving one loop of the curve $r^{2}=a^{2} \cdot \cos 2 \theta$, is $\frac{1}{3} \pi a k p$.
52. A mountain of the form of a surface of revolution with vertical axis and elliptic outline stands on a horizontal plane which contains the centre of the ellipse. Find the horizontal component of its attraction at a point of the base. Show that if the mountain is 2 miles high and 4 miles broad at the base, and if the density of the mountain and of all the matter in its neighborhood is half the mean density of the earth, the plumb lines close to its base on the north and south sides will make with each other an angle greater by about 51 seconds of are than the corresponding difference of geocentric latitude.
53. The attraction at the point $(0,0,-b)$ of so much of the homogeneous paraboloid $x^{2}+y^{2}=\lambda z$ as lies between the planes $z=0, z=h$ is

$$
\begin{aligned}
2 \pi k \rho\{h-\sqrt{(b} & +h)^{2}+h \lambda \\
& +b-\frac{1}{2} \lambda \cdot \log \left(2 b+\frac{1}{2} \lambda\right) \\
& \left.\log \left(\sqrt{(b+h)^{2}+h \lambda}+b+h+\frac{1}{2} \lambda\right)\right\} .
\end{aligned}
$$

54. If a body $M$ be divided into two rigid portions, $A$ and $B$, the resultant action of each portion upon itself is nil, and the attraction between $A$ and $B$ is the same mathematically as the attraction between $M$ and $B$. To find, therefore, the attraction between two equal homogeneous hemispheres so placed as to form a sphere, we may integrate through either hemisphere the product of the density and the component normal to the flat face of the hemisphere, of the attraction due to the whole sphere. Show that the result is $3 k M^{2} / 16 a^{2}$.
55. Show that the resultant attraction between the two parts into which a homogeneous sphere is divided by a plane
is equal to the mass of either part multiplied by the intensity of gravitation at its centre of mass.
56. Prove that the pressure per unit of length on any normal section of a spherical shell of mass $M$ and radius $a$, due to the mutual gravitation of the particles, tends to the limit $k M^{2} / 16 \pi \alpha^{3}$, as the thickness of the shell is indefinitely diminished. [M. T.]

The mass of the unit length of an infinite homogeneous cylinder of revolution of radius $a$ which is divided into two parts by a plane through its axis is $M$. Show that the pressure between the two parts due to their mutual attractions is $4 k M^{2} / 3 \pi \mu$ per unit length of the cylinder.
57. If $l i$ and $S$ denote the components of attraction of a gravitating system symmetrical with respect to a straight axis, taken along and perpendicular to the axis, then

$$
D_{z} R+D_{r} S+S / r=0,
$$

where $r$ and $\approx$ are columnar coorrdinates. [St. John's College.]
58. If the point of application of a force $F$ move by the path sfrom the point $A$ to the point $B$, the force is said to do work during the journey, equal in amount to the line integral taken along $s$ of the tangential component of $F$. If the components of $F$ parallel to the coördinate axes are $X, Y, Z$, and if $d . x, d y, d z$ are the projections on these axes of an element $d s$ of the path, we have the expressions

$$
\begin{aligned}
W^{\prime} & =\int_{A}^{B} F^{\prime} \cdot \cos \left(s, F^{\prime}\right) d s \\
& =\int_{A}^{B} F^{\prime}\left[\operatorname{eos}(x, s) \cdot \cos \left(x, F^{\prime}\right)\right. \\
& \left.+\cos (y, s) \cdot \cos \left(y, F^{\prime}\right)+\cos (z, s) \cdot \cos (z, F)\right] d s \\
& =\int_{A}^{B}[I \cdot \cos (x, s)+Y \cdot \cos (y, s)+Z \cdot \cos (z, s)] d s \\
& =\int_{A}^{B} I d x+Y d y+Z d z
\end{aligned}
$$

If a function $\Omega$ exists such that

$$
X=D_{x} \Omega, Y=D_{y} \Omega, Z=D_{z} \Omega ; \quad W=\int_{A}^{B} d \Omega=\Omega_{B}-\Omega_{A}:
$$

such a function is called a potentiul function or a force function of the given force. The work done by a force which has a potential function, when its point of application moves completely around any closed path, is zero, and such a force is said to be conserratice. The work done by a conservative force as its point of application moves from $A$ to $B$ is independent of the path $s$.

Prove by actual integration along the different paths, that the work done by the force $X=3 x^{2}+2 y, Y=4 y^{3}+2 x, Z=0$, when its point of application moves from the origin to the point $(2,2,0)$, is 32 , whether the path be a straight line, or the parabola $y^{2}=2 x$ in the $x y$ plane, or a combination of a straight line from the origin to $(2,0,0)$ and another straight line from this point to $(2,2,0)$. Show that the derivative with respect to $x$ of any function of the form $x^{3}+2 x y+f(y)$, where $f$ is arbitrary, will yield $I$, and that, by a proper choice of $f$, the derivative with respect to $y$ can be made equal to $Y$; so that a force function exists. Prove by actual integration along the paths that the work done by the force

$$
X=3 x^{2}+2 y, Y=4 y^{3}+x, Z=0,
$$

as its point of application moves from the origin to $(2,2,0)$, is not independent of the path. In this case no potential function exists, since it is impossible to give such a form to $f$, in the general expression $\left[x^{3}+2 x y+f(y)\right]$, which has $X^{-}$ for its partial derivative with respect to $x$, that the partial derivative of the expression with respect to $y$ shall be $Y$.

Since the order of successive partial differentiations of any analytic function is immaterial,
or

$$
\begin{aligned}
D_{x} D_{y} \Omega & =D_{y} D_{x} \Omega, D_{x} D_{z} \Omega=D_{z} D_{x} \Omega, D_{y} D_{z} \Omega=D_{z} D_{y} \Omega \\
D_{y} Z & =D_{z} Y, I_{z} Y=D_{x} Z, D_{x} Y=D_{y} X .
\end{aligned}
$$

Show that this necessary condition for the existence of a force function is also a sufficient one.
59. Prove that if we have matter attracted to any number of fixed centres with forces proportional to any function of the distance, or if we have matter every particle of which attracts every other particle according to any function of the distance between the particles, there exists a potential function the derivative of which in any direction at any point gives the intensity of the force which would solicit a unit quantity of matter concentrated at the point to move in the given direetion.
60. If $r$ represents the distance of any point $Q$ on a surface $S$ from a fixed point $P$, and if $\alpha$ is the angle between $P Q$ and the normal to $S$ at $Q$, drawn always from the same side of the surface, $\int \frac{\cos a}{r^{2}} d S$, taken over any portion of the surface, gives in absolnte value the solid angle subtended at $P$ by this portion, and, in the case of a closed surface, this value is $4 \pi, 2 \pi$, or 0 , according as $P$ is within, on, or without $S$.

Prove that the volume of the solid enclosed by any surface $S$ is the absolute value of $\frac{1}{3} \int r \cos a d S$ taken over the surface, whether $P$ is within or without $S$. Show that it is possible to find an analogous expression, $\frac{1}{2} \int r \cos a d s$, for the area enelosed by a plane curve, and explain in this case the notation.
61. Show that the absolute value of the component parallel to the axis of $x$, of the force at a point $P$, within or without a homogeneous solid body of any form, due to the attraction of this body, is $\rho \int \frac{\cos (x, n) \cdot d S}{r}$, where $n$ is an interior normal, taken all over the bounding surface; and prove that the component parallel to the axis of $x$ of the force, at a point $P$, due tc the attraction of a homogeneous infinite cylinder
with generating lines parallel to the axis of $z$, is of the form $2 \mu \int \cos (x, n) \cdot \log r \cdot d s$, where the integral is to be extended around the contour of the section of the cylinder made by a plane through $P$ perpendicular to the axis of $z$.
62. The space within a closed surface $S$ is filled with homogeneous matter of density $\rho$. Prove that the value at the point $P$, of the potential function due to the distribution, is $\frac{1}{2} \rho \int \cos \alpha d S$, where $\alpha$ is the angle which the normal to the surface, drawn inward at any point $Q$ on it, makes with $Q P$.
63. Two distributions of gravitating matter possess a common closed equipotential surface. Prove that if all the matter of both distributions be within this surface, the potentials at the surface due to the two distributions are to each other as the masses.
64. Prove that if two different bodies have the same level surfaces throughout any empty space, their potential functions throughout that space are comnected by a linear relation. That the level surfaces should be the same, it is only necessary that the resultant forces due to the two bodies should coincide in direction.
65. Show that if two distributions of matter have in common an equipotential surface which surrounds them both, all their equipotential surfaces outside this will be common.
66. Show that if we have matter every particle of which attracts every other particle with a force proportional to the $n$th power of the distance, the attraction at any point within a quantity of the matter will be infinite if $n+2<0$. [Minchin.]
67. Show that if $u, c$, and $w$ are any three solutions of Laplace's Equation,

$$
\nabla^{2}(u v w)=u \cdot \nabla^{2}(v w)+v \cdot \nabla^{2}(u w)+w \cdot \nabla^{2}(u v) .
$$

68. Show that the potential function due to a solid hemisphere of radius $"$ and density $\rho$, at an external point $P$ situated on the axis at a distance $\xi$ from the centre, is

$$
V=\frac{2 \pi \rho}{3 \xi}\left\{\mu^{3} \pm\left[\left(u^{2}+\xi^{2}\right)^{\frac{3}{2}}-\xi^{3}-\frac{3}{2} a^{2} \xi\right]\right\}
$$

the upper or lower sign being taken according as $P$ is on the convex or plane side of the body.
69. A sphere with centre at the origin has a radius $r$ and a density given by the law $\rho=a x+b y+c z$. Prove that the value at any external point ( $x, y, z$ ), at a distance $R$ from the origin, of the potential function due to the sphere, is $4 \pi r^{5}(u x+b y+c z) / 15 R^{3}$.
70. An infinite cylinder of radius a has a cylindrical cavity of radius $l$ cut out of it. The axes of the cylinders are parallel but not coincident, and the surfaces do not intersect. Show that the equipotential surfaces are cylinders the equations of which are:
(i) $r_{a}{ }^{2}-r_{b}{ }^{2}=C_{1}$ within the cavity;
(ii) $r_{a}^{2}-2 b^{2} \log \frac{r_{b}}{b}=C_{2}$ within the mass ;
(iii) $a^{2} \log \left(\frac{r_{n}}{a}\right)-b^{2} \log \left(\frac{r_{b}}{b}\right)=C_{3}$ in outside space;
where $r_{a}$ and $r_{b}$ are the distances from the axes of the cylinder and cavity respectively.
71. From a lomogeneous sphere of density $\rho$ and radius $a$ is cut an eccentric spherieal cavity of radius $b$. The distances of any point $P$ from the centre of the sphere and the centre of the cavity are $r_{1}$ and $r_{2}$ respectively. Show that $V_{P}$, the value of the potential function at $P$, is given by the first, second, or third of the subjoined equations,

$$
r_{2}^{2}-r_{1}^{2}=\frac{3}{2 \pi \rho}\left\{V_{P}+2 \pi \rho b^{2}-2 \pi \rho a^{2}\right\}
$$

$$
\begin{aligned}
& r_{1}^{2}+\frac{2 b^{3}}{r_{2}}=3\left(\mu^{2}-\frac{V_{P}}{2 \pi \rho}\right), \\
& 3 V_{P}=4 \pi \rho\left(\frac{\prime^{3}}{r_{1}}-\frac{l^{3}}{r_{2}}\right),
\end{aligned}
$$

according as $P$ is within the cavity, within the mass, or without the mass. Indicate by a rough drawing the form of a line of force within the cavity.
72. Show that the lines of force due to a uniform straight rod are hyperbolas which have the ends of the rod for foci.
73. Show that formula [59] might be written

$$
V_{P}=\mu \cdot \log \left(\operatorname{ctn} \frac{1}{2} P B A \cdot \operatorname{ctn} \frac{1}{2} P A B\right) .
$$

74. A number ( $n$ ) of equal, infinitely long, homogeneous, straight filaments, all parallel to each other, cut the $x y$ plane normally in points which lie uniformly distributed on a circumference of radius $a$ with centre at the origin. One of these points is at the point $(a, 0)$. Show that the value of the potential function at the point $(r, \theta)$ is

$$
m \cdot \log \left(r^{2 n}-2 a^{n} r^{n} \cos n \theta+a^{2 n}\right)
$$

75. If the law of attraction were that of the inverse $n$th power of the distance, we should lave

$$
\nabla^{2} V=(n-2) \iiint \frac{\rho d \tau}{\sigma^{(n+1)}}
$$

If the density had the same sign throughout a distribution of matter, the potential function could not be constant in any region of empty space unless $n$ were equal to 2 .
76. In the case of matter every particle of which attracts every other particle with a force proportional to the product of their masses and a function $(f)$ of the distance, we have $\nabla^{2} V \equiv \iiint\left[2 f(r) / r+f^{\prime}(r)\right] \rho d \tau$. Show that $V$ cannot satisfy Laplace's Equation unless $f(r) \equiv K / r^{2}$.
77. If instead of the polar coordinates $r, \theta, \phi$, the independent variables are $r, \mu, \phi$, where $\mu \equiv \cos \theta$, Poisson's Equation becomes

$$
D_{r}\left(r^{2} \cdot D_{r} V\right)+D_{\mu}\left[\left(1-\mu^{2}\right) D_{\mu} V^{\prime}\right]+D_{\phi}^{2} V^{r} /\left(1-\mu^{2}\right)=-4 \pi \rho r^{2} .
$$

78. If instead of the spherical coördinates $r, \theta, \phi$, the coördinates $u, u, \phi$ be used, where $u \equiv 1 / r$, and $w \equiv \log \tan \frac{1}{2} \theta$, Laplace's Equation becomes

$$
\sin ^{2}\left(2 \tan ^{-1} e^{u r}\right) u^{2} \cdot D_{n}^{2} V+D_{\phi}^{2} V+D_{w}^{2} V=0 .
$$

79. Show that if matter be distributed symmetrically about an axis, and if $4 a, 4{ }^{\prime}$ be the latera recta of the two confocal parabolas, with this line as axis, which meet at any point, Laplace's Equation may be written in the form

$$
D_{a}\left(u D_{a} V\right)+D_{a^{\prime}}\left(a^{\prime} D_{a^{\prime}} V\right)=0
$$

80. Prove that at the surface of an attracting body, $D_{x}{ }^{2} V$, $I_{y}{ }^{2} V^{\gamma}, I_{z}{ }^{2} V$ are discontinuous in such a manner that if $n$ represents an interior normal drawn to the surface, the values of these quantities at any point just within the attracting mass are smaller than at a neighboring point just without, by the quantities $4 \pi \rho \cos ^{2}(x, n), \quad 4 \pi \rho \cos ^{2}(1, n), \quad 4 \pi \rho \cos ^{2}(\because, n)$, respectively.
81. A portion of a spherical surface is occupied by a thin shell of matter of miform density $\sigma$, which attracts according to the Newtonian Law. Prove that the value, at any point on the remaining portion of the surface, of the potential function due to this distribution of matter, is " $\sigma \omega$, where " is the diameter of the sphere and $\omega$ the solid angle subtended at the point by the contour of the portion of the surface occupied by matter.
82. Show that in so far as a transformation from one set of rectangular axes to another is concerned. $I_{x}{ }^{2} V+D_{y}{ }^{2} V+I_{z}{ }^{2} V$ and $\left(I_{x} I^{\prime}\right)^{2}+\left(I_{y} I^{\prime}\right)^{2}+\left(L_{z} I^{\prime}\right)^{2}$ are differential invariants.
83. The potential function at all points external to the sphere
is

$$
x^{2}+y^{2}+z^{2}=a^{2}
$$

$$
a^{5}\left(a x^{2}+\beta y^{2}+\gamma z^{2}+2 a^{\prime} y z+2 \beta^{\prime} x z+2 \gamma^{\prime} x y\right) / r^{5} .
$$

Show that if there be no matter in this region, $a, \beta$, and $\gamma$ must satisfy a certain relation. Show that if inside the sphere the density be uniform, the value there of the potential function will be

$$
c+\lambda x^{2}+\mu y^{2}+\nu z^{2}+2 a^{\prime} y z+2 \beta^{\prime} z x+2 \gamma^{\prime} x y
$$

where $c, \lambda, \mu$, and $v$ are known. Find the condition that under these circumstances the equipotential surfaces inside the sphere should be ellipsoids similar to $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{\hat{z}^{2}}{c^{2}}=1$.

$$
\text { 84. Prove that if } \int_{r}^{\infty} \phi(r) \cdot d r \equiv \chi(r) \text { and } \int_{r}^{\infty} r \cdot \chi(r) d r \equiv \psi(r)
$$

and if $\phi, \chi$, and $\psi$ vanish at infinity and are finite for finite values of $r ; \mathrm{mm}^{\prime} \chi(r)$ represents (1) the work done under an attracting force $m m^{\prime} \phi(r)$ in bringing a particle of mass $m^{\prime}$ from infinity to a point distant $r$ from another mass $m$; (2) the component, parallel to the rock, of the attraction of a particle $m$ on a straight slender rod of line density $m^{\prime}$, if the end of the rod is at a distance $r$ from $m$ and the other end at infinity. Show also that $2 \pi \sigma m \cdot \psi(*)$ represents (1) the work done in bringing from infinity to a point distant $:=$ from a thin lamina of surface density $\sigma$, a particle of mass $m$; (2) the attraction of a particle $m$, placed at a distance $a$ from the plane surface of an infinite solid of constant density $\sigma$.
85. Show that if $s$ represents a direction which makes the angles $\alpha, \beta, \gamma$ with the coördinate axes,

$$
\begin{aligned}
D_{s}^{2} V=D_{x}{ }^{2} V \cos ^{2} \alpha & +D_{y}{ }^{2} V \cos ^{2} \beta \\
& +D_{z}^{2} V \cos ^{2} \gamma+2 D_{x} D_{y} V \cos \alpha \cos \beta \\
& +2 D_{y} D_{z} V \cos \beta \cos \gamma+2 D_{x} D_{z} V \cos \gamma \cos \alpha
\end{aligned}
$$

86. When the line of action of the attraction of a body at every point of external space passes through a point $O$ fixed in the body, the body is said to be centrobaric and $O$ is called the baric centre. The lines of force in external space are straight lines passing through $O$, and the equipotential surfaces are spherical surfaces with centre at the baric centre. Show that the whole extermal field must under these circumstances be the same as that due to a mass equal to that of the body, concentrated at $O$. Show that if at internal points also the line of action of the force always passes through $O$, the density of the body is a function only of the distance from $O$. The centre of gravity of a finite centrobaric distribution is the baric centre. A distribntion cannot be centrobaric unless every axis drawn through its centre of gravity is a principal axis. If for any finite space outside it a body is centrobaric, it must be centrobaric for all the rest of outside space. A distribution which cousists of a spherical distribution and a distribution the potential function due to which at all outside points is zero is evidently centrobaric.
87. Show that if $O$ is a fixed origin within or near a distribution $M^{\prime}$ of attracting or repelling matter, if $P^{\prime}$ is any point of $M^{\prime}$ and $P$ any point without $M^{\prime}$ more distant from $O$ than any point of $M^{\prime}$ is, and if $P \equiv(x, y, z), P^{\prime} \equiv\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, $O P \equiv r, O P^{\prime} \equiv r^{\prime}, P O P^{\prime} \equiv \phi$; the value at $P$ of the potential function due to $M I^{\prime}$ is equal to

$$
\begin{aligned}
V_{P} & =\iiint\left[1-\frac{2 r^{\prime} \cdot \cos \phi}{r}+\frac{r^{\prime 2}}{r^{2}}\right]^{-\frac{1}{2}} \cdot \frac{d m^{\prime}}{r} \\
& =\frac{M}{r}+\frac{1}{r^{\prime 2}} \iiint r^{\prime} \cdot \cos \phi \cdot d m^{\prime} \\
& +\frac{1}{2 r^{3}} \iiint\left(2 r^{\prime 2}-3 r^{\prime 2} \cdot \sin ^{2} \phi\right) d m^{\prime}+\cdots
\end{aligned}
$$

Show that if $A, B, C$, and $I$ are the moments of inertia of $M^{\prime}$ about the coördinate axes and about $O P$ respectively,
$A+B+C=\iiint 2 r^{\prime 2} d m^{\prime}$ and $I=\iiint r^{\prime 2} \cdot \sin ^{2} \phi \cdot d m^{\prime}$,
and that if $O$ is the centre of gravity of $\mu^{\prime}$, the second term of the development vanishes so that

$$
V_{P}=M^{\prime} / r+(A+B+C-3 I) / 2 r^{3}+\cdots
$$

If $M^{\prime}$ is centrobaric and if $O$ is the baric centre, $V$ is a function of $r$ only and the coefficients of $r$ in the general development are to be considered as constants.
88. If the law of attraction is expressed by any function, $\phi^{\prime}(r)$, of the distance, the intensity of the attraction of any homogeneous solid, estimated in a given direction, at any point $P$, is expressed by the surface integral $\int \phi(r) \cdot \cos \lambda \cdot d S$, where $r$ is the distance from $P$ of any point on the surface bounding the solid, $d S$ the element of this surface, and $\lambda$ the angle made by the normal to the element with the given direction. [Minchin.]
89. The function $f\left(x^{p} y\right)$ can satisfy Laplace's Equation only if $p=1$, or -1 , or 0 .
90. The invariable line which joins the centres ( $A_{0}, B_{0}$ ) of two homogeneous spheres, $A$ and $B$, moving under their mutual attraction, revolves with uniform angular velocity, $\omega$, about the centre of gravity, $C$, of the two. One of the spheres, $A$, does not rotate, but every line in it remains parallel to itself during the revolution. Show that every particle of $A$ moves in a circle of radius equal to the distance of $A$ 's centre from $C$, and is at every instant at the end of a diameter parallel to $B_{0} A_{0}$. Under these circumstances a lonse particle at $D$ on $A$ 's surface must in general be constrained to keep it moving in its path.

If we denote the radius of $A$ by $a$, the distances $B_{0} A_{0}, C A_{0}$ by $d$ and $r$, and the mass of $B$ by $M$, the resultant force on a particle of mass $m$ resting on $A$ at $D$ [Fig. 123] has the intensity $m \omega^{2} r \equiv k m . M / d^{2}$ and a direction $D T$ parallel to $A_{0} B_{0}$, while the attraction of $B$ upon the particle has the inten-
 fairly small compared with $d$, a constraining force equal to $3 \mathrm{akMm}(\sin 2 \theta) /\left(2 d^{3}\right)$, where $\theta \equiv C A D$, must be exerted on $m$ in a direction perpendicular to $A_{0} D$ to prevent its sliding on $A$ 's surface.

Assuming $A$ to be the earth, of mass $M^{\prime}$ and radius $a$, and $B$, the moon, of mass $\frac{1}{81} M^{\prime}$, with centre distant $60 a$ from


Fig. 123.
the earth's centre, prove that the maximum horizontal lunar tide-generating force on the earth's surface is to the force of terrestrial gravitation as 1 to $11,500,000$, nearly. Find approximately the "vertical tide-generating force" at the points on the earth's surface nearest and farthest from the moon.
[The student is strongly advised to read in this connection Prof. G. H. Darwin's charming Lowell Lectures on the Tides.]
91. Supposing that a sphere of water is brought together by the mutual attractions of its particles from a state of infinite diffusion, and that the amount of work done by these forces is sufficient to raise the temperature of the sphere
$1^{\circ} \mathrm{C}$. Show that the radius of the sphere is about onefortieth of the radius of the eartl, if the earth's radius be $637 \times 10^{6}$ centimetres, and if one water-gramme-centigradedegree be equivalent to $4.2 \times 10^{7}$ ergs. [Minchin.]
92. The value at any point $(x, y, a)$ of the potential function due to any system of attracting matter at a finite distance is $V$, the forces due to the attraction of this matter at any point ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) is $F^{\prime}$, the value at this point of the potential function $V^{\prime}$, and the density $\rho^{\prime}$. Show that

$$
V^{2}=\frac{1}{2 \pi} \iiint \frac{\left(4 \pi \rho^{\prime} V^{\prime}-F^{\prime 2}\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}\right]^{\frac{1}{2}}},
$$

where the integration takes in all space.
93. Prove that the rise of sea level in a shallow sea caused by the attraction of a homogeneous hemispherical mountain of radius $c$ rising from it with its base at sea level, is approximately $\rho^{\prime} c^{2} / \mathcal{L} \rho a$, where $\rho^{\prime}$ is the density of the mass of the mountain, $\rho$ the mean density of the earth, and $a$ its radius.
94. A fixed gravitating sphere is partly covered by an ocean extending over the northern side of a parallel of colatitude $\lambda$. A distant fixed gravitating body $M$ is situated on the north axis of this small circle. Prove that if the self-attraction of the ocean be neglected, $M$ will cause a rise of water at the north pole approximately equal to $\kappa \sin ^{2} \frac{1}{2} \lambda$, where $\kappa$ is what the rise would be if the whole sphere were covered.
95. Show that if a finite distribution consists of $m$ units of positive matter and $m$ units of negative matter, anyhow distributed, it is possible to draw, with any given finite point as centre, a spherical surface so large that the whole flow of force through it, reckoned arithmeticall!, shall be as small as we please. Prove that the lines of force are all closed.
96. Imagine any point $P$ in empty space near a distribution of repelling matter to be taken as origin of a system of orthogonal Cartesian coördinates with axis of $\approx$ coincident with the
normal to the equipotential surface which passes through $P$. $I$ will then be given by an equation of the form $V=f(x, y, z)$, where $D_{x} f, D_{y} f$ vanish at $I^{\prime}$, and $-D_{z} f$ is the force $l^{\prime}$ in the direction of the $z$ axis. If $Q$ is a point near $P$ on the section of the surface $V^{r}=V_{l}$, made by the $x ;$ plane, and if we denote the coördinates of $( \}$ by $(\Delta x, 0, \Delta z)$, the radius of curvature at $P$ of this section is $\lim _{\Delta x \doteq 0}\left(\frac{\Delta x^{2}}{2 \Delta z}\right)$, and $\Delta z$ is in general of higher order than $\Delta x$.

$$
\begin{aligned}
\Gamma_{Q}=V_{P}+\Delta x \cdot I_{x} V & +\Delta z \cdot D_{z} V \\
& +\frac{1}{2} \Delta x^{2} \cdot D_{x}^{2} V+\text { terms of higher order. }
\end{aligned}
$$

Since $V_{Q}=V_{P}$, and $D_{x} V^{V}$ vanishes at $P, D_{x}^{2} V=\frac{F}{R_{1}}$. Prove similarly that $D_{y}{ }^{2} V=\frac{F}{L_{2}}$ and then, by Laplace's Equation, that

$$
D_{z}^{2} V^{\prime}=-F\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) .
$$

Illustrate these results by an example.
97. If a distribution of active matter is symmetrical about a straight line (the axis of $x$ ) and if $r$ represents the distance of any point from this axis, the potential function involves $r$ athl $x$ only and the equipotential surfaces are surfaces of revolution. Consider one of these surfaces, $S_{0}^{\prime}$, on which $V$ has the value $V_{0}$, and let the . flux of force" through so much of $s_{1}$ as lies between some fixed phane $\left(x=x_{0}\right)$ perpendicular to the $x$ axis, and the plane $x=r$, be represented by the function $2 \pi \mu$, then if $d s$ is the element of the generating curve of $S_{11}$ between $r$ and $r+\Delta r$, and if $r$ is the distance of $d s$ from the $r$ axis, the area of the strip of $S_{n}$ between $x$ and $x+\Delta x$ is approximately $2 \pi r \cdot d s$. the flux of force through it is $-2 \pi r \cdot I_{n} \Gamma^{r} \cdot d s$, and this flux is the change made in $2 \pi \mu$ by increasing $x$ by $\Delta x$. We may write, therefore, $D_{s} \mu=-r \cdot D_{n} V$,
and, if $\alpha$ is the angle which the exterior normal to $d s$ makes with the $x$ axis,
$D_{s} \mu \equiv D_{x} \mu \cdot \sin \alpha-D_{r} \mu \cdot \cos \alpha, D_{n} V \equiv D_{x} V \cdot \cos \alpha+D_{r} V \cdot \sin \alpha$, and the equation becomes

$$
\sin a\left(D_{x} \mu-r \cdot D_{r} V\right)-\cos a\left(D_{r} \mu+r \cdot D_{x} V\right)=0 .
$$

If this equation is to hold everywhere on every equipotential surface, the coefficients of $\sin \alpha$ and $\cos \alpha$ must vanish and $\mu$ is determined (apart from an additive constant to be chosen at pleasure) by the equations $D_{x} \mu=r \cdot D_{r} V, D_{r} \mu=-r \cdot D_{x} V$.

Show that the values of $\mu$ corresponding to the three familiar potential functions $-X_{0} x, M_{x} /\left(r^{2}+x^{2}\right)^{\frac{3}{2}}, M_{j}\left(r^{2}+x^{2}\right)^{\frac{1}{2}}$ are $\frac{1}{2} X_{0} r^{2}, M r^{2} /\left(r^{2}+x^{2}\right)^{\frac{3}{2}}$, and $-M x /\left(r^{2}+x^{2}\right)^{\frac{1}{2}}$. Discuss the physical meanings of these results.

The function $\mu$ defined above is sometimes called "Stokes"s Flux Function." It is clear that the level surfaces of the functions $V$ and $\mu$, both of which are symmetrical about the $x$ axis, cut each other orthogonally and that the generating line of any level surface of $\mu$ is a line of force. Although any function of $\mu$ equated to a constant would serve to represent the forms of analytic lines of force, a special advantage arises from the use of $\mu$ itself from the fact that if $\mu_{1}$ and $\mu_{2}$ are flux functions corresponding to two different potential functions, $V_{1}$ and $V_{2}$, due to two distributions of matter, $M_{1}$ and $M_{2}$. symmetrical about the $x$ axis, $\mu_{1}+\mu_{2}$ is a flux function of $V_{1}+V_{2}$, the potential function due to $M_{1}$ and $M_{2}$ existing together. If generating lines of the $\mu_{1}$ surfaces be drawn in a plane, for the numerical values $a, a+\delta, a+2 \delta$, $a+3 \delta, a+4 \delta$, etc., and the lines of the $\mu_{2}$ surfaces for the values $b, b+\delta, b+2 \delta, b+3 \delta, b+4 \delta$, etc., $\delta$ being any convenient interval, the intersections of the curves $\mu_{1}=a+n \delta$, $\mu_{2}=b+(m-n) \delta$ will be points on the generating lines of the surface $\mu_{1}+\mu_{2}=a+b+m \delta$. If, then, we fix $m$ for a moment and give to $n$ in succession different integral values,
we may get points enough to enable us to draw the line $\mu_{1}+\mu_{2}=a+b+m \delta$ with sufficient accuracy. This graphical method of drawing lines of force (or equipotential surfaces) has proved in the hands of Maxwell and others extremely fruitful. Draw accurately several of the lines of force due to a charge 20 and a charge -10 concentrated at points 4 inches apart.
98. (a) Show that if $P, P^{\prime}$ are any definite pair of inverse points distant respectively $r$ and $r^{\prime}$ from the centre $O$ of a spherical surface $S$ of radius $a$, the ratio $P Q / P^{\prime} Q$ is equal to the constant $\alpha / r^{\prime}$ wherever on $S$ the point $Q$ may be. Hence show that if $V$ is the potential function due to a heterogeneous surface distribution on $S$,

$$
V_{P^{\prime}}^{\prime}=V_{P}\left(a / r^{\prime}\right) \text { and } D_{r^{\prime}}\left(V_{P^{\prime}}\right)=-a^{3} \cdot D_{r} V_{P} \cdot / r^{\prime 3}-a V / r^{\prime 2} .
$$

(b) Prove that $r^{3 / 2} \cdot D_{r} V_{P^{\prime}}+r^{13 / 2} \cdot D_{r^{\prime}} V_{P^{\prime}}=-\left(a V_{P} \cdot V_{P^{\prime}}\right)^{1 / 2}$. [Routh.]
(c) Prove that as both $r$ and $r^{\prime}$ are made to approach $u$, $\operatorname{limit}\left(I_{r} V_{P}+D_{r^{\prime}} \cdot I_{P^{\prime}}\right)=-V / u$. [Stokes.]
99. If $P, P^{\prime}$ are any definite pair of inverse points with respect to a right section of an infinitely long cylindrical surface of revolution, and if $Q$ be any variable point on the circumference, $P^{\prime} Q / P Q$ is equal to the constant $r^{\prime} / a$. Show that if the cylinder be covered with a superficial distribution the density of which varies from filament to filament of the surface, $I_{P^{\prime \prime}}-V_{P}=2 \log \left(r^{\prime} / a\right) \cdot M$, where $M$ is the amount of matter on the unit length of the surface.
100. $I$ is the potential function due to a volume distribution of density $\rho$ in the region $T$ and a surface distribution of density $\sigma$ on the surface $S . J^{\prime \prime}$ is the potential function due to a volume distribution of density $\rho^{\prime}$ in the region $T^{\prime}$ and a surface distribution of density $\sigma^{\prime}$ on the surface $S^{\prime}$. Using all space as the field of Green's Theorem, apply [145] to these functions and interpret the resulting equation as giving an expression for the mutual energy of the distributions.
101. If two systems of matter ( $M$ and $M^{\prime}$ ), both shut in by a closed surface $S$, give rise to potential functions ( $V$ and $V^{\prime}$ ), which have equal values at every point of $S$, whether or not $S$ is an equipotential surface of either system, then $V$ cannot differ from $V^{\prime}$ at any point outside $S$, and the algebraic sum of the matter of either system is equal to that of the other.
102. Prove that the level lines of the function $u \equiv F_{2}(x, y, z)$ on the surface $F_{1}(x, y, z)=0$ have direction cosines which are to each other as

$$
\begin{aligned}
& \left(D_{y} F_{1} \cdot D_{z} F_{2}-D_{z} F_{1} \cdot D_{y} F_{2}\right), \\
& \left(D_{z} F_{1} \cdot D_{x} F_{2}-D_{x} F_{1} \cdot D_{z} F_{2}\right), \\
& \left(D_{x} F_{1} \cdot D_{y} F_{2}-D_{y} F_{1} \cdot D_{x} F_{2}\right) ;
\end{aligned}
$$

and
and that if these quantities be represented by $\lambda, \mu$, and $\nu$, respectively, the direction cosines, at the point $(x, y, z)$, of a curve which lies on $F_{1}$ and cuts orthogonally at that point a level line of $u$ on the surface, are to each other as
$\left(\mu \cdot D_{z} F_{1}-\nu \cdot D_{y} F_{1}\right):\left(\nu \cdot D_{x} F_{1}-\lambda \cdot D_{z} F_{1}\right):\left(\lambda \cdot D_{y} F_{1}-\mu \cdot D_{x} F_{1}\right)$.
In particular, if $u \equiv x / z$ and if $F_{1}(x, y, z) \equiv x^{2}\left(b^{2}-y^{2}\right)-a^{2} z^{2}$, the level lines of $u$ on $F_{1}$ are straight lines, the direction cosines of which at any point $P$ are in the ratio $u_{P}: 0: 1$, and since the sum of the squares of these cosines must be equal to unity, the cosines themselves are $u / \sqrt{u^{2}+1}, 0$, and $1 / \sqrt{u^{2}+1}$.
103. In the case of a columnar distribution the density of which varies only with the distance $r$ from a fixed axis, the lines of force are straight lines radiating from the axis (Section 34), and the potential function $V$ and the resultant force $D_{r} V$ are functions of $r$ alone. If we apply Gauss's Theorem to a cylindrical surface of revolution $S$, coaxial with the distribution, we learn that $2 \pi r D_{r} V=4 \pi$ times the mass $M$ of the unit length of so much of the distribution as is enclosed by $S$.

Show that if the distribution is a solid homogeneous repelling cylinder of ratius $a$ and density $\rho, D_{r} V=2 \pi \rho r$ and $V=\pi \rho\left[r^{2}-u^{2}+2 u^{2} \log u\right]$, if $r$ is less than $u$. If $r$ is greater than $a, I_{r} V=2 \pi \rho u^{2} / r$ and $V=2 \pi \rho u^{2} \log r$. Show also that if the distribution is merely a surface charge of density $\sigma$ on a cylindrical surface of radius $a, V=4 \pi a \sigma \log a$ within the cylinder, and $V=4 \pi \omega \sigma \log r$ without.
104. If $V$ is the gravitational potential function belonging to a given distribution $M$ of attracting matter, and if $k$ is the constant of gravitation, the force of gravitation at any point in any direction $s$, measured in dynes, is the value at that point of $k \cdot I_{s} V^{\top}$ or $I_{\varepsilon} T_{0}^{-}$, where $V_{0} \equiv k V^{\top}$; and $\Gamma^{2} V_{0}=-4 \pi k \rho$. Prove that if $I$ be made to rotate about the axis of $z$ with constant angular velocity $\omega$, if $\Omega \equiv \frac{1}{2} \omega^{2}\left(x^{2}+y^{2}\right)$, and if $V^{\prime} \equiv V_{0}+\Omega$, the apparent force at any point in any direction $s$ is $D_{s} V^{\prime}$ and $\Gamma^{2} V^{r}=-4 \pi l i \rho+2 \omega^{2}$. Prove also that if $S$ represents the surface of $M /$, and $n$ a normal to the surface drawn inwards, if $v$ is the volume of the distribution, and if $\rho_{0}$ is its mean density,

$$
-4 \pi k \cdot \rho_{n}+2 \omega^{2} v=-\iint D_{n} V^{\prime} d S
$$

[R. S. Woodward, "The Gravitational Constant and the Mean Density of the Earth," Astronomical Journal, 1898.]

If $M$ represents the earth, $a$ the semiaxis major, and $e$ the eccentricity of the generating ellipse of the earth's spheroid, $\phi$ and $\lambda$ the latitude and longitude of $d S$, we have

$$
v=\frac{4}{3} \pi a^{3} \sqrt{1-e^{2}}, d S=u^{2}\left(1-e^{2}\right) \cos \phi d \phi d \lambda /\left(1-e^{2} \sin ^{2} \phi\right)^{2},
$$

and the acceleration $J_{n} V^{\prime}$ is siven in centimetres per second per second by the equation $I_{n} I^{\prime \prime}=a+\beta \sin ^{2} \phi+\gamma \cos ^{2} \phi \cdot \cos 2 \lambda$, where $a=978, \beta=5.19$, and $\gamma$ is a constant, so that

$$
\iint I_{n} V^{\prime} \cdot d S=\alpha S+\beta \iint \sin ^{2} \phi d S
$$

Show that if $x \equiv e \sin \phi$,
$S=\frac{2 a^{2}\left(1-\rho^{2}\right)}{e} \int_{0}^{e} \frac{d x}{\left(1-x^{2}\right)^{2}} \int_{0}^{2 \pi} d \lambda=4 \pi a^{2}\left(1-\frac{1}{3} e^{2}-\frac{1}{15} e^{4}-\cdots\right)$,
and

$$
\begin{aligned}
\iint \sin ^{2} \phi d S & =\frac{2 u^{2}\left(1-r^{2}\right)}{e^{3}} \int_{0}^{e} \frac{x^{2} d r^{r}}{\left(1-r^{2}\right)^{2}} \int_{0}^{2 \pi} d \lambda \\
& =4 \pi u^{2}\left(\frac{1}{3}+1_{15}^{1} e^{2}+\frac{1}{35} e^{4}+\cdots\right),
\end{aligned}
$$

and, assuming that $\log e^{2}=\overline{3} .83050, \log a=8.80470$, obtain Professor Woodward's equation, $k \rho_{01}=310797 \times 10^{-11}$.

For a discussion of the value of $\rho_{0}$, see l'rof. J. H. Poynting's Adams Prize Essay on "The Mean Density of the Earth."
105. If $u$ is single-valned and harmonic at all points of a region but one (the exceptional point being an interior point $P$ ), and if $u$ becomes infinite for all paths along which the point $(x, y)$ approaches $P$, then $u$ can be written in the form $u=a \cdot \log r+c$, where $r$ is single-valued and harmonic at all points of the region. [Bôcher.]
106. If the superficial density of a mass distributed on a spherical surface is inversely proportional to the cube of the distance from a fixed point $A$, the distribution is centrobaric. If $A$ is inside the surface, it is the baric centre; if $A$ is outside, its inverse point is the baric centre.
107. If the superficial density of a columnar distribution on a cylindrical surface of revolution varies inversely as the square of the distance from a given line parallel to the axis of the cylinder, there is a baric line within the distribution parallel to the axis. Where is this line?
108. A certain distribution $M$ has two mutually exclusive closed equipotential surfaces, $S_{1}$ and $S_{2}$, upon which $V$ has the different constant values $C_{1}$ and $C_{2}$. Will the potential function in space without $S_{1}$ and $S_{2}$ be the same for the original distribution and for distributions on $S_{1}$ and $S_{2}$ of surface
density $\sigma=-D_{n} V / 4 \pi$ together with so much of $M$ as lies without the surfaces?
109. The straight-line tangents at a point to a tube of force which ends there, evidently form a cone of definite solid angle. A number of points, $P_{1}, P_{2}, P_{3}$, etc., have charges, $m_{1}, m_{2}, m_{3}$, etc. Show that if at any one of these points there end two tubes the solid angles of the cones of which are $\omega$ and $\omega^{\prime}$, the flow of force in the one tube is to the flow of force in the other as $\omega: \omega^{\prime}$. Show also that if a tube starts with solid angle $\omega_{k}$ at a point $P_{k}$, where the charge is $m_{k}$, and ends with solid angle $\omega_{r}$ at a point $P_{r}$ where the charge is $m_{r}, \omega_{k} m_{k}$ is numerically equal to $\omega_{r} m_{r}$.
110. All the masses of a certain distribution lie within two closed surfaces $S_{1}$ and $S_{2}$, which exclude each other and are equipotential. All the lines of force which abut on a continuous portion $A$ of $S_{1}$ also abut on $S_{2}$. All the lines of force which abut on $S_{1}$ outside of $A$ are open, while none of the lines which abut on $S_{2}$ are open. Show that one of the equipotential surfaces is made up of two lobes, one of which includes $S_{2}$ alone and the other both $S_{1}$ and $S_{2}$. Separating the closed lines of force from the open ones is a surface which passes through the point where the lobes of the surface just mentioned are connected. All the equipotential surfaces are closed.
111. The potential function due to a certain distribution of matter has a value at any point $Q$ which depends only upon the distance, $r$, of $Q$ from a fixed point $O$. This value is

$$
\begin{aligned}
& 2 \pi\left(2 c+b^{2}-a^{2}\right), \quad \frac{2}{3} \pi\left(6 c+3 b^{2}-r^{2}-\frac{2 a^{3}}{r}\right), \\
& 4 \pi\left(c+\frac{b^{3}-a^{3}}{3 r}\right), \quad \text { or } 4 \pi\left(\frac{3 c^{2}+b^{3}-a^{3}}{3 r}\right),
\end{aligned}
$$

according as $0<r<a, a<r<b, b<r<c$, or $r>c$. What is the distribution? $[\rho=0, \rho=1, \rho=0, \sigma=1, \rho=0$.]
112. The lines of force due to two similar, homogeneous, infinitely long, straight filaments of repelling matter, parallel to the $z$ axis and cutting the $x y$ plane at the points $(a, 0)$, $(-a, 0)$ are hyperbolas of the family $x^{2}-2 \lambda x y-y^{2}=a^{2}$.
113. (a) Prove that when there is symmetry about the axis from which $\theta$ is measured, $r^{m} \cdot P_{m}(\cos \theta)$ and $\frac{P_{m}(\cos \theta)}{r^{m+1}}$, where $P_{m}(\cos \theta)$ is the coefficient of $u^{m}$ in the development, in ascending powers of $\alpha$, of $\left(1-2 a \cos \theta+a^{2}\right)^{-\frac{1}{2}}$, are particular solutions of Laplace's Equation in polar coördinates ; that is, of

$$
r \cdot D_{r}^{2}(r V)+\frac{1}{\sin \theta} \cdot D_{\theta}\left(\sin \theta \cdot D_{\theta} V\right)=0
$$

Hence show that any expression of the form

$$
\begin{aligned}
& A_{0}+A_{1} r \cdot P_{1}(\cos \theta)+A_{2} r^{2} \cdot P_{2}(\cos \theta)+\cdots+A_{n} r^{n} \cdot P_{n}(\cos \theta) \\
& \quad+\frac{B_{0}}{r}+\frac{B_{1} \cdot P_{1}(\cos \theta)}{r^{2}}+\frac{B_{3} \cdot P_{2}(\cos \theta)}{r^{3}}+\cdots+\frac{B_{m} \cdot P_{m}(\cos \theta)}{r^{m+1}},
\end{aligned}
$$

where $A_{0}, B_{0}, A_{1}, B_{1}, A_{2}, B_{2}$, etc., are arbitrary constants, satisfies the equation. The $P$ 's here introduced are sometimes called Legendre's Coefficients, sometimes Zonal Surface Spherical Harmonics.
(b) Show that $P_{0}(\mu)=1$,

$$
\begin{aligned}
& P_{1}(\mu)=\mu \\
& P_{2}(\mu)=\frac{1}{2}\left(3 \mu^{2}-1\right) \\
& P_{3}(\mu)=\frac{1}{2}\left(5 \mu^{3}-3 \mu\right) \\
& P_{4}(\mu)=\frac{1}{5}\left(35 \mu^{4}-30 \mu^{2}+3\right), \\
& P_{5}(\mu)=\frac{1}{5}\left(63 \mu^{5}-70 \mu^{3}+15 \mu\right) .
\end{aligned}
$$

(c) Show that when $\theta=0, P_{m}(\cos \theta)$ or $P_{m}(1)$, the coefficient of $\alpha^{m}$ in the development of $(1-a)^{-1}$, is equal to 1 .
114. Prove that if in any case of symmetry about a line, a convergent series $a_{0}+a_{1} \tilde{v}+a_{2} \hat{v}^{2}+a_{3} \tilde{v}^{3}+\cdots$ represents the
value of the potential function at a point $Q$ distant $z$ from the fixed point $O$, both $O$ and $Q$ being on the line; then the series $a_{0} P_{0}(\cos \theta)+a_{1} r P_{1}(\cos \theta)+a_{2} r^{2} P_{2}(\cos \theta)+\mu_{3} r^{3} P_{3}(\cos \theta)+\cdots$, formed by writing instead of $\approx^{\prime n}$ in the formerseries $r^{m n} \cdot P_{m}(\cos \theta)$, will represent in polar coördinates with $O$ as origin and the given line as axis from which $\theta$ is measured, a finite, singlevalued function which satisfies Laplace's Equation and for all points on the given line on the positive side of $O$, where $\theta=0$ and $r=z$, has the same values as the given series. Given the radius of convergence of the first series, within what limits can we safely use the second series? If any portion of the given line traverses a region of empty space, does the new series represent the potential function at all points in this region within the limits of convergency of the series?
115. Prove that if in any case of symmetry about a line, a convergent series $\frac{\alpha_{1}}{\approx}+\frac{\alpha_{2}}{\omega^{2}}+\frac{\alpha_{3}}{\omega^{3}}+\cdots$ represents the value of the potential function, the series

$$
\frac{a_{1} P_{0}(\cos \theta)}{r}+\frac{a_{2} P_{1}(\cos \theta)}{r^{2}}+\frac{a_{3} P_{2}(\cos \theta)}{r^{3}}+\cdots
$$

formed by writing instead of $\frac{1}{\pi^{m+1}}$ in the former series, $\frac{P_{m}(\cos \theta)}{r^{m+1}}$, will represent, so long as the new series is convergent, a finite, single-valued function which satisfies Laplace's Equation and, for all points on the line on the positive side of $O$, has the same ralues as the given series.
116. Prove that the potential function due to a uniform circular ring of mass $M$, of radius $a$, and of small cross-section, is equal to

$$
\frac{M}{r}\left(1-\frac{1}{2} \cdot \frac{a^{2} \cdot P_{2}^{\prime}(\cos \theta)}{r^{2}}+\frac{1 \cdot 3}{2 \cdot 4} \cdot \frac{a^{4} \cdot P_{4}(\cos \theta)}{r^{4}}-\cdots\right)
$$

if $a<r$, and equal to

$$
\frac{M I}{a}\left(1-\frac{1}{2} \cdot \frac{r^{2} \cdot P_{2}(\cos \theta)}{a^{2}}+\frac{1 \cdot 3}{2 \cdot 4} \cdot \frac{r^{4} \cdot P_{4}(\cos \theta)}{a^{4}}-\cdots\right)
$$

if $a>r$, where the centre of the ring is the origin, and the axis of the ring the axis from which $\theta$ is measured.
117. Prove that the potential function due to a uniform circular disc of mass $M$, of radius $a$, and of small thickness, is equal to
$\frac{2 M}{a^{2}}\left(\frac{1}{2} \cdot \frac{a^{2}}{r}-\frac{1}{2^{2} \cdot 2!} \cdot \frac{a^{4} \cdot P_{2}(\cos \theta)}{r^{3}}+\frac{1 \cdot 3}{2^{3} \cdot 3!} \cdot \frac{a^{6} \cdot P_{4}(\cos \theta)}{r^{5}}-\cdots\right)$
if $a<r$, and to
$\frac{2 M}{a^{2}}\left(a-r \cdot P_{1}(\cos \theta)+\frac{1}{2} \cdot \frac{r^{2} \cdot P_{2}(\cos \theta)}{a}-\frac{1}{2 \cdot 2!} \cdot \frac{r^{4} \cdot P_{4}(\cos \theta)}{a^{3}}+\cdots\right)$
if $a>r$, when the centre of the ring is the origin.
118. Show that the expression $\pm\left(r^{2}-c^{2}+y^{2}\right) / y$ of equation [21], page 12 , is numerically equal to the length, $k$, of the chord of the sphere, formed by a radius vector drawn from $P$ to a point $L$ on the surface, distant $y$ from $P$. The sign is to be taken negative or positive, according as $L$ is or is not visible from $P$. Hence find an expression, $\pi \sigma a\left(k_{1} \pm k_{2}\right) / c^{2}$, for the intensity of the attraction of an "annulus" of a thin spherical shell lying between two parallels of latitude, at any point $P$ on the axis.
119. A thin spherical shell of radius $a$ attracts an internal particle $P$ at a distance $c$ from its centre. If the shell be divided into two parts by a plane through $P$ perpendicular to the radius, the resultant attraction of each part at $P$ is $2 \pi \sigma a\left[a-\sqrt{a^{2}-c^{2}}\right] / c^{2}$. [Todhunter's History of Attraction.]
120. The equation of the surface of an infinitely long homogeneous cylinder of density $\rho$, the lines of which are parallel to the $z$ axis, being $r=f(\theta)$, a filament of the cylinder of cross-section $r d r d \theta$ contributes to the components $(X, Y)$ of the attraction at the origin the amounts $2 \rho \cos \theta \cdot d r \cdot d \theta$ and $2 \rho \sin \theta \cdot d r \cdot d \theta$ respectively. If the cross-section of the cylinder is an ellipse of semiaxes $a$ and $b$, and if the origin is on the surface and distant $y_{0}, x_{0}$ respectively from the
principal planes, the equation of the surface may be written in the form

$$
r=2\left(b^{2} x_{0} \cos \theta+a^{2} y_{0} \sin \theta\right) /\left(b^{2} \cos ^{2} \theta+a^{2} \sin ^{2} \theta\right)
$$

Assuming that

$$
\int \frac{d x}{a+b \tan ^{-2} x}=\frac{1}{a-b}\left[x-\sqrt{\frac{b}{u}} \cdot \tan ^{-1}\left(\sqrt{\frac{b}{u}} \cdot \tan x\right)\right]
$$

prove that in this case

$$
X=4 \pi \rho b x_{0} /(a+b), \quad Y=4 \pi \rho a y_{0} /(a+b)
$$

and that the resultant force has the intensity $4 M /(a+b)$, where $M$ is the mass of the unit length of the cylinder. Prove also, by a method analogous to that of Section 12, that the attraction due to a homogeneous shell bounded by two concentric, similar, and similarly placed elliptic cylindrical surfaces is zero within the shell, and that the attraction components ( $I, I$ ) at any point within a solid homogeneous elliptic cylinder are proportional to $x$ and $y$ respectively.
121. If two confocal ellipses ( $s$ and $s^{\prime}$ ) have semiaxes ( $\mu, b$ ) and ( $a^{\prime}, b^{\prime}$ ), a point $(x, y)$ on $s$ is said to correspond to a point $\left(x^{\prime}, y^{\prime}\right)$ on $s^{\prime}$, if $x / x^{\prime}=a / a^{\prime}$ and $y / y^{\prime}=b / b^{\prime}$. Show that if $P_{1}^{\prime}$ and $P_{2}$ are any two points on $s$ and $P_{1}^{\prime}$ and $P_{2}^{\prime}$, the corresponding points on $s^{\prime}, P_{1} P_{2}^{\prime}=P_{2} P_{1}^{\prime}$. Hence prove (Section 51) that, if two homogeneous, solil, confocal, elliptic cylinders of the same density be divided into corresponding thin strips by planes parallel to the $x:$ plane, the $x$ component of the attraction of any strip of the first at a point $P^{\prime}$ on the second, is to the $x$ component of the attraction of the corresponding strip of the second at a point $I^{\prime}$ on the first corresponding to $P^{\prime}$, as $l$ is to $\vec{l}$. The two components of the attraction of the whole of the first cylinder at $P^{\prime \prime}$ are to the same components of the attraction of the second cylinder at $P$, as $b$ to $b^{\prime}$ and as $a$ to $a^{\prime}$.
122. It follows from the results stated in the last two problems, that if the components at an outside point $Q^{\prime}$ of the attraction due to a solid homogeneous elliptic cylinder of density $\rho$ bounded by the surface $s$ (Fig. 124) be $X^{\prime \prime}$ and $Y^{\prime}$, if a surface $s^{\prime}$ confocal to $s$ be drawn through $Q^{\prime}$, and if $X$ and $Y$ are the components, at $Q$ on $s$ which corresponds to $Q^{\prime}$ on $s^{\prime}$, of the attraction of a cylinder of density $\rho$ bounded by $s^{\prime}$; $X^{\prime} / X=b / b^{\prime}, \quad Y^{\prime} / Y=a / a^{\prime}$, where $a$ and $b$ are the semiaxes of $s$, and $a^{\prime}$ and $b^{\prime}$ those of $s^{\prime}$. Show that $X, Y$ are the components at $Q$ of the attraction due to a cylinder of


Fig. 124.
density $\rho$, bounded by a surface $s^{\prime \prime}$ drawn through $Q$, similar to $s^{\prime}$. Show also that, if the coördinates of $Q$ are $x, y$,

$$
X^{\prime}=4 \pi \rho b x /\left(a^{\prime}+b^{\prime}\right), \quad Y^{\prime}=4 \pi \rho a y /\left(a^{\prime}+b^{\prime}\right)
$$

Prove that, if $a=5, b=3, x^{\prime}=4$, and $y^{\prime}=\frac{10}{3} ; x=\frac{10}{3}$, $y=\sqrt{5}, a^{\prime}=6, b^{\prime}=\sqrt{20}$, so that, approximately, $\mathrm{I}^{\prime}=12 \rho$, $Y^{\prime}=13 \cdot 42 \cdot \rho$.
123. Two parallel planes, the direction cosines of the normals to which are ( $l, m, n$ ), touch two confocal ellipsoidal surfaces at the points $P_{1}, P_{1}^{\prime}$ respectively. The semiaxes of
the surfaces are $(a, b, c)$ and $(a+d u, b+d b, c+d c)$ where, since they are confocal, $d\left(a^{2}\right)=d\left(b^{2}\right)=d\left(c^{2}\right)$. Show that if $p$ and $p+d_{p}$ are the lengths of the perpendiculars dropped from the origin on the tangent planes, $p^{2}=a^{2} l^{2}+b^{2} m^{2}+c^{2} n^{2}$, and $p \cdot d p=l^{2} \cdot d\left(a^{2}\right)+m^{2} \cdot d\left(b^{2}\right)+n^{2} \cdot d\left(c^{2}\right)=d\left(a^{2}\right)$, so that $d_{p}$ is inversely proportional to $\mu$. If the surfaces bound a homogeneous shell, this is called a thin focaloid. Show that the thickness of the shell at the point $P$ differs from $d p$, if at all, by an infinitesimal of higher order, and that a superficial distribution on an ellipsoid with surface density inversely proportional to $p$ is equivalent to a thin focaloid bounded internally by the surface. The thickness of a thin homœoid at any point is directly proportional to $p$.
124. Show that if the potential function due to a distribution of matter has the value zero at all points outside the ellipsoid $L x^{2}+M y^{2}+M_{z^{2}}=1$ and the value $\mu\left(1-L x^{2}-M x^{2}-\Sigma_{z}^{2}\right)$ at all inside points, the distribution consists of a homogeneous ellipsoid of density $\mu(L+M+N) / 2 \pi$ and a superficial stratum on it of surface density $-\mu / 2 \pi p$, where $p$ is the length of the perpendicular dropped from the origin on the tangent plane. Since the surface distribution is equivalent to a thin focaloid, it is clear that the potential function due to a homogeneous ellipsoid has at outside points the same values as the potential function due to a thin focaloid of the same mass coincident with the surface of the ellipsoid. Prove from this that confocal ellipsoids of equal mass have equal potential functions at points outside both.
125. Two homogeneous. solid, confocal ellipsoids of masses $M_{1}$ and $M_{2}$ attract any particle outside both with forces which have the same direction and are to each other as $\Lambda_{1}$ to $M_{2}$. [Maclaurin.]
126. Show that it follows from the reasoning on pages 123 and 124 that the components, taken parallel to the axes, of the attraction of a homogeneous ellipsoid $S$ at any point $P^{\prime}$ on the surface of a homogeneous confocal ellipsoid $S^{\prime}$ of the
same density, are to the corresponding attraction components due to $S^{\prime}$ at the point $P$ on $S$ which corresponds to $P^{\prime}$, as the areas of the principal sections of $S$ and $S^{\prime}$ perpendicular to these components. [Ivory.]
127. We know from the equations of page 191 that, in the case of a prolate ellipsoid uniformly polarized in the direction of the long axis, the depolarizing force is

$$
-4 \pi A \frac{\left(1-e^{2}\right)}{e^{2}}\left(\frac{1}{2 e} \cdot \log \frac{1+e}{1-e}-1\right) .
$$

Prove that if the ratio of $a$ to $b$ is large, this is nearly equal to $-4 \pi A\left(b^{2} / a^{2}\right)[\log (2 a / b)-1]$, and that when $a / b=4$, this approximate result is in error by about 4 per cent.

Show that if we denote the depolarizing force in an ellipsoid of revolution uniformly polarized in the direction of the $x$ axis by $\lambda A, \lambda$ has the values $12.57,6.63,5.16,4.19,2.18,0.95,0.25$, $0.0054,0.0016,0.0004$, according as $a / b$ is equal to $0, \frac{1}{2}, \frac{3}{4}, 1$, $2,4,10,100,200,400$.
128. If the quantity $c$ on page 121 be supposed to increase without limit, the limits of the expressions for $X^{\circ}$ and $V^{*}$ are the force components within a homogeneous elliptic eylinder of semiaxes $a$ and $b$. Naking use of the integral

$$
\int \frac{d x}{(x+a)^{\frac{3}{2}}(x+\beta)^{\frac{1}{2}}}=\frac{2(x+\beta)^{\frac{1}{2}}}{(a-\beta)(x+a)^{\frac{1}{2}}},
$$

show that these limits are $4 \pi)_{\rho} \rho x /(\alpha+b)$ and $4 \pi(\mu \rho y /(a+b)$. Using the form of integral given on page 124 in the seventh line from the bottom, show that if $c$ be made to increase without limit, the limit of $X$ is $-4 \pi \rho b x /\left(u^{\prime}+b^{\prime}\right)$ and that the corresponding limit of $Y$ is $-4 \pi \rho \not a y /\left(a^{\prime}+b^{\prime}\right)$.

Show that the equipotential surfaces within an infinitely long, solid, homogeneons, elliptic cylinder, the semiaxes of which are $a$ and $b$, are elliptic cylindrical surfaces, the ratio of the semiaxes of any one of which is $\sqrt{u} / \sqrt{b}$.
129. Using the integrals given on page 190 , show that if $a=b>c$ and if $\lambda^{2} \equiv\left(a^{2}-c^{2}\right) / c^{2}$, we may write the expressions for the attraction components within a homogeneous oblate ellipsoid of revolution, in the form

$$
\begin{aligned}
& \left(-3 M x / 2 \lambda^{3} c^{3}\right)\left[\tan ^{-1} \lambda-\lambda /\left(1+\lambda^{2}\right)\right], \\
& \left(-3 M y / 2 \lambda^{3} c^{3}\right)\left[\tan ^{-1} \lambda-\lambda /\left(1+\lambda^{2}\right)\right], \\
& \left(-3 M z / \lambda^{3} c^{3}\right)\left(\lambda-\tan ^{-1} \lambda\right) .
\end{aligned}
$$

130. Show that if in the case of the prolate ellipsoid of revolution where $b=c<a$, we put $\lambda \equiv e a / c$, the components of attraction at the inside point $(x, y, z)$ may be written

$$
\begin{aligned}
& \left(3 M x / \lambda^{3} c^{3}\right)\left[\lambda / \sqrt{1+\lambda^{2}}-\log \left(\lambda+\sqrt{1+\lambda^{2}}\right)\right] \\
& \left(3 M y / 2 \lambda^{3} c^{3}\right)\left[\log \left(\lambda+\sqrt{1+\lambda^{2}}\right)-\lambda \sqrt{1+\lambda^{2}}\right] \\
& \left(3 M z / 2 \lambda^{3} c^{3}\right)\left[\log \left(\lambda+\sqrt{1+\lambda^{2}}\right)-\lambda \sqrt{1+\lambda^{2}}\right]
\end{aligned}
$$

131. If these force components be denoted by $X, Y, Z$, the quantity $(X / x+Y / y+Z / \pi)$ is numerically equal to $-4 \pi \rho$ within any ellipsoid of revolution. This is true in the case of every ellipsoid, as Poisson's Efuation shows.
132. If $a \equiv a^{2}, \beta \equiv b^{2}, \gamma \equiv c^{2}$, and if $\dot{G}_{0}$ has the value given on page 122 ,
and

$$
\begin{gathered}
a \cdot D_{a} G_{0}+\beta \cdot D_{\beta} G_{0}+\gamma \cdot D_{\gamma} G_{0}=-\frac{1}{2} G_{0} \\
2(\alpha-\beta) D_{a} D_{\beta} G_{0}=D_{a} G_{0}-D_{\beta} G_{0}
\end{gathered}
$$

The potential function $V$ satisfies the equation

$$
\left.I=\pi \rho a t c\left(G_{0}+2 r^{2} \cdot I\right)_{a} G_{0}+2 y^{2} \cdot J_{\beta} G_{0}+2 z^{2} \cdot D_{\gamma} G_{0}\right)
$$

at every point within a homogeneous ellipsoid.
If $\left(a^{\prime}, b^{\prime}, r^{\prime}\right)$ are the semiaxes of an ellipsoidal surface through a point $(x, y, z)$, confocal with the ellipsoid $E$ which has the semiaxes ( $a, b, \cdots$ ) , and if the result of substituting $a^{\prime}, b^{\prime}, c^{\prime}$ for $a, b, c$ in the expression for $G_{0}$ be denoted by $G^{\prime}$, the value of
the potential function due to $E$ at an external point may be written
where

$$
\begin{array}{r}
\frac{3}{4} M\left\{G^{\prime}+2 x^{2} \cdot D_{l} G^{\prime}+2 \ell^{2} \cdot D_{m} G^{\prime}+2 \hbar^{2} \cdot D_{n} G^{\prime}\right\} \\
l \equiv a^{\prime 2}, m \equiv b^{\prime 2}, n \equiv c^{\prime 2} . \quad[\text { Tarleton. }]
\end{array}
$$

133. Show that if $X, I, Z$ are the components of the body forces applied to a mass $M$ of liquid revolving with uniform angular velocity $\omega$ about the axis of $\approx$, and if $p$ denotes the pressure at the point $(x, y, z)$,

$$
d p=\left(X+\omega^{2} x\right) d x+\left(I+\omega^{2} y\right) d y+Z d z
$$

so that at a free surface

$$
\left(X+\omega^{2} x\right) d x+\left(Y+\omega^{2} y\right) d y+Z d z=0 .
$$

134. If the liquid be homogeneous and exposed to its own attraction only, and if the bounding surface be the ellipsoid $b^{2} c^{2} x^{2}+u^{2} t^{2} y^{2}+u^{2} b^{2} z^{2}=u^{2} b^{2} r^{2}$, we have $X=-\frac{3}{2} M h_{0}^{2} x$, $Y=-\frac{3}{2} M L_{0} y, Z=-\frac{3}{2} M D I_{0} *$, and at the free surface

$$
b^{2} c^{2} x d x+a^{2} c^{2} y d y+a^{2} b^{2} w d z=0
$$

so that

$$
\left(\omega^{2}-\frac{3}{2} M K_{0}\right) / b^{2} c^{2}=\left(\omega^{2}-\frac{3}{2} M L_{0}\right) / u^{2} r^{2}=-\frac{3}{2} M M M_{0} / u^{2} b^{2} .
$$

Show that this condition is satisfied for a given. value of $\omega$ by an oblate ellipsoid of revolution (Example 129) for which $\lambda$ satisfies the equation, $\lambda=\tan \left[\left(3 \lambda+2 \omega^{2} \lambda^{3} / 4 \pi \rho\right) /\left(3+\lambda^{2}\right)\right]$; but that a prolate ellipsoid of revolution is not a possible form of the bounding surface. [Besant's Hydromechanics, Vol. I; Laplace's Mécunique C'éleste, Vol. III.]
135. Prove that if $V$ be the potential function due to any distribution of matter over a closed surface $S$, and if $\sigma^{\prime}$ be the density of a superficial distribution on $S$, which gives rise to the same value, $V^{\prime}$, of the potential function at each point of $S$ as that of a unit of matter concentrated at any given point $O$, then the value at $O$ of the potential function due to the first distribution is $\int V^{\prime} \cdot \sigma \cdot d S$.
136. Show that the derivative of the function $x^{2}+x y+z^{2}$ at the point $(1,2,3)$ in the direction defined by the cosines $\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \sqrt{2}\right)$ is $\frac{1}{2}(5+6 \sqrt{2})$. Find the angle between the vector differential parameter of this function and the direction just defined, at any point of the plane $3 x+y+2 \approx \sqrt{2}=0$, at every point of the line $x+y=0, x=2 \pi$, and at the origin. Show that it is not possible to find a scalar function the level surfaces of which cut orthogonally the lines of the vector $(x+y, z, y)$. Show that the normal derivative of the function $x^{2}+y+z$ with respect to the function $x+y+z$ is zero at every point of the plane $x=-1$. Prove that if $u$ and $v$ are the distances of the point $(x, y, z)$ from two fixed points, $h_{u}=h_{v}=1$.
137. A harmonic function which has a constant gradient different from zero cannot vanish at infinity like the Newtonian Potential Function due to a finite mass.
138. $[f(x, y, z), 0,0],[\Phi(x), 0,0],[\Psi(y, z), 0,0]$, the first of which is neither lamellar nor solenoidal, the second lamellar but not solenoidal, and the third solenoidal but not lamellar, are examples of vectors the lines of which are parallel straight lines, though the intensities are not constant. Prove that if in any region the lines of a vector which is botl lamellar and solenoidal are parallel straight lines, the intensity of the vector is everywhere in that region the same.
139. ( $2 x / r, 2 y / r, 2 z / r)$ and $(\sin y, \sqrt{3}, \cos y)$, the first of which is lamellar but not solenoidal and the second solenoidal but not lamellar, are examples of vectors with constant intensities, which have lines which are not straight lines parallel to each other. Prove that if the lines of a lamellar point function which has a constant tensor are parallel straight lines, the vector is solenoidal. Prove also that if the lines of a solenoidal vector point function which has a constant tensor are parallel straight lines, the vector is lamellar.
140. The vectors $(x+2 z y, y+3 x z, x y),(2 z y, 3 x z, x y+2 z)$ have everywhere equal divergences and curls and their tensors
are equal all over the surface $x^{2}+y^{2}-4 z^{2}+6 x y z=0$. It is evident, therefore, that such vectors as these are not determined when their curls and divergences are given. What additional information would determine an analytic vector which does not vanish at infinity? The scalar potential function of a certain vector has the value unity from $r=0$ to $r=1$, where $r^{2} \equiv x^{2}+y^{2}+i^{2}$; and the value $1 / r$ from $r=1$ to $r=\infty$. Is the vector everywhere solenoidal and lamellar? Can you determine an everywhere lamellar and solenoidal vector which has the value 13 at infinity?
141. If at any surface the normal component or a tangential component of a vector is discontinuous, must we suppose that there is divergence at the surface? Illustrate your answer by a simple numerical illustration.
142. $S$ is a portion of an analytic surface bounded by the closed gauche curve $s . \quad S^{\prime}$ is a surface which divides space into two portions in each of which the components of a vector $Q$ are represented by analytic functions. At $S^{\prime}$, some of the components of $Q$ parallel to the surface are discontinuous. $S^{\prime}$ cuts $S$ in the curve $s^{\prime}$ which divides $S$ into two portions, $S_{1}$ and $S_{2}$. Two curves in $S_{1}$ and $S_{2}$ respectively drawn parallel to $s^{\prime}$ and very close to it shall be called $s_{1}{ }^{\prime}$ and $s_{2}{ }^{\prime}$. $K_{n}^{*}$ shall be the continuous component, in the direction of the normal to $S$, of the curl of $Q$. That portion of $s$ which with $s_{1}^{\prime}$ embraces practically the whole of $S_{1}$ shall be called $s_{1}$; that portion of the remainder of $s$ which with $s_{2}{ }^{\prime}$ embraces nearly the whole of $S_{2}$ is to be denoted by $s_{2}$. Apply stokes's Theorem to $S_{1}$ as bounded by $s_{1}$ and $s_{1}{ }^{\prime}$ and to $S_{2}$ as bounded by $s_{2}$ and $s_{2}{ }^{\prime}$, and show that the line integral of the tangential component of $Q$ around $s$ is not in general accounted for by the surface integral of $K_{n}$ over $S$, unless we assign to $K_{n}$ on $s^{\prime}$ a value such that its line integral along the line is finite. What is this value? On page 113 Stokes's Theorem is predicated only of analytic vectors. Justify the uses made of the theorem on page 219 and in Sections 82 and 88 .
143. Assuming that the surface integral of the normal outward component of any vector taken over any closed surface $S$, within and on which the vector is analytic, is equal to the volume integral of the divergence of the vector taken throughout the space within the surface, show that if in spherical coördinates $R, \Theta, \Phi$ are the components of a vector $Q$, taken in the directions in which $r, \theta, \phi$ increase most rapidly, the divergence of $Q$ is given by the expression

$$
D_{r}\left(r^{2} R\right) \cdot / r^{2}+D_{\theta}(\sin \theta \cdot \Theta) \cdot / r \sin \theta+D_{\phi} \Phi \cdot / r \sin \theta
$$

144. Assuming that, if $\xi, \eta, \zeta$ are three analytic functions which define a system of orthogonal curvilinear coördinates, and if $h_{\xi}, h_{\eta}, l_{\zeta}$ are the gradients of these functions, the surface integral, taken over any closed surface $S$, of $U \cdot \cos (\xi, n)$ (where $U$ is any function analytic within and on $S$, and $(\xi, n)$ is the angle between the exterior normal to $S$ at any point on $S$, and the direction at that point, in which $\xi$ increases most rapidly) is equal to the volume integral extended through the space enclosed by $S$, of $h_{\xi} \cdot h_{\eta} \cdot h_{\zeta} \cdot \partial\left[U / h_{\eta} \cdot h_{\zeta}\right] / \partial \xi$, show that, if $Q_{\xi}, Q_{\eta}, Q_{\zeta}$ are the components in the directions in which $\xi, \eta$, and $\zeta$ increase most rapidly, of an analytic vector $Q$, the normal component of $Q$ integrated all over $S$ gives

$$
\iiint h_{\xi} \cdot h_{\eta} \cdot h_{\zeta}\left\{D_{\xi}\left(\frac{Q_{\xi}}{h_{\eta} h_{\zeta}}\right)+D_{\eta}\left(\frac{Q_{\eta}}{h_{\zeta} h_{\xi}}\right)+D_{\zeta}\left(\frac{Q_{\zeta}}{h_{\xi} h_{\eta}}\right)\right\} d \tau .
$$

Write down an expression for the divergence of an analytic vector in terms of $\xi, \eta, \zeta$, and, assuming that in the case of spherical coördinates $h_{r}=1, h_{\theta}=1 / r, h_{\phi}=1 / r \sin \theta$, show that this yields the result stated in the last problem.
145. Let $P_{0}$ be a fixed point and $P$ a movable point in the unlimited region $T$, without a given surface $S$, and let $P_{0} P$ be denoted by $r$. Show that if a function $G^{\prime}$ can be found which (1) on $S$ has the value $-1 / r$, which (2) is harmonic at $P_{0}$ and at every other point of $T$, and which (3) vanishes at infinity like the Newtonian Potential Function of a finite
mass, $G^{\prime}$ is unique. Show also that if $G \equiv G^{\prime}+1 / r$, and if $w$ is any function harmonic in $T$, which vanishes at infinity like a Newtonian Potential Function and has the value $u_{0}$ at $P_{0}, 4 \pi w_{0}=\int w \cdot D_{n} G d S$, where $n$ represents an exterior normal to $S$. Some writers call $G$ "Green's Function" for the given $S$ and the given $P_{0}$; others reserve this name for $G^{\prime}$. Attach a physical meaning to $G$. Define a Green's Function for space inside a closed surface $S$.

Show that if $S$ is a plane and if $r^{\prime}$ is the distance of $P$ from the image, in the plane, of the pole $P_{0}$, the function $G$ is $1 / r-1 / r^{\prime}$.
146. Show that the expression $\iint 2 \rho_{1} \cdot \log \left(r / r_{v}\right) \cdot d A_{1}$, where $r_{0}$ is any constant, might be used for the logarithmic potential function of a columnar distribution of repelling matter.
147. Show that in general the surface density of a charge distributed on a conductor is greatest at points where the convex curvature of the surface of the conductor is greatest.
148. Show that if $l, m, n$ are scalar point functions which define a set of orthogonal curvilinear coördinates in an electric field in air where the potential function is $\Gamma$, and if $L, M, N$ represent the force components taken at every point in the directions in which the coördinates increase most rapidly, $L=-h_{l} \cdot D_{l} V, M=-h_{m} \cdot D_{m} V, N=-h_{n} \cdot D_{n} V$, and Laplace's Equation can be written

$$
D_{l}\left(L / h_{m} \cdot h_{n}\right)+D_{m}\left(M / h_{l} \cdot h_{n}\right)+D_{n}\left(N / h_{l} \cdot h_{m}\right)=0
$$

149. Prove that if a distribution of electricity over a closed surface produces a force at every point of the surface perpendicular to it, the potential function is constant within the surface.
150. Two conducting spheres of radii 6 and 8 respectively are connected by a long fine wire, and are supposed not to be
exposed to each other's influences. If a charge of 70 units of electricity be given to the composite conductor, show that 30 mits will go to charge the smaller sphere and 40 units to the larger sphere, if we neglect the capacity of the wire. Show also that the tension in the case of the smaller sphere is $\frac{25}{288 \pi}$ per square unit of surface.
151. The first of three conducting spheres, $A, B$, and $C$, of radii 3,2 , and 1 respectively, remote from one another, is charged to potential 9 . If $A$ be connected with $B$ for an instant, by means of a fine wire, and if then $B$ be connected with $C$ ' in the same way, $C$ 's charge will be $3 \cdot 6$. [Stone.] If, in the last example, all three conductors be connected at the same time, $C$ 's charge will be $4 \cdot \tilde{b}$.
152. A charge of $M$ units of electricity is communicated to a composite conductor made up of two widely separated ellipsoidal conductors, of semiaxes $2,3,4$ and $4,6,8$ respectively, connected by a fine wire. Show that the charges on the two ellipsoids will be $\frac{1}{3} M$ and $\frac{2}{3} M$ respectively. Compare the values of $2 \pi \sigma^{2}$ at corresponding points of the two conductors.
153. Can two electrified bodies attract or repel each other when no lines of force can be drawn from one body to the other?
154. Two conductors, $A$ and $B$, connected with the earth are exposed to the inductive action of a third charged body. Do $A$ and $B$ act upon each other? If so, how?
155. A spherical conductor $A$, of radius $a$, charged with $A I$ units of electricity, is surrounded by $n$ conducting spherical shells concentric with it. Each shell is of thickness $a$, and is sefarated from its neighbors by empty spaces of thickness $a$. Show that the limit approached by $V_{A}$ as $n$ is made larger and larger is $(M / a) \log 2$.
156. The superficial density has the same sign at all points of a conducting surface outside which there is no free electricity.
157. An insulated and uncharged spherical conductor of radius 4 centimetres contains an eccentric spherical cavity the radius of which is 2 centimetres. At the centre of the cavity is a point charge of 10 units. Show that the charges on the inner and outer surfaces are uniformly distributed and that the value of the potential function at all points within the cavity is $10 / r-2.5$.
158. A spherical conductor of 10 centimetres radius is surrounded by a concentric conducting spherical shell of radii 12 centimetres and 15 centimetres. The sphere is at potential zero and the shell at potential unity. Show that the charges are $-60,60$, and 15 .
159. Prove that the electrical capacity of a conductor is less than that of any other conductor in which it can be geometrically enclosed.
160. Show that two exactly similar conductors symmetrically situated on opposite sides of a plane, so that one is the optical image of the other in the plane, repel each other if raised to the same potential.
161. Prove that the following statements are true: If any conductors, some or all of which are charged, are exposed to one another's influences but are far removed from all other charged bodies, the charge on one, at least, of the conductors must have the same sign thronghout. If two charged conductors, uninfluenced except by each other, have equal and opposite charges, the surface density at every point of one has one sign and the surface density at every point of the other the opposite sign. A charge, -1 , concentrated at any point $P$ produces a distribution of one sign throughout upon a conductor $C$ which carries a total charge of $1+\mu, \mu$ being any positive quantity whatever. If two conductors influenced only by each other are at potentials of the same sign, the distribution has the same sign throughout upon that one of the conductors the potential of which is the greatest in absolute value. If two conductors influenced only by each other
are at opposite potentials, the distribution in each has the same sign everywhere that the potential function has. A charged conductor is always attracted, in the absence of other charged bodies, by every other conductor, in its neighborhood, which is put to earth. [Duhem.]

If $n$ is the number of unit Faraday tubes, per square centimetre, which pass through any small portion of an equipotential surface of an electric field in air, the strength of the field on this small area is $4 \pi n$.
162. If when a unit charge is placed on a conductor $C$ in the presence of conductors $C_{1}, C_{2}^{2}$, kept at potential zero, the charges on these are $-e_{1},-e_{2}$; then if $C$ be discharged and insulated and $C_{1}$, Co raised to potentials $V_{1}, V_{2}$, the potential of $C$ will be $e_{1} V_{1}+e_{2} I_{2}$.
163. A soap bubble of surface tension $T$ has a charge $Q$. Show that its diameter is ()$^{\frac{2}{3}} /(2 \pi T)^{\frac{1}{3}}$.
164. Prove that the capacity of $n$ equal spherical condensers when arranged in cascade is only about $\frac{1}{n}$ th of the capacity of one of the condensers; but that if the inner spheres of all the condensers be connected together by fine wires, and the outer conductors be also connected together, the capacity of the complex condenser thus formed is about $n$ times that of a single one of the condensers.
165. A conductor the equation of the surface of which is

$$
\frac{x^{2}}{25}+\frac{y^{2}}{16}+\frac{z^{2}}{9}=1
$$

is charged with 80 units of electricity; what is the density at a point for which $x=3, y=3$ ?

If the density at this point be $a$, what is the whole charge on the ellipsoid?
166. A charged insulated conductor $A$ is so surrounded by a number of separate conductors $B, C, D, \ldots$, which are put to earth, that no perfectly straight line can be drawn from
any point of $A$ to the walls of the room without encountering one of these other conductors. Will there be any induced charge on the walls of the room?
167. Assuming that in the case of a conductor surromeded by dry air, $800 \pi$ dynes per square centimetre is the greatest pressure that a charge on the conductor can exert at any point upon the air without breaking down the insulation, show that a spherical conductor must have a diameter of at least 0.126 centimetres in order to hold, in dry air, one electrostatic unit of electricity.
168. Prove that two pith balls each 4 millimetres in diameter and 3 milligrammes in weight, suspended side by side by vertical silk fibres 10 centimetres long, cannot be so highly charged with electricity that the fibres shall make an angle of $60^{\circ}$ with each other.
169. Discuss the following passage from Maxwell's Etementary Treatise on Electricity :
"Let it be required to determine the equipotential surfaces due to the electrification of the conductor $C$ placed on an insulating stand. Connect the conductor with one electrode of the electroscope, the other being connected with the earth. Electrify the exploring sphere,* and, carrying it by the insulating handle, bring its centre to a given point. Connect the electrodes for an instant, and then move the sphere in such a path that the indication of the electroscope remains zero. This path will lie on an equipotential surface."
170. A condenser consists of a sphere $A$ of radius 100 surrounded by a concentric shell the inner radius of which is 101 , and outer radius 150 . The shell is put to earth, and the sphere has a charge of 200 units of positive electricity. A sphere $B$ of radius 100 outside the condenser can be connected with the condenser's sphere by means of a fine insulated wire passing

[^19]through a small hole in the shell. $B$ is connected with $A$; the connection is then broken, and $B$ is discharged ; the connection is then made and broken as before, and $B$ is again discharged. After this process has been gone through with five times, what is A's potential? What would it become if the shell were to be removed without touching $A$ ?
$$
\left[2(101)^{4} /(102)^{5}, 2(101)^{5} /(102)^{5} .\right]
$$
171. If the condenser mentioned in the last problem be insulated and a charge of 100 units of positive electricity be given to the shell, what will be the potential of the sphere? of the shell? If we then connect the sphere with the earth by a fine insulated wire passing through the shell, what will. be the charge on the outside of the shell? What will be the potential of the shell? If next $A$ be insulated, and the shell be put to earth, what will be A's potential? What will be its potential if the shell be now wholly removed?
$[2 / 3,2 / 3,-4040 / 41 ; 60 / 41,2 / 205,-2 / 205,-202 / 205$.
172. A conductor is charged by repeated contacts with a plate which after each contart is recharged with a quantity $(E)$ of electricity from an electrophorus. Prove that if $e$ is the charge of the conductor after the first operation, the ultimate charge is $E e /(E-e)$.
173. If one of a system of $n$ conductors entirely surrounds all the others, $2(n-1)$ of the coefficients of potential have the common value 1 . If the outside conductor be put to earth, it loses a quantity () of electricity. Show that the energy loss is $\frac{1}{2} p Q^{2}$.
174. A combuctor is formed of two infinite planes intersecting at right angles and is connected with the earth. A long straight wirt. parallel to the intersection of the planes, at distances , and "from them, has an electric charge $e$ per unit length. Show that the electrification of the first
plane at a distance $x$ from the line of intersec ion of the two is
$$
-4 a b e x / \pi\left[\left(a^{2}+b^{2}+x^{2}\right)^{2}-4 a^{2} x^{2}\right] .
$$
175. The energy, per unit of surface, of a plane parallel plate condenser in which the superficial charge density is $\sigma_{0}$ is $2 \pi \sigma_{0}{ }^{2} a$ when the distance between the plates is $a$. Show that if the distance be decreased to $a-\Delta a$ the energy is
$$
2 \pi \sigma_{v}{ }^{2}(a-\Delta a)
$$
if the charge remains constant, and
$$
2 \pi \sigma_{0}{ }^{2} \iota^{2} /(a-\Delta a)
$$
if the potential remains constant. Hence prove that the rates of change of the energy are equal in value but opposite in sign in the two cases.
176. The foot of the perpendicular dropped from any point $P$ upon the line $A_{1} A_{2}$ shall be marked $I I$. At $A_{1}$ is a point charge $m_{1}$ and at $A_{2}$ a point charge $-m_{2}, m_{1}$ being greater than $m_{2}$. $A_{1} P=r_{1}, A_{2} P=r_{2}, A_{1} M=x, M P=y, A_{1} A_{2}=\mu, m_{1} / m_{2}=/ \mu^{2}$. Show that the surface integral of normal force parallel to the $x$ axis over an infinite plane through $M$ perpenticular to $A_{1} A_{2}$ is $2 \pi\left(m_{1}-m_{2}\right)$ if $x>a ; 2 \pi\left(m_{1}+m_{2}\right)$ if $0<x<a$; and $2 \pi\left(m_{2}-m_{1}\right)$ if $x<0$. The induction outward through an infinite spherical surface with centre at any finite point is $4 \pi\left(m_{1}-m_{2}\right)$. Show that the value at any point on a spherical surface of radius $r_{1}$, with centre at $A_{1}$, of the normal outward component of the force is $m_{1} / r_{1}^{2}-m_{2} \cos \left(r_{1}, r_{2}\right) / r_{2}^{2}$, and this is positive for every point of the surface if $r_{1}>a \mu /(\mu-1)$. It follows from this that no line of force can come from infinity to the charge on $A_{2}$; but $4 \pi m_{2}$ of the $4 \pi m_{1}$ lines which start from $A_{1}$ reach $A_{2}$. Show that all the lines of force which cross the two planes drawn perpendicular to $A_{1} A_{2}$ through $A_{1}$ and $A_{2}$ cross them from left to right. The inductions across these planes are $2 \pi m_{2}$ and $2 \pi m_{1}$. Through $M$, any point of $A_{1} A_{2}$, imagine a plane drawn perpendicular to
$A_{1} A_{2}$ and let a circumference be drawn on this plane with $M$ as centre and $M R$ as radius. Let the angles which $A_{1} R$ and $A_{2} R$ make with the line from $A_{1}$ to $A_{2}$, be $\omega_{1}$ and $\omega_{2}$, then the induction through the circle is $2 \pi\left[m_{1}\left(1-\cos \omega_{1}\right)+m_{2}\left(\cos \omega_{2}-1\right)\right]$ or $2 \pi\left[m_{1}\left(1-\cos \omega_{1}\right)+m_{2}\left(1+\cos \omega_{2}\right)\right]$ according as $A_{1} M$ is greater than $a$, or positive, and less than $a$. If in the last case the radius be so chosen that the circle shall include all the


Fig. 125.
lines which converge to $A_{2}$, we must equate the induction to $4 \pi m_{2}$. This yields $m_{1} \cos \omega_{1}-m_{2} \cos \omega_{2}=m_{1}-m_{2}$. which may be regarded as the equation of the surface of separation between the lines which go from $A_{1}$ to $A_{2}$ and those which go to infinity.

$$
2 \pi\left[m_{1}\left(1-\cos \omega_{1}\right)+m_{2}\left(1+\cos \omega_{2}\right)\right]=C \text { is the equation of }
$$ a surface of revolution which includes everywhere $C$ lines

of force. Since every meridian curve of this surface is itself a line of force, the equation just written may be regarded as the general equation of the lines of force. If $m_{1}=m_{2}$, the lines are sometimes called "magnetic lines." In this case the equation becomes $\cos \omega_{1}-\cos \omega_{2}=$ const., and the lines have the forms of the curves which pass through the points $N, S$ in Fig. 125.

Show that if $\mu=1$, if $R$ is the resultant force at any point $P$, and if $Q$ is the point where the line of action of $R$ cuts $A_{1} A_{2}$, $R /\left[\sin \left(r_{1}, r_{2}\right)\right]=m /\left[r_{1}^{2} \sin \left(R, r_{2}\right)\right]=m /\left[r_{2}{ }^{2} \sin \left(R, r_{1}\right)\right]$ or, since

$$
\begin{aligned}
\sin \left(A_{1} P Q\right) & =\left(\sin P Q A_{1}\right)\left(A_{1} Q\right) / r_{1}, \\
\sin \left(A_{2} P Q\right) & =\left(\sin P Q A_{1}\right)\left(Q A_{2}\right) / r_{2}, \\
r_{1}^{3} / r_{2}^{3} & =A_{1} Q / A_{2} Q .
\end{aligned}
$$

and

If $Q$ is fixed, $P$ must move so that $r_{1} / r_{2}$ is constant: its locus is, therefore, a circle. [See Mascart et Joubert, $\$ \$ 168$ and 169, and also Nipher's Electricity and Magnetism, Ch. III.]
177. Two condensers $A$ and $B$ have capacities $C_{1}$ and $C_{2}$. $A$ is charged by a certain battery and then discharged; it is then charged and its charge is shared with $B$; finally $A$ and $B$ are both discharged. Show that the energies of the different discharges are to each other as

$$
\left(C_{1}+C_{2}\right)^{2}: C_{2}\left(C_{1}+C_{2}\right): C_{1}^{2}: C_{1} C_{2}
$$

[Clare College.]
178. An earth-connected circular dise 5 centimetres in radius is suspended horizontally from one arm of a balance, and an insulated plate is placed parallel to it and 1 centimetre below it. When the lower plate has been electrified there is found to be an attraction equal to the weight of 1.274 grammes between the two. Show that, assuming the electricity to be uniformly distributed, the potential of the lower plate is about 6000 volts.
179. $S$ is an equipotential surface due to a distribution of matter of which it encloses a portion $\boldsymbol{N}_{1}$, and excludes a portion $M_{2}$. Let $M_{1}$ be distributed on $S$ according to the law $4 \pi \sigma=-D_{n} I^{r}$ : then superpose on the system thus formed the negative of the original system, so as to have the surface $S$ at zero potential due to the distribution on it and to the negative of $M_{1}$ within it. What will now be the value of the potential function without $S$ ? At a distance $\delta_{2}$ from the centre of a spherical cavity of radius $r$, in a conductor which is at potential zero, is a point charge of $m_{2}$ units. Find by aid of the formulas given in Section 65 the density of the charge on the wall of the cavity.
180. If a conductor $C$, which entirely surrounds a system of charged and insulated conductors, be at first insulated and at potential $V^{r}$, and then put to earth, the potentials of all the interior conductors will be climinished by $V$. If this system be now discharged, the loss of energy is the same as if $C$ had not been put to earth but liad had the interior conductors put into connection with its inner surface. [M. T.]
181. Show that $r$ / $\delta$ ths of the unit Faraday tubes proceeding from an electrified particle, at a distance $\delta$ from the centre of a conducting sphere of ralius $r$, which is put to earth, meet the sphere, if there are no other conductors in the neighborhood, and that the rest go off to infinity.
182. If a charge $m_{1}$ is placed at a point $A_{1}$ distant $\delta_{1}$ from the centre $O$ of a conducting sphere of radius $r$ (Section 65) kept at potential zero, the charge induced on the surface has the density $\sigma=-m_{1}\left(\delta_{1}^{2}-r^{2}\right) / 4 \pi r_{1}^{3}$ at a point distant $r_{1}$ from $A_{1}$, and the total amount of the induced charge is $-m_{1} r / \delta_{1}$. The attraction between the point charge and the induced charge is $m_{1}{ }^{2} r \delta_{1} /\left(\delta_{1}{ }^{2}-r^{2}\right)^{2}$. If now a charge $M$ be distributed uniformly over the sphere so as to raise its potential to $M / r$ or $\Gamma_{0}$, the new density will be

$$
\sigma=\left[V_{0} r_{1}^{3}-m_{1}\left(\delta_{1}^{2}-r^{2}\right)\right] / 4 \pi r r_{1}^{3}
$$

the new charge $E \equiv V_{0} r-m_{1} r / \delta_{1}$, and the attraction
or

$$
\begin{aligned}
& F \equiv\left[m_{1}{ }^{2} r \delta_{1} /\left(\delta_{1}{ }^{2}-r^{2}\right)^{2}-m_{1} V_{11} r / \delta_{1}{ }^{2}\right], \\
& m_{1}{ }^{2} r \delta_{1} /\left(\delta_{1}{ }^{2}-r^{2}\right)^{2}-m_{1} E / \delta_{1}{ }^{2}-m_{1}{ }^{2} r / \delta_{1}{ }^{3} .
\end{aligned}
$$

This attraction is zero when $\delta_{1}$ satisfies the equation

$$
E \delta_{1}\left(\delta_{1}^{2}-r^{2}\right)^{2}=m_{1} r^{3}\left(2 \delta_{1}^{2}-r^{2}\right)
$$

If $M=+m_{1} r / \delta_{1}$, the total charge on the sphere will be zero. In this case $V_{0}=m_{1} / \delta_{1}$, and the force of attraction is $m_{1}{ }^{2} r^{3}\left(2 \delta_{1}{ }^{2}-r^{2}\right) /\left(\delta_{1}{ }^{2}-r^{2}\right)^{2} \delta_{1}^{3}$ : this expression is always positive. The density on the sphere is zero, if anywhere, on a circumference determined by the equation

$$
E+m_{1} r / \delta_{1}=m_{1} r\left(\delta_{1}^{2}-r^{2}\right) / r_{1}^{3}
$$

$O$ and $A_{2}$ are inverse points with respect to a spherical surface $S$ of radius $\sqrt{\delta_{1}{ }^{2}-r^{2}}$, the centre of which is $A_{1}$. If, therefore, $T$ is any point on $S, A_{2} T \cdot \delta_{1}=O T \cdot \sqrt{\delta_{1}^{2}-r^{2}}$ and, if $M=m_{1} r / \sqrt{\delta_{1}{ }^{2}-r^{2}}$, the potential function has the same uniform value on $S$ and on the conductor. The intersection of the two surfaces is a line of no force and no density.

The potential function due to $m_{1}$ alone is the same as that due to $m_{1}$ and the charged sphere, at all points on the spherical surface $O P / A_{2} P=M \delta_{1} / m_{1} r$ : if $E=0$, this is the plane which bisects $A_{2} O$ at right angles.

The mutual potential energy of the point charge $m_{1}$ and the distribution on the sphere is

$$
-\int_{\delta_{1}}^{\infty} F \cdot d \delta_{1}=m_{1} E / \delta_{1}-\frac{1}{2} m_{1}^{2} r^{3} / \delta_{1}^{2}\left(\delta_{1}^{2}-r^{2}\right)
$$

Show that if a charged conducting sphere of radius 10 centimetres is at potential $V_{0}$ in the presence of a point charge of 12 units at a distance of 20 centimetres from the centre of the sphere, the whole charge on the sphere is $10\left(V_{0}-\frac{3}{5}\right)$.

Show also that $V_{0}$ is $2 / 15,6 / 5 \sqrt{3}$, or 3.6 according as the density of the surface charge is zero, at the point of the surface farthest from $A_{1}$, at a point just visible from $A_{1}$, or at the point nearest $A_{1}$. Show that if the whole charge on the spherical surface is $1 t / 3$ there is no attraction between the point charge and the surface charge; and that if the sphere was originally uncharged and insulated, its potential was constantly equal to $12 / \delta_{1}$ as the point charge gradually approached its present position from infinity.

Show that the integral of $\left(\delta_{1}{ }^{2}-r^{2}\right) / r_{1}^{3}$ taken over the surface of the sphere is $4 \pi r^{2} / \delta_{1}$. How much of the charge on the sphere is visible from $A_{1}$ ?

Find the surface density on a spherical conductor at potential zero under the action of two equal external point charges situated at equal distances on opposite sides of the centre. Consider separately the case where the point charges have opposite signs.
183. An insulated conducting sphere of radius $r$ charged with $m$ units of positive electricity is influenced by $m$ units of positive electricity concentrated at a point $2 r$ distant from the centre of the sphere. Give approximately the general shape of the equipotential surfaces in the neighborhood of the sphere.

Give an instance of a positively electrified body the potential of which is negative.
184. Prove that if the spherical surfaces of radii $a$ and $b$, which form a spherical condenser, are made slightly eccentric, $c$ being the distance between their centres, the change of electrification at any point of either surface is $\frac{3 a b c \cdot \cos \theta}{4 \pi(b-a)\left(b^{3}-a^{3}\right)}$, where $\theta$ is the angular distance of the point from the line of centres, and where the difference between the values of the potential function on the two surfaces is unity.
185. Show that if an insulated conducting sphere of radius $a$ be placed in a region of uniform force $\left(X_{0}\right)$, acting parallel to
the axis of $x$, the function $-X_{0} \cdot x\left(1-a^{3} / r^{3}\right)+C$ satisfies all the conditions which the potential function outside the sphere must satisfy, and is therefore itself the potential function. Show that the surface density of the charge on the sphere is $\frac{3 x I}{4 \pi a}$, and prove that this result might have been obtained by making $\mu_{1}$ infinite in the formulas near the top of page 206.
186. If $q_{11}, q_{22}$ are the coefficients of capacity of two of a set of conductors, and if $q_{12}$ is their coefficient of mutual induction, the capacity of the compound conductor formed by joining these two conductors by a fine wire is $q_{11}+2 q_{12}+q_{22}$, if all the other conductors be put to earth. If $p_{11}, p_{22}, p_{12}$ are the coefficients of potential of the two conductors, and if all the other conductors of the series are uncharged and insulated, the capacity of the compound conductor is

$$
\left(p_{11}+p_{22}-2 p_{12}\right) /\left(p_{11} p_{22}-p_{21}^{2}\right)
$$

If the distance $b$ between the centres of two conducting spheres of radii $a_{1}, a_{2}$ is large compared with the diameter of either, $p_{11}=1 / a_{1}, p_{22}=1 / a_{2}$, and $p_{12}$ is approximately $1 / b$, so that if $e_{1}, e_{2}$ are the charges of the spheres and $V_{1}, I_{2}$ their potentials, $V_{1}=e_{1} / a_{1}+e_{2} / b, V_{2}=e_{1} / b+e_{2} / a_{2}$. Show that, approximately,

$$
\begin{gathered}
q_{11}=a_{1} b^{2} /\left(b^{2}-a_{1} a_{2}\right), \quad q_{12}=-a_{1} a_{2} b /\left(b^{2}-a_{1} a_{2}\right), \\
q_{22}=a_{2} l^{2} /\left(b^{2}-a_{1} a_{2}\right) .
\end{gathered}
$$

187. If on the radius vector $O P$ drawn from a fixed point $O$ to another point $P$ a new point $P^{\prime}$ be taken, such that $\overline{O P} \cdot \overline{O P}^{\prime}=a^{2}$, where $a$ is a constant chosen at pleasure, $P$ and $P^{\prime}$ are said to be inverse points, $O$ is the centre of inversion, a sphere of radius $a$ with centre at $O$ is the sphere of inversion and $a$ the radius of inversion. One of a pair of inverse points is without the sphere of inversion and the other within, unless both coincide. The straight line which
joins the points of contact of tangents to the sphere drawn from an outside point $P^{\prime}$ passes through the inverse point $P$. If $P, P^{\prime}$ and $Q, Q^{\prime}$ are pairs of inverse points, the triangles $O P Q$ and $O Q^{\prime} P^{\prime}$ are similar. If one $(P)$ of a pair of inverse points moves along a eurve, or over a surface, or through a space, the other $\left(P^{\prime}\right)$ will generate the inverse eurve, surface, or space. A plane at a perpendicular distance $b$ from $O$ inverts into a spherical surface of radius $a^{2} / 2 b$, passing through $O$. A spherical surface of radius $c$ with centre at a distance $b$ from $O$ inverts into another spherical surface of radius $a^{2}, ~ /\left(b^{2}-r^{2}\right)$ with centre at a distance $a^{2} b /\left(b^{2}-c^{2}\right)$ from $O$. If $a^{2}=b^{2}-c^{2}$, the spherical surface inverts into itself, though the inverse of the old centre is not the new centre. The centre of inversion inverts into the region at infinity.

Prove that if the origin be the centre of inversion, a point $P$ or $(x, y, z)$, distant $r$ from the origin, inverts into a point $P^{\prime}$ or $\left(x^{\prime}, y^{\prime}, n^{\prime}\right)$, distant $r^{\prime}$ from the origin, where $r^{\prime}=a^{2}$, $x / r=r^{\prime} / r^{\prime}, y / r=y^{\prime} / r^{\prime}, \quad z / r=u^{\prime} / r^{\prime}, x=a^{2} x^{\prime} / r^{\prime 2}, y=u^{2} y^{\prime} / r^{\prime 2}$, $z=u^{2} z^{\prime} / r^{\prime 2}, r^{\prime}=a^{2} x / r^{2}, y^{\prime}=u^{2} y / r^{2}, \because^{\prime}=u^{2}: z / r^{2}$. An element of are $d s$ at $P$ inverts into an element of are $d s^{\prime}$ at $P^{\prime}$, such that $d s=r^{2} \cdot d s^{\prime} / a^{2}=\mu^{2} \cdot d s^{\prime} / r^{\prime 2}$. An element of area $d S$ at $P$ inverts into an element of area $d S^{\prime}$ at $P^{\prime}$, such that $d S=r^{4} \cdot d S^{\prime} / a^{4}=a^{4} \cdot d S^{\prime} / r^{\prime 4}$. An element of volume $d \tau$ at $P$ inverts into an element of volume $d \tau^{\prime}$ at $P^{\prime}$, such that $d \tau=r^{6} \cdot d \tau^{\prime} / r^{6}=u^{6} \cdot d \tau^{\prime} / r^{\prime 6}$. The angle between two curves whieh intersect at $P$ is equal to the angle between the inverse curves which interseet at $P^{\prime}$. If $P$ and $P^{\prime}$ be drawn in different diagrams, in which the rectangular Cartesian coördinates are $x, y, z$ and $x^{\prime}, y^{\prime}, z^{\prime}$ respeetively. $\xi \equiv a^{2} x^{\prime} / r^{\prime 2}$, $\eta \equiv a^{2} y^{\prime} / r^{\prime 2}, \zeta \equiv \mu^{2} y^{\prime} / r^{\prime 2}$, define a set of orthogonal curvilinear coördinates in the second diagram, and the Cartesian coördinates of $P$ in the first diagram are equal to the curvilinear coördinates of $P^{\prime \prime}$ in the second diagram. Any function $F(x, y, z)$ has the same numerical value at $P$ that the
function $F\left(a^{2} x^{\prime} / r^{\prime 2}, a^{2} y^{\prime} / r^{\prime 2}, a^{2} z^{\prime} / r^{\prime 2}\right) \equiv \psi\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ has at $P^{\prime}$. Prove that

$$
\begin{aligned}
\left(D_{x}{ }^{2}+D_{y}{ }^{2}\right. & \left.+D_{z}{ }^{2}\right) F(x, y, z)_{\text {at } P} \\
& =\left(r^{\prime 5} / u^{5}\right)\left(D_{x^{2}}{ }^{2}+D_{y^{\prime}}{ }^{2}+D_{z^{2}}{ }^{2}\right)\left(a \psi / r^{\prime}\right)_{\text {at } P^{2}} .
\end{aligned}
$$

If $F$ is zero on any surface or throughout any space in the first diagram, $a \psi / r$ is zero on the corresponding surface or throughout the corresponding space. If $F$ has the constant value $c$ on the surface $S, a \psi / r^{\prime}$ has the value $a c / r^{\prime}$, which is not constant on the corresponding surface $S^{\prime \prime}$.

If $F$ is the potential function due to a volume distribution of density $\rho$ in a region $T$, together with a superficial distribution of density $\sigma$ on a surface $S$ and a point charge $e$ at a point $Q,\left(a \psi / r^{\prime}\right)$ is the potential function due to a volume distribution of density $\rho^{\prime}=a^{5} \rho / r^{\prime 5}$ in the region $T^{\prime}$, corresponding to $T$, together with a superficial distribution of density $\sigma^{\prime}=a^{3} \sigma / r^{\prime 3}$ on the surface $S^{\prime \prime}$, which corresponds to $S$, and a point charge $e^{\prime}=r^{\prime} e / a$ at the point $Q^{\prime}$, which is the inverse of $Q$. The inverse of a point charge $e$ at the centre of inversion is a charge at infinity, which raises all finite points to potential $e / a$. If $F$ is the potential function of a distribution $\sigma, \rho$ which keeps a certain surface $S$ at potential zero, $\left(a \psi / r^{\prime}\right)$ will be the potential function of a distribution $\sigma^{\prime}, \rho^{\prime}$ which keeps the corresponding surface $S^{\prime}$ at potential zero. If. $F$ is the potential function of a distribution $\sigma, \rho$ which keeps the surface $S$ at potential $c,\left(\mu \psi / r^{\prime}\right)$ will be the potential function of a distribution $\sigma^{\prime}, \rho^{\prime}$ which keeps $S^{\prime \prime}$ at the potential $a c / r^{\prime}$ : if, however, we add to the distribution $\sigma^{\prime}, \rho^{\prime}$ a point charge - ac at the origin, the new potential function will keep $S^{\prime \prime}$ at potential zero.
188. Show that if a point charge $e$ be anywhere between two infinite planes which form a diedral angle of $60^{\circ}$, these planes would form a surface of potential zero due to the original charge and five images in the planes. Find the density of the charge on two planes which form an angle $\pi / n$,
if they are kept at potential zero in presence of a point charge between them. Invert the system with respect to the charged point.
189. A homogeneous sphere of density $\rho$ and radius $c$ has its centre at a point $C$ distant $d$ from an outside point $O$. The value of the potential function at a point $P$ outside the sphere is $\frac{4}{3} \pi \rho c^{3} / C P$. Show that if the distribution be inverted, using $O$ as centre, the new distribution is a heterogeneous, centrobaric sphere of mass $\frac{+}{3} \pi \rho \rho^{\prime \prime \prime} / d$, the baric centre of which is the inverse point of 6 [Routh.]
190. A point charge $+e$ lies on the $x$ axis at a distance $+b$ from the origin between two conducting plates, $x=0, x=2 c$, both of which are kept at zero. Show that the images of the point charge in the planes are an infinite series of point charges numerically equal to $e$ but alternately positive and negative at points on the $x$ axis. The coördinates of the negative images are $-b,-(4 c+b),-(8 c+b), \cdots,(4 c-b),(8 c-b)$, $(12 c-b), \ldots$, and those of the positive images are $(4 c+b)$. $(8 c+b),(12 c+b), \cdots,-(4 c-b),-(8 c-b),-(12 c-b), \cdots$. Show that the force at any point between the planes might be computed from these images and the original point charge. Indicate a method for determining the density of the induced charges on the plates. State clearly the result of inverting the system, using the original charged point as centre of inversion, and each of several different values for $a$.

If in this problem the charge $e$ is at a point $O$ midway between the plates, and if this point be chosen as origin, $b=c$, and there are positive images at points the $x$ coordinates of which are $0.4 c, 8 c, 12 c, \ldots,-4 c,-8 c,-12 c, \cdots$, and negative images at points the $r$ coürdinates of which are $-\mathscr{2} c$, $-6 c,-10 c, \cdots, 2 c, 6 c, 10 r, \cdots$. Show that if the system be inverted, using $O$ as centre of inversion and $c$ as radius of inversion, and if the inverse of the charge at $O$ be omitted, the result is a conluctor formed of two spherical surfaces of radius $r=\frac{1}{2} c$, in contact at potential $I_{v} \equiv-e / c$ under
positive charges equal respectively to $\frac{1}{4} e, \frac{1}{8} e, 1_{12}^{1} e, \cdots$, at points the $x$ coördinates of which are $\pm \frac{1}{4} c, \pm \frac{1}{8} c, \pm_{\frac{1}{2}} c, \cdots$; and negative charges $\frac{1}{2} e, \frac{1}{6} e, \frac{1}{10} e, \cdots$, at points the $x$ coördinates of which are $\pm \frac{1}{2} c, \pm \frac{1}{6} c, \pm \frac{1}{10} c, \cdots$. The total charge in each of the spheres is

$$
-\frac{1}{2} e\left(1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4} \cdots\right)=-\frac{1}{2} e \cdot \log 2=V_{0} r \cdot \log 2,
$$

and their mutual repulsion, $\frac{1}{6} V_{0}{ }^{2}\left(\log 2-\frac{1}{4}\right)$.
191. If two spherical conductors each of radius a have charges $e_{1}, e_{2}$, and are at a great distance apart, the energy of the system is $\left(e_{1}{ }^{2}+e_{2}{ }^{2}\right) / 2 a$. If the two are brought up into contact, the whole charge of the compound conductor thus formed is $\left(e_{1}+e_{2}\right)$, it is at potential $\left(e_{1}+e_{2}\right) / 2 a \cdot \log 2$, and the energy of the system is $\left(e_{1}+e_{2}\right)^{2} / 4 a \cdot \log 2$. Show that the work done against the mutual repulsions of the two charges during the approach of the spheres is about

$$
\left[(0.722) e_{1} e_{2}-(0.139)\left(e_{1}^{2}+e_{2}^{2}\right)\right] / a,
$$

and discuss separately the special cases

$$
e_{1}=0, e_{1}=e_{2}, e_{1}=5 e_{2}, e_{1}=\frac{3}{2} e_{2}
$$

192. Show that if a point charge be situated at a point $O$, between two concentric spherical surfaces, it is possible to find a series of electric images which together with the original charge would keep each of the surfaces at potential zero. What would be the result of inverting the system, using $U$ as centre?
193. A certain condenser consists of a closed conducting surface $S_{1}$ surrounded by another closed conducting surface $S_{2}$, separated from the first by a homogeneous dielectric. When the condenser is charged, the lines of force between $S_{1}$ and $S_{2}$ are the same as if $S_{2}$ were removed and $S_{1}$ freely charged. What do you know about $S_{1}$ and $S_{2}$ ?
194. The semiaxes of a conducting prolate ellipsoid of revolution are $10,8,8$. Find, by help of the formulas of Sections 6 and 23, the external field when the conductor has a
free charge of 60 units, and show that the surface density at the equator is then $3 / 16 \pi$.
195. A prolate conducting spheroid of major axis $2 \prime$ and minor axis $2 b$, has a charge of electricity $E$. Prove that the attraction between the two hatves into which it is divided by its diametral plane is $E^{2} \cdot \log (a / b) / 4\left(a^{2}-b^{2}\right)$. [St. John's College.]
196. If a particle charged with a quantity $e$ of electricity be placed at the middle point of the line joining the centres of two equal spherical conductors kept at zero potential, the charge induced on each sphere is

$$
-2 e m\left(1-m+2 m^{2}-3 m^{3}+4 m^{4} \cdots\right),
$$

where $m$ is the ratio of the radius of either of the spheres to the distance between their centres.
197. A conducting sphere of small radius $a$ is situated in the open air at a considerable height $h$ above the ground. Show that its electrical capacity is increased by the neighbor. hood of the ground in the ratio of $1+\left(\frac{a}{2 h}\right)^{2}$ to 1 , very nearly.
198. A negative point charge, $-e_{2}$, lies between two positive point charges $e_{1}$ and $e_{3}$ on the line joining them and at distances $a$ and $b$ from them respectively. Show that if

$$
\frac{e_{1}}{b}=\frac{\rho_{3}}{a}=\frac{e_{2} \lambda^{3}}{a+b}, \quad \text { where } \quad 1<\lambda^{2}<\left(\frac{a+b}{a-b}\right)^{2}
$$

there is a circumference at every point of which the forcf vanishes.
199. Two spherical contucting surfaces of radii $a$ and $b$ form a condenser. Prove that if the centres be separated by a small distance $\mu$. the capacity is approximately

$$
\frac{(t)}{b-"}\left\{1-\frac{\pi b_{1} r^{2}}{\left(b-{ }^{2}\right)\left(b^{3}-a^{3}\right)}\right\} .
$$

When $d=0$, the capacity is $\frac{a l \prime}{b-a}$.
200. A small insulated conductor, originally uncharged, is connected alternately with two insulated conductors $A$ and $B$ at a considerable distance apart. Prove that if $e_{0}$ and $e_{0}{ }^{\prime}$ are the original charges of $A$ and $B, e_{1}$ and $e_{1}^{\prime}$ their charges after the carrier has touched $A$ and then touched $B$, the charge of $B$ when the carrier has touched $A$ and $B$ each $n$ times is

$$
\frac{a b-e_{1}^{\prime}-e_{0}^{\prime}}{a b-1}+\frac{e_{0}^{\prime}-e_{1}^{\prime}}{(a b-1) a^{n-1} b^{n-1}}
$$

where $a=e_{0} / e_{1}$ and $b=\left(e_{0}+e_{0}{ }^{\prime}-e_{1}\right) / e_{1}{ }^{\prime}$.
The charges of $A, B$, and the carrier, are ultimately in the ratios
$e_{1}\left(e_{0}-e_{1}+e_{0}^{\prime}-e_{1}^{\prime}\right): e_{1}^{\prime}\left(e_{0}-e_{1}\right):\left(e_{0}-e_{1}\right)\left(e_{0}-e_{1}+e_{0}^{\prime}-e_{1}^{\prime}\right)$.
201. If a series of conductors were constructed which might be made to coincide with the closed level surface of a harmonic function $w$ which vanishes at infinity like a Newtonian Potential Function, the capacities of any two of these conductors wonld be to each other in the ratio of the reciprocals of the values of $w$ on the corresponding surfaces. If two of the surfaces for which $w=w_{1}$ and $u=u_{2}<u_{1}$ be constructed of metal, and if charges $E_{1}$ and $E_{2}$ be given them, the energy is

$$
\frac{1}{2}\left\{\frac{E_{1}^{2}\left(C_{2}-C_{1}\right)}{C_{1} C_{2}}+\frac{\left(E_{1}+E_{2}\right)^{2}}{C_{2}}\right\}
$$

where $C_{1}$ and $C_{2}$ are the capacities. The energy becomes $\frac{1}{2}\left(E_{1}+E_{2}\right)^{2} / C_{2}$ if the two are connected.
202. An insulated conducting sphere of radius $r$, bearing a charge $m$, is introduced into a field of force due to a fixed distribution $M I$ of electricity. Show that if the value of the potential function due to $M$ at the centre of the sphere is $C$, the value of the potential function within the sphere is $C+m / r$.
203. Compute the force at the point $(x, y, z)$ due to a particle of mass $-m$ at the point $(a, 0,0)$ and a particle of mass
$+m$ at the point $(-a, 0,0)$, and show that if $m$ and $a$ be made to increase indefinitely in such a manner that the ratio of $m$ to $a^{2}$ is always equal to the constant $A$, the field becomes ultimately a uniform field of intensity $X=2 A$.
204. It is evident that the value at any point $P$ in the $x y$ plane, of the potential function due to two slender, infinitely long, homogeneous, straight filaments (of mass $m$ and $-m$ respectively per unit length) which cut the plane perpendicularly at the points $A$ and $B$, is $2 \mathrm{~m} \log (A P / B P)$, and that the equipotential surfaces are circular cylinders [one is a plane] such that $A$ and $B$ are inverse points with respect to every one of them. If the radius of any one of these cylindrical surfaces the axis of which cuts the $x y$ plane at $C$ be denoted by $r$ (Fig. 126), and if $A P=r_{1}, B P=r_{2}, A C=\delta_{1}, B C=\delta_{2}$,


Fig. 126. $\delta_{1} / r=r / \delta_{2}=r_{1} / r_{2}$, and the triangles $B C P$ and $A C P$ are similar if $P$ lies on the cylinder. The resultant force $F$ at $P$ has the direction of the normal to the cylinder, the repulsion due to the filament which cuts the plane at $A$ is $2 \mathrm{~m} / r_{1}$, and the attraction due to the filament which cuts the plane at $B$ is $2 \mathrm{~m} / r_{2}$. If the angle $A P B$ be denoted by $a$, the Principle of the Parallelogram of forces applied at $P$ yields

$$
F / \sin a=2 m /\left[r_{2} \sin \left(r, r_{1}\right)\right]=2 m /\left[r_{1} \sin \left(r, r_{2}\right)\right]
$$

and the Theorem of Sines applied to the triangle $A P B$ yields
so that

$$
A B / \sin \alpha=r_{1} / \sin \left(r, r_{1}\right)=r_{2} / \sin \left(r, r_{2}\right),
$$

$$
\begin{aligned}
F & =2 m A B / r_{1} \cdot r_{2}=2 m \delta_{1} A B / r \cdot r_{1}^{2}=2 m \delta_{2} A B / r \cdot r_{2}^{2} \\
& =2 m\left(\delta_{1}^{2}-r^{2}\right) / r \cdot r_{1}^{2}=2 m\left(r^{2}-\delta_{2}^{2}\right) / r \cdot r_{2}^{2} .
\end{aligned}
$$

The value of the potential function on the cylinder is

$$
2 m \log \delta_{1} / r=2 m \log r / \delta_{2}
$$

If, now, the mass of the filament which cuts the plane at $B$ be spread on the cylindrical surface so that the surface density at every point is

$$
\sigma=-F / 4 \pi \text { or }-m\left(\delta_{1}^{2}-r^{2}\right) / 2 \pi r \cdot r_{1}^{2},
$$

the potential function outside the cylinder will be unchanged. If, finally, a mass $m^{\prime}$ per unit length be spread uniformly over the cylinder, the value of the potential function within and on the surface will be $2 m \log \left(\delta_{1} / r\right)+2 m^{\prime} \log r$, and, by a suitable choice of $m^{\prime}$, this may be given any value. The whole charge on the unit length of the cylindrical surface is $m^{\prime}-m=M \Gamma$, the value of the potential function on the surface is $V_{S}=2 m \log \left(\delta_{1} / r\right)+2(M+m) \log r$, and the surface density at a point distant $r_{1}$ from the straight line which cuts the paper perpendicularly at $A$ is

$$
(M+m) / 2 \pi r-m\left(\delta_{1}{ }^{2}-r^{2}\right) / 2 \pi r \cdot r_{1}^{2}
$$

At any point $Q$ without the cylinder the value of the potential function is

$$
2 m \log (A Q / B Q)+2(M+m) \log C Q
$$

Show that the force of attraction between the charge on the cylinder and the unit length of the filament through $A$ is

$$
2 m\left[m \delta_{1} /\left(\delta_{1}^{2}-r^{2}\right)-(M+m) / \delta_{1}\right] .
$$

This force vanishes if $\delta_{1}{ }^{2} / r^{2}=(M+m) / M$. Show also that if the cylinder is at potential zero in the presence of the filament through $A, M=-m \log \left(\delta_{1} / r\right)$.

If we superpose upon this distribution a second consisting of a homogeneous filament of mass $-m$ per unit of length and cutting the paper perpendicularly at $A$ and a similar filament of mass $+m$ per unit length cutting the paper at $B$, and notice
that the potential function due to the new distribution has the value $-2 m \log \left(\delta_{1} / r\right)$ at every point of the cylindrical surface, we shall see that the potential function due to the two distributions has at any point $Q$ outside the cylinder the value $2 m^{\prime} \log (C Q)=2(M+m) \log C Q$ and at any point within the value
$2 m^{\prime} \log r+2 m \log \delta_{1} / r-2 m \log \left(r_{1} / r_{2}\right)$

$$
=2(M+m) \log r+2 m \log \delta_{1} r_{2} / r r_{1} .
$$

On the cylindrical surface the potential function has the constant value $2(M+m) \log r$, and the surface density at any part of it is, as before, $(M+m) / 2 \pi r-m\left(\delta_{1}{ }^{2}-r^{2}\right) / 2 \pi r r_{1}{ }^{2}$, or $(1 I+m) / 2 \pi r+m\left(\delta_{2}{ }^{2}-r^{2}\right) / \because \pi r r_{2}^{2}$. What is the physical meaning of the special case where $l I+m=0$ ?
205. Let $\phi(x, y)$ be a logarithmic potential function due to a body distribution of density $\rho$ through an infinite cylinder the right section of which made by the $x y$ plane is the region $T$, together with a superficial distribution of density $\sigma$ on an infinite cylindrical surface the right section of which is the curve $s$ in the $x y$ plane. Let $a=f_{1}(x, y)$ and $\beta=f_{2}(x, y)$ be any two conjugate functions analytic in the region considered, and form arbitrarily the new function $\Phi(r, y) \equiv \phi\left[f_{1}(x, y), f_{2}(x, y)\right]$ by substituting for $x$ and $y$ in $\phi$, $\alpha$ and $\beta$ respectively. To avoid confusion call the rectangular Cartesian coördinates in the plane in which $T$ and $s$ are drawn $a$ and $\beta$, instead of $x$ and $y$, and draw a new $x y$ plane in which to study the new function $\Phi$. In this second figure the curves in which $\alpha=f_{1}(x, y), \beta=f_{2}(x, y)$ are constant form a set of orthogonal curvilinear coördinates. A point $P$ which in the first diagram has Cartesian coördinates $\left(a_{0}, \beta_{n}\right)$ is said to be transformed into a point $P^{\prime}$ in the new diagram. the curvilinear coördinates of which are ( $a_{0}, \beta_{0}$ ). The Cartesian coördinates of $P^{\prime}$ are $\left(x_{0}, y_{0}\right)$, where $f_{1}\left(x_{0}, y_{\sigma}\right)=u_{0}$, $f_{2}\left(x_{0}, y_{0}\right)=\beta_{0}$. It is evident that $\Phi(x, y)$ has the same
numerical value at $P^{\prime}$ that $\phi(a, \beta)$ has at $P$. The points which lie on the curve $s$ in the old diagram are transformed into points which lie on a curve $s^{\prime}$ in the new diagram, so that the curve $s$ is transformed into the curve $s^{\prime}$ and, similarly, the region $T$ into the region $T^{\prime}$. It is evident from the properties of conjugate functions that two curves which cut at an angle $\theta$ at a point $P$ in the old diagram transform into two curves which cut each other, in general, at the same angle at the point $P^{\prime}$. Show that $\Phi$ is the logarithmic potential function due to a body distribution through the infinite cylinder of which $T^{\prime}$ is the cross-section, together with a surface distribution on the cylindrical surface of which $s^{\prime}$ is the trace. Show also that if $h^{2}$ represents either of the two equal quantities $\left(D_{x} a\right)^{2}+\left(D_{y} \alpha\right)^{2},\left(D_{x} \beta\right)^{2}+\left(D_{y} \beta\right)^{2}$, the numerical relations, at corresponding points in the two diagrams, of the corresponding elements of arc and area, of the corresponding values of the volume and surface density, etc., etc., are truly given by the equations

$$
\begin{aligned}
& d s=h d s^{\prime} ; d A=h^{2} d A^{\prime} ; \rho h^{2}=\rho^{\prime} ; \sigma h=\sigma^{\prime} ; \\
& \quad \phi=\Phi ; \Delta \phi=\Delta \Phi ; h D_{s} \phi=D_{s^{\prime}} \Phi, h^{2} \Delta^{2} \phi=\Delta^{2} \Phi \\
& \quad h D_{n} \phi=D_{n^{\prime}} \Phi ; \rho d A=\rho^{\prime} d A^{\prime} ; \sigma d s=\sigma^{\prime} d s^{\prime}
\end{aligned}
$$

206. Given in a plane two circles of radii $a$ and $b$ respectively, which have no points in common, it is possible to find two points $\left(Q_{1}, Q_{2}\right)$ on the line which joins their centres $(A, B)$, such that if $r_{1}$ and $r_{2}$ represent the distances from $Q_{1}$ and $Q_{2}$ of any moving point, both circles belong to the family of curves represented by the equation $r_{1} / r_{2}=c$. Show that if $A B \equiv d$, and if the circles are mutually exclusive, $Q_{1}$ and $Q_{2}$ are between $A$ and $B$, and
$A Q_{1}=\left(a^{2}+d^{2}-b^{2}-R\right) / 2 d, B Q_{2}=\left(b^{2}+d^{2}-a^{2}-R\right) / 2 d$, where $R^{2}=\left(a^{2}-b^{2}-d^{2}\right)^{2}-4 b^{2} d^{2}$. If one of the circles lies within the other and if $a>b, Q_{1}$ and $Q_{2}$ lie beyond $B$ on the
line $A B, Q_{1}$ is within both circles, and $Q_{2}$ outside both. In this case,
$A Q_{1}=\left(\mu^{2}-l^{2}+d^{2}-R^{\prime}\right) / 2 d, B Q_{2}=\left(a^{2}-l^{2}-d^{2}+R^{\prime}\right) / 2 d$,
where $R^{\prime 2}=\left(b^{2}-a^{2}-d^{2}\right)^{2}-4 a^{2} d^{2}$. In the second case the four points of contact of tangents drawn from $Q_{2}$ to the two circles lie on a straight line through $Q_{1}$. What is the corresponding fact in the case first treated? Consider the special case where $a=b=\frac{1}{2} d$.

Prove that the values of $A Q_{1}, B Q_{2}$ given in the subjoined table are correct and draw to scale a diagram for each of the four examples.

| $a$ | $b$ | $d$ | $A Q_{1}$ | $B Q_{2}$ |
| :--- | :--- | :--- | :--- | ---: |
| 1 | 2 | 4 | 0.35 | 1.09 |
| 4 | 2 | 1 | 1.37 | 10.62 |
| 3 | 1 | 1 | 1.14 | 6.85 |
| 5 | 3 | 1 | 1.62 | 14.38 |

Given a circle of radius $a$, with centre at $A$, and a straight line in its plane at a distance $d$ from $A$ greater than $\alpha$; the line and the circumference belong to the family of curves $r_{1} / r_{2}=c$, where $r_{1}$ and $r_{2}$ represent the distances from two points ( $Q_{1}, Q_{2}$ ) equidistant from the line on opposite sides of it and lying on the perpendicular to the line drawn through $A$. Show that if $Q_{1} Q_{2}=2 m, m^{2}=d^{2}-\mu^{2}$.
207. If $r_{1}{ }^{2} \equiv(x+a)^{2}+y^{2}, r_{2}^{2} \equiv(x-a)^{2}+y^{2}, \tan \theta_{1} \equiv y /(x+a)$, $\tan \theta_{2} \equiv y /(x-\prime) ; \phi \equiv A \log \left(r_{1} / r_{2}\right)$, and $\psi \equiv A\left(\theta_{1}-\theta_{2}\right)$ are conjugate functions, and if, moreover,
$c^{2} \equiv e^{2 \phi /-1}, a \equiv \frac{a\left(r^{2}+1\right)}{c^{2}-1} ; \quad a-a=\frac{2 a}{c^{2}-1}, \quad$ and $r \equiv \pm \frac{2 a c}{c^{2}-1}$,
where the upper or lower sign is to be used according as $c^{2}$ is greater or less than unity ; $(x-\alpha)^{2}+(y-0)^{2}=r^{2}$, and the curves of constant $\phi$ are the circles surrounding the points $(a, 0)$ and $(-a, 0)$ represented in Fig. 09 . Values of $c$
between 0 and 1 correspond to circles which lie to the left of the $y$ axis, and positive values of $c$ greater than 1 to circles on the right of the $y$ axis.

When

$$
c>1, c=(a+a) / r, \text { and } a=+\sqrt{a^{2}-r^{2}},
$$

but when $\quad c<1, c=-(a+a) / r, a=+\sqrt{a^{2}-r^{2}}$.
On two circumferences of the system, of equal radii, on opposite sides of the $y$ axis, $r_{1} / r_{2}$ has reciprocal values.

Using these formulas, prove that the charge per unit length on a long cylindrical wire of radius 0.5 centimetre, kept at potential unity at an axial distance of $\alpha=600$ centimetres from an infinite plane kept at potential zero, is 0.06424 units. In this case $c$ is about $2400, a$ abont 599.9998 , and $A, 0.128$. Show also that if $r=0.5$ and $a=10 ; a=9.985, c=39.975$, $A=0.271$, but that if $r=0.5$ and $\alpha=1 ; \quad a=0.866, c=3.732$, $A=0.759$. It is to be noticed that 300 volts are equivalent to 1 electrostatic unit of potential difference, 1 microfarad to 900,000 electrostatic units of capacity, 1 ohm to $1 /\left(9 \times 10^{11}\right)$ electrostatic units of resistance, 1 ampere and 1 coulomb to $3 \times 10^{9}$ corresponding electrostatic units.

In general, if an infinite conducting cylinder of revolution kept at potential $V_{0}$ be placed with its axis parallel to an infinite conducting plane at a distance $\alpha$ from it, the charge per unit of length is $\frac{1}{2} V_{0} / \log \frac{a+\sqrt{a^{2}-r^{2}}}{r}$, and the surface density is inversely proportional to the distance from the plane.
208. A condenser is formed by two long conducting circular cylinders, one of which is entirely inside the other. Prove that if $r$ and $r^{\prime}$ are the radii, $d$ the distance between the axes, and $2 a$ the distance between the limiting points of the coaxial system to which the cylinders belong, the inverse of the capacity per unit length is

$$
\begin{equation*}
2 \log \frac{r^{\prime}\left(r^{\prime 2}-r^{2}-r^{2}+2 a d\right)}{r\left(r^{\prime 2}-r^{2}+d^{2}+2 a d\right)} \tag{St.John'sCollege.}
\end{equation*}
$$

209. Electricity is distributed in equilibrium over the surface of an infinitely long right cylinder, the cross-section of which is $x^{4}+y^{4}=u^{4}$. Prove that the attraction at any external point $(r, \theta)$ is inversely proportional to

$$
\left(r^{4}+2 a^{4} \cos 4 \theta+\frac{a^{8}}{r^{4}}\right)^{-\frac{1}{4}}
$$

and that its direction makes with the axis of $x$ an angle $\frac{1}{2} \tan ^{-1}\left(\frac{r^{4}-a^{4}}{r^{4}+a^{4}} \tan 2 \theta\right)^{\frac{1}{2}} \quad$ [Clare College.]
210. A long, right circular cylinder of radius $a$ is placed with axis parallel to a plane at potential zero. Show that the mutual attraction per unit length of the cylinder between it and the plane is $E^{2} / \sqrt{c^{2}-a^{2}}$, where $c$ is the distance of the axis of the cylinder from the phane and $E$ the quantity of electricity on the unit length of the eylinder. [M. T.]
211. $A_{1}$.,$A_{2}$, three points in order on a straight line, such that $A_{1} Q=m,\left(A_{2}=n\right.$, have charges

$$
e_{1} \equiv \lambda \sqrt{m(m+n)}, \rho_{0} \equiv-\lambda \sqrt{m n}, e_{2} \equiv \lambda \sqrt{n(m+n)}
$$

respectively. The charges $e_{0}$, $e_{2}$ produce potential zero on a spherical surface $s_{1}$ of radius $" \equiv \sqrt{m(m+n)}$ with centre at $A_{1}$, and the charges $e_{1}, e_{0}$ protuee potential zero on a spherical surface $S_{2}$ of radius $\left.b \equiv \sqrt{m(m+n}\right)$ with centre at $A_{2} . \quad S_{1}$ and $S_{2}$ cut each other orthogonally and together form the equipotential surface $\lambda$ due to $\rho_{0}, \rho_{1}$. and $\rho_{2}$. Show, by a method analogous to that of Section 6\%, that the resultant force at any point $P$ of $S_{1}$, , lue to $e_{n}$ and $\rho_{2}$, is directed towards $A_{1}$ and is numerically equal to $\lambda i^{3} / \prime \cdot \overline{A_{2}} P^{\prime 3}$, so that the whole force at $P$ has the direction $A_{1} P$ and the intensity

$$
r_{1} \equiv \lambda\left[1 / a-b^{3} / a \cdot A_{2} P^{3}\right] .
$$

Find a similar expression for the whole force at any point of the surface $S_{2}$. Show by the help of Section 31 that the surface integrals, taken over the larger segment of $S_{1}$, of the normal
components of the forces due to $e_{1}, e_{0}$, and $e_{2}$ respectively are $2 \pi e_{1}(1+m / a), 2 \pi e_{0}, 2 \pi e_{2}(1-n / b)$. Prove that if $e_{0}, e_{1}$, and $e_{2}$ were distributed on the surface composed of the larger. segments of $S_{1}$ and $S_{2}$ according to the law $\sigma=F / 4 \pi$, the surface would be at potential $\lambda$, and there would be no density at the circle of intersection of $S_{1}$ and $S_{2}$. The charge under these circumstances on the larger segment of $S_{1}$ would be
or

$$
\begin{gathered}
\frac{1}{2}\left[e_{1}(1+m / a)+e_{0}+e_{2}(1-n / b)\right], \\
\frac{1}{2} \lambda(a+b+m-\sqrt{m n}-n),
\end{gathered}
$$

or

$$
\frac{1}{2} \lambda b\left[1+\delta+\left(\delta^{2}-\delta-1\right) / \sqrt{1+\delta^{2}}\right],
$$

where $\delta \equiv a / b$. If $b$ is very large compared with $a$, the larger segment of $S_{1}$ becomes nearly hemispherical ; its charge is about $3 \lambda a^{2} / 4 b$ and its mean density $3 \lambda / 8 \pi b$. The mean density on $S_{2}$ when the ratio of $a$ to $b$ is small is nearly equal to $\lambda\left(4 b^{2}-3 a^{2}\right) / 16 \pi b^{3}$. If $a / b=0$, we have a hemispherical boss on an infinite plane; the ratio of the average densities of the charges on the boss and the plane is $3 / 2$.
212. A point charge $e$ at $(4 b, 0,0)$ and a point charge $-e$ at ( $-4 b, 0,0$ ) keep the plane $x=0$ at potential zero. Show that if the system be inverted, using the point $(-2 b, 0,0)$ as centre of inversion and $2 b$ for radius of inversion, we obtain a spherical surface of radius $b$, with centre at $(-b, 0,0)$, kept at potential zero by the charge $-e$ at the point ( $-4 b, 0,0$ ), and the charge $\frac{1}{3} e$ at $\left(-\frac{4}{3} b, 0,0\right)$ : this is the problem of Section 65. If the centre of inversion were ( $-4 b, 0,0$ ) and if $a$ were $4 b$, we should obtain by inversion a spherical surface of radius $2 b$, with centre at $(-2 b, 0,0)$ at potential zero, under a charge $\frac{1}{2} e$ at its centre, and an infinite charge at infinity which lowers the potential function at all finite points by $e / 4 b$. If this last were omitted, the value of the potential function on the spherical surface would be $e / 4 b$, as is otherwise evident. Invert a spherical surface uniformly charged with density $\sigma$, using any point not its centre as centre of inversion.
213. If $z=w+e^{w} ; x=\phi+e^{\phi} \cos \psi, y=\psi+e^{\phi} \sin \psi$, the slopes of curves of constant $\phi$ are given by the equation

$$
d y / d x=-\left(1+e^{\phi} \cos \psi\right) / e^{\phi} \sin \psi
$$

and the slopes of curves of constant $\psi$ by the equation

$$
d y / d x=e^{\phi} \sin \psi /\left(1+e^{\phi} \cos \psi\right)
$$

Show that: (1) The curve $\psi=0$ is the axis of $x$, and on it $x=\phi+e^{\phi}$; large positive values of $x$ and $\phi$ correspond, and large negative values correspond. (2) If $\psi=\pi, y=\pi$ and $x=\phi-e^{\phi}$ : the maximum value of $x$ is -1 , so that the curve $\psi=\pi$ is so much of the line $y=\pi$ as lies to the left of $x=-1$. (3) The curve $\psi=-\pi$ is so much of the line $y=-\pi$ as lies to the left of $x=-1$. (4) The curve $\phi=0$ has the slope $-\operatorname{ctn} \frac{1}{2} \psi$ and passes through the points $(-1, \pi)$, $(-1,-\pi),(1,0),\left(0, \frac{1}{2} \pi+1\right),\left(\frac{1}{2}, \frac{1}{3} \pi+\frac{1}{2} \sqrt{3}\right)$. (5) The curve $\phi=-m$, where $m$ is any positive quantity, lies to the left of $\phi=0$, between the lines $y=-\pi, y=+\pi$ : it has the slope $-\left(e^{m}+\cos \psi\right) / \sin \psi$, which is infinite when $y=0$ or $y=-\pi$ or $y=\pi$, and has the minimum value $\sqrt{e^{2 m}-1}$, so that for values of $m$ greater than 3 the line is hardly distinguishable from a straight line parallel to the axis of $y$, at a distance of $\left(e^{-m}-m\right)$ to the left. (6) The curve $\phi=+m$, where $m$ is a positive quantity, lies to the right of the curve $\phi=0$, it cuts the axis of $y$ perpendicularly and meets (but does not cross) the lines $y=-\pi, y=\pi$ from without. The curves for which $\phi$ has the values $1,2,3,4,5,6,7$ meet $y=\pi$ at points the abscissas of which are $-1.72,-5.39,-17.08,-50.60,-143.4$, $-397.5,-1090$ respectively. (7) If so much of the planes $y=+\pi, y=-\pi$ as lie to the left of $x=-1$ be considered conducting and be charged to potential $+\pi$ and $-\pi$ respectively, $\psi$ represents the potential function in the air near them. In this case the charge on either side of a strip of either plane between the planes $x=-x_{1}, x=-x_{2}$ is equal, per unit length of the strip parallel to the $z$ axis, to the
difference on that side of the plane between the values of $\phi$ for $x=-x_{1}$ and $x=-x_{2}$, divided by $4 \pi$. On a strip of the plane $y=\pi$, between $x=-1$ and $x=-50.6$, there is, per unit height of the strip, a charge $1 / \pi$ on the upper side and of $50.6 / 4 \pi$ on the under side: the charge on corresponding portions of $y=-\pi$ being equal and opposite to these. [Helmholtz, Crelle`s Journal, Vol. LXX.]

State carefully some problem in electrostatics which might be solved by the use of the function $z=A\left[c w+e^{c u r}\right]$.

A condenser consists of two very thin, large, plane, metal sheets of the same area parallel to each other at a distance of 1 millimetre. The dielectric is air and the difference of potential between the plates is 1 electrostatic unit ( 300 volts). Show that the density of the charge 2 millimetres from the edge is about $5 / 2 \pi$ per square centimetre on the inside of the plate.

Discuss at length the function

$$
z \equiv \frac{n^{n}(1-n)^{1-n}}{\sin (n \pi)}\left(e^{(1-n) w}-e^{-n w}\right)
$$

where $n$ is any real constant between 0 and $\frac{1}{2}$ [Harris, Ann. of Math., 1901], and state some problems of electrostatics which can be solved by its aid.
214. Three closed surfaces $1,2,3$ in order are equipotential surfaces of an electrostatic field in air. If an air condenser were constructed with the faces 1,2 , its capacity would be $A$, but if the faces were 2,3 , its capacity would be 1 . Show that if a condenser were constructed with faces 1,3 while a homogeneous dielectric of inductivity $\mu$ filled the space 1,2 , and a second dielectric of inductivity $\mu^{\prime}$ the space 2,3 , the capacity of this condenser would be $C$, where $1 / C=1 / \mu A+1 / \mu^{\prime} B$.
215. A condenser is formed of two concentric spherical conducting surfaces of radii $a$ and $c$. separated by two dielectric shells bounded by a spherical surface of radius $b$ concentric with the conducting surfaces. Prove that if in one shell
$\mu=m / r^{2}$ and in the other $m^{\prime} / r^{2}$, the capacity of the condenser is $m m^{\prime} /\left[m^{\prime}(b-a)+m(c-b)\right]$.
216. If the space between two closed equipotential surfaces in air he filled with a dielectric the inductivity of which is either uniform or a scalar point function the level surfaces of which coincide with the equipotential surfaces of the field, the potential function without the shell will be unchanged, but its value within will be increased by a constant.
217. An infinite dielectric is bounded by an infinite corducting plane which is maintained at a potential $\lambda r^{2}$, where $r$ is the distance from a point $O$ in the plane. Prove that if the inductivity of the dielectric varies as the distance a from the plane, the potential at any point is $\lambda\left(u^{2}-z^{2}\right)$, where $u$ is the distance from an axis drawn through $O$ perpendicular to the conducting plane.
218. A distribution of matter $M$ eonsists of two portions $M_{1}$, in a homogeneous medium of inductivity $\mu_{1}$, and $\mu_{2}$, in a homogeneous medim of inductivity $\mu_{2}$ surzounding the other medium and reaching to infinity. An equipotential closed surface $S_{1}$ surrounds $M_{1}$, excludes $M_{2}$, and lies wholly in the first medium, a second closed equipotential surface $S_{2}$ surrounds $I_{1}$, excludes.$I_{2}$, and lies wholly in the second medium. Prove that if $r$ is the distance from a fixed point $O$, if normals are drawn outward on $S_{2}$ and inward on $S_{1}$, and if $d \tau_{1}$ and $d \tau_{2}$ are elements of space within $S_{1}$ and without $S_{2}$ respectively,
and

$$
\begin{gathered}
\mu_{1} \iint \frac{D_{n} V^{r}}{r} d S_{1}=4 \pi \iiint \frac{\rho d \tau_{1}}{r} \\
4 \pi \mu_{2} V_{O}=-\mu_{2} \iint \frac{D_{n} V^{\prime}}{r} d S_{2}+4 \pi \iiint \frac{\rho}{r} d \tau_{2}
\end{gathered}
$$

if $O$ is without $S_{2}$, and

$$
-\mu_{2} \iint \frac{D_{n} V}{r} d S_{2}+4 \pi \iiint \frac{\rho d \tau_{2}}{r}=4 \pi \mu_{2} V_{S_{2}}
$$

and $\quad 4 \pi \mu_{1}\left(V_{o}-V_{S_{1}}\right)=-\mu_{1} \iint \frac{D_{n} V}{r} d S_{1}+4 \pi \iiint \frac{\rho}{r} d \tau_{1}$, if $O$ is within $S_{1}$.

Show from these equations that if $S$, the surface of separation of the two media, is equipotential, $\iiint \int \frac{\rho d \tau}{r}$ is equal to $\mu_{2} V_{o}$ if $O$ is without $S$, and to $\mu_{1} V_{O}+\left(\mu_{2}-\mu_{1}\right) V_{S}$ if $O$ is within $S$. Give physical interpretations to these last results. How is the force at any outside point affected by the substitution of one homogeneous dielectric for another in the whole region bounded by $S$ ?
219. The open surface $S$ is a surface of zero potential due to a distribution $M_{1}$ in an infinite homogeneous medium of inductivity $\mu_{1}$ on the right of $S$, and to a distribution $M_{2}$ in an infinite homogeneous medium of inductivity $\mu_{2}$ on the left of $S . \quad S$ is the common boundary of the two media. Show that if $r$ is the distance from a fixed point $O, \iiint \frac{\rho d \tau}{r}=\mu_{1} V$ or $\mu_{2} V$, according as $O$ is to the right or to the left of $S$.
220. The function $W$ so vanishes at infinity that $r^{2} D_{r} W$, where $r$ is the distance from any finite point, is not infinite. The normal derivative of $\Pi^{-}$is given at every point of an infinite plane. Prove that if $W$ is harmonic everywhere in the space on one side of the plane, it is determined in that region. Prove also that if $W$ is harmonic in the region on one side of the plane except at the given points $P_{1}, P_{2}, P_{3}, \cdots, P_{n}$, at each of which it becomes infinite in such a manner that, if $r_{k}$ is the distance from $P_{k}$, and if $m_{k}$ is a constant belonging to this point, $W-\frac{m_{k}}{r_{k}}$ is harmonic at $P_{k}, W$ is determined in the region in question.
221. Two homogeneous media of inductivities $\mu_{1}$ and $\mu_{2}$ have a plane surface of separation but are otherwise unbounded. In the first medium at a point $P$ at a distance $a$ from the
common surface $S$ of the two media is a charge $\epsilon \equiv \mu_{1} e$. At $Q$, any point on $S$, the force due to this charge has the normal component eu/( $P^{\prime}()^{3}$, or $\delta$, pointing into the second medium. If $\lambda_{1}$ and $\lambda_{2}$ are the normal components of the whole force at $Q$ pointing into the two media, and if $\sigma^{\prime}$ is the apparent density of the surface charge on the plane at $Q$,

$$
N_{1}=2 \pi \sigma^{\prime}-\delta, N_{2}=2 \pi \sigma^{\prime}+\delta,
$$

and

$$
\mu_{1} N_{1}+\mu_{2} N_{2}=0, N_{1}+N_{2}=+4 \pi \sigma^{\prime} ;
$$

whence

$$
N_{1}=\delta\left[\left(\mu_{1}-\mu_{2}\right) /\left(\mu_{1}+\mu_{2}\right)-1\right],
$$

and

$$
N_{2}=2 \mu_{1} \delta /\left(\mu_{1}+\mu_{2}\right) .
$$

Prove that $N_{1}$ might be caused by an apparent charge $\left(\mu_{1}-\mu_{2}\right) e /\left(\mu_{1}+\mu_{2}\right)$ at $P^{\prime \prime}$, the image of $P$ in the plane, together with an apparent charge $e$ at $P$ and that $N_{2}$ might be due to an apparent charge $2 \mu_{1} e /\left(\mu_{1}+\mu_{2}\right)$ at $P$. Hence show by the aid of the theorem stated in the last problem that the potential functions due to these apparent charges are identical (one in the first medium, the other in the second) with the values of the actual potential function in the case described in this problem. The charge at $P$ is urged towards the dielectric with the force $\frac{e^{2} \mu_{1}}{4 \mu^{2}} \cdot \frac{\mu_{3}-\mu_{1}}{\mu_{2}+\mu_{1}}$.
222. Using the notation of Section 62 , let the plate $A$ of a spherical condenser be charged with $m$ units of positive electricity and separated from the plate 13 , which is put to earth, by a spherical shell of radii $r$ and $r_{i}$ made up of a given dielectric. Let us first ask ourselves what the effect of the dielectric would be if it consisted of extremely thin concentric conducting spherical shells separated by extremely thin insulating spaces. It is evident that in this case we should have a quantity - $m$ of electricity induced on the inside of the innermost shell, a quantity $+m$ on the outside of this shell, a quantity $-m$ on the inner surface of the next shell, a
quantity $+m$ on the outside of this shell, and so on. If there were $n$ such shells in the dielectric layer, and $n+1$ spaces, and if $\delta$ were the distance from the inner surface of one shell to the inner surface of the next, and $\lambda \delta$ the thickness of each shell, the value, at the centre of $A$, of the potential function due to the charges on these shells would be

$$
\begin{aligned}
V_{A}^{\prime}= & m\left[\frac{1}{r+\delta}-\frac{1}{r-\lambda \delta+\delta}+\frac{1}{r+2 \delta}-\frac{1}{r-\lambda \delta+2 \delta}\right. \\
& \left.+\cdots+\frac{1}{r+n \delta}-\frac{1}{r-\lambda \delta+n \delta}\right] \\
= & -m \lambda \delta\left[\frac{1}{(r+\delta)(r-\lambda \delta+\delta)}+\frac{1}{(r+2 \delta)(r-\lambda \delta+2 \delta)}+\cdots\right]
\end{aligned}
$$

This quantity lies between

$$
G=-m \lambda \delta \sum_{k=1}^{k=n} \frac{1}{(r+k \delta)^{2}}, \text { and } H=-m \lambda \delta \sum_{k=0}^{k=n-1} \frac{1}{(r+k \delta)^{2}}
$$

but these differ from each other by less than $\epsilon \equiv m \lambda \delta \frac{r_{i}^{2}-r^{2}}{r^{2} r_{i}^{2}}$, so that $-m \lambda \int_{r}^{r_{i}-(1-\lambda) \delta} \frac{d x}{x^{2}}$, which is easily seen to lie between $G$ and $H$, differs from $V_{A}{ }^{\prime}$ by less than $\epsilon$. If, then, $\delta$ is very small in comparison with $r$ and $r_{i}, V_{\Lambda}^{\prime}$ differs from $m \lambda\left(\frac{1}{r_{i}}-\frac{1}{r}\right)$ by an exceedingly small fraction of its own value.

This shows that the effect, at the centre of $A$, of such a system of conducting shells as we have imagined would be practically the same as if a charge $-m \lambda$ were given to the inner surface of the dielectric, and a charge $+m \lambda$ to its outer surface, while the charges on the surfaces of the thin shells within the mass of the dielectric were taken away. That is, the value of the potential function in $A$ would be

$$
m(1-\lambda)\left(\frac{1}{r^{\prime}}-\frac{1}{r^{\prime}}\right) \text { instead of } m\left(\frac{1}{r}-\frac{1}{r^{\prime}}\right)
$$

Such a system of shells introduced into what we have hitherto supposed to be the electrically inert insulating matter between the two parts of a splherical condenser would increase the capaeity of the condenser in the ratio of 1 to $1-\lambda$. It is to be noticed that $\lambda$ is a proper fraction : $\lambda=0$ and $\lambda=1$ would correspond respectively to a perfect insulator and to a perfect conductor.

If the coatings of a parallel plate air condenser be in the planes $x=0, x=a$, and if the first have a uniform superficial charge of density $-\sigma$ amd be kept at potential zero, the potential function in the air between the plates is evidently $4 \pi \sigma x$. Show that if a number of plane plates of metal of small thickness $\lambda \delta$ be uniformly distributed between the coatings parallel to the $y=$ plane so as to be separated from each other by air spaces of thickness $(1-\lambda) \delta$, the capacity of the condenser will be increased in the ratio of $\mu$ to 1 , where $\mu=1 /(1-\lambda)$. Show also that if $\delta$ be made infinitesimal and $\lambda$ a function of $x$, we have between the coatings in the iimit, $\mu I_{s} V^{r}=4 \pi \sigma$, or $\left.I_{x}(\mu I)_{x} V^{r}\right)=0$, the differential equation which $V$ would satisfy in a real dielectric of inductivity varying with $x$. Treat again, on the assumption that $\lambda$ varies with $r$, the case of the spherical condenser considered above.
223. The potential function $V^{\prime}$ due to an electrical or magnetic distribution in an inductive medium, may be computed according to the Newtomian Law by taking into account both the intrinsic and the incluced charges. If $\rho_{0}$ and $\sigma_{0}$ are the intrinsic volume and surface clensities, and if the integrations extend all over the space where $\rho_{0}$ and $\sigma_{0}$ are different from zero, the potential energy of the distribution is usually written

$$
\begin{gathered}
\frac{1}{2} \iiint V \rho_{0} d \tau+\frac{1}{2} \iint V \sigma_{0} d S \\
\left.\frac{1}{8 \pi} \iiint \mu_{i}\left(D_{s} V\right)^{2}+\left(D_{y} V\right)^{2}+\left(D_{z} V\right)^{2}\right\} d \tau
\end{gathered}
$$

Why should not the apparent volume and surface densities be used in finding the energy by the equation

$$
E=\frac{1}{2} \iiint V \rho d \tau+\frac{1}{2} \iint V \sigma d S ?
$$

Answer this question fully, using an illustrative numerical example to explain your assertions.

Assuming that the energy of an electrostatic field would be mathematically accounted for on the supposition that every volume element of space at which the intensity of the field is $F$ contributes $F^{2} / 8 \pi$ times its volume to the whole amount, show that if a tube of force be cut into cells by a set of equipotential surfaces drawn at equal potential intervals, these cells contain equal amounts of energy. Show how to divide all space up into unit energy cells. Discuss the mechanical action on a charged conductor in an electric field on the assumption that there is tension along the Faraday tubes which abut on the conductor, such that the normal pull on the conductor per square centimetre of its surface is $F^{2 /} / 8 \pi$. Discuss the pressure at right angles to the Faraday tubes in a dielectric.
224. The space between two concentric spherical surfaces, the radii of which are $a$ and $b$ and which are kept at potentials $A$ and $B$, is filled with a heterogeneous dielectric, the inductivity of which varies as the $n$th power of the distance from their common centre. Show that the potential function at any point between the surfaces is

$$
\left(A a^{n+1}-B b^{n+1}\right) /\left(a^{n+1}-b^{n+1}\right)-a^{n+1} b^{n+1}(A-I) / r^{n+1}\left(a^{n+1}-b^{n+1}\right)
$$

225. A condenser is formed of two concentric spherical conducting surfaces separated by a dielectric. This dielectric consists of three shells bounded by spherical surfaces of radii $r_{1}, r_{2}, r_{3}$, and $r_{4}$, concentric with the conductors. The inductivities of the inner and outer shells are equal to $\mu_{1}$, and that
of the intermediate shell is $\mu_{2}$. Show that if $C$ is the capacity of the condenser,

$$
\frac{1}{C}=\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}}-\frac{1}{r_{4}}\right) \frac{1}{\mu_{1}}+\left(\frac{1}{r_{2}}-\frac{1}{r_{3}}\right) \frac{1}{\mu_{2}} .
$$

226. The plates of a condenser are two confocal prolate spheroids and the inductivity of the dielectric is $A / p$, where $p$ is the distance of any point from the axis. Prove that the capacity of the condenser is

$$
\pi A /\left[\log \left(a_{1}+b_{1}\right)-\log (a+b)\right],
$$

where $a, b$ and $a_{1}, b_{1}$ are the semiaxes of the generating ellipses.
227. The plates of a condenser are the closed metallic surfaces $S_{1}$ and $S_{2}$. When $S_{1}$ is at potential zero and $S_{2}$ at potential $V_{2}$, the potential function in the air between them is given by the equation $V=f(x, y, z)$. The tube of force based on a portion ( $S_{1}^{\prime}$ ) of $S_{1}$ abuts on a portion $\left(S_{2}{ }^{\prime}\right)$ of $S_{2}$. If the air in this tube were displaced by a homogeneous dielectric of inductivity $\mu$, and if the charges on $S_{1}{ }^{\prime}$ and $S_{2}{ }^{\prime}$ were increased in the ratio $\mu$, while the charges on the remainder of $S_{1}$ and $S_{2}$ were unchanged, would the force at every point be unchanged? Would there be a discontinuity in the surface density of the apparent charge on $S_{1}$ at the boundary of $S_{1}^{\prime}$ ?
228. How many square centimetres of tin foil must be used in making a single parallel plate condenser of one microfarad capacity, if the two sheets of foil are to be separated from each other by paraffined paper the thickness of which is onefifth of a millimetre, and the specific inductive capacity 2 ? $[72,000 \pi \cdot]$ Would the required amount be the same if the condenser were made up of a pile of sheets of foil alternating with paper, the odd sheets forming one terminal and the even sheets the other?
229. Show that the generalized Poisson's Equation,

$$
D_{x}\left(\mu D_{x} V\right)+D_{y}\left(\mu D_{y} V\right)+D_{z}\left(\mu D_{z} V\right)=-4 \pi \rho
$$

is equivalent to

$$
\begin{aligned}
h_{\xi} h_{\eta} h_{\zeta}\left[D_{\xi}\left(\frac{\mu h_{\xi} D_{\xi} V}{h_{\eta} h_{\zeta}}\right)\right. & +D_{\eta}\left(\frac{\mu h_{\eta} D_{\eta} V}{h_{\xi} h_{\zeta}}\right) \\
& \left.+D_{\zeta}\left(\frac{\mu h_{\zeta} D_{\zeta} V}{h_{\xi} h_{\eta}}\right)\right]=-4 \pi \rho
\end{aligned}
$$

if $\xi, \eta, \zeta$ are any orthogonal curvilinear coördinates.
In the case of spherical coördinates, where $h_{r}=1, h_{\theta}=1 / r$, $h_{\phi}=1 / r \sin \theta$, the equation is

$$
\begin{aligned}
\sin ^{2} \theta \cdot D_{r}\left(\mu r^{2} D_{r} V^{Y}\right) & +\sin \theta \cdot D_{\theta}\left(\mu \sin \theta D_{\theta} V\right) \\
& +D_{\phi}\left(\mu D_{\phi} V\right)=-4 \pi \rho r^{2} \sin ^{2} \theta
\end{aligned}
$$

and, in columnar coördinates, where $h_{r}=1, h_{\theta}=1 / r, h_{z}=1$, it is $r \cdot D_{r}\left(\mu r D_{r} V\right)+D_{\theta}\left(\mu D_{\theta} I^{r}\right)+r^{2} \cdot D_{z}\left(\mu D_{z} V\right)=-4 \pi \rho r^{2}$.
230. Show that if the poles of a battery, made up of a given number of equal cells, are to be connected by a resistance $R$ greater than the sum of the resistances of all the cells, the greatest current will traverse $R$ when the cells are joined up in series; but that if $R$ is very small, the cells should be joined up in multiple arc. If $R$ is such that by arranging the cells in a certain number of parallel rows and joining up the numbers of each row in series, the resistance of the whole battery can be made equal to $R$, this arrangement will give the maximum current.
231. A battery is joined up in simple circuit with a resistance $R$ and a galvanometer of resistance $G$. After the deflection of the galvanometer has been noted, an additional wire (or shunt) of resistance $S$ is placed across the poles of the battery, and the resistance $R$ is decreased (to $r$ ) until the galvanometer deflection is the same as before. Assuming that the electromotive
force of the battery remains constant, show that the resistance of the battery is $\frac{S(R-r)}{G+r}$. [Thomson.]
232. Using the potential function $V=c \log r+d$, where $r$ is the distance from a fixed axis, show that the resistance of a conductor bounded by two concentric circular cylindrical surfaces of radii $a$ and $b$, and by two planes, distant $h$ from each other, perpendicular to the axis of the cylindrical surfaces, is


Apply the result to the problem of finding the resistance of the lifuid in a cylindrical galvanic element.
233. Using the potential function, $V^{\prime}=c \log \left(r_{1} / r_{2}\right)$, where $r_{1}$ and $r_{2}$ are the distances from two parallel fixed axes, show how to find (see Fig. 59 and Problem 207) the resistance of a conductor bounded by two parallel planes and by two somewhat eccentric circular cylindrical surfaces which cut the phanes orthogonally. In the case of an element in which the zinc electrode is a cylindrical rod and the copper electrode a cylindrieal shell surounding it, is the resistance of the liquid greater or less when the zinc is eccentric to the copper shell than when it is concentric with it?
234. If two points, $A$ and $B$, of a network of conductors which are carrying steady currents, be comected by an extra conductor $W, A$ and $I$ are said to he at the same potential if no current passes through $W$. $A$ is said to be at a higher potential than $B$ if a current tends to pass through $W$ from $A$ to $B$. In this case the difference of potential between $A$ and $P$ is defined to be the electromotive force (in volts) of a galvanic cell which introduced into $W$ with its positive pole towarls $A$ would just prevent any current from passing through $W$.

Three cells of electromotive force 2 volts, 1 volt, and 1 volt respectively, and internal resistances of $1 \mathrm{ohm}, 2 \mathrm{ohms}$, and 4 ohms are joined up in series with a resistance of 1 ohm . Show that the potential differences between the terminals of the separate cells are $+\frac{3}{2}, 0$, and -1 respectively. If the external resistance were 9 ohms, the corresponding potential differences would be $+\frac{7}{4},+\frac{1}{2}, 0$.
235. The terminals of a compound condenser formed of three simple condensers, of capacity 2 microfarads, 3 microfarads, and 6 microfarads respectively, joined up in series, touch the ends of a linear conductor of 22 ohms resistance through which a current of 3 amperes is flowing. What are the charges on the single condensers? Show that if without loss of the charges the condensers be disconnected and joined up in parallel with their positively charged plates in connection, the difference of potential between the terminals of the new compound condenser will be 18 volts. What charge will each of the simple condensers have? [66; 36,54, 108.]
236. Prove that if a condenser of capacity $k$ farads be charged to potential $Q_{0} / k$ and then discharged through a large non-inductive resistance, $r$ ohms, the charge $Q$ of the condenser $t$ seconds after the beginning of the discharge is $Q_{0} \cdot e^{\frac{-t}{k r}}$; and show that not one ten-thousandth part of the original charge remains after 10 kr seconds.

Show also that the energy that has been expended up to the time $t$ in heating the wire is

$$
\frac{Q_{0}{ }^{2}}{2 k}\left(1-e^{-\frac{2 t}{k r}}\right) \text { joules. }
$$

'237. The terminals of a condenser of $k$ farads capacity are attached permanently to the poles of a constant battery of electromotive force $E$ volts by leads of large resistance, $r$ ohms. After the condenser has become fully charged its
terminals are suddenly connected together without removing the battery by a conductor of large resistance, $R$ ohms. Assuming that the solution of a differential equation of the form $D_{t} y+a y=b$ is $y=b / a+B e^{-a \prime}$, show that at the time $t$ the charge on one of the condenser plates is

$$
Q=\frac{E k}{R+r}\left(R+r e^{-q t}\right)
$$

$$
q=(R+r) / r R k
$$

238. A galvanic battery is composed of two galvanic cells, the electromotive forces of which are $e_{1}$ and $e_{2}$ and the internal resistances $b_{1}$ and $b_{2}$, joined up in multiple are. The poles of the battery are connected by an external resistance of $r$ ohms. Show that if $C_{1}$ and $C_{2}$ are the strengths of the currents flowing througli the cells,

$$
\begin{aligned}
& C_{1}=\left[\rho_{1} l_{2}+r\left(e_{1}-e_{2}\right)\right] \div\left[b_{1} b_{2}+r\left(b_{1}+b_{2}\right)\right], \\
& C_{2}=\left[e_{2} b_{1}+r\left(e_{2}-e_{1}\right)\right] \div\left[b_{1} b_{2}+r\left(b_{1}+b_{2}\right)\right] .
\end{aligned}
$$

239. A galvanometer of 9 ohms resistance is to be furnished with two shouts, such that when the first alone is used ${ }^{\frac{1}{10}}$ of the current shall pass throngh the instrument, and that when both are used in parallel, $29 / 30$ of the current shall pass through them. Prove that the resistance of the second shunt must be $9 / 20$.
240. A storage battery is used to send a current through a cluster of incandescent lamps arranged in multiple arc. The resistance of each lamp when hot is 100 ohms. When 10 lamps are used the current through each is 1 ampere, but when 20 are nsed this current is only $\frac{1}{1} \frac{1}{2}$ of an ampere. Find the resistance of the battery and its connections and show that the electromotive force of the battery is 110 volts.
241. If a number of cells of different electromotive forces but of equal internal resistances are joined up in multiple are, the battery thus formed is equivalent, so far as its ability
to send currents through outside resistances is concerned, to a single cell the electromotive force of which is the mean of the electromotive forces of the cells in the battery. Find the resistance of this equivalent cell and show that it would be more "effective" when doing a given amount of external work than the battery. How much work is done in the battery per second when the external circuit is broken?
242. A certain uniform cable 50 kilometres long has, when in good condition, a resistance of 450 ohms. The operator at one end finds that the resistance is 270 ohms or 350 ohms according as the other end is grounded or insulated. Supposing the ground connections at the two stations to be good, so that the resistance of the earth is negligible, and assuming that there is a single fault in the cable, show that this fault is 16.67 kilometres from the first station and that its resistance is 200 ohms .
243. A cable 500 kilometres long with stations $A$ and $B$ at its extremities has a single fault, but is not so much injured that signals cannot be sent through it. With cable insulated at $B$, the operator at $A$ grounds one terminal of a large battery and attaches the other terminal to the cable. After this has been done the operators find that the difference of potential between the cable and the ground is 200 volts at $A$ and 40 volts at $B$. The cable at $A$ is then insulated, and one terminal of a large battery at $B$ is grounded while the other is attached to the cable. The difference of potential between the cable and the ground is then 300 volts at $B$ and 40 volts at $A$. Show that the fault has a resistance equivalent to that of 47.62 kilometres of cable and is at 190.5 kilometres from $A$. Explain some way of measuring the potential differences in this case.
244. "In a network $P A, P B, P C, P D, A B, B C, C D, D A$, the resistances are

$$
a, \beta, \gamma, \delta, \gamma+\delta, \delta+a, a+\beta, \beta+\gamma
$$

respectively. Show that if $A D$ contains a battery of electromotive force $E$, the current in $B C$ is

$$
\frac{\lambda(a \beta+\gamma \delta) E}{2 \lambda^{2} \mu+(\beta \delta-a \gamma)^{2}},
$$

where

$$
\lambda \equiv a+\beta+\gamma+\delta,
$$

and

$$
\mu=\beta \gamma+\gamma^{\alpha}+\alpha \beta+\alpha \delta+\beta \delta+\gamma \delta . "
$$

245. Show that if the edges of a parallelopiped be formed of uniform wire such that the resistances of three conterminous edges are $a, b$, and $c$ respectively, and if a current enters at one angle and leaves at the opposite angle, the resistance of the network is $\frac{1}{4}[(a+b+c)+a b c /(a b+b r+c a)]$.
246. (a) A tetrahedral framework is made of uniform wire, opposite edges being equal and of lengths $a, b, c$. If a current enters and leaves the framework at the ends of an edge of length $a$, the strengths of the currents in the pairs of edges of length $a$ are in the ratio

$$
\begin{aligned}
& b(a+c)+c(a+b): b(a+c)-c(a+b) \\
& \quad[\text { Jesus College.] }
\end{aligned}
$$

(b) Show that the resistance of the whole framework is that of a length of the wire equal to $\frac{1}{2}[\mu b /(a+c)+a c /(a+b)]$. [St. John's College.]
247. Show that if $n$ telegraph poles, each of resistance $R$, be joined in pairs, each to all the others. with wires of resistance $r$, and if an electromotive force $E$ be inserted in one of the wires, the current in that wire is $E\{R(n-2)+r\} / r(n R+r)$.
248. An electric distributing conductor 6 miles long gives out continuously 50 amperes of current per mile of its length. The end of the conductor remote from the generator is insulated, while the nearer end is kept at 1000 volts potential. Show that if the resistance per mile of the conductor is

1 ohm, the voltage at a point on the line $x$ miles from the generator is $v=50 \times\left(\frac{x}{2}-6\right)+1000$. Find the rate at which a given portion of the line is delivering power.
249. A Wheatstone's bridge in proper adjustment consists of four conductors, $A B, B C, C D, D A$, which have respectively the resistances $p, q, s$, and $r$. The galvanometer is connected with $A$ and $C$ and the battery with $B$ and $D$. The electromotive force of the battery is $E$, and the resistance of the battery with its connecting wires is $b$. Prove that the heat developed per unit time in the conductor $A B$ is the equivalent of the energy $\frac{E^{2} q r s}{[b(s+r)+r(q+s)]^{2}}$.
250. A generator of constant electromotive force $E$ and of constant internal resistance $B$ is used to charge a storage battery which now has an electromotive force $e$ and an internal resistance $b$. Show that if the poles of the storage battery be connected by a conductor of resistance $r$. a current

$$
C^{\prime}=(B e+b E) \div[(B+b) r+B b]
$$

will go through this conductor.
251. The conductors $A B, B C, C D$, and $D A$ have the resistances $p, q, r$, and $s$ respectively. $A$ is connected with $C$ by a battery of internal resistance $b$ and electromotive force $e$. $B$ is connected with $D$ by a baitery of internal resistance $b^{\prime}$ and electromotive force $e^{\prime}$. Prove that if the current in $A C$ is zero,

$$
e\left\{b^{\prime}(p+q+r+s)+(p+s)(q+r)\right\}+e^{\prime}(p r-q s)=0 .
$$

252. A conductor of given dimensions made of given material has two given portions $S_{1}$ and $S_{2}$ of its surface kept at constant potentials while the rest of its surface is a current surface. Show that if $V$ is the potential function within the conductor, when $S_{1}$ is kept at potential $C_{1}$ and $S_{2}$ at potential $C_{2}$, and
if $V^{\prime}$ is the potential function, when $S_{1}$ is kept at $C_{1}^{\prime}$ and $S_{2}$ at $C_{2}^{\prime}$,

$$
V^{\prime}=\frac{C_{1}^{\prime}-C_{2}^{\prime}}{C_{1}-C_{2}^{\prime}} V^{\prime}+\frac{C_{2}^{\prime} C_{1}-C_{2} C_{1}^{\prime}}{C_{1}-C_{2}^{\prime}} .
$$

253. One end $(O)$ of a straight wire of radius a and length $l$ is kept at potential $V_{0}$, and the other end $(Q)$ at potential $V_{1}$. The specific conductivity of the wire is $\kappa$ and its resistance per unit length is $u$, so that the reciprocal of $w$ is equal to $\pi a^{2} \kappa$. The wire is surrounded by an insulating sheath, the outside of which is in contact with sea water at potential zero. The rate of leakage per unit length of the wire or cable through the sheath at a place where the potential of the wire is $V$ is $2 \pi a \lambda V$. The reciprocal of $2 \pi a \lambda$ is denoted by $W$ and is called the "insulation resistance" of the cable per unit length. The rate of flow of electricity into a portion of the cable of length $\Delta x$, included between two right sections, the nearer of which is distant $x$ from $O$ and is at potential $V$, is $-\kappa \pi \alpha^{2} D_{x} V$. The rate of flow of electricity out of this element throngh the sheath and from the farther end is $-\kappa \pi \alpha^{2}\left(D_{x} V+\Delta_{x} D_{x} V\right)+2 \pi \alpha \lambda J x$. When the current is steady the element neither gains nor loses electricity and $\kappa \pi \alpha^{2} \Delta_{x} D_{x} V-2 \pi \alpha \lambda V^{\prime} \Delta x=0$, so that at every point $D_{x}{ }^{2} V-\beta^{2} V=0$, where $\beta^{2}=w / W$. The general solution of this equation is of the form $V=A e^{\beta x}+B e^{-\beta x}$, and if we determine $A$ and $B$ so that $V=V_{0}$ when $x=0$, and $V=V_{1}$ when $x=l$, we get $V=\left[V_{1} \sinh (\beta x)+V_{0} \sinh \beta(l-x)\right] / \sinh (\beta l)$.

Show that if the current which enters the cable at $O$ is $I_{0}$ and that which leaves it at $Q$ is $I_{1}$, and if $I$ denote the current in the core at a point at a distance $x$ from $O$,

$$
\begin{aligned}
I & =\left[V_{0} \cosh \beta(l-x)-V_{1} \cosh (\beta x)\right] /[\sqrt{\omega W} \sinh (\beta l)] \\
& =I_{0}\left[V_{0} \cosh \beta(l-x)-V_{1} \cosh (\beta x)\right] /\left[V_{0} \cosh (\beta l)-V_{1}\right], \\
I_{1} & =\left[V_{0}-V_{1} \cosh (\beta l)\right] /[\sqrt{\omega W} \sinh (\beta l)] \\
& =I_{0}\left[V_{0}-I_{1} \cosh (\beta l)\right] /\left[V_{0} \cosh (\beta l)-V_{1}\right] .
\end{aligned}
$$

Show also that if the end of the cable at $Q$ be insulated and left to itself, $V_{1}=\frac{V_{0}}{\cosh (\beta)}$, but if it be put to earth, $V=V_{0} \sinh \beta(l-x) / \sinh (\beta l)$. If in this latter case the cable were infinitely long, we should have $V=I_{n}{ }_{0} e^{-\beta x}$ and $I=I_{0} e^{-\beta x}=V_{0} e^{-\beta x} / \sqrt{\omega I}$.
The whole core resistance of a certain cable 1000 miles long is 2000 ohms. When one terminal of a battery (the other terminal of which is put to earth) is attached to one end of the cable and the other end of the cable is grounded, the current at the sending end is to the current at the receiving end as 1.1276 to 1 . Show that the insulation resistance of the cable per mile is 8 megohms. In the Atlantic cable of $1889, w=1.54$ ohms per kilometre, and $W=9,085,000,000$ ohms per kilometre.
254. The conduction resistance of a certain cable 1000 miles long is 10 ohms per mile, whilst the insulation resistance is 10 megohms: if the sending end be at a given potential and the receiving end to earth, find the whole charge of the cable when a steady current passes through it. Show that if the cable have a leakage fault at the middle point the resistance of which is equal to that of a length of a miles of the cable, the strength of a stealy current at the receiving end will be lowered in the ratio $1: 1+\frac{500}{a} \cdot \frac{e-1}{e+1}$. [MI. T.]
255. Prove that if any finite set of algebraic operations be performed upon the complex variable $z=x+y$ taken as a whole, and if the result $[w=f(z)]$ be written in the form $\phi(x, y)+i \cdot \psi(x, y)$, where $\phi$ and $\psi$, which are said to be conjugate to each other, are real functions of $x$ and $y$ :
(a) Both $\phi$ and $\psi$ satisfy Laplace's Equation.
(b) $D_{x} \phi=D_{y} \psi$ and $D_{y \prime} \phi=-D_{x} \psi$.
(c) At any point $P$, the derivative of $\phi$ taken in any direction $P Q$ in the plane $x y$ is equal to the derivative of $\psi$ taken in a direction $P$ at right angles to $P Q$, and such that the angle $Q P R$ corresponds to a counter-clockwise rotation.
(d) The equations $\phi(x, y)=c, \psi(x, y)=c^{\prime}$ represent two families of curves which cut earh other orthogonally.
256. Prove that:
(1) If $\phi$ and $\psi$ are any two conjugate functions of $x$ and $y$, that is, if $\phi+i \psi$ is a function of the complex variable $x+y i$, taken as a whole, then, conversely, $x$ and $y$ are two conjugate functions of $\phi$ and $\psi$.
(b) If $\phi$ and $\psi$ are any two conjugate functions of $x$ and $y$, and if $a$ and $\beta$ are any two other conjugate functions of $x$ and $y$, and if for $x$ and $y$ in the expressions for $\phi$ and $\psi$ we substitute the expressions for $\alpha$ and $\beta$, we shall get two new conjugate functions of $x$ and $y$.
(c) If $\phi_{1}$ and $\psi_{1}$, $\phi_{2}$ and $\psi_{2}$ are any two pairs of conjugate functions, $\phi_{1} \pm \phi_{2}$ anl] $\psi_{1} \pm \psi_{2}$ are conjugate functions of $x$ and $y$.
257. Prove that in any case of steady uniplanar flow of electricity - that is, flow which at every point is parallel to a given plane, and of such a character that its intensity and direction are the same at all the points of any line drawn perpendicular to the given plane - there exists a function conjugate to the potential function. This function is called the "flow function."
258. Show by the ordinary rules for treating imaginary quantities that, if $z=x+y i, i^{2}, \sqrt{ } \sqrt{2}, \log z$ will yield respectively the following pairs of conjugate functions: $A\left(x^{2}-y^{2}\right)$, $-2 A \cdot y ; A r^{2} \cos \frac{\theta}{2}, A^{\frac{1}{2}} \sin \frac{\theta}{2}: A \log r . A \theta ;$ where $r^{2}=x^{2}+y^{2}$ and $\theta=\tan ^{-1} \frac{!}{x}$. State some problems of steady flow within conductors which these conjugate functions will help to solve.
259. Show that. with certain broad limitations, either one (say $\phi$ ) of any pair ( $\phi . \psi$ ) of conjugate functions of $x$ and $y$ nay be taken as the pritential function in empty space due to an electrostatic distribution the density of which is a function of $x$ and $y$ only, and which, therefore, must be constant at all points on any indefinitely extended line drawn perpendicular to the
plane of $x y$. Show also that in the case of the same distribution the other function $\psi$ will be constant along any line of force.
260. Show that either one (say $\phi$ ) of any pair $(\phi, \psi)$ of conjugate functions of $x$ and $y$ may be taken as the potential function inside a conductor which carries a steady current flowing at every point in a direction parallel to the plane of $x y$, and the same in intensity and direction at all points of any line drawn perpendicular to this plane. Show that in this case the othes function $\psi$ will be constant along any line of flow, and that the two equations $\phi=c, \psi=c^{\prime}$ represent respectively, if $c$ and $c^{\prime}$ are parameters, cylindrical equipotential surfaces ant cylindrical surfaces of flow. If $d s$ is the element of any curve $A B$ in the plane $x y$, and if $D_{n} \phi$ is the derivative of $\phi$ taken in the direction of the normal to $d s$ which points towards the right as one goes along the curve from $A$ to $B$, the integral $-l_{i} \int_{A}^{B} D_{n} \phi \cdot d s$ gives the amount of positive electricity which crosses per unit of time from left to right so much of a right cylindrical surface erected on $A B$ as is enclosed by two planes parallel to the plane of $x y$ and at the unit distance from each other. Since $D_{n} \phi=D_{s} \psi$, the integral just considered is equal to $-k\left(\psi_{B}-\psi_{A}\right)$, and $-k$ times the difference between the values of $\psi$ on two right cylindrical surfaces of flow gives the amount of flow across the unit height of so much of any cylindrical surface which cuts the plane of $x y$ at right angles as is included between the given surfaces of flow.
261. Prove that:
(a) If $r_{1}, r_{2}, r_{3}, \cdots, r_{n}$ are the lengths of the radii vectores drawn from any point $P$ to any $n$ parallel axes, and if $\theta_{1}$, $\theta_{2}, \theta_{3}, \cdots, \theta_{n}$ are the angles which these radii vectores make with a fixed line in the plane of $x y$ which is perpendicular to the axes,

$$
\begin{aligned}
& \phi \equiv A_{1} \log r_{1}+A_{2} \log r_{2}+A_{3} \log r_{3}+\cdots+A_{n} \log r_{n}, \\
& \psi \equiv A_{1} \theta_{1}+A_{2} \theta_{2}+A_{3} \theta_{3}+\cdots+A_{n} \theta_{n}
\end{aligned}
$$

are conjugate solutions of Laplace's Equation.
(b) The equation $\psi=c^{\prime}$ represents for each value of $c^{\prime}$ a cylindrical surface which passes through all the axes.
(r) For very large values of $c$, the equation $\phi=c$ represents as many closed cylindrical surfaces, each surrounding one of the axes, as there are positive terms in the expression for $\phi$.
(d) For very large negative values of $c$, the equation $\phi=c$ represents as many closed cylindrical surfaces, each surrouncling one of the axes, as there are negative terms in $\phi$.
(e) If $\Sigma A=0$, no one of the cylindrical surfaces $\psi=c^{\prime}$ ends at infinity.
( $f$ ) The value of $\int D_{n} \phi \cdot d s$ taken around any closed curve in the plane $x y$ which surrounds the $j$ th axis and no other is equal to the change made in $\psi$ by going around the curve, and this is $2 \pi A_{j}$.
(y) However the axes may be distributed and whatever values may be assigned to the A's, $\phi$ represents the potential function corresponding to a uniplanar flow of electricity* within the substance of an infinite conducting lamina, either thick or thin, when cylindrical holes, on the curved surface of each one of which $\phi$ is constant, are cut through the lamina so as to remove all the axes, and if the curved surfaces of these holes are kept at potentials equal to the values of $\phi$ on them. This is practically the case of a very large thin sheet of metal touched at certain points by the ends of wires connected with the poles of batteries.
(h) If in the value of $\phi$ there is an even number ( $2 m$ ) of terms, half of which are positive and half negative, and if, moreover, all the A's are numerically equal, we have the case in which $m$ similar pieces of wire connected with the positive pole of a battery touch a thin sheet of metal in $m$ places, and $m$ similar pieces of wire connected with the negative pole of

[^20]the battery touch the metallic sheet in $m$ other places. In this case, if $P_{1}$ and $P_{2}$ are any two points in the metal, the resistance of so much of the sheet as lies between the equipotential surfaces on which $P_{1}$ and $P_{2}$ lie is $\frac{\phi_{P_{2}}-\phi_{P_{1}}}{2 \pi A n k \delta \delta}$, when $\delta$ is the thickness of the lamina, and $k$ its specific conductivity.
(i) If $\phi$ consists of two terms the coefficients of which are numerically equal but opposite in sign, we have the case of a thin sheet of metal touched at two points by the two poles of a battery. Here the curves in the plane $x y$, for which $\psi$ is constant, are circles (Fig. 59) the centres of which are on the line which bisects at right angles the line which gives the points where the battery electrodes touch the sheet.

Show that this value of $\phi$ enables us to find the resistance of a thin circular disc touched at two points on its circumference by the poles of a battery, and hence, by superposition, the resistance of such a disc touched by any number of pairs of battery poles at different places on the circumference. State other problems which an inspection of Fig. 59 shows can be solved by the aid of the value of $\phi$.
(j) If $\phi$ is made up of an infinite number of terms with coefficients all numerically equal, but alternately positive and negative, and if the corresponding axes cut the plane of $x y$ in a straight line so that the distance between any axis and the next is $b$, certain of the lines of force in the plane of $x y$ will be straight lines which cut at right angles the line on which the traces of the axes lie. Show that by aid of this $\phi$ we can find the resistance of a lamina of breadth $b$, and of infinite length when touched at two points opposite each other, one on one edge, and the other on the other. Draw from general knowledge a diagram which shall give the shape of the lines of flow and the equipotential lines in such a lamina.
262. (a) Show that if in a thin conducting plate of indefinite extent there are two sources and a sink, each of strength
numerically equal to $m$, situated respectively at points $A, B$, $C$, which lie in order upon a straight line, one of the lines of flow consists in part of a circumference of radius $\sqrt{C A \cdot C B}$ drawn around $C^{\prime}$ as a centre, so that the flow inside the circumference would be unchanged if the part of the plate outside it were cut away. In other words, if a circumference be drawn in a thin conlucting plane plate of indefinite extent, the "image" in this circumference of a source, of strength $m$, situated at a point $P$ in the plane, is made up of a sink, of strength $m$, at the eentre of the eircle, and a source of the same strengtl at $Q$, the inverse point of $P$ with respect to the cireumference.

Show that if a sink be regarded as a negative source, and if, inside a circumference drawn in a thin plane conducting plate of indefinite extent, there are sources at the points $A_{1}, A_{2}$, $A_{3}, \cdots, A_{k}$, of strengths algebraically equal to $m_{1}, m_{2}, m_{3}$, $\cdots, m_{k}$ respectively, and sources of strengths algebraically equal to $-m_{1},-m_{2},-m_{3}, \cdots,-m_{k}$, at the corresponding inverse points, then, if $m_{1}+m_{2}+m_{3}+\cdots+m_{k}=0$, there is no flow of electricity across the circumference.

If at a fixed point $I$ ' in a thin plane plate (Fig. 127) there is a sink of strength numerically equal to $m$, and at another


Fig. 127. point $P^{\prime}$ in the plate an equal source, and if $P^{\prime}$ be made to approath $P$ as a limit and the product $m \cdot \overline{P P^{\prime \prime}}$ be kept always equal to a given constant $\mu$. we have as a limit a "plane doublet" * of strength $\mu$, the axis of which is $P X$, the limiting position of the straight line drawn from $P$ to $P^{\prime \prime}$. We shall find it convenient to represent sources and sinks respeetively by black and unsharled circles, and doublets by circles lialf black and half unshaded. The black portion

[^21]of a doublet circle indicates the directions in which there is a flow away from the point where the doublet is situated; the unshaded portion indicates the directions from which there is a flow toucrrds this point. The axis of a doublet bisects both the black and unshaded portions of the doublet circle. Show that if $P$ be used as origin and $P X$ as axis of abscissas, the velocity potential function due to the doublet is $\phi=-\frac{\mu x}{x^{2}+y^{2}}$, and the flow function is $\psi=\frac{\mu y}{x^{2}+y^{2}}$. If $x+y i=z$, these are respectively the real part and the real factor of the imaginary part of the function $\frac{-\mu}{\approx}$. The equipotential lines and the lines of flow are circles (see Fig. 128) touching the axes of $y$ and $x$ respectively at the origin.
A "plane quadruplet" is formed of two equal and opposite plane doublets in the same manner that a doublet is formed out of a source and an equal sink. An "octuplet" is formed in a similar way of two equal and opposite quadruplets, and so on. We may use the word "motor" to denote in general a


Fig. 128. source, a sink, a doublet, a quadruplet, or any other combination of sources or sinks at a single point.
(b) The upper circle in Fig. 130 shows the plane quadruplet formed by combining the two plane doublets indicated in the lower part of this diagram. Show that the flow function due to a quadruplet of this kind at the origin is $-2 k x y /\left(x^{2}+y^{2}\right)^{2}$, while the flow function due to such a quadruplet as that shown in Fig. 131 will be $k\left(x^{2}-y^{2}\right) /\left(x^{2}+y^{2}\right)^{2}$. One of these quadruplets is evidently equivalent to the other turned
through $45^{\circ}$. Find the flow function due to an octuplet of the kind shown in Fig. 132 at the origin.
(c) Show that the lines of flow due to a plane doublet may be regarded as the lines of force due to a columnar magnet of infinitely small cross-section.
(d) Show that the functions

$$
\log z, \frac{1}{z},-\frac{1}{z^{2}}, \frac{2}{z^{3}},-\frac{6}{z^{4}}, \ldots,
$$

each of which is the derivative with respect to $z$ of the one which precedes it, yield a series of pairs of conjugate functions which represent in order the velocity potential functions and the flow functions due to a source at the origin, to a plane


Fig. 129.


Fig. 130.


Fig. 131.


Fig. 132.
doublet at the origin, to a plane quadruplet at the origin, to a plane octuplet at the origin, and so on.
(e) Show that if two plane doublets $L$ and $M$ exist together at a point $O$, and if the directions of the two straight lines $O A$, $O B$ show the directions of the axes of $L$ and $M$ respectively, and the lengths of $O A$ and $O B$ the strengths of $L$ and $M$ on some convenient scale, then the direction of the axis of the resultant of $L$ and $M$ will be given by the direction, and the strength of the resultant by the length, of the diagonal of the parallelogram of which $O A$ and $O B$ are adjacent sides. Plane doublets, then, can be compounded and resolved by compounding and resolving their axes like forces or velocities.
263. If a charge $+m$ concentrated at a point $Q$ be made to approach on any analytic curve a point charge $-m$ at a fixed point $P$ on the curve, and if as $Q$ approaches $P, m$ is made to increase in such a manner that the product of $m$ and $P Q$ is
always equal to the constant $\mu$, the limiting value of the potential function of the system is said to be due to a space doublet of strength $\mu$ at the point $P$, and the axis of the doublet is said to be the limiting position of the secant $P Q$. Show that if $r$ is the distance of any point $P^{\prime}$ from $P$ and if $\theta$ is the angle between the axis of the doublet and $P P^{\prime}$, the value at $P^{\prime}$ of the potential function due to the doublet is $\mu \cos \theta / r^{2}$.

The force components along and perpendicular to $r$ are $2 \mu \cos \theta / r^{3}$ and $\mu \sin \theta / r^{3}$. The potential function (Section 69) due to a doublet at the origin with axis coincident with the $x$ axis is $\mu x / r^{3}$.

The potential function due to a mass $-m$ at the point $(b, 0,0)$, a mass $+m$ at the point $(b+\delta, 0,0)$, a mass - mu $/(b+\delta)$ at the point $\left(a^{2} /(b+\delta), 0,0\right)$, and a mass $m a / b$ at the point $\left(a^{2} / b, 0,0\right)$, where $b$ and $\delta$ are smaller than $n$, has the value zero on the spherical surface $x^{2}+y^{2}+z^{2}=u^{2}$. Prove that if, while $a$ and $b$ are constant, $\delta$ be made to decrease indefinitely and $m$ to increase in such a manner that their product shall always be equal to the given constant $\mu$, the limiting value of the potential function will be

$$
\begin{aligned}
\mu(x-b) /\left[(x-b)^{2}+y^{2}\right. & \left.+z^{2}\right]^{\frac{3}{2}}+a \mu\left[b\left(x^{2}+y^{2}+z^{2}\right)\right. \\
& \left.-a^{2} x\right] /\left[\left(b x-a^{2}\right)^{2}+b^{2}\left(y^{2}+z^{2}\right)\right]^{\frac{3}{2}}
\end{aligned}
$$

If $b=0$, this expression becomes $\mu x\left(a^{3}-r^{3}\right) / a^{3} r^{3}$, where $r^{2}=x^{2}+y^{2}+z^{2}$. What problem in electrostatics can be solved by the aid of this last function? Is the image of a doublet in a spherical surface another doublet?
264. A straight wire of radius $\alpha$ which forms the core of a cable of length $l$ lies in the axis of $x$ with one end at the origin and the other at the point $(l, 0,0)$. The whole of the outside of the insulating covering of the cable and the core at the point $(l, 0,0)$ are kept at potential zero, while the core at the origin is at the potential $V_{0}$. Show that if $c$ is the capacity per unit length of the cable considered as a
condenser, $k$ the ratio of the conductivity per unit length of the core to $c$, and $l$ the rate of loss of electricity by leakage through the insulation per unit length of the cable when the difference of potential of the core and the outside of the cable is unity, the value of the potential function $V$ in the core satisfies the equation

$$
D_{t} I^{r}=l_{i} \cdot I_{x}{ }^{2} V-\frac{h}{c} \Gamma \text {, and if } V \equiv u \cdot e^{-h t / c}, D_{t} w=k \cdot D_{x}^{2} w .
$$

Show also that in the final state, when $V$ satisfies the equation $D_{x}{ }^{2} V^{V}=h V^{V} / l_{i}$ and is equal to $I_{0}$ when $x=0$, and to zero when $x=l$, the value of $l$ is given by the expression $\left[I_{l} \cdot \sinh \beta \cdot r+I_{0} \cdot \sinh \beta(l-x)\right] / \sinh \beta l$, where $\beta^{2}=h / k c$.

Prove that any quantity of the form $A_{s} \cdot e^{-\lambda t} \cos (n x-\delta)$, where $\lambda \equiv k_{i} \mu^{2}$, satisfies the equation $D_{t} u=l_{i} \cdot D_{x}{ }^{2} u$, and that if $\delta \equiv \frac{1}{2} \pi, n \equiv s \pi l^{\prime} l$, where $s$ is an integer, and

$$
A_{s} \equiv-2 c l_{i} \pi s \cdot \cos s \pi \cdot /\left(l l^{2}+c k s^{2} \pi^{2}\right) ;
$$

the expression

$$
u_{1} \equiv \sum_{s=1}^{s=\varepsilon} A_{s} e^{-\lambda t} \sin n x \text { vanishes when } x=0 \text { or } x=l,
$$

and, when $t=0$, is equal to $-\sinh \beta(l-x) / \sinh \beta l$. Hence prove that the expression

$$
V=V_{1 \prime}\left[\sinh \beta(l-x) / \sinh \beta l-u_{1} e^{-h t / r}\right]
$$

gives the value of the potential function in the cable, if, when the whole core is at potential zero and the farther end permanently grounded, the point $x=0$ is suddenly raised to potential $V_{\text {" }}$ at the time $t=0$, and kept there. The current ( $r^{\prime}$ ) at any pint is given by the negative of the derivative of the potential function with respect to $x$, divided by the resistance $\rho$ of the core per unit length, so that
$\rho C=T_{0}[\beta \cdot \cosh \beta(l-x) / \sinh \beta l$

$$
\left.+(s \pi / l) \pi e^{-h t / c} \sum s \cdot A_{s} e^{-\cdot \lambda t} \cos n x\right] .
$$

If the insulation is so good that $h$ may ve neglected,

$$
V=V_{0}\left[(l-x) / l-2 \cdot \cos s \pi \cdot \sum\left(e^{-\lambda t} \sin n x\right) / \pi s\right],
$$

and the current is

$$
\left(\Gamma_{0} / \rho l\right)\left(1+2 \cdot \cos s \pi \cdot \sum^{e^{-\lambda t}} \cos n x\right) .
$$

265. The terminals of a battery of electromotive force $E_{0}$ volts and internal resistance $b$ ohms are suddenly comected, through a non-inductive conductor of resistance $r-b$ ohms, with the coatings of a condenser of $k$ : farads capacity. Show that after $t$ seconds the condenser is charged to potential difference $E$ volts, where $E=E_{0}\left(1-e^{-t / k r}\right)=E_{1} T$, and that the charge on the positive plate is $E k$ units. If $t=\frac{1}{10} \mathrm{kr}$, $T=0.095$; if $t=\frac{1}{5} \mathrm{kr}, T=0.181$; if $t=\frac{1}{2} \mathrm{kr}, T=0.393$; if $t=k r, T=0.632$; if $t=2 \mathrm{kr}, T=0.865$; if $t=3 \mathrm{kr}, T=0.950$; if $t=5 \mathrm{kr}, T=0.993$, and if $t=7 \mathrm{kr}, T=0.999$.

Show that if the condenser just mentioned lad been leaky, its dielectric having a resistance of only $R$ ohms, the charge on the positive coating after $t$ seconds would have been $\frac{E_{0} k R}{r+R}\left(1-e^{-t(r+R) / k r R}\right)$, and the final charge $E_{0} k R /(r+R)$.
266. The coatings of a perfect condenser of 2 microfarads capacity which are connected together by a non-inductive resistance $R$ of 2500 ohms are attached to the terminals of a constant battery. After the condenser has become fully charged, a bullet moving at a velocity of $v$ metres per second cuts first one of the battery leads at a point $A$ and, 2 metres farther on in its course, the resistance $R$ at a point $B$. While the bullet is moving from $A$ to $B$ the condenser loses $1-1 /$ e of its charge through $R$. Show that, $e$ being the base of the natural system of logarithms, $v=400$.
267. If $S_{1}$ and $S_{2}$, the plates of a condenser separated by a poorly conducting medium of inductivity $\mu$ and of conductivity $\lambda$, are at potentials $V_{1}$ and $V_{2}^{\prime}$ respectively, and if $V$ denotes
the potential function in the dielectric, the capacity of the condenser and the strength of the current that flows through the dielectric, when the difference of potential of the plates is unity, are
$\mu\left[\int D_{n} V \cdot d S_{1}\right] / 4 \pi\left(V_{2}-V_{1}\right)$ and $\lambda\left[\int D_{n} V \cdot d S_{1}\right] /\left(V_{2}-V_{1}\right)$.
Show that if the condenser be charged to such a potential that each plate requires $\ell_{0}$ units of (positive or negative) electricity and then, left to itself, the charge on one of the plates after $t$ seconds is given numerically by the expression $Q=Q_{0} e^{-4 \pi \lambda t / \mu}$.
268. A Leyden jar loses 0.000001 of its charge per second by conduction through the glass. The specific inductive capacity of the glass is 8 . Show that the resistance of a cubic centimetre of the glass is roughly $14 \times 10^{17}$ ohms, having given that one electrostatic unit of resistance is equivalent to $9 \times 10^{11}$ ohms. [M. T.]
269. A submarine telegraph cable 1885 miles long is formed of a copper conductor $\frac{1}{2}$ inches in diameter surrounded by a gutta-percha coating $\frac{1}{2}$ inch in diameter. The specific inductive capacity of gutta-percha being 4.2 , show that the capacity of the cable is equal to that of a sphere of the same size as the earth. [St. John's College.]
270. The outer coatings of two condensers $A$ and $B$ are put to earth and their inner coatings are connected through a galvanometer the resistance of which is 4000 ohms. The capacity of $A$ is 3 microfarads, that of $B$ is 1 microfarad, and the two condensers are charged to potential 1 volt. The inner coatings of $A$ and $P$ are then put to earth simultaneously through resistances of 1000 and 2000 ohms respectively. Show that the whole amount of electricity which will flow through the galvanometer is one-seventh of the charge of the smaller condenser. [St. John's College.]
271. The outer coatings of two condensers $A$ and $B$ are put to earth and their inner coatings are connected together through a galvanometer of $g$ ohms resistance. The capacities of the condensers are $C$ and $c$ respectively. Both are charged initially to potential $V_{0}$ and then have charges $Q_{0}$ and $q_{0}$. Show that if the inner coatings of the condensers are put to earth simultaneously through non-inductive resistances $R$ and $r$, and if

$$
\lambda \equiv r R C, \quad \lambda^{\prime} \equiv r R c, \quad \mu \equiv c r(g+R), \quad \mu^{\prime}=C R(g+r)
$$

$m \equiv \operatorname{CcrRg}, k^{2} \equiv 4 \lambda \lambda^{\prime}+\left(\mu-\mu^{\prime}\right)^{2} ; \mu \mu^{\prime}-\lambda \lambda^{\prime}=\operatorname{CcrRg}(g+r+R)$, and the charge on $A$ after $t$ seconds will be

$$
\begin{aligned}
& Q_{0} e^{-\left(\mu+\mu^{\prime}\right) t / 2 m}\left[\left(k+\mu+\mu^{\prime}-2 m / C R\right) e^{k t / 2 m}\right. \\
& \left.\quad+\left(k-\mu-\mu^{\prime}+2 m / C R\right) e^{-k t / 2 m}\right] / 2 k .
\end{aligned}
$$

Show also that the whole quantity of electricity which passes through the galvanometer during the discharge is

$$
Q_{0}(C R-c r) / C(g+r+R)
$$

272. Prove that the potential and stream line functions due to electrodes placed at certain points of a spherical current sheet can be deduced directly from the solutions for the plane current sheet which is its stereographic projection. If $E_{1}$ and $E_{2}$ be two electrodes on a complete spherical sheet, show that the stream lines are small circles through $E_{1}$ and $E_{2}$ and the equipotential curves small circles the planes of which pass through the line of intersection of the tangent planes at $E_{1}$ and $E_{2}$.
273. Verify the statement that the value of the potential function at any point $P$ of a solid homogeneous sphere of specific resistance $\kappa$, when a current of intensity $C$ flows. between two electrodes $A$ and $B$ at opposite ends of a diameter, is

$$
\frac{C_{\kappa}}{2 \pi}\left[\frac{1}{A P}-\frac{1}{B P}-\frac{1}{A B} \cdot \log \frac{A N+A P}{B N+B P}\right]
$$

where $N$ is the foot of the perpendicular from $P$ on the diameter $A B$. [M. T.]
274. The two concentric spherical surfaces which bound a shell are kept at different constant potentials. Prove that if the conductivity of the shell is a function of the distance from its centre, the potential function within it satisfies the equation $D_{r}\left(r^{2} k \cdot D_{r} I\right)=0$. Show that if $w \equiv 1 / r$, this is equivalent to the equation given on page 250 .
275. Prove that if a quantity of electricity equivalent to $Q$ absolute electromagnetic units be discharged through a ballistic galvanometer which has a suspended system the magnetic moment of which is $M$, the moment of inertia $I$, and the reduced complete time of swing $T_{0}$,

$$
Q=\frac{4 \pi I}{G M T_{0}} \sin \frac{1}{2} \alpha=2 \frac{M I^{\frac{1}{2} I^{\frac{1}{2}}}}{G M^{\frac{1}{2}}} \sin \frac{1}{2} \alpha
$$

where $G M$ is the couple exerted upon the suspended system in its position of equilibrium when a steady current of 1 unit passes through the galvanometer coil.
276. When a bar magnet of magnetic length $2 l$ and moment $M$ is placed in Gauss's $A$ position with its centre at a distance $d$ from the centre of a magnetic needle of length $2 \lambda$, the needle is deflected through an angle $\alpha$, such that

$$
\frac{2 H \tan a}{M}=\frac{d-l}{r_{1}{ }^{3}}+\frac{l-l}{r_{2}{ }^{3}}-\frac{d+l}{r_{3}{ }^{3}}-\frac{d+l}{r_{4}{ }^{3}},
$$

where

$$
\begin{aligned}
& r_{1}^{2}=(l-l-\lambda \sin \alpha)^{2}+\lambda^{2} \cos ^{2} \alpha, \\
& r_{2}^{2}=(l-l+\lambda \sin \alpha)^{2}+\lambda^{2} \cos ^{2} \alpha, \\
& r_{3}^{2}=(l+l-\lambda \sin \alpha)^{2}+\lambda^{2} \cos ^{2} \alpha, \\
& r_{4}^{2}=(l+l+\lambda \sin \alpha)^{2}+\lambda^{2} \cos ^{2} \alpha .
\end{aligned}
$$

Show that if $l=4$ centimetres, $d=40$ centimetres, $\lambda=0.5$ centimetre, $a=20^{\circ}$. and $I=0.2$, this formula makes $m=285.43$, whereas the approximate formula,

$$
\frac{M}{H}=\frac{\left(f^{2}-l^{2}\right)^{2}}{2 d} \tan a, \text { yields } m=285.40
$$

277. A magnetometer is set $u p$ with the centre of its needle vertically above a point in the axis of a horizontal metre rod $n$ centimeters from the centre. The rod is perpendicular to the meridian. A lomogeneous, short bar magnet is placed in Gauss's $A$ position with its centre first $50-d$ centimetres from one end of the rod and then $50-d$ centimetres from the other end, $d$ being greater than $n$. If the deflections of the magnetometer needle in the two cases are $\delta_{1}$ and $\delta_{2}$ respectively, the relative error made by computing $M / I I$ by means of the formula

$$
d^{3}\left(\tan \delta_{1}+\tan \delta_{2}\right) / 4 \text { is }\left[\left(1+3 e^{2}\right) /\left(1-e^{2}\right)^{3}\right]-1,
$$

where $e=n / d$.
278. The track upon which the carriage of the short deflecting magnet slides in an apparatus for determining $M / H$ in Gauss's $A$ position makes an angle $\theta$ with the east and west line instead of being exactly perpendicular to the meridian. Show that if the centre of the deflecting magnet is at a distance $d$ from the centre of the needle, and if the deflection changes from $\delta_{1}$ to $-\delta_{2}$ when the deflector is turned end for end,

$$
\begin{gathered}
\frac{M}{H}=\frac{d^{3} \sin \delta_{1}}{2 \cos \left(\delta_{1}+\theta\right)}=\frac{d^{3} \sin \delta_{2}}{2 \cos \left(\delta_{2}-\theta\right)}, \\
\tan \theta=\frac{\operatorname{ctn} \delta_{1}-\operatorname{ctn} \delta_{2}}{2} .
\end{gathered}
$$

279. In order to obtain the temperature coefficient of a certain magnet, of moment $M_{1}$, it is placed in a water bath at a short distance from a magnetometer needle, its axis being perpendicular to the magnetic meridian at the centre of the needle. The needle is brought back to its zero position by a compensating magnet placed on the opposite side of the magnetometer at a distance $d_{0}$ from it, its axis being also perpendicular to the meridian at the centre of the needle. The moment of the compensating magnet is $M_{0}$, its magnetic
length $2 l_{0}$. When the magnet $M_{1}$ is heated a given number of degrees, its moment decreases to $\Lambda_{1}{ }^{\prime}$, and the magnetometer needle is deflected over $n$ divisions of the scale. The scale distance being a, prove that

$$
\frac{M_{1}-M_{1}^{\prime}}{M_{1}}=\frac{M}{M_{0}} \cdot \frac{\left(d_{0}^{2}-l_{\mathrm{n}}^{2}\right)^{2}}{4 a d_{0}} \cdot n
$$

where the deflection $n$ is small.
Show that if $a_{1}$ is the angle through which $M_{0}$ would deflect the needle if $M_{1}$ were absent,

$$
\frac{M M_{1}-M_{1}^{\prime}}{M M_{1}}=\frac{\tan a}{\tan a_{1}}, \text { where } \tan a=\frac{n}{2 a} .
$$

280. Two magnets, $m_{1}$ and $m_{2}$, are placed, with their axes parallel to each other but opposite in direction, in Gauss's $B$ position with respect to a magnetometer. The centre of $m_{1}$ is north of the magnetometer and the centre of $m_{2}$ south of it. The distances ( $d_{1}$ and $d_{2}$ ) of the centres of $m_{1}$ and $m_{2}$ from the centre of the magnetometer needle are such that the needle is undeflected. Show that if $\mu_{1}$ and $\mu_{2}$ are the strengths of the "poles" of $m_{1}$ and $m_{2}$, and if $2 l_{1}, 2 l_{2}$, and $2 \lambda$ are the "lengths" of $m_{1}, m_{2}$, and the needle respectively, $\mu_{1}$ is to $\mu_{2}$ as
is to

$$
\begin{aligned}
& l_{2}\left\{\frac{1}{\left[l_{2}{ }^{2}+\left(d_{2}-\lambda\right)^{2}\right]^{\frac{3}{2}}}+\frac{1}{\left[l_{2}{ }^{2}+\left(d_{2}+\lambda\right)^{2}\right]^{\frac{3}{2}}}\right\} \\
& l_{1}\left\{\frac{1}{\left[l_{1}{ }^{2}+\left(d_{1}-\lambda\right)^{2}\right]^{\frac{2}{2}}}+\frac{1}{\left[l_{1}{ }^{2}+\left(l_{1}+\lambda\right)^{2}\right]^{\frac{3}{2}}}\right\}
\end{aligned}
$$

281. A fixed bar magnet of magnetic length $S N=2 L$ and of pole strength $M$, and a magnetic needle of magnetic length $s n=21$, of pole strength $m$, are in the same plane, with their centres $(r, r)$ at a distance $r$ from each other. The angles $N C c$ and $s c C$ are equal to $\Phi$ and $\phi$ respectively. The lines
$n s, S N$ meet when produced in $F$. The perpendicular distances of $N, C$, and $S$ from $n s$ are

$$
r \sin \phi-L \sin (\phi+\Phi), r \sin \phi, \text { and } r \sin \phi+L \sin (\phi+\Phi),
$$

so that the length of the perpendicular dropped from a upon $N n$ is $l \sin (F n N)$ or $l[r \sin \phi-L \sin (\phi+\Phi)] / N n$. The lengths of the perpendiculars dropped from $c$ upon $S n, N s$, and $S s$ are
$l[r \sin \phi+L \sin (\phi+\Phi)] / S n, l[r \sin \phi-L \sin (\phi+\Phi)] / N s$, and

$$
l[r \sin \phi+L \sin (\phi+\Phi)] / S s
$$

Show that the sum of the moments, taken about $c$, of the forces which tend to decrease $\phi$, is

$$
\begin{aligned}
D=M m & {\left[\left\{\frac{l}{\overline{N_{n}^{3}}}+\frac{l}{\overline{N s}}\right\}\{r \sin \phi-L \sin (\phi+\Phi)\}\right.} \\
& \left.-\left\{\frac{l}{\overline{S n}^{3}}+\frac{l}{S_{s}^{3}}\right\}\{r \sin \phi+L \sin (\phi+\Phi)\}\right]
\end{aligned}
$$

or $\mathrm{Mml}\left\{r \sin \phi\left[\frac{1}{V_{n}{ }^{3}}+\frac{1}{\overline{N s}^{3}}-\frac{1}{\operatorname{Sn}^{3}}-\frac{1}{\mathrm{Ss}^{3}}\right]\right.$

$$
\left.-L \sin (\phi+\Phi)\left[\frac{1}{\sqrt[V_{n}^{3}]{ }}+\frac{1}{\sqrt{s_{s}^{3}}}+\frac{1}{\sqrt[S n]{n}^{3}}+\frac{1}{5_{s}^{3}}\right]\right\} .
$$

Show also that $\overline{N n^{2}}=r^{2}+L^{2}+r^{2}+2 r \cos \phi-2 r L \cos \Phi$ $-2 l L \cos (\phi+\Phi)$, or $\frac{1}{\operatorname{Nn}^{3}}=\frac{1}{r^{3}}\left[1+\frac{2 l \cos \phi-2 L \cos \Phi}{r}\right.$ $\left.+\frac{L^{2}-2 l L \cos (\phi+\Phi)+l^{2}}{r^{2}}\right]^{-\frac{3}{2}}$, and that, if both $l$ and $L$ are small compared with $r$ so that only the first powers of $l / r$ and $L / r$ need be kept, the approximate value $\frac{1}{r^{3}}\left[1+\frac{3(L \cos \Phi-l \cos \Phi)}{r}\right]$ may be used for $\overline{N_{n}}{ }^{-3}$. Treating $\overline{N s}, \overline{S n}$, and $\overline{S s}$ in the same way, prove that if $M_{0}$ and
$m_{0}$ are the magnetic moments of the magnet and the needle respectively, we may use for $I$ the approximate value

$$
\lambda I_{0} m_{0}[3 \cos \Phi \sin \phi-\sin (\phi+\Phi)] / r^{3} .
$$

A better approximation ean be obtained by keeping higher powers of the ratios $l / r$ and $L / r$. It is to be noticed that $\Phi=0$ and $\Phi=90^{\circ}$ correspond to Gauss's "Principal Positions."

2S2. Prove that the magnetic force at a large distance in the prolongation of its axis, due to a bar magnet of moment $M$, lies between $2 M / r_{1}^{3}$ and $2 M / r_{2}^{3}$, where $r_{1}, r_{2}$ are the distances from the two ends of the magnet.
283. If $l, m, n$ are the direction cosines of the axis of a small magnetic needle free to turn about its centre in a magnetic fielr, and if $L, N, N$ are the components of the couple which acts on the needle, $D_{l} L+D_{m} M+D_{n} N=0$.
284. The accurately flat north end of one of two exactly similar, uniformly polarized, perfectly hard bar magnets is placed in close contact with the south end of the other, so that the two form a long, uniformly polarized, straight bar. What force is necessary to separate the magnets lengthwise? Compute the work necessary to separate into short elements a long, uniformly polarized, magnetic filament.
285. Has a polarized rigid distribution an axis in the sense that a straight bar magnet has a magnetic axis? Consider first a bent, solenoidally polarized, magnetic filament.
286. Show that if a polarized electrical distribution were enclosed in a thin "metallie skin connected with the earth," there would be induced upon the inner surface of the skin a charge, $E$, of total amount zero. Show also that the effect of the given distribution together with the charge on the inner surface of the skin would be nothing at outside points, and the effect at outside points of the given distribution the same as that of a charge on the skin equal to the negative of $E$. This charge is sometimes ealled " Green's Distribution" and sometimes "Poisson's Surface Distribution."
287. A solid soft-iron sphere is placed in a uniform magnetic field. Show that about three times as many lines of force pass through any closed curve within the sphere as through an equal and parallel curve at an infinite distance.
288. In the case of a certain sphere of radius a polarized parallel to the axis of $x, I \equiv A_{0} \cdot r^{n-3}$, where $r$ is the distance from the centre, and the function, $f$, mentioned on page 192, is $r^{n-3}$. Show that the values of the potential function within and without the sphere are

$$
4 \pi A_{0} x r^{n-3} / n \text { and } 4 \pi A_{0} a^{n} x / n r^{3} \text { respectively. }
$$

Show that at the surface of the sphere the normal component of the induction is continuous, and the tangential components in general discontinuous. The tangential components of the force are continuous, and the normal component in general discontinuous, by the amount $4 \pi \sigma$.
289. An uncharged conducting sphere of radius $a$ is in a uniform field of force $F$, and consists of two hemispheres in contact with the plane of division perpendicular to the field. Show that if the hemispheres are separated, each will have a charge $3 a^{2} F / 4 \pi$.
290. The field inside a shell bounded by two concentric spherical surfaces of radii $c$ and $b$ and uniformly polarized in the direction of the $x$ axis, has the potential function zero. Outside the shell the potential function is $4 \pi x I\left(b^{3}-a^{3}\right) / 3 r^{3}$.
291. Show that $-3 X x /(\mu+2)+C$, for values of $r$ less than $a$, and $-X x+a^{3} N x(\mu-1) /\left[r^{2}(\mu+2)\right]+C$, for values of $r$ greater than $a$, represent the potential function within and without a sphere, of radius $a$, with centre at the origin, composed of a homogeneous dielectric of inductivity $\mu$, placed in a uniform field in air of intensity $X$.
292. If a cylindrical surface which circumscribes an oval body $P$ touches it in a curve which is the perimeter of a right section of the cylinder of area $Q$, and if $P$ be uniformly polarized in the direction of the axis of the cylinder to
intensity $I$, the amount of matter in the positive distribution on $P$ 's surface is $Q \cdot I$. If an ellipsoid the semiaxes of which are $a, b, c$, be uniformly polarized to intensity $I$ in the direction of the axis $a$, the moment, $M$, of the distribution is $\frac{4}{3} \pi a b c I$ and the amount of matter, $m$, on either the positive or negative half is $\pi b c I$. The distance of the centre of gravity of either the positive or negative part of the distribution from the centre of the ellipsoid is $M / 2 m$ or $\frac{2}{3} a$. In what sense is the "magnetic length" of a uniformly polarized sphere $\frac{3}{3} a$ ?
293. In the case of any purely polarized distribution bounded by a surface $S$, the volume and superficial densities are accounted for by a vector $I$, of components $A, B, C$, such that within $S, \rho=-$ Divergence $I$, and on $S, \sigma=I \cdot \cos (n, I)$. Show that the polarization might be equally well represented by any vector which differs from $I$ by a solenoidal vector $\Omega$ every line of which, if it meets $S$ at all, lies wholly on $S$. Is the induction within a hard magnet definite?
294. Natter is distributed on the ends of a cylinder of revolution of length $l$ and radius $a$. The density within the cylimer and the superficial density on its curved surface are everywhere equal to zero. On one end a quantity $2 \pi u^{3}$ of matter is distributed with density $\sigma=a^{2} / r$, where $r$ is the distance from the axis; on the other end a quantity $-2 \pi a^{3}$ is distributed with density $\sigma=-3 r$. Can you affirm that the cylinder is not polarized solenoidally?
295. Show that if, in the case of a polarization symmetrical about the axis of $z$ so that the lines of the vector $I$ lie in planes which pass through this axis, $Z$ be the component of $I$ parallel to the axis of $z$ and $I ;$ the component perpendicular to the axis, $\rho=-\left[D_{r} R+R / r+D_{z} Z\right]$. Consider the volume density in, and the superficial density on, a cylinder of revolution of length $l$ and radius $a$, the axis of which coincides with the axis of $z$, when $R=(r-a) f(z)$, and

$$
Z=\psi\left(r^{\prime}\right)-\int\left\{(r-a) f^{\prime}(z)+(2 r-a) f(z) / r\right\} d z
$$

Assuming both $f$ and $\psi$ at pleasure, draw the lines of polarization for the simple case which you have chosen.
296. A solenoidal vector, the components of which parallel to the columnar coördinates $r, \theta, x$ are $(a-r) f^{\prime}(x), 0$, $(2 r-a) f(x) / r$, represents the polarization within a magnet bounded by the cylindrical surface $r=a$ and the planes $x=0$, $x=b$. Determine the surface density $\sigma$ and draw two of the lines of polarization when $f(x) \equiv x$. Show that $\sigma$ is zero when $f(x) \equiv \sin (\pi x / b)$.
297. Show that a vector the components of which in the directions of the columnar coördinates $r, \theta, x$ are

$$
\left[f^{\prime}(x) \cdot F(r)\right], 0,-f(x)\left[F^{\prime}(r)+F(r) / r\right]
$$

is solenoidal, and use this form to determine two or three different polarizations within a bar magnet for which both $\rho$ and $\sigma$ shall be everywhere zero.
298. Prove that an infinitely long cylinder of revolution of radius $a$, the axis of which coincides with the $a$ axis, when polarized uniformly in the direction of the $x$ axis, gives rise to the potential function $-2 \pi I a^{2} x / r^{2}$ at outside points. This is identical with the potential function due to a plane doublet of strength $2 \pi I a^{2}$ at the origin. Within the cylinder the resultant force has the intensity $2 \pi I$ and the direction of the negative $x$ axis, while the induction has the intensity $2 \pi I$ and the direction of the positive


Fig. 133. $x$ axis. The lines of induction and the lines of force lave the same direction without the cylinder and opposite directions within. The lines of force are shown in Fig. 133. Show that the normal component of the induction is continuous at the surface of the cylinder.
299. A solenoidally polarized distribution inside which the lines of polarization are straight and parallel need not be uniformly polarized.
300. Prove that the mutual potential energy of any two small magnets at a distance apart large compared with their linear dimensions is

$$
M_{1} \cdot M_{2}\left(\cos \phi-3 \cos \theta_{1} \cdot \cos \theta_{2}\right) / r^{3}
$$

where $M_{1}, M_{2}$ are the moments of the magnets, $\phi$ the angle between their directions, and $\theta_{1}, \theta_{2}$ the angles which these directions make with a line drawn from the centre of the first to the centre of the second.
301. Show that for a simple magnetic shell in the form of a circle, the direction of the vector potential at any point is perpendicular to a plane through the point and a normal to the plane of the shell through the centre. [St. Peter's College.]
302. Prove that if $m$ is the pole strength of a slender, straight, uniformly magnetized magnet $A B$, a vector potential may be found which has at any point $P$ the value $\frac{m}{p}(\cos P A B+\cos P B A)$, where $p$ is the length of the perpendicular dropped from $P$ on $A B$, produced if necessary. Show that the direction of this vector potential is perpendicular to the plane PAB. [M. T.]
303. Show that if $V$ is the value of the potential function, and $F$ that of the vertical component of the magnetic force at the earth's surface, the earth's field in outside space may be considered as due to a surface distribution of density $-F / 2 \pi-V / 4 \pi \prime$, where $a$ is the earth's radius.
304. A magnetic needle is placed near an infinite plane face of a mass of soft iron. Show that the reaction of the iron on the needle may be represented as due to a negative image of the needle in the plane face, reduced in intensity in the ratio of $(\mu-1) /(\mu+1)$, where $\mu$ is the permeability of the iron. [St. John's College.]
305. A magnetic element $S N$ of pole strength $a$ and moment $b$ lies in a magnetic field which has the potential function $V$. Show that if $l, m, n$ are the direction cosines of the axis of the element, the mutual potential energy of the element and the field is $\Delta E \equiv a\left(V_{v}-V_{s}\right)=b\left(l \cdot D_{x} V+m \cdot D_{y} V+n \cdot D_{z} V\right)$. If the element is a rectangular parallelopiped, $d x d y d z$, taken from a magnetized body in which the polarization is $I$, $b=I d x d y d z, \Delta E=\left(A \cdot D_{x} V+B \cdot D_{y} V+C \cdot D_{z} V\right) d x d y d z$, and the mutual energy of the field and the magnet is the integral of this last expression. If the magnet is a simple shell of strength $\Phi$,

$$
\begin{gathered}
E=\Phi \iint\left(l \cdot I_{x} \Gamma+m \cdot D_{y} V+n \cdot D_{z} V\right) d S \text {, or } \\
-\Phi \iint[X \cdot \cos (x, n)+Y \cdot \cos (y, n)+Z \cdot \cos (z, n)] d S
\end{gathered}
$$

where the integration is to be extended over one face of the shell.
306. A simple plane circular magnetic shell of radius $r$ lies in the $y z$ plane, with its centre at the origin, in a magnetic field symmetrical about the $x$ axis. The intensity of the $x$ component of the field is $F(x)$, where $F^{\prime}$ is a continuous function, such that $F(\infty)=0$. Show that the force which urges the shell is equal to $\pi a^{2} \Phi \cdot D_{x} F$. The centre of the rigid shell is to move along the $x$ axis to infinity while the plane of the shell is parallel to the $y$ z plane. Compute the work done on the shell by the field during the motion. Has the field any component perpendicular to the $x$ axis? Compute the work done on the shell by the field, with the help of the method diseussed at the top of page 218. Show that a vector which has the components $F(x), y C /\left(y^{2}+z^{2}\right)-\frac{1}{2} y \cdot F^{\prime}(x), z^{\prime} /\left(y^{2}+i^{2}\right)-\frac{1}{2} z \cdot F^{\prime}(x)$, is solenoidal and is symmetrical about the $r$ axis.
307. Show that if $A^{\prime}, R^{\prime}, C^{\prime \prime}$ are the components of magnetization at the point $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ in any magnet, $M^{\prime}$, and if $p$ denotes the reciprocal of the distance between ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) and
$(x, y, z)$, the components at $(x, y, z)$ of the ordinary vector potential of the magnetic induction are

$$
\begin{aligned}
& \iiint\left(B^{\prime} \cdot D_{z^{\prime}} p-C^{\prime \prime} \cdot D_{y^{\prime}} p\right) d \tau^{\prime} \\
& \iiint\left(C^{\prime \prime} \cdot D_{x^{\prime}} p-A^{\prime} \cdot D_{z^{\prime}} p\right) d \tau^{\prime} \\
& \iiint\left(A^{\prime} \cdot D_{y^{\prime}} P^{\prime}-B^{\prime} \cdot D_{x^{\prime}} p\right) d \tau^{\prime}
\end{aligned}
$$

The scalar potential function of magnetic force is in the same notation

$$
\iiint\left(A^{\prime} \cdot D_{x^{\prime}} l^{\prime}+B^{\prime} \cdot I_{y^{\prime}} l^{\prime}+C^{\prime \prime} \cdot D_{z^{\prime}} p\right) d \tau^{\prime}
$$

If $M^{\prime}$ is a simple shell of strength $\Phi^{\prime}$, the $x$ component of the vector potential function can be written in the form

$$
\Phi^{\prime} \iint\left[D_{z^{\prime}} p \cdot \cos (y, n)-I_{y^{\prime}} p^{\prime} \cdot \cos (z, n)\right] d S^{\prime} . \quad[\text { Maxwell. }]
$$

308. Show that if $r$ is the distance from a fixed point, the line integral around any closed curve $s$ of the tangential component of the vector $(1 / r, 0,0)$ is equal to the surface integral, taken over any cap $S$ bounded by $s$, of

$$
D_{z}(1 / r) \cdot \cos (y, n)-D_{y}(1 / r) \cdot \cos (z, n)
$$

where $n$ is a positive normal to the cap. Obtain two similar equations with the help of the vectors $(0,1 / r, 0),(0,0,1 / r)$, and prove that the components of the vector potential function of the force due to a magnetic shell of strength $\Phi$ in air are

$$
\begin{gathered}
\Phi \int[\cos (x, s) \cdot / r] d s, \quad \Phi \int[\cos (y, s) \cdot / r] d s \\
\Phi \int[\cos (z, s) \cdot / r] d s
\end{gathered}
$$

taken around the perimeter of the shell.
If ( $L, M, N$ ) are the curl components of a vector ( $F_{x}, F_{y}, F_{z}$ ), the latter is a vector potential function of the magnetic field.

Show that the mutual potential energy of a magnetic shell of strength $\Phi^{\prime}$ and the field is $-\Phi^{\prime} \int\left(F_{x}^{\prime} \cdot d x^{\prime}+F_{y} \cdot d y^{\prime}+F_{z}^{\prime} \cdot d z^{\prime}\right)$, taken around the shell in positive direction. If the external field is caused by another shell of strength $\Phi$, we have

$$
\begin{gathered}
F_{x} \equiv \Phi \int[\cos (x, s) \cdot / r] d s, \quad F_{y} \equiv \Phi \int[\cos (y, s) \cdot / r] d s \\
F_{z} \equiv \Phi \int[\cos (z, s) \cdot / r] d s
\end{gathered}
$$

where the integrals are to be taken around the perimeter $s$ of the second shell, and the mutual potential energy of the two shells is

$$
\begin{aligned}
& -\Phi \Phi^{\prime} \iint\left[\cos (x, s) \cdot \cos \left(x, s^{\prime}\right)+\cos (\eta /, s) \cdot \cos \left(y, s^{\prime}\right)\right. \\
& \\
& \left.+\cos (i, s) \cdot \cos \left(z, s^{\prime}\right)\right]\left[d s \cdot d s^{\prime} / r\right] \\
& \text { or } \quad-\Phi \Phi^{\prime} \iint\left[\cos \left(d s, d s^{\prime}\right) / r\right] d s \cdot d s^{\prime}
\end{aligned}
$$

The integral by which $-\Phi \Phi^{\prime}$ is multiplied has been called the "geometric potential" of the two curves.
309. Prove in two different ways that the energy of the surface distribution $\sigma=I \cdot \cos (n, I)$, on a sphere of radius $a$ uniformly polarized to intensity $I$, is $S \pi^{2} I^{2} \ell^{3} / 9$. In what sense is this the energy of the distribution? Give a summary of the reasoning of Lord Kelvin in his paper "On the Mechanical Values of Magnets."
310. If a polarized distribution is placed in a field of force which has a potential function $\Gamma$, the mutual potential energy of the field and the distribution as a whole is

$$
\iint V I \cdot \cos (n, I) d S-\iiint V\left(I_{x} A+D_{y} B+D_{z} C\right) d \tau
$$

where the first integral is to be cxtended over the surface of the distribution and the second through its volume. Show that this energy is equivalent to

$$
\iiint\left(A \cdot D_{x} V+B \cdot D_{y} I+C \cdot D_{z} V\right) d \tau
$$

311. A sphere of radius a uniformly polarized to intensity $I$ is placed in a uniform field of force of intensity $X$. Show that if the directions of the field and the polarization coincide, the mutual potential energy of the sphere and the field is $-4 \pi a^{3} I \mathrm{~N} / 3$. What would be the energy if the direction of the field and polarization were opposed? It would be zero if these directions were perpendicular to each other.
312. If $V$ is the potential function due to a volume distribution of density $\rho_{1}$ in a region $T_{1}$, and a surface distribution of density $\sigma_{1}$ on a surface $S_{1}$, and if $U$ is a continuous function

$$
\begin{aligned}
4 \pi \iiint C_{\rho_{1}} \cdot d \tau_{1}+4 & \pi \iint U \sigma_{1} \cdot d S_{1} \\
=\iiint\left(D_{x} U \cdot D_{x} V\right. & \left.+D_{y} U \cdot D_{y} V+D_{z} U \cdot D_{z} V\right) d \tau \\
& -\iint U \cdot D_{r} V \cdot d S
\end{aligned}
$$

where the volume and surface integrations in the second member are to be extended respectively through and over a spherical surface of radius $r$ so large as to include $T_{1}$ and $S_{1}$. If $U$ vanishes at infinity, the last surface integral vanishes when $r$ is infinite. Use this equation to compute the mutual potential energy ( $-\frac{4}{3} \pi u^{3} D X$ ) of a sphere of radius $a$, uniformly polarized to intensity $I$ in the direction of the $x$ axis, and a uniform field ( $X, 0,0$ ), in which it lies. In this case the value of the last term in the second member is $-32 \pi^{2} a^{3} I X / 9$.
313. At a distance of 10 centimetres from the middle point of a wire 140 centimetres long, the magnetic force due to a current in the wire would be within one per cent of that which would be produced if the wire were infinite.
314. Show that the magnetic force within a square circuit (of side $=2 a$ ) at a point midway between two sides, at a distance $x$ from the centre of the square, is

$$
\frac{2 C}{a}\left\{\frac{\sqrt{a^{2}+(a-r)^{2}}}{a-x}+\frac{\sqrt{u^{2}+(a+x)^{2}}}{a+x}\right\}
$$

Draw a curve which shall represent this force as a function of $x$. What if $x$ is greater than $a$ ? Show that the force at a point distant $y$ from the plane of the circuit in the axis of the circuit is

$$
\left\{\frac{8 C a^{2}}{y^{2}+a^{2}} \cdot \frac{1}{\sqrt{2 a^{2}+y^{2}}}\right\} .
$$

Show that if a current of $A$ amperes be sent through a tangent galvanometer which has a square coil consisting of $n$ turns of wire,

$$
A=\frac{5 a H \tan \delta}{2 \sqrt{2} \cdot n} .
$$

315. If a circuit carrying a steady current $C$ is a regular polygon of $2 n$ sides, and if $a$ is the radius of the inscribed circle, the magnetic force at the centre is $(4 n C / a) \cdot \sin (\pi / 2 n)$.
316. The plane of the ring of a tangent galvanometer which consists of a single turn of fine wire is the vertical plane of the magnetic meridian. Show that if a current of $A$ amperes be sent through the ring, the strength of the field at a point $P$ in its axis at a distance $z$ from the centre is $\frac{\pi r^{2} A}{5\left(z^{2}+r^{2}\right)^{\frac{3}{2}}}$, where $r$ is the radius of the ring. Hence prove that if the centre of the galvanometer needle is at $P$, the deflection will be given by the equation $A=\left[5\left(z^{2}+r^{2}\right)^{\frac{3}{3}} H \tan a\right] / \pi r^{2}$.
317. Show that at a point on the axis, at a short distance ( $z$ ) from the centre of a tangent galvanometer coil of radius $a$, the intensity of the electromagnetic field due to a steady current passing through the coil is to the intensity of the same field at the centre as $\left(1-\frac{3 z^{2}}{2 a^{2}}\right)$ to 1 , nearly.
318. Show that if around a ring formed of a piece $2 b$ centimetres long of a thin metal tube of inside radius $a$ and of outside radius $a+\delta$, a steady current of strength $2 b \delta C$ uniformly distributed through the conductor could be sent, the
strength of the resulting electromagnetic field at the centre of the axis of the coil would be $\frac{4 \pi C b \delta}{\sqrt{b^{2}+a^{2}}}$. What would this intensity become if the tube were to shrink indefinitely in length while the whole current around it remained unchanged? Assuming that when $x$ is small

$$
(1+x)^{-\frac{1}{2}}=1-\frac{1}{2} x+\frac{3}{8} x^{2}-\frac{5}{16} x^{3}+\cdots,
$$

deduce from your results the usual correction, $-\frac{b^{2}}{2 a^{2}}$, for the breadth of the coil of a tangent galvanometer.
319. The vertical coil of a tangent galvanometer makes a small angle $\delta$ with the east and west line through the centre of its needle. If a steady current, of such strength that it would canse a deflection of $45^{\circ}$ if the plane of the coil were in the meridian, be now sent through the coil, it will cause a deflection of $\frac{1}{2} \delta$.
320. The centres of the rings of a two-coil tangent galvanometer are 20 centimetres apart and the mean radius of each of the coils is 20 centimetres. The centre of the needle is on the common axis of the coils halfway between their centres. When the instrument is properly set up in a certain place a steady current of half an ampere sent through both coils in series causes a deflection of $45^{\circ}$. Show that if there are 20 turns in each coil, $H=16 \pi / 10(5)^{\frac{3}{2}}$.
321. A tangent galvanometer has two equal vertical coils, each of mean radins $r$, placed at a distance apart of $2 r(\sqrt[3]{4}-1)^{\frac{2}{2}}$. The short compass needle is placed midway between the coils on their common axis. Show that the needle deflection caused by any current which passes in the same direction through both coils in series will be the same as if the same current passed through only one coil, while the centre of the needle was at the centre of this coil.
322. Show that if the vertical coil of a tangent galvanometer makes an angle $\theta$ with the meridian, and if a current
of $C$ amperes be sent through it first in one direction and then in the other, causing deflections of $\delta_{1}$ and $\delta_{2}$ respectively, then

$$
\frac{\pi n C}{5 r H}=\frac{\sin \delta_{1}}{\cos \left(\theta-\delta_{1}\right)}=\frac{\sin \delta_{2}}{\cos \left(\theta+\delta_{2}\right)},
$$

and $\tan \theta=\frac{1}{2}\left(\operatorname{ctn} \delta_{2}-\operatorname{ctn} \delta_{1}\right)$, where $r$ is the mean radius of the coil and $n$ the number of turns of wire on it.
323. From a thin, flat sheet of copper of thickness $\delta$ is cut a ring of inside radius $a-d$ and outside radius $a-d$. If a steady current of strength $2 C \delta d$ could be made to circulate around this ring, what would be the strength of the electromagnetic field at the centre of the ring? What would this strength become if the ring were to shrink to a fine wire ring of radius $a$ concentric with the original ring without change of the current strength? Assuming that when $x$ is small

$$
\log \frac{1+x}{1-x}=2\left[x+\frac{1}{3} x^{3}+\frac{1}{5} x^{5}+\cdots\right]
$$

deduce from your results the usual correction (one-twelfth of the square of the ratio of the depth of the coil to its mean radius) for the depth of the ring of a tangent galvanometer.
324. A certain galvanometer coil is wound upon a large square frame. When the vertical plane of the coil makes an angle $\theta$ with the meridian a certain current $C$ sent through the coil deflects the short needle through an angle $\frac{1}{2} \theta$ towards the coil. Show that $C$ would cause the same deflection if the coil were in the meridian.
325. On the axis of a fixed circular ring of wire which carries a steady current $C$ is a molecular magnet of moment $m$. Show that if the axis of the magnet makes an angle $\theta$ with the axis of the ring the moment of the couple which tends to diminish $\theta$ is $\left(2 \pi m C \sin ^{3} \phi \cdot \sin \theta\right) / a$, where $a$ is the length of a radius of the ring and $\phi$ the angle subtended at the molecule by the radius.
326. A perfectly flexible wire fastened at two fixed points carries a current of given strength. Prove that in a uniform field of magnetie force it will tend to assume the shape of a helix. [M. T.]
327. A very long straight wire which carries a steady current $C$ is at right angles to the plane of a circular ring of radius $a$ which carries a current (". The ring is free to turn about the diameter which intersects the straight wire. Prove that the couple tending to turn the ring is $2 \pi C C^{\prime \prime} \mu^{2} / r$ or $2 \pi C C^{\prime} r$, according as $"$ is less or greater than $r$, the distance of the wire from the centre of the ring. [Trinity College.]

329 . A plane ring can move about a diameter parallel to an infinite straight wire, the distance of which from the centre of the ring is equal to the radius of the latter. Show that when currents $C^{\prime} C^{\prime}$ are sent through the two circuits the couple tending to turn the ring is

$$
4 \pi f^{\prime} C^{\prime \prime} \mu\left(\cos \phi-\cos ^{\frac{3}{2}} \phi / \sqrt{2 \cos \phi}\right)
$$

when $a$ is the radius of the ring and $\phi$ the acute angle which the normal to its plane makes with the perpendicular to the straight wire drawn from the centre. [M. T.]
329. If a layer of $n$ t tums of wire carrying a steady current of unit strength and forming a coil $l^{\prime}$ be wound uniformly on such a ring roil. $l$, as that shown in Fig. 77, the induction due to the current in $l_{i}^{\prime}$ has at every point within the coil the value $2 \mu n^{\prime} / r$. The integral of $n$ times this quantity taken over a cross-section of the ring $R$ on which $k$ is wound gives the mutual inductance of the two coils. Show that if $R$ may be regarded as formed ly revolving a circle of radius $\alpha$ about a line in its plane, distant $b$ from its centre the value of the integral is $4 \pi \mu m n^{\prime}\left(b-\sqrt{l^{2}-n^{2}}\right)$. If $l i$ were formed by the revolution of a rectangle with siles of length $b$ parallel to the axis and $a$ perpendicular to it, the value of the integral would be

$$
2 n n^{\prime} \mu b \log \frac{c+a / 2}{c-a / 2}
$$

where $c$ is the distance of the centre of the section of the ring from the axis. Show that the self-inductance of $k$ might be found for the two cases just mentioned by putting $n$ equal to $n^{\prime}$ in the expressions for mutual inductance, and imagining $k^{\prime}$ to move into coincidence with $k$.
330. A thin tubular conductor of circular section has a radius $a$ and carries a steady current $C$; prove that the mechanical action between the different portions of the current produces a transverse tension in the tube, of intensity $C^{2} / \pi \alpha$. [St. John's College.]
331. The ponderomotive forces which act upon a portion $A_{1} A_{2}$ of a circuit which carries a stealy current of strength $C$ in the field of a magnetic pole of strength $m$ at the point $O$, have a resultant moment $M /$ about any straight line $O Z$ drawn through $O$. Let $P P^{\prime}$ represent an element $\Delta s$ of the circuit; let $O P=r, O P^{\prime}=r+\Delta r, Z O P=\theta, Z O P^{\prime}=\theta+\Delta \theta,(r, s)=\delta$, and denote the angle between the planes $Z O P$ and $P O P^{\prime}$ by $\phi$. The fundamental equation of spherical trigonometry yields

$$
\cos (\theta+\Delta \theta)=\cos \theta \cdot \cos P O I^{\prime}+\sin \theta \cdot \sin P^{\prime} O P^{\prime} \cdot \cos \phi
$$

and it is evident, since $\Delta \theta$ is not greater than $P O P^{\prime}$, that the limit of the ratio of $\left(\cos \Delta \theta-\cos P O P^{\prime}\right) / \sin P O P^{\prime}$ is zero, so that $\cos \phi$ is approximately equal to $-\sin \Delta \theta / \sin P O P^{\prime}$. The Theorem of Sines applied to the plane triangle $P O P^{\prime}$ yields the equation $P P^{\prime} / O P^{\prime}=\sin P O P^{\prime} / \sin O P P^{\prime}$. Prove that the moment about $O Z$ of the elementary force exerted by the pole upon $\Delta s$ may be written,

$$
\Delta M=m C \cdot \sin \delta \cdot \cos \phi \cdot \sin \theta \cdot \Delta s / r
$$

and that for purposes of integration this is equivalent to $-m C \cdot \sin \theta \cdot d \theta$, so that $M=m C\left(\cos \theta_{2}-\cos \theta_{1}\right)$, where $\theta_{1}=Z O A_{1}, \theta_{2}=Z O A_{2}$. If $\theta_{1}=\theta_{2}$, as in the case of a closed circuit, $M$ is zero. Consider the possibility of rotation about a straight line, of a closed circuit bearing a steady current $C$ under the action of any number of magnetic poles on the line.
332. In the case of a solitary linear circuit $s$ carrying a current $C$ in its own magnetic field, all the lines of force are closed curves threading the current, and the line integral of the force taken around any one of these curves is $4 \pi C$. The equipotential surfaces fill all space; each of them is a cap bounded by the circuit, and the surface integrals of the induction taken over these caps are all equal. Use the reasoning of page 270 to show that since

$$
\begin{gathered}
4 \pi C=\int H \cdot d s, \text { and } p=\iint B \cdot d S \\
4 \pi C p=\iint_{\infty} \int H \cdot B \cdot d \tau, 4 \pi C(p+d p)=\iiint H(B+d B) d \tau \\
4 \pi C \cdot d p=\iiint H \cdot d B d \tau
\end{gathered}
$$

where $d p$ is the increment of the induction flux through the circuit, due to a small increase in the current. Show from the equation $E-d_{p} / d t=r C$ that, besides the energy dissipated in heat, the generator in a solitary circuit must furnish an amount of energy $C \cdot d p$ while the current in the circuit is changed from $C$ to $C+d C$, and that the difference $d W$ between this quantity and the increment $d T$ of the electrokinetic energy shows the amount of energy which is used in some other way than in increasing this energy.

Prove that

$$
d W=\frac{1}{8 \pi} \iiint[2 H \cdot d B-(H \cdot d B+B \cdot d H)] d \tau
$$

and use this expression to compute (see page 291) the energy loss due to hysteresis during a cycle of magnetization.
333. The distance between the axes of two infinitely long, straight, round, non-magnetic wires $\left(A_{1}, A_{2}\right)$ of radius $a$ and parallel to each other is $b$. One wire carries a steady current C. uniformly distributed, in one direction, and the other wire an equal current, uniformly distributed, in the other direction.

If the cross-section of each wire be divided into $n$ elements of equal area, every element, $d S$, is the section of a filament which carries a current $C d S / \pi a^{2}$. Imagine a circuit made up of a certain filament $F_{1}$ in $A_{1}$, distant $r_{1}^{\prime}, r_{1}{ }^{\prime \prime}$ from the axes of the wires, and a filament $F_{2}$ in $A_{2}$ distant $r_{2}{ }^{\prime}, r_{2}{ }^{\prime \prime}$ from these axes. The flow of induction through this circuit due to $A_{1}$ is
$\int_{r_{1}^{\prime}}^{a} \frac{2 C r}{a^{2}} d r+\int_{a}^{r_{2}^{\prime}} \frac{2 C}{r} d r$ or $2 C\left[\left(a^{2}-r_{1}^{\prime 2}\right) / 2 a^{2}+\log \left(r_{2}^{\prime} / a\right)\right]$
and that due to $A_{2}$ is $2 C\left[\left(a^{2}-r_{2}{ }^{\prime 2}\right) / 2 a^{2}+\log \left(r_{1}{ }^{\prime \prime} / a\right)\right]$. If the filaments are symmetrically situated, $r_{2}{ }^{\prime}=r_{1}{ }^{\prime \prime}, r_{1}{ }^{\prime}=r_{2}{ }^{\prime \prime}$ and the induction through the circuit is

$$
4 C\left[\left(a^{2}-r_{1}^{\prime 2}\right) / 2 a^{2}+\log \left(r_{1}^{\prime \prime} / a\right)\right] .
$$

The electrokinetic energy of a set of circuits is equal to one-half the sum of the products formed by multiplying the induction through any circuit by the current in that circuit. The contribution which the elementary circuit just mentioned would make to the electrokinetic energy $T$ is, therefore, onehalf the product of the induction through it and the current which it carries, so that

$$
\begin{aligned}
T=\frac{C^{2}}{\pi a^{2}} \iint\left\{1-r_{1}^{\prime 2} / 2 a^{2}-r_{2}^{\prime \prime 2} / 2 a^{2}\right. & +\log \left(r_{2}^{\prime} / a\right) \\
& \left.+\log \left(r_{1}^{\prime \prime} / a\right)\right\} d S
\end{aligned}
$$

where the integration is to be extended over all such elementary circuits, that is, over the cross-section of either wire. We may write for $d S$, either $r_{1}{ }^{\prime} \cdot d r_{1}{ }^{\prime} \cdot d \theta_{1}$ or $r_{2}{ }^{\prime \prime} \cdot d r_{2}{ }^{\prime \prime} \cdot d \theta_{2}$, at pleasure, and we may use the first of these for the first, second, and fifth terms of the integrand, and the second form for the other terms. The limits of $\theta$ will be 0 and $2 \pi$, and those of $r_{1}^{\prime}$ and $r_{1}{ }^{\prime \prime}, 0^{\circ}$ and $a$. Assuming that, if $m>n$,

$$
\int_{0}^{\pi} \log (m+n \cos \theta) d \theta=\pi \log \left\{\frac{1}{2}\left(m+\sqrt{m^{2}-n^{2}}\right)\right\}
$$

show that $T=C^{2}\left[\frac{1}{2}+\log \left(b^{2} / a^{2}\right)\right]$ and that it makes no difference how the separate filaments of $A_{1}$ and $A_{2}$ are combined into elementary circuits. Show also that the inductance, per unit of its length, of the circuit made up of the wires, is $2 \log \left(b^{2} / u^{2}\right)+1$. Prove that if the wires had inductivities $\mu_{1}$ and $\mu_{2}$ and radii $a_{1}, a_{2}$, we should have

$$
L=2 \mu \log /\left(b^{2} a_{1} a_{2}\right)+\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)
$$

where $\mu$ is the inductivity of the surrounding medium. [For a discussion of the inductance of the circuit when the crosssections of the long parallel wires are of any form, the reader is referred to A. Gray's Absolute Measurements in Elertricity and Magnetism, Vol. II, p. 288, and to Drude's Physik des Aethers, p. 207.]
334. Obtain Heaviside's expressions (Electrical Papers, p. 101) for the coefficients $L_{1}, L_{2}, M$, of self and mutual induction for two parallel wires of length $l$, radii $a_{1}, a_{2}$, and inductivities $\mu_{1}, \mu_{2}$, suspended parallel to each other and to the earth at heights $h_{1}, h_{2}$ and at a horizontal distance $d$ apart, if the current is supposed to return through the earth in a thin sheet, and if $h_{1}$ and $h_{2}$ are small compared with $l$. These expressions are

$$
\begin{gathered}
L_{1} / l=\frac{1}{2} \mu_{1}+2 \log \left(2 h_{1} / a_{1}\right), L_{2} / l=\frac{1}{2} \mu_{2}+2 \log \left(2 h_{2} / a_{2}\right), \\
\mu / l=\log \frac{d^{2}+\left(h_{1}+h_{2}\right)^{2}}{d^{2}+\left(h_{1}-h_{2}\right)^{2}} .
\end{gathered}
$$

335. Show that if $K$ and $\mu$ represent the dimensions of electric and magnetic inductivities respectively, the dimensions of $\mu$ in terms of $L, M, T, K$ are $L^{-2} T^{2} K^{-1}$, while those of $K$ in terms of $L . M, T, \mu$ are $L^{-\omega} T^{-2} \mu^{-1}$. Show that the dimensions of electric quantity in the two systems are $L^{\frac{3}{2}} M^{\frac{1}{2}} T^{-1} K^{\frac{1}{2}}, L^{\frac{1}{2}} M^{\frac{1}{2}} \mu^{-\frac{1}{2}}$ : those of magnetic quantity $L^{\frac{2}{2}} M^{\frac{1}{2}} K^{-\frac{2}{2}}$, $L^{\frac{3}{2}} \lambda I^{\frac{1}{2}} T^{-1} \mu^{\frac{1}{2}}$; those of elertric field strength $L^{-\frac{1}{2}} I^{\frac{1}{2}} T^{-1} K^{-\frac{1}{2}}$, $L^{\frac{1}{2}} M^{\frac{1}{2}} T^{-2} \mu^{\frac{1}{2}}$; those of magnetic field strength $L^{\frac{1}{2}} M^{\frac{1}{2}} T^{-2} K^{\frac{1}{2}}$,
$L^{-\frac{1}{2}} M^{\frac{1}{2}} T^{-1} \mu^{-\frac{1}{2}}$; those of electric potential $L^{\frac{1}{2}} M^{\frac{1}{2}} T^{-1} K^{-\frac{1}{2}}$, $L^{\frac{3}{2}} M^{\frac{1}{2}} T^{-2} \mu^{\frac{1}{2}}$; those of magnetic potential $L^{\frac{3}{2}} M^{\frac{1}{2}} T^{-2} K^{-\frac{1}{2}}$, $L^{\frac{1}{2}} M^{\frac{1}{2}} T^{-1} \mu^{-\frac{1}{2}}$; those of conductivity $L T^{-1} K, L^{-1} T \mu^{-1}$; those of electric current $L^{\frac{3}{2}} M^{\frac{1}{2}} T^{-2} \Lambda^{\frac{1}{2}}, L^{\frac{1}{2}} M^{\frac{1}{2}} T^{-1} \mu^{-\frac{1}{2}}$; those of capacity $L K, L^{-1} T^{2} \mu^{-1}$; those of inductance $L^{-1} T^{2} K^{-1}, L \mu$; those of magnetic moment $L^{\frac{3}{2}} M^{\frac{1}{2}} K^{-\frac{1}{2}}, L^{\frac{5}{2}} M^{\frac{1}{2}} T^{-1} \mu^{\frac{1}{2}}$; those of electric surface density $L^{-\frac{1}{2}} I^{\frac{1}{2}} T^{-1} K^{-\frac{1}{2}}, L^{-\frac{3}{2}} \lambda I^{\frac{1}{2}} \mu^{-\frac{1}{2}}$.
336. A rigid plane wire of any shape is free to turn about a point $O$ in its plane distant $a$ and $b$ from the nearer and farther ends of the wire. The plane of rotation is perpendicular to the lines of a uniform field of induction of intensity $B$. Show that if the wire forms part of a circuit which carries a current $C$, the moment about $O$ of the forces which, acting on the wire tend to set it in motion, is $\frac{1}{2} B C\left(b^{2}-a^{2}\right)$. If the wire rotates with angular velocity $\omega$, it cuts the lines of the field at the rate $\frac{1}{2} \omega B\left(b^{2}-a^{2}\right)$.
337. A copper disc perpendicular to the lines of a uniform magnetic field is spun in its own plane about a fixed point $O$ and is continuously touched at two points by the fixed electrodes of a galvanometer. Show that the current in the galvanometer is proportional to the difference of areas swept out by the radii vectores from $O$ to the points touched. [M. T.]
338. A magneto-electric machine, driven at a constant rate, sends current through the coil of another magneto-electric machine used as a motor. When the second machine is held still, a power $W$ is used in the circuit. Prove that the maximum power obtainable from the second machine is $\frac{1}{4} W$, and that then the first machine absorbs $\frac{1}{2} W$ from the engine which drives it. [M. T.]
339. Show that (1) if a conductor be moved along a line of magnetic induction parallel to itself, it will experience no electromotive force; (2) if a conductor carrying a current be free to move along a line of magnetic induction, it will experience no tendency to do so; (3) if a linear conductor coincide
in direction with a line of magnetic induction and be moved parallel to itself in any direction, it will experience no electromotive force in the direction of its length; (4) if a linear conductor carrying an electric current coincide in direction with a line of magneti induction, it will not experience any mechanical force. [Maxwell.]
340. Discuss the following statements of different writers: "When an electromotive force $E$ is suddenly applied to an inductive circuit of resistance $R$, the counter-electromotive force of self-induction is initially equal to $E$ and the current eaused by $E$ is initially zero." "When the current is rising a portion of $l:$. viz.. $l(C$. is employed in maintaining according to Ohm's Law the current $C$ alrealy established; the other portion of $E$, viz., $L \cdot I_{t} C$. is employed in increasing the electromagnetic momentum $L(. . "$ "At the beginning the whole of the electromotive force acts to increase the current." "If a current is established in a coil and the coil left to itself, short circuited whthout any electromotive force to maintain the current, then as the decaying current rearhes a value $C$ the electromotive force $R t$ is equal to $-L \cdot I_{t} C \cdot$."
"The reactance does not represent the expenditure of power, as does the effective resistance, $r$, but merely the surging to and fro of energy. While the effective resistance, $r$, refers to the energy component of the applied electromotive force or the electromotive force in phase with the current, the reactance, $x$, refers to the wattless component of the electromotive force or the electromotive force in quadrature with the current."
341. Compare the differential equation of motion of a body of mass $L$, moving with velocity $C$, under the action of an impressed force $E$, which tends to inerease the velocity, and a resistance $r C^{\prime}$, proportional to the velocity, with the equation which the eurrent in an inductive circuit must satisfy. Why should $L C$ ' in the eleetrical ease be called the "electromagnetic momentum "?

## 342. Given that

$\int \sin p t \cdot \sin (p t+\alpha) \cdot d t$

$$
=[(2 p t-\sin 2 p t) \cos \alpha-\cos 2 p t \cdot \sin \alpha] / 4 p
$$

show that the average value for any number of whole periods of the product of two simple harmonic functions of the same period is half the cosine of their phase difference. Show that the activity, or "power," of a harmonic alternating current is equal to the product of the effective current, the effective electromotive force applied to the circuit, and the cosine of their difference of phase.
343. Two coils, the resistances of which are $r_{1}, r_{2}$ and the inductances $L_{1}, L_{2}$, are in series in a simple circuit carrying a harmonic current. Is the impedance of the two taken together equal to the sum of their impedances?
344. The ends of the coil of an electromagnet are subject to a rapidly alternating electromotive force. Show that the energy expended in the battery when a given amount of heat is produced in the wire will be greater than would be the case if the electromotive force were constant in direction and magnitude.
345. Show that if a number of linear circuits $s_{1}, s_{2}, s_{3}, \cdots$, carrying currents $C_{1}, C_{2}, C_{3}, \cdots$, exist together, and if the total flow of induction through $s_{k}$ be denoted by $p_{k}$, the electrokinetic energy, $I$, may be written $\frac{1}{2} \leq C_{k} p_{k}$ and $p_{k}=\frac{1}{2} D_{C_{k}} T$. The quantity $p_{k}$ is sometimes called the electrokinetic momentum of $s_{k}$. Compare this result with the equation, $p_{k}=D_{c_{k}} T$, given on page 296.
346. Show that the total flux of electric current induced in a thin circular coil of radius $a$ and resistance $R$, made up of $n$ turns of wire, when the coil is turned through two right angles in the earth's uniform maguetic field $H$, is $2 \pi \alpha^{2} n H / R$. Show also that if a sphere of soft iron of the same radius $a$ be pushed completely into the opening in the coil, the flux is increased in the ratio of $3 \mu /(\mu+2)$. [St. John's College.]
347. $A, B, C$ are three points in order in a simple circuit carrying an alternating current; between $A$ and $B$ is a noninductive resistance $R$, and between $B$ and $C$ an unknown inductive resistance. The effective difference of potential, as measured ly a voltmeter between 1 and $l B$, is $E_{1}$, that between $A^{\prime}$ and $C$ is $E_{2}^{\prime}$, and that between $A$ and $C^{\prime}, E_{3}$. Draw a diagram for this problem something like that shown in Fig. 107 and prove that the phase of the impressel electromotive force between $A$ and $C$ is in advance of the phase of the current by $\theta$, where $\cos \theta=\left(E_{1}{ }^{2}+E_{3}{ }^{2}-E_{2}{ }^{2}\right), E_{1} E_{3}$, and that the activity in the circuit between $A$ and $C$ is $\left(E_{1}{ }^{2}+E_{3}^{2}-E_{2}{ }^{2}\right) / 2 R$. What is the impedance between $B$ and $C$ ? What is the "Three Yoltmeter Method " of measuring the power in an alternating circuit?

348 . A 100 -volt lamp the resistance of which is 100 ohms is to use current from the mains of an alternating system of frequency 50 , which have an effective potential difference of 200 volts. show that it is better to use in series with the lamp, a choking coil of negligible resistance but of such self-inductance $[\sqrt{3} / \pi$ ] as shall reduce the current to the proper strength rather than a simple 100 -ohm resistance coil. Show that while the saving is 100 watts, the lag of current, when the choking coil is used, is $60^{\circ}$.
349. The poles of a condenser of 5 microfarads capacity are joined by a resistance of 100 ohms the self-inductance of which is 0.5 henry. The current in the simple circuit is $25 \cdot \sin 500 t$. Show that the maximum impressed electromotive force is about 4500 volts and the maximmon potential difference between the plates of the condenser 10.000 volts.
350. A condenser of 2 microfarads capacity charged to 100 volts, is to be discharged through a circuit of resistance 10 ohms and self-inductance 0.0 .5 henry. Show that the discharge will be oscillatory. with a period of about 0.002 second. After ten oscillations the amplitude will have about 0.135 its original value.
351. An alternating electromotive force of frequency 200 and effective intensity 200 volts, applied to a certain inductive circuit of 5 ohms resistance, causes an effective current of 10 amperes to flow through the circuit. Show that the current lags behind the electromotive force by about $75^{\circ} 30^{\prime}$. What would be the effect of introducing a condenser of 41 microfarads capacity into the circuit?
[For examples of resonance the reader is referred to Professor Pupin's papers in the American Journal of Science, 1893.]
352. A condenser is discharged by means of a circuit which contains a hoop revolving in a magnetic field. Show that the discharge current satisfies an equation of the form

$$
L \cdot D_{t}^{2} C+R \cdot D_{t} C+C / K=M \cdot \sin p t
$$

Show also that the cases $K R^{2}<4 L, K R^{2}>4 L, K L p^{2}=1$ should be discussed separately. [St. John's College.]
353. An alternating electromotive force the maximum value of which is 1414 volts and the frequency $200 / \pi$ is applied to the extremities of a circuit of resistance 300 ohms and of inductance 1 henry. Show that the reading of an ammeter in the circuit is 2 .
354. An alternate current the frequency of which is $10,000 / 2 \pi$ passes through a telephone of self-inductance 0.01 henry. The resistance of the circuit, which is otherwise noninductive, is 10 ohms . Show that if the resistance of the circuit were increased seventeenfold, the current would be reduced about one-half. What would be the effect of introducing into the circuit a condenser of capacity 1 microfarad?
355. A simple harmonic electromotive force, the maximum value of which is 400 volts, is applied to an inductive circuit, the resistance of which is 2 ohms; the counterelectromotive force has an average value of 200 volts. Show that the power supplied to the circuit is about 26.8 horse power.
356. Show that the equations given on page 307 for the discharge of a condenser charged to potential $Q_{0} / l_{i}$ may be written in the forms

$$
\begin{aligned}
& C=-2 Q_{0} \cdot e^{-r t / 2 L} \cdot \sin m t \cdot / \sqrt{4 k L-k^{2} r^{2}} \\
& Q=2 Q_{0} \cdot e^{-r t \ell^{\prime} L} \cdot \sqrt{k L} \cdot \sin (m t+a) \cdot / \sqrt{4 k L-k^{2} r^{2}}
\end{aligned}
$$

where $m^{2} \equiv\left(4 k L-k^{2} r^{2}\right) / 4 k^{2} L^{2}$,
and $\tan a \equiv 2 L m / r$.
357. Two conducting circuits $A C B$ and $A D B$ in multiple arc (Fig. 108) carry the current $M \cos p t$ from $A$ to $B$. Prove that if $r$ and $s$ are the resistances of the two branches and $L, 0$ their inductances, and if 1 , is large, the heat generated per second in $A C B$ is to the heat generated per second in $A D B$ as $r s$ to $\left(L^{2} p^{2}+r^{2}\right)$.
358. $A B C D$ is a Wheatstone net. A coil of inductance $L$ is inserted in $A I$, and the points $A$ and $D$ are comnected to the terminals of a condenser of capacity $K$. Show that if $R K^{-2}=L$, where $R$ is the resistance of the arm $A D$, no electricity will pass through a galvanometer in the arm $B D$ when the circuit is closed. [M. T.]
359. Two similar alternators, each of internal resistance $r_{0}$ and self-inductance $L$, driven on a single shaft, are joined up in series with an exterior non-inductive resistance $2 r$; the electromotive forces of the generators are $E_{m} \cdot \sin (p t+\theta)$, $E_{m} \sin (p t-\theta)$, and their sum is $2 E_{m} \cos \theta \cdot \sin p t$. Show that the current in the circuit is

$$
E_{m} \cdot \cos \theta \cdot \sin (\nu t-\delta) / \sqrt{\left(r+r_{0}\right)^{2}+L^{2} p^{2}}
$$

or $G \cdot \cos \theta \cdot \sin (\rho t-\delta)$, where $\tan \delta=L p /\left(r+r_{0}\right)$. Of the whole power, $E_{m} C_{i} \cdot \cos ^{2} \theta \cdot \cos \delta$, in the circuit, the first machine furnishes the quantity. $\frac{1}{2} E_{m}(; \cdot \cos \theta \cdot \cos (\theta+\delta)$, and the second machine the greater quantity, $\frac{1}{2} E_{m}(\dot{f} \cdot \cos \theta \cdot \cos (\theta-\delta)$. Discuss the case where these quantities have opposite signs.

Show that if the machines were driven at practically the same speed by independent motors, the first would tend to increase its lead until the electromotive forces were opposed.
360. If two similar alternators, each of internal resistance $r$ and inductance $L$, and driven at the same speed, be joined up in parallel to form a single generator used to send a current through an outside non-inductive resistance $R$, if $C_{1}$ and $C_{2}$ are the currents which pass through each of the machines, and if their electromotive forces are $e_{1} \equiv e_{0} \cdot \sin (p t+a)$, $e_{2} \equiv e_{0} \sin (p t-a) ;$ we have

$$
e_{1}-L \cdot D_{t} C_{1}=C_{1}(r+R)+C_{2} R
$$

and

$$
e_{2}-L \cdot D_{t} C_{2}=C_{2}(r+R)+C_{1} R ;
$$

or

$$
\left(r+R+L \cdot D_{t}\right) C_{1}+R C_{2}=e_{1}
$$

and

$$
R C_{1}+\left(r+R+L \cdot D_{t}\right) C_{2}=e_{2}
$$

If we apply the operation $\left(r+R+L \cdot D_{t}\right)$ to the first of the last pair of equations and the operation $R$ to the second, and subtract one resulting equation from the other, we shall get $\left[\left(r+R+L \cdot D_{t}\right)^{2}-R^{2}\right] C_{1}=\left(r+R+L \cdot D_{t}\right) e_{1}-R e_{2} ;$ a similar equation for $C_{2}$ is easily found. Write down values for $C_{1}$ and $C_{2}$. Show that the leading alternator is doing more work than the other and that there is a general tendency towards synchronism. An interesting discussion of this problem may be found in Perry's Culculus for Engineers.
361. If a magnetic field which changes with the time has the components $X=m \cdot \sin p t, Y=n \cdot \sin \nu t, Z=0$, the effect is the same as if a field of constant uniform intensity $\sqrt{m^{2}+n^{2}}$ were rotating with constant angular velocity $p$.
362. If an alternating current $C$ be divided at the point $A$ between two conductors of ohmic resistance $r_{1}, r_{2}$, in which the current strengths are $C_{1}$ and $C_{2}, C^{2}=C_{1}{ }^{2}+2 C_{1} C_{2}+C_{2}{ }^{2}$ and Mean value of $C^{2}=$ Sum of mean values of $C_{1}^{2}, C_{2}^{2}$, and $2 C_{1} C_{2}$. Show that the current in the main circuit, as measured by the indication ( $I$ ) of an ammeter in it, is not equal to the sum of
the currents $\left(I_{1}, I_{2}\right)$, similarly measured, in the two branches. If one of the branches $\left(r_{1}\right)$ of the livided circuit is non-inductive, the instantaneous difference of potential between its ends is $r_{1} C_{1}$ and the instantaneous rate of expenditure of power in the other branch is $r_{1} C_{1} C_{2}$; the average activity in this latter branch is $r_{1}$ times the average value of $C_{1} C_{2}$. Show that the power expended in $r_{2}$ is $\frac{1}{2} r_{1}\left(I^{2}-I_{1}{ }^{2}-I_{2}{ }^{2}\right)$. What is the "Three Ammeter Method" of measuring power?
363. Show that if $u+v i$ is a solution of the equation

$$
L \cdot D_{t} C+r C=E_{0} \cdot e^{i(p t+a)}
$$

$v$ is a solution of the equation

$$
L \cdot D_{t} C+r C=E_{0} \cdot \sin \left(\not \nu^{\prime t}+a\right)
$$

Prove that the complete solution of this last equation is

$$
A e^{-r t / L}+E_{0} \cdot \sin (p t+b) / \sqrt{r^{2}+L^{2} p^{2}}
$$

where $\quad \tan b=\left(r \cdot \sin a-L_{p} \cdot \cos a\right) /\left(r \cdot \cos a+L_{p} \cdot \sin \alpha\right)$.
364. Show that if $u$ and $v$ are solutions of the equations

$$
\begin{aligned}
& L \cdot D_{t} C+r C=E_{1} \cdot \sin \left(\mu_{1} t+a_{1}\right), \\
& L \cdot D C+r C=E_{2} \cdot \sin \left(\mu_{2} t+a_{2}\right)
\end{aligned}
$$

respectively, $u+v$ is a solution of the equation

$$
L \cdot I) C+r C=E_{1} \cdot \sin \left(p_{1} t+a_{1}\right)+E_{2} \cdot \sin \left(p_{2} t+a_{2}\right),
$$

and write down the complete solution of this last equation. Write down also an expression for the current in an inductive circuit to which $n$ simple harmonic electromotive forces of given periods are applied.
365. Show that if $u+r i$ is a solution of the equation

$$
r \cdot D_{t} C+C / k=p E_{0} e^{i(p t+a)}
$$

$u$ is a solution of the equation

$$
r D_{t} C+C / l_{i}=p E_{0} \cdot \cos (p t+a) .
$$

Prove that the complete solution of this last equation is

$$
A e^{-t / k r}+k p E_{0} \sin (p t+\beta) / \sqrt{1+r^{2} p^{2} k^{2}}
$$

where

$$
\tan \beta=(r p k \sin \alpha+\cos \alpha) /(r p k \cos \alpha-\sin \alpha)
$$

366. Show that if $u$ and $v$ are solutions of the equations

$$
\begin{aligned}
& r \cdot D_{t} C+C / k=A_{1} \cdot \cos \left(p_{1} t+a_{1}\right) \\
& r \cdot D_{t} C+C / k=A_{2} \cdot \cos \left(p_{2} t+a_{2}\right)
\end{aligned}
$$

$u+v$ will be a solution of the equation

$$
r \cdot D_{t} C+C / k=A_{1} \cdot \cos \left(p_{1} t+a_{1}\right)+A_{2} \cdot \cos \left(p_{2} t+a_{2}\right)
$$

and write down the complete solution of this last equation. Write down also an expression for the current in a noninductive circuit of capacity $k$ to which $n$ simple harmonic electromotive forces of given periods are applied.
367. If $\phi$ stands for the operation $D_{t}, \phi^{2}$ for the operation $D_{t}{ }^{2}$, and so on, the result of applying the operation

$$
\left(p_{0}+p_{1} \phi+p_{2} \phi^{2}+p_{3} \phi^{3}+\cdots\right)
$$

to $e^{k t}$ is equal to the product of $e^{k t}$ and

$$
\left(p_{0}+p_{1} k+p_{2} k^{2}+p_{3} k^{3}+\cdots\right)
$$

Show that if we denote the result of applying the operation

$$
Z \equiv\left(p_{0}+p_{1} \phi+p_{2} \phi^{2}+\cdots\right) /\left(q_{0}+q_{1} \phi+q_{2} \phi^{2}+\cdots\right)
$$

to $e^{k t}$ by $u$, so that $u$ satisfies the equation

$$
\left(q_{0}+q_{1} \phi+q_{2} \phi^{2}+\cdots\right) u=\left(p_{0}+p_{1} \phi+p_{2} \phi^{2}+\cdots\right) e^{k t},
$$

a special value of $u$ is the product of $e^{k t}$ and the fraction

$$
\left(p_{0}+p_{1} k+p_{2} k^{2}+\cdots\right) /\left(q_{0}+q_{1} k+q_{2} k^{2}+\cdots\right) .
$$

Show how the complete value of $u$ might be found and why the special solution alone is needed in many practical problems.

Compare the results of applying the operation $Z$ and the operation $(A+B \phi) /(C+D \phi)$, where

$$
\begin{aligned}
& A \equiv\left(p_{0}-p_{2} k^{2}+p_{4} k^{4}-\cdots\right), B \equiv\left(p_{1}-p_{3} k^{2}+p_{5} k^{4}-\cdots\right), \\
& C \equiv\left(q_{0}-q_{2} k^{2}+q_{4} k^{4}-\cdots\right), D \equiv\left(q_{1}-q_{3} k^{2}+q_{5} k^{4}-\cdots\right)
\end{aligned}
$$

$$
\text { to } \quad M \cdot \sin (k t+e)
$$

Show that $(a+b \phi) \cdot[M \cdot \sin (k t+a)]$

$$
=M \sqrt{a^{2}+b^{2} k^{2}} \cdot \sin \left[k t+a+\tan ^{-1}(b k / a)\right]
$$

or

$$
M \sqrt{a^{2}+l^{2} l^{2}} \cdot \sin (k t+\delta),
$$

where $\tan \delta=(b k \cos a+a \sin a) /(a \cos a-b k \sin a)$, and that a special value of

$$
\left(\frac{a+l \phi}{c+d \phi}\right) \cdot[M \cdot \sin (k t+a)]
$$

is $\quad M \frac{\sqrt{a^{2}+l^{2} l^{2}}}{\sqrt{c^{2}+d^{2} k^{2}}} \cdot \sin \left[k t+a+\tan ^{-1}(b k / a)-\tan ^{-1}(d k / c)\right]$.
This symbolic notation is treated at length in Forsyth's Treatise on Differential Equations and in Perry's Calculus for Engineprs.
368. Prove that if $\phi$ stands for the operation $D_{t}$,
$\left(a+b \phi+c \phi^{2}\right)[M \cdot \sin (k t+a)]=M \sqrt{\left(a-c k^{2}\right)^{2}+b^{2} k^{2}} \cdot \sin (k t+a+\lambda)$, where $\quad \tan \lambda=b k /\left(a-c k^{2}\right)$,
and that a special value of
is

$$
\begin{gathered}
\left(l+m \phi+n \phi^{2}\right)^{-1}[M \cdot \sin (l: t+\alpha)] \\
M \cdot \sin (k t+\alpha-\mu) / \sqrt{\left(l+\mu l^{2}\right)^{2}+m^{2} h^{2}}
\end{gathered}
$$

where $\tan \mu=m k /\left(l-n l^{2}\right)$. Hence show that a special value of

$$
\left(\frac{a+l \bar{\phi}+c \phi^{2}}{l+m \phi+n \phi^{2}}\right) \cdot[M \cdot \sin (l i t+a)]
$$

is $\quad M \frac{\sqrt{\left(\left(1-r l^{2}\right)^{2}+l l^{2} l^{2}\right.}}{\sqrt{\left(l-n k^{2}\right)^{2}+m i^{2} k^{2}}} \cdot \sin (l i t+a+\lambda-\mu)$.
369. If $\phi$ were an algebraic quantity, the expression

$$
\frac{1}{\phi^{2}+(a+b) \phi+a b}
$$

would be equivalent to

$$
\frac{1}{b-a}\left(\frac{1}{\phi+a}-\frac{1}{\phi+b}\right) .
$$

Are these two operations equivalent when $\phi \equiv D_{t}$ and when a special value suffices?
370. If an electromotive force $E \equiv E_{m} \sin p t$ be applied to a circuit consisting of a coil of resistance $r$ and inductance $L$, in series with a condenser of capacity $K$, we have the equation $E-L \cdot D_{t} C-Q / K=r C$, where $C=D_{t} Q$. Show that this equation can be written in the form

$$
C=(r+L \phi+1 / K \phi)^{-1} E=K \phi E /\left(1+r k \phi+L k \phi^{2}\right)
$$

and write down its solution in the form needed for practical use. Treat in the same manner several of the equations of Section 86.
371. Two circuits, $s_{1}$ and $s_{2}$, have resistances $r_{1}, r_{2}$, inductances $L_{1}, L_{2}$, capacities $K_{1}, K_{2}$, and a mutual inductance $M$. They contain variable electromotive forces $E_{1}, E_{2}$ and carry currents $C_{1}, C_{2}$. Show that if

$$
\begin{aligned}
& R_{1} \equiv r_{1}+L_{1} \phi+1 / K_{1} \phi, \\
& R_{2} \equiv r_{2}+L_{2} \phi+1 / K_{2} \phi,
\end{aligned}
$$

where $\phi$ represents the operation $D_{t}$,

$$
\begin{aligned}
& C_{1}=\left(R_{2} E_{1}-M \phi E_{2}\right) /\left(R_{1} R_{2}-M^{2} \phi^{2}\right), \\
& C_{2}=\left(R_{1} E_{2}-M \phi E_{1}\right) /\left(R_{1} R_{2}-M^{2} \phi^{2}\right) .
\end{aligned}
$$

If the capacities of the circuits are negligible, we are to put $R_{1} \equiv r_{1}+L_{1} \phi, R_{2} \equiv r_{2}+L_{2} \phi$ in these results.

If $E_{2}=0, K_{1}=\infty, K_{2}=\infty$;

$$
C_{1}=\left(r_{2}+L_{2} \phi\right) E_{1} /\left[r_{1} r_{2}+\left(r_{2} L_{1}+r_{1} L_{2}\right) \phi+\left(L_{1} L_{2}-M^{2}\right) \phi^{2}\right],
$$

and $\quad C_{2}=-M \phi E_{1} /\left[r_{1} r_{2}+\left(r_{2} L_{1}+r_{1} L_{2}\right) \phi+\left(L_{1} L_{2}-M M^{2}\right) \phi^{2}\right]$.

Write down the solutions of these equations and compare them with the results given in Section 8 :

372 . Show that if $C_{1}, C_{2}$ are the currents in the primary and secondary of a transformer, and if the secondary direnit has no capacity and contains no internal applied electromotive force, $M \phi C_{1}+\left(r_{2}+L_{2} \phi\right) C_{2}^{2}=0$ or $C_{2}^{1}=-M \phi C_{1} /\left(r_{2}+L_{2} \phi\right)$, and if $C_{1}=C_{m} \sin \left(\rho^{\prime} t-a\right)$,

$$
C_{2}=\frac{-M_{\nu^{\prime}} C_{m}}{\sqrt{L_{2}^{2} \mu^{2}+r_{2}^{2}}} \cdot \sin \left(\nu^{t}-a+\frac{\pi}{2}-\tan ^{-1} L_{2} P / r_{2}\right) .
$$

If, as is often the case in practice, $r_{2}$ is small compared with $L_{2} p$, we have, approximately,

$$
\begin{aligned}
C_{2} & =-M C_{m} \cdot \sin (p t-a) \cdot / L_{2} \\
& =M C_{m} \cdot \sin (p t-a-\pi) \cdot / L_{2} .
\end{aligned}
$$

In the general case $C_{2}$ and $C_{1}$ are not zero at the same instant.
373. An electrodynamometer consists essentially of two coils, one fixed and the other movable. The movable coil is furnished with an index whirh moves on a fixed scale, and the readings are to be considered equal to the product of the strengths of the steady currents $C_{1}$. $C_{2}^{\prime}$ in the two coils. If, however, these currents alternate rapidly, the readings are proportional to the average value of $C_{1} C_{2}^{\prime}$. Assuming that $\int \sin \nu t \cdot \sin q t \cdot d t$

$$
\begin{gathered}
=\sin (p-q) t \cdot / 2(p-q)-\sin (p+q) t \cdot / 2(p+q), \\
\int \sin ^{2} p t d t=\left(1 \rho^{t}-\sin p t \cdot \cos p t\right) / 2 p,
\end{gathered}
$$

and that $C_{1}=m \cdot \sin p t \cdot C_{2}=n \cdot \sin q t$, show that the reading is zero when $p$ and $q$ are not equal. What is it when $p=q$ ? Plot a curve which shall show the readings for different values of $\alpha$, when $C_{1}=m \cdot \sin p^{\prime}, C_{2}=n \cdot \sin (p t-\alpha)$, assuming that

$$
\int \sin p t \cdot \cos p t d t=-\cos 2 p t \cdot / 4 p
$$

If $a=\frac{1}{2} \pi$, the reading is zero.
374. A function $z \equiv f(t)$ may be represented in polar coördinates at any instant by a point $P$, the distance of which from the origin $O$ is equal to the numerical value of $\approx$, while the vectorial angle $X O P$ is equal to $p t$, where $p$ is any convenient constant. The plane path traced out by $P$ during any time interval shows the march of $z$ during the interval. If $z$ is either $a \cdot \cos (p t-\delta)$ or $a \cdot \sin (p t-\delta)$, the path of $P$ is a circumference of diameter a passing through the origin: the vectorial angle of the centre of the circumference is $\delta$ in the first case and $\delta+\frac{1}{2} \pi$ in the second.

If $z$ is known to be a simple sine or a simple cosine function of frequency $p / 2 \pi$, it is completely determined when the vector $O P_{0}$, which represents the diameter of the circumference, is given. If the plane of the diagram were the ordinary complex plane, $P_{0}$ would represent the complex quantity $z_{0} \equiv x_{0}+j y_{0}$, where $x_{0}$ and $y_{v}$ are the horizontal and vertical projections of the diameter of the circumference, and $j$ the imaginary unit; and it is often convenient, as Steinmetz has shown in a series of remarkable papers, to represent the harmonic function $z$ by the quantity $\%_{1}$. With this understanding of the meaning of the sign of equality, we may write in general $z=x_{0}+!_{0} j$ : the modulus of $z$ is given by the equation $|z|=\sqrt{x_{0}{ }^{2}+y_{10}{ }^{2}}$.

Show that if $C^{\prime \prime}+j \cdot C^{\prime \prime}$ represents the current

$$
C \equiv C_{m} \cdot \sin (p t-\delta),
$$

where $\tan \delta=L p / r$, in a simple circuit of resistance $r$, inductance $L$, reactance $x \equiv L p \equiv 2 \pi n L$, and impedance $Z$; the "electromotive force consumed by the resistance" is

$$
r C=r\left(C^{\prime \prime}+j \cdot C^{\prime \prime}\right)
$$

the "electromotive force produced by the reactance" is

$$
j x C=j x C^{\prime}-x C^{\prime \prime},
$$

and the electromotive force required to overcome the reactance is $x C^{\prime \prime}-j x C^{\prime \prime}$, so that the applied electromotive force $E$ is

$$
\left(r C^{\prime}+x C^{\prime \prime}\right)+j\left(r C^{\prime \prime \prime}-x C^{\prime \prime}\right) \equiv e_{r}^{\prime}+e_{x} \cdot j \equiv(r-j x) C,
$$

and the impedance is $(r-j x)$.
Write down an expression in complex form for the impedance of a simple circuit made up of a number of coils of resistances $r_{1}, r_{2}, r_{3}, \cdots$, and inductances $L_{1}, L_{2}, L_{3}$ in series.

Show that if an electromotive force, $E_{m} \cdot \cos p t$, be applied to a simple circuit of resistance $r$ and inductance $L$ which contains a condenser of capacity $k$, the impedance $Z$ has the form $r-j\left(x-x^{\prime}\right)$, where $x \equiv L p$ and $x^{\prime} \equiv 1 / k p$.
375. A long straight wire parallel to the $x$ axis, of resistance $r$ and self-inductance $L$ per unit length, is covered by a thin layer of insulation the outside of which is kept at potential zero. The capacity of the cable per unit length is $k$, and the rate of leakage through the insulation of a point where the wire is at potential $V$ is $\lambda V$ per unit of length. Show that if $C$ is the current in the wire,
or,

$$
\begin{aligned}
D_{x} C+\lambda V+k \cdot D_{t} V=0, \quad D_{x} V+L \cdot D_{t} C+r C & =0 \\
D_{x}^{2} V-L k \cdot D_{t}^{2} V-(L \lambda+r k) D_{t} V-r \lambda V & =0 \\
D_{x}^{2} C-L k \cdot D_{t}^{2} C-(L \lambda+r k) D_{t} C-r \lambda C & =0
\end{aligned}
$$

[Heaviside, Electrical Papers, Vol. I, XX; Poincaré, Comptes Rendus, 1893; Picard, Comptes Rendus, 1894; Boussinesq, Comptes Rendus, 1894; Bedell and Crehore, Alternating Currents; Webster, Elertricity and Magnetism; Pupin, Transactions of the American Mathematical Society, 1900; The Electrical World and Engineer, October, 1901, and February, 1902.]
376. Two circuits $s_{1}, s_{2}$, which have self-inductances $L_{1}, L_{2}$, and a mutual inductance $M$, carry currents $C_{1}, C_{2}$ in a magnetic field due to these currents only. The first circuit, which is rigid, contains a generator of constant electromotive force $E_{1}$; the second, which is deformable, contains no generator, so that
$E_{1}-d\left(L_{1} C_{1}+M C_{2}\right) / d t=r_{1} C_{1}, \quad-d\left(M C_{1}+L_{2} C_{2}\right) / d t=r_{2} C_{2}$. Show that if one $(x)$ of the generalized coördinates which define the conformation of the second circuit receives the increment $d x$ during the time $d t$, so that $L_{2}, M I, C_{1}, C_{2}$ are changed while $L_{1}$ remains constant, the work $d W$ done by the electromagnetic forces is $\frac{1}{2} C_{2}^{2} \cdot d L_{2}+C_{1} C_{2} \cdot d M L$, and the change $d T^{\prime}$ in the electrokinetic energy is

$$
\begin{aligned}
\frac{1}{2} C_{2}^{2} \cdot d L_{2}+L_{1} C_{1} \cdot d C_{1} & +M C_{1} \cdot d C_{2} \\
& +M C_{2} \cdot d C_{1}+C_{1} C_{2} \cdot d M+L_{2} C_{2} \cdot d C_{2}
\end{aligned}
$$

Show that the equation $\left(-d p_{2}=r_{2} C_{2} \cdot d t\right)$ yields

$$
r_{2} C_{2}^{2} \cdot d t+C_{2} L_{2} \cdot d C_{2}+C_{2}^{2} \cdot d L_{2}+M C_{2} \cdot d C_{1}+C_{1} C_{2} \cdot d M=0,
$$

and that the energy ( $C_{1}{ }^{2} r d t+C_{1} d p_{1}$ ) furnished during the interval $d t$ by the generator in the first circuit is equal to $d W+d T$ plus the energy dissipated in heat in the two circuits. If $C_{2}$ is originally zero, the expressions for $d W$ and $d T$ are much simplified. In any given case $d x / d t$ is virtually determined by the mechanical equation of motion of the moving parts of $s_{2}$; its value will evidently be greater or smaller, other things being equal, according as the electromagnetic forces are assisted or opposed by external forces. $L_{2}, M$ are to be regarded as given functions of $x$ and other variables which do not here enter, and $d L_{2} / d t, d M I / d t$ can be written $D_{x} L_{2}(d x / d t)$ and $D_{x} M I(d x / d t)$. The mechanical equation and the first two equations of this problem form a set which completely deter$\operatorname{mine} x, C_{1}, C_{2}$ as functions of the time.

If a circuit $s$ is threaded by $M \Phi$ lines from a magnetic shell of strength $\Phi, E \cdot d t-d(M I \Phi+L C)=r C \cdot d t$ and, in the general case, $M, \Phi, L$, and $C$ are all functions of the time.
377. If $\mu$ is the mass of the slider $A B$ in Fig. 69, and if a constant force $X$ be applied to $A B$ towards the right, if $D G \equiv l, G B \equiv x, v \equiv D_{t} x$, we have

$$
\begin{gathered}
\mu \cdot D_{t} v=\frac{1}{2} C^{2} \cdot I_{x} L+C I I l+I \\
E \cdot d t-d(L C+H l x)=r C \cdot d t
\end{gathered}
$$

Show that if we can neglect the effect of the field due to the current in $D A B G$, and if the change in $r$ during the motion is inappreciable,

$$
\begin{aligned}
C & =[E / r+X / H l] e^{-\lambda t}-X / H l, \\
v & =\left[r X / H^{2} l^{2}+E / H l\right]\left(1-e^{-\lambda t}\right),
\end{aligned}
$$

where

$$
\lambda \equiv H^{2} l^{2} / \mu r .
$$

If $X$ is positive, the current changes sign when

$$
H^{2} I^{2} t=\mu \cdot \cdot \log \left[(E I I l+r . \mathrm{I}) / r \cdot \mathrm{I}^{\top}\right] .
$$

378. A condenser made of two circular pieces of tin foil, each 28.58 centimetres in diameter, separated by a plate of plane glass of inductivity $6, \frac{1}{4}$ of a centimetre thick, is discharged by means of a piece of non-magnetic wire 1 metre long, bent into the form of a nearly complete circle. The resistance of the circuit is 0.001 ohm , and its self-induction 1000 electromagnetic alsolute units. Assuming that the farad is equivalent to $9 \times 10^{11}$ electrostatic absolute units of capacity, show that the discharge will be oscillatory with a period of about $2.3 \times 10^{-i}$ seconds. The time constant, $2 L / R$, is 0.002 seconrl. The amplitule would be reduced to $\frac{1}{10} \bar{\sigma} \overline{0}$ of its initial value in alout 0.014 second, and to

379. A spherical shell of copper of small uniform thickness and of radius $a$ is in a magnetic field of uniform intensity $H$. Show that the work required to withdraw it instantaneously from the field is $\frac{1}{4} I I^{2} \mu^{3}$. [MI. T.]
380. An alternating electric current $C \cdot \cos p t$ is made to flow along a straight wire of uniform circular section. Prove that the current strength at a distance $r$ from the axis of the wire is given by the real part of ( $/$ /rt $\cdot T_{0}(k r) \cdot e^{\nu t i} /\left[2 \pi a^{2} \cdot J_{1}(k a)\right]$, where $\alpha$ is the ratius of the wire, $\rho$ its specific resistance, and $k \equiv(1-i) \sqrt{2 \pi p} / \sqrt{\rho} . \quad[$ I. T.]
381. If $x$ is a function continuous within the extremely short time interval $T$, and if $\tau$ represents any instant during the interval, $\int_{0}^{T} x \cdot d t$ is small and $\int_{0}^{T} d t \int_{0}^{\tau} x \cdot d t$ much smaller.

A wire circuit of conductivity $C$ and self-inductance $L$ is situated in the field of a magnetic system which undergoes a disturbance of impulsive character such that at the end it has returned to its initial state. Prove that if $M$ denote the change in the induction through the circuit due to the field at any instant during the disturbance, and if $N$ is the time integral of $M$ taken throughout the whole time of disturbance, then the induced current at any subsequent time $t$ is $N e^{-t /(L)} \cdot C L^{2}$. [M. T.]
382. Show that if the branches $p, q, r$, and $s$ of the Wheatstone net have self-inductances $L_{p}, L_{q}, L_{r}, L_{s}$, and contain condensers which have capacities $k_{v}, k_{q}, k_{r}, k_{s}$, and if the current $C$ in the main circuit is a given function of the time, the currents in the other branches are to be found from the equations

$$
\begin{aligned}
& C_{r}+C_{s}=C, C_{p}=C_{r}+C_{g}, C_{q}=C_{s}-C_{g}, \\
L_{p} \cdot D_{t}^{2} C_{p} & +p \cdot D_{t} C_{p} \\
& +C_{p} / k_{p}-L_{q} \cdot D_{t}^{2} C_{q}-q \cdot D_{t} C_{q}-C_{q} / k_{q}+g \cdot D_{t} C_{g}=0 \\
L_{r} \cdot D_{t}^{2} C_{r} & +r \cdot D_{t} C_{r} \\
& +C_{r} / k_{r}-L_{s} \cdot D_{t}^{2} C_{s}-s \cdot D_{t} C_{s}-C_{s} / k_{s}-g \cdot D_{t} C_{g}=0 .
\end{aligned}
$$

(1) Prove that if $C_{x}{ }^{\prime}$ is the current in any branch, $x$, when $C=F(t)$, and $C_{x}^{\prime \prime}$ the current in the same branch when $C=f(t), C_{x}{ }^{\prime}+C_{x}{ }^{\prime \prime}$ will be the current when $C=F^{\prime}(t)+f(t)$.
(2) Show that if $C_{x}{ }^{\prime}+i \cdot C_{x}{ }^{\prime \prime}$ is the value of $C_{x}$ obtained from these equations when $C=F(t)+i \cdot f(t), C_{x}{ }^{\prime}$ would correspond to $C=F(t)$ and $C_{s}^{\prime \prime}$ to $C=f(t)$.
(3) Show that if $C \equiv A \cdot e^{\lambda t}$, the equations are satisfied, when the coefficients are properly determined, by the values $C_{p}=A_{p} \cdot e^{\lambda t}, C_{q}=A_{q} \cdot e^{\lambda t}, C_{r}=A_{r} \cdot e^{\lambda t}, C_{s}=A_{s} \cdot e^{\lambda t}, C_{g}=A_{g} \cdot e^{\lambda t}$,
and that if $b_{x} \equiv 1+\lambda k_{r}\left(x+\lambda \cdot L_{x}\right)$,

$$
\begin{aligned}
& \left(b_{p} k_{q}+b_{q} k_{p}\right) A_{p}+!\lambda \lambda k_{i} l_{i} i_{g}=b_{q} k_{r} A, \\
& \left(b_{r} k_{s}+b_{s} k_{r}\right) A_{p}-\left(b_{r} k_{s}+b_{s} k_{r}+g \lambda k_{r} k_{s}\right) A_{g}=b_{r} k_{r} A .
\end{aligned}
$$

Find $A_{g}$.
(4) Show that if the condensers are all removed, if
and if

$$
C \equiv A \cdot e^{\lambda t},
$$

$$
\begin{aligned}
a_{x} \equiv x & +\lambda \cdot L_{x} ; A_{g}=A\left(u_{r} \cdot a_{q}-a_{p} \cdot a_{s}\right) /\left[\left(a_{p}+a_{q}\right)\left(a_{r}+a_{s}\right)\right. \\
& \left.+g\left(u_{p}+u_{q}+\omega_{r}+u_{s}\right)\right] .
\end{aligned}
$$

(5) If $\lambda \equiv m i, C=A(\cos m t+i \sin m t), A_{g}$ has the form $M+N i$, and $\epsilon_{g}$ the form

$$
(M+N i)(\cos m t+i \sin m t)=(M \cdot \cos m t-N \cdot \sin m t)
$$

$$
+i(M \cdot \sin m t+N \cdot \cos m t)
$$

If the condensers are all removed, and if $C=A \cdot \cos m t$, what is the condition that no current shall pass through $g$ ?


Fig. 134.
383. Show that if (1) the branches $p, q, r$, and $s$ of the Wheatstone net have selfinductances $L_{p}, L_{q}, L_{r}, L_{s}$, and are in parallel with branches of negligible resistance having capacities $k_{i,}, k_{q}, k_{r}, k_{s}$, if (2) the current ( $C$ in the main circuit (Fig. 134) is a given function of the time, and if (3) the currents in the branch $x$ of the net ant in the eondenser circuit parallel to it are denoted ly ( ${ }^{\prime}$ and (', respectively, the currents are to be determinel with the help of the equations

$$
\begin{gathered}
x \cdot C_{x}=-L_{x} \cdot I_{t} C_{x}^{\prime}+C_{x} / l_{x} H^{\prime}\left({ }_{x}^{\prime}=l_{s}\left(x \cdot D_{t} C_{x}+L_{x} \cdot D_{t}^{2} C_{x}\right),\right. \\
C_{r}^{\prime}+C_{r}^{\prime}+C_{s}^{\prime}+C_{s}^{\prime}=C, \quad C_{p}+C_{p}^{\prime}=C_{g}+C_{r}+C_{r}^{\prime}, \\
C_{q}+C_{q}^{\prime}=C_{s}^{\prime}+C_{s}^{\prime}-C_{g}, \\
p \cdot C_{p}+g \cdot C_{v}-q \cdot C_{q}=-L_{p} \cdot D_{t} C_{p}+L_{q} \cdot D_{t} C_{q},
\end{gathered}
$$

and

$$
r \cdot C_{r}-s \cdot C_{s}-g \cdot C_{g}=-L_{r} \cdot D_{t} C_{r}+L_{s} \cdot D_{t} C_{s} .
$$

If the results of applying the operations

$$
\left[1+k_{x}\left(x \cdot D_{t}+L_{x} \cdot D_{t}^{2}\right)\right],\left[x+L_{x} \cdot D_{t}\right] \text { to } C_{x}
$$

be denoted by $\phi\left(C_{x}\right), \psi\left(C_{x}\right)$ respectively, these equations yield the five equations which follow :

$$
\begin{array}{r}
\phi\left(C_{r}\right)+\phi\left(C_{s}\right)=C, \\
\phi\left(C_{p}\right)-\phi\left(C_{r}\right)-C_{g}=0, \\
\phi\left(C_{q}\right)-\phi\left(C_{s}^{*}\right)+C_{g}=0, \\
\psi\left(C_{r}\right)-\psi\left(C_{s}\right)-g \cdot C_{g}=0, \\
\psi\left(C_{p}\right)-\psi\left(C_{q}\right)+g \cdot C_{g}=0 .
\end{array}
$$

Show that if $C=A \cdot e^{\lambda t}$, these equations are satisfied, when the coefficients are properly determined, by the values $C_{p}=A_{p} \cdot e^{\lambda t}$, $C_{q}=A_{q} \cdot e^{\lambda t}, C_{r}=A_{r} \cdot e^{\lambda t}, C_{s}=A_{s} \cdot e^{\lambda t}, C_{g}=A_{g} \cdot e^{\lambda t}$, and that if $a_{x} \equiv x+L_{x} \cdot \lambda, b_{x}=1+k_{x} \lambda\left(x+L_{x} \cdot \lambda\right)$,

$$
A_{g}=\frac{A\left(a_{q} a_{r} l_{p} b_{s}-a_{p}{ }^{2} b_{q} b_{r}\right)}{\left(a_{p} b_{q}+a_{q} b_{p}\right)\left(a_{r} b_{s}+a_{s} b_{r}\right)+y\left[b_{p} b_{p}\left(a_{r} b_{s}+a_{s} b_{r}\right)+b_{r} b_{s}\left(a_{p} b_{q}+a_{q} b_{p}\right)\right] .}
$$

If $A$ is real, and if $\lambda=m i$, where $m$ is real,

$$
C=A(\cos m t+i \cdot \sin m t)
$$

$A_{g}$ is of the form $M+N i$, and $C_{g}$ of the form

$$
(M+N i)(\cos m t+i \cdot \sin m t)
$$

or $\quad(M \cdot \cos m t-N \cdot \sin m t)+i(M \cdot \sin m t+N \cos m t)$.
The real part of $C_{g}$ is of the form $\sqrt{M^{2}+N^{2}} \cdot \cos (m t-\delta)$, where $\tan \delta=-N / M$. Prove that this would be the value of $C_{g}$ if the value of $C$ were $A \cdot \cos m t$.
Show that if $C=A \cdot \cos m t$, if the condensers are all removed, and if $L_{q}=L_{s}=0, C_{g}$ will be zero for all values of $m$ if $L_{p} / L_{r}=q / s=p / r$.
Prove that if $C=A \cdot \cos m t$, if the inductances are negligible, and if $k_{q}=k_{s}=0, C_{g}$ will be zero for all values of $m$ if $k_{p} / k_{r}=s / q=\dot{r} / p$.

Prove that if all the $L$ s and $k$ 's except $k_{p}$ and $L_{s}$ are zero, $C_{g}$ will be zero if, and only if, $L_{s}=q r k_{p}=p s k_{p}$.
Show how to find the value of $C_{y}$, if $C^{\prime}=A \cdot \sin m t$.
384. An infinite mass of metal has one plane face, which is the $y \approx$ plane. At the time zero, uniform currents parallel to the $z$ axis are induced in the plane by a sudden change in the magnetic field, which after the change remains eonstant. It is evident that $u$ and $r$ will remain zero and that $u$ is a function of $x$ only, so that (Section SS) $4 \pi \mu \lambda \cdot D_{t} w=J_{x}{ }^{2} u$ and $w=A \cdot e^{u} / t^{\frac{1}{2}}$, where $n=-\pi \mu \lambda . c^{2} / t$. Show that $u$ will have its maximum value at a distance $x_{0}$ from the plane face at a time $t=2 \pi \mu \lambda \cdot x_{0}{ }^{2}$ and that this value is $A /(x \sqrt{2 \pi \mu \lambda e})$. When $t$ is large, $w$ has nearly the same value for all moderate values of $x$. Assuming that for copper $\mu \lambda=1 / 1600$ and for iron $1 / 10$, show that the maximum current will be attained at a depth of 16 centimetres in copper and 1.26 centimetres in iron after 1 second.
385. An infinite conductor has one plane face (the $y:$ plane), but is otherwise unlimited. P'eriodic currents parallel to the $z$ axis and independent in intensity of $y$ and $z$ are induced in this conductor by some cause on the negative side of the $y \approx$ plane. Since $u$ and $v$ are zero, $w$ must (Section SS) satisfy the equation $4 \pi \lambda \mu \cdot D_{t} u^{\prime}=D_{x}{ }^{2} u$, and of this equation $C e^{t t} \cdot e^{-n x}$, where $l=l^{2} i / 4 \pi \lambda \mu, n^{2}=l^{2} i, n=k(1+i) / \sqrt{2}$, is a special solution. The real part of a complex solution of this equation is itself a special solution; and if we assume that $w=C_{m} \cos p t$, when $x=0$, we learn that

$$
u=C_{m} e^{-x \sqrt{2 \pi \lambda \mu \mu}} \cdot \cos (\mu t-x \sqrt{2 \pi \lambda \mu \mu})
$$

a simple harmonic expression the amplitude of which is $C_{m} e^{-2 \pi x \sqrt{\lambda \mu f}}$, where $f$ is the number of alternations per second. Show that this amplitude has $1 / m$ th of its surface value at the depth $\log m /(2 \pi \sqrt{\lambda \mu f})$. Show that if the frequency is 100 , the amplitudes 1 centimetre from the surface will be $0.208 C_{m}^{\prime}$ in the case of copper, and $0.0000000024 C_{m}$ if the
conductor is made of iron. Show also that if the frequency is 10,000 the amplitude in the case of copper at a point 1 centimetre from the surface would be $0.00000015 C_{m}$.
386. Show that if $U, I^{\prime}, W^{r}$ are the components of a vector taken at every point in the direction in which the orthogonal curvilinear coördinates $u, v, w$ increase most rapidly, the components of the curl of the vector are

$$
\begin{aligned}
& K_{u}=h_{v} h_{w}\left[D_{r}\left(W^{\gamma} / h_{w}\right)-D_{w}\left(V / h_{r}\right)\right], \\
& K_{v}=h_{w} h_{u}\left[D_{w}\left(U / h_{u}\right)-D_{u}\left(W / h_{u r}\right)\right], \\
& K_{w}=h_{u} h_{v}\left[D_{u}\left(V / h_{v}\right)-D_{v}\left(U / h_{u}\right)\right] .
\end{aligned}
$$

A very interesting proof of Stokes's Theorem in curvilinear coördinates has been given by Prof. A. G. Webster in the Bulletin of the American Mathematical Society for 1898.
387. The whole induction flux through a linear circuit, $s_{k}$, is equal to the line integral, $I_{k}$, of the tangential component of a vector potential of the induction taken around the circuit, so that the electrokinetic energy, $T$, of a set of circuits $s_{1}, s_{2}, s_{3}, \cdots$, which carry currents $C_{1}, C_{2}, C_{3}, \cdots$, is

$$
\begin{aligned}
\frac{1}{2} \sum C_{k} I_{k}=\frac{1}{2} \sum C_{k} \int\left[F_{x} \cdot \cos \left(x, s_{k}\right)\right. & +F_{y} \cdot \cos \left(y, s_{k}\right) \\
& \left.+F_{z} \cdot \cos \left(z, s_{k}\right)\right] d s_{k} .
\end{aligned}
$$

If the linear circuits are the filaments of a massive conductor in which the components of the current are $u, v, w$, and if $S_{k}$ is the area, at any place, of the cross-section of the filament $s_{k}$; $C_{k} \cdot \cos \left(x, s_{k}\right)=u \cdot S_{k}, C_{k} \cdot \cos \left(y, s_{k}\right)=v \cdot S_{k}, C_{k}^{\prime} \cdot \cos \left(z, s_{k}\right)=w \cdot S_{k}$. Show that we may write

$$
T=\frac{1}{2} \iiint\left(F_{x} \cdot u+F_{\nu} \cdot v+F_{z} \cdot u \cdot\right) d \tau
$$

where the integration is to be extended over all space where currents exist.

## ADDITIONAL ANSWERS TO PROBLEMS.

## CHAPTER I.

(1) $\mathrm{X}=\frac{113032}{274625}, \quad Y=\frac{96501}{274625}$, whence $R=0.541+$;

$$
\theta=40^{\circ} 29^{\prime}+
$$

(2) $R=m \lambda, \cos \alpha=\frac{1}{a^{2} \lambda}, \cos \beta=\frac{1}{b^{2} \lambda}, \cos \gamma=\frac{1}{c^{2} \lambda}$, where

$$
\lambda=\sqrt{\frac{1}{a^{4}}+\frac{1}{b^{4}}+\frac{1}{c^{4}}} .
$$

(5) If $2 l$ be the length of the wire, and if the axis of the wire be taken for the axis of abscissas with the origin at the middle point, the required equation is

$$
2 c^{2} y^{2}-1=\frac{l^{2}-x^{2}-y^{2}}{\left[(l-x)^{2}+y^{2}\right]^{\frac{1}{2}} \cdot\left[(l+x)^{2}+y^{2}\right]^{\frac{1}{2}}} .
$$

(6) If the radius of the earth be taken as 3960 miles, and the mass of a culic foot of water as 62.5 , one poundal is equivalent to 952 million attraction units approximately.
$(8)$ If $c$ be the distance of the point $P$ from the centre of the sphere, the reduired attraction is $m\left[\frac{1}{c^{2}}-\frac{1}{8(c \pm r)^{2}}\right]$, if $P$ is without the solid ; $\frac{m}{8 r^{2}}$, if $P$ is within the cavity, and

$$
\frac{m}{8 r^{3}}\left[c-\frac{r^{3}}{(c+r)^{2}}\right],
$$

if $P$ is a point in the mass of the solicl.
(9) The attraction of a hemisphere of radius $R$ at a point $P$ facing the flat side of the hemisphere and lying on the perpendicular to this side erected at the centre $O$ is

$$
\frac{M}{2 a^{2} R^{3}}\left[R^{3}-2 a^{3}+\left(2 a^{2}-R^{2}\right) \sqrt{R^{2}+a^{2}}\right], \text { where } a=O P
$$

The attraction of the other hemisphere may be found by subtracting this quantity from the attraction due to the whole sphere of which this hemisphere is a part. See $\S \mathbf{9}$.
(10) (a) That the density varies inversely as the distance from the centre.
(b)

$$
\frac{M}{4 \pi R^{2}}\left[\frac{2}{r}+\frac{2 R}{981 n r}-\frac{1}{327 n}\right]
$$

(12) Here $d$ is supposed to be greater than $a$.
(15) The attraction is 34.9 , and its line of action makes an angle of $1^{\circ} 49^{\prime}$ with the line joining the centre of the sphere with the point in question.

## CHAPTER II.

(7) That the force is constant.
(9) $V_{0-1}=\frac{2}{3} \pi \rho\left(18-c^{2}\right) ; V_{1-2}=\frac{2}{3} \pi \rho\left(15+\frac{2}{c}\right)$;

$$
V_{2-3}=\frac{2}{3} \pi \rho\left(27-\frac{14}{c}-c^{2}\right) ; \quad V_{1 \propto \infty} \frac{.}{3} \pi \rho \frac{40}{c} .
$$

(11) Yes; 1.46 -.
(12) If $3>r, V=\pi \mu\left(\frac{298}{3}-\frac{2 r^{2}}{3}\right)$;
if $4>r>3, \quad V=\pi \mu\left(\frac{244}{3}+\frac{36}{r}\right)$;
if $5>r>4, V=\pi \mu\left(\frac{500}{3}-\frac{r^{3}}{3}-\frac{220}{r}\right)$;
if $r>5, \quad V=\pi \mu \frac{405}{r}$.
(15) No.
(20) (1) About 1,830,000 tons of 2000 pounds each.

## INDEX.

Activity, 316, 465.
Alternate currents in inductive circuits, $312,329,464-482$.
Ampère, 265.
Ampere, the, 293, 298.
Apparent charges, 183.
Apparent electromotive forces, 317 .
Attraction.
centrobaric borlies, 362,371 .
concs, 8, 25, 249 .
curved wires, 25, 345.
cylinders, $7,26,3 \times 7,346,347$, $348,358,368,369,376,377$.
cylindrical distributions, $60,72$.
cylindrical shells, 26,849 .
discrete particles, 2, 25.
ellipsoidal homeroids, 16 .
ellipsoidal surface distributions, 141, $160,378$.
elliptic cylinders, 376, 377, 379.
focaloids, 378.
given mass, $19,: 350$.
hemispheres, 13, 15, 26, 352, 353 , 858.
hollow spheres, 26, 27.
paraboloids, 28, 358.
similar solids, 950 .
solid ellipsoids, 117, :378.
special laws of, :351, 359, 361.
spheres. $1: 3,18,26,27,350,358$.
spherical distribntions, 56,72 , $368,375$.
spherical sectors, 351 .
spherical segments, 27, 352 .

Attraction.
spherical shells, $10,11,18,26$, $27,35,58,350,352$.
spheroids, 28, 380, 381.
straight wires, $3,4,25,26,34$, $71,344,345,346,359$.
thin plates, $22,28,347,348,349$.
two rigid bodies, 24, 350, 353.
two spheres, 23, 337, 338, 339.
two wires, $23,73,344$.

Ballistic galvanometers, 442.
Bôcher, 371.

Capacity, 159, 161, 307, 309, 321.
(See Condensers.)
Centrobaric distribution, 362,871 .
Charged conductors, $146,148,157$, 167, 171, 385, 386, 387, 388, $389,390,393,394,395,396$, $397,402,40 \%, 410$.
Coefficients of potential, induction, and capacity, $157,390,397$.
Columnar coärdinates, 63, 141, 354, 421.

Condensers, 161, 164, 166, 176, 184, 307, 388, 389, 390, 393, $396,401,402,409,413,418$, $419,420,439,440,441,466$, $467,478,479,480$.
Conditions which determine functions, $104,107,139,134,135$, $136,137,138,180,203,245$, 371, 382, 415.

Conductivity, 227.
Cones, 8, 25, 349.
Conjugate functions, 412, 429, 430, 431, 432, 433.
Convergence, 111, 138.
Coulomb, the, 233.
Coulomb's Equation, 89, 130, 179, 183.

Curl, 111, 138, 139, 143, $382,383,483$.
Current induction, 291.
Currents in cables, $428,429,437$.
Curvilinear coördinates, 65, 136, $137,141,182,384,385,421,483$.
Cylinders, 7, 26, 346, 347, 348, 358, $369,376,377$.
Cylindrical distributions, 60, 72, $368,369,371,375,404,408$, 409, 410.

Darwin, 364.
Depolarizing force, 206,379 .
Derivatives of the potential function, 30, 31, 32, 36, 40, 45, 50, $72,73,91,360,361,366$.
Derivatives of scalar functions, 115 , $116,138,382$.
Dielectrics, 146, 176, 199, 413, 414, $415,416,418$.
Dimensions of physical quantities, 210, 338, 462.
Dirichlet, 50, 104, 125.
Displacement currents, 335.
Dissipation function, 240.
Divergence, 111, 138, 141, 382, 383, 384.
Divided circuits, 235.
Double layers, 144, 214.
Doublets, 196, 434, 436.

Effective electromotive forces, 317.
Electrical displacement, 177.

Electrical images, $167,170,400$, $401,404,410,411$.
Electrical intensity, 177.
Electrodynamic potential, 273, 275.
Electrodynamics, $262,267,271$, 273, 276, 297, 454-459.
Electrodynanometer, 474.
Electrokinematic equilibrium, 2:2, $241,245,246$.
Electrokinematics, 222, 246.
Electrokinetic energy, 271, 281, $296,461,465,477,483$.
Electrokinetic momentum, 297,465 .
Electromagnetic fields due to closed linear circuits, $259,454,455$, 456-459.
Electromagnetic fields due to straight currents, 251, 255, 454.

Electromagnetic units, 233, 298.
Electromagnetism, 251.
Electromotive force, 230.
Electromotive force, triangle of, $316,319,320,321$.
Electrostatic potential functions within conductors which carry currents, 241, 246.
Electrostatic units, 233.
Electrostatics, 145.
Ellipsoidal conductors, 160, 401, 402.

Ellipsoidal homœoids, 16.
Ellipsoidal shells, 16, 378 .
Ellipsoidal surface distributions, 141, 378.
Ellipsoids, 117, 378, 380.
Elliptic cylinders, 376, 377, 379.
Energy, 43, 97, 183, 269, 280, 364, $368,391,401,418,453,454$.
Energy of charged conductors, 171, $175,183,391,394,401,418$.

Equations of the electromagnetic field, 332.
Equilibrium of fluids, $70,73,74$, $365,381$.
Equipotential surfaces. 37, 71, 72, $73,122,141,357,369,371$, 372, 403.
Ewing, 291.
Farad, the, 233.
Faraday's disc, 272, 208.
Faraday tubes, 152 .
Field components, 21, 30, 177, 255, $265,283,382$.
Fleming, 291.
Flow of force, 151, 365.
Focaloids, 378.

Galvanometers, 455, 456, 457, 458. Gauss's Theorem, 52, 66, 78, 129, $151,177$.
Gibbs, 221.
Gradients, 115, 137, 138, 384, 385, 421, 483.
Gravitation, 1.
Gravitation constant, 2, 370.
Gravity, 15, 342, 343, 344, 347, 370.
Gray, 269.
Green's distribution, 109, 446.
Green's Function, 384.
Green's Theorem, 91, 129, 384 .

Hard and soft media, 202, 204, 208.
Harmonic Functions, 45, 100, 103, $104,10.5,135,197,143,382,415$.
Heat developed in circuits which carry purrents, 298, 272, 297.
Heaviside, 221, 282, 462.
Helmholtz, 221.
Hemispheres, $13,15,26,352,353,358$.
Hilbert, 105.

Hollow conductors, 152.
1lysteresis, 289, 460.

Impedance, 315, 318, 465, 476.
luduced charges, 146, 153, 156, 167, 184, 201, 394, 395.
Induced currents, 292, 298, 299, $302,: 326,463,464$.
Induced electromotive force, 292, $295,297,302$.
Induced polarization, 203, 204, 207.
Inductance, $278,458,461,462,476$.
Induction, 146, 152.
Induction coils, 326 .
Induction flux, 151, 260, 292.
Induction vector, $178,201,202$.
Inductivity, 176, 200.
Intrinsic charges, 183.
Intrinsic energy of a distribution, the, $43,97,183$.
Inversion, 397, 399, 400, 401, 411.

Joule, the, 239.

Kelvin, 105, 206.
Kirchhoff, 234, 280.
Kirchhoff's laws, 234.
Laplace's Equation, 44, 65, 71, $245,357,359,360$.
Laplace's Law, 262.
Law of gravitation, 1.
Law of nature, 75, 145.
Linear conductors, $226,230,421$.
Linear differential equations, 302 304, 307, 309, 311, 314, 470, $471,472,473,474$.
Lines and level surfaces of vectors, $112,129,140,382$.
Lines and surfaces of flow, 243 , $246,247,249$.

Lines and tubes of force, $55,71,72$, $73,122,150,187,188,251,260$, $288,359,367,372,373,391,394$.
Logarithmic potential functions, $126,385,406,407$.

Magnetic energy, 269.
Magnetic induction, 260, 287.
Magnetic lines, 391.
Magnetomotive force, 287.
Magnets, 199, 442, 443, 444, 445, $446,450,451,453$.
Maximum and minimum theorems, $103,135,136,240$.
Maxwell, 334.
Maxwell's Current Equations, 281.
Mechanical action on a conductor which carries a current in a magnetic field, 262, 264, 267.
Motion under gravitation, 71, 338, 339, 340, 341-344.
Mutual energy, 42, 269, 273, 276, $368,395,401$.
Mutual energy of distribution and field, $451,452,453,454$.
Mutual inductance of two circuits, 276, 278.

Neumann, 273.
Newton, 349.
Non-homogeneous conductors, 244, 245.

Normal force, 89.

Ohm, the, 233, 298.
Ohm's Law, 227.

Paraboloids, 28, 353.
Pendulums, 26, 342.
Permeability, 176.
Perry, 469, 472.

Planetary motion, 341.
Poisson, 334, 446.
Poisson's Equation, 61, 66, 79, 129, $147,178,182,201,202,360,421$.
Poisson's Integrals, 102, 132.
Polarization, 185, 192, 198.
Polarization moments, 186, 193.
Polarization vector, 186, 194.
Polarized cylinders, 448, 449.
Polarized ellipsoid, 189, 207.
Polarized shells, 214, 450.
Polarized splieres, 187, 447.
Potential difference, 231, 318, 422, 466.

Potential function
as measure of work and energy, 41, 78.
average value on spherical surface, 67.
definition, 29, 354.
derivatives of, 30, 31, 32, 36, 40, $44,45,50,61,72,73,89,91$, $130,179,183,360,361,365,366$.
properties and characteristics of, $32,40,44,67,68,78,80,86$, 107, 179.
special cases, $34,35,36,58,60$, 71, 72, 74, 80, 82, 125, 197, 355-365, 375 .
Poynting, 371.
Pupin, 467, 476.

Rayleigh, 307.
Reactance, 315.
Real charges, 183.
Reluctance, 287.
Repelling matter, 75, 76 .
Resistance, 227, 247, 249, 422, 426, 433.

Resonance, 323, 467.
Ring magnets, 286.

Self-inductance, 278, 29f, 300-331.
Solenoidal and lamellar vectors, $111,138,139,140,143,144$, $221,382,383$.
Solenoidal polarization, 198, 203, $204,449,450$.
Solenoids, 284.
Solid angles, 11, 49, 53, 215, 261, 849.

Space derivatives of scalar functions, $115,138,382$.
Specific inductive capacity, 176.
Spheres, $13,18,23,26,27,350,358$.
Spherical condensers. $161,184,384$, $390,41 \%, 419$.
Spherical conductors, 159, 161, 167, 394, 396, 401-403.
Spherical coördinates, 63, 384, 421.
Spherical distributions. 56, 72, 184, 210, 368, 372, 375.
Spherical segments, 27, 352.
Spherical shells, $10,11.18,27,8.5$, $58,350,360,375$.
Spheroids, 28, 144, 370, 379, 380.
Steady currents in linear circuits, 222-241, 421-429, 441, 454-459.
Steinmetz, 475.
Stokes's flux function, 367.
Stokes's Theorem, 113, 219, 252, $282,295,392,383,483$.
Strength of field, 2, 147 .
Superficial induced currents, 299, $479,482$.
Surface distributions, 83. 85, 88, 109, 146-176. 38.5-420.
Surface pressure, 90.
Susceptibility, 200, 281.

Theorems involving surface and volume integrals, 47, 54, 66,
$93,94,95,97,98,100,101$, $102,103,104,113,132,135$, $136,137,144,220,356,357,384$, 414, 415, 452, 453, 454, 460.
Thomson, J. J., 299.
'Thomson's Theorem, 104.
Tide-generating forces, 363, 364 .
Transformers. 331, 474.
Triangle of resistances, 316.
'Two-fluid theory, 145.

Uniform polarization, 186, 188.
Uniformly polarized distributions, 186, 189, 205, 207.
U'nits, 233, 298, 462.
Units of force, 2, 25, 31, 80, 210, $337,338,462$.

Variable currents, 423, 437, 439, 440.441.

Variable currents in inductive circuits, 301, 326.
Vector lines and surfaces, 112, 123. 140. 382.

Vector potential functions, 112, $139,140,218,294,452,453$.
Vector product, 293.
Vectors, 14, 111, 139.
Volta's Law of Tensions, 229.
Volt, the, 233, 298.
Webster, 206, 265, 483.
Wheatstone's net, 236, 241, 305, 30f, 311, 427, 479, 480.
Wires or rods, 3, 4, 23, 25, 26, 34, $71,73,344,345,346,350$.
Wondward, 370.
Work, 41, 78, 354, 355, 401.

Zonal larmonics, 261, 373, 374,375.
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[^0]:    * The section of the homooil made by a plane which passes through the centre and the secant line, is bounded by two concentric, similar, and similarly phaced ellipses. This figme may be regarded as an orthogonal projection of two concentric circles cut by a straight line.

[^1]:    * If the force is required in absolute kinetic units, the result thus obtained must be multiplied by $k$, the proper gravitation constant. The reciprocal of $k$ is equal to $1.543 \times 10^{7}$ in the c.g.s. system and to $9.63 \times$ $10^{8}$ in the f.p.s. system.

[^2]:    * See Thomson and Tait's Treutise m Nutural Philosophy. Notice that $A D=-4 \pi \rho$ and that $E F=4 \pi \rho$. For valnes of $c$ greater than $r_{1}, V^{r}$, $I_{c} I^{+}$, and $D_{c}{ }^{2} V^{+}$are respectively equal to $M / c,-M / c^{2}$, and $2 M / c^{3}$, where $M$ is the mass of the shell.

[^3]:    * If the outer radius of the shell be unchanged while the radius of the cavity approaches zero, the values of $V$ and $D_{c} V^{\top}$ at $O$ approach as limits the corresponding values at the centre of a solid, homogeneous sphere of density $\rho$ and radius $r_{1}$. The value of $D_{e}{ }^{2} \mathrm{~T}^{7}$, however, does not approach as a limit the value of $L_{e}^{2} V^{r}$ at the centre of such a sphere.

[^4]:    * If a function, continuous with its first derivatives within a region, $T$, satisfies Laplace's Equation at every point of the region, it is sometimes said to be harmonic in $T$.

[^5]:    * Lejeme Dirichlet, Forlesnongen ibber die im umgeiehrten Verhältniss des Qualruts der Entfernung wirkenden Krafte.

    Riemann, shlecere, Electriritït, und Maynetismus.
    It is to be noticed that while the integral in the second member of [48] represents $D_{x} I^{\top}$ even at points. within the attracting mass, the integral, $I$, obtained by differentiating this expression for $D_{x} V$ under the signs of integration represents $H_{i}{ }^{2} V^{r}$ only at outside points. Within the mass $I$ is infinite, while $D_{x}{ }^{2} I^{r}$ is finite.

[^6]:    * Die I'otentialfuntion und das I'otential, §s 19-24.

[^7]:    * With this definition of the unit of quantity, the repulsion and attraction furce unit is identical with the absolute kinetic force unit.

[^8]:    * C. Neumann, Math. Ann. 1880. Th. IIorn, Zeitschr. f. Math. u. Phys. 1881.
    $\dagger$ George Green, An Essay on the Application of Mathematical Analysis to the Theories of Electricity and Mugnetism. Nottingham, 1828.

[^9]:    * This theorem has been virtually proved already in Sections 29 and 36.

[^10]:    * W. Thomson, Liouville's Journal. 1847. Dirichlet's Vorlesungen. Bacharach, Abriss der Geschichte der Potentialtheorie.
    $\dagger$ A principle which will doubtless lead to a justification of this by 110 means self-evident assumption was pointed out by Hilbert in a remarkable paper read before the Deutsche Mathematiker-Vereinigung in 1899.

[^11]:    * See Routh's Analytical Statics, Vol. II, §§ 182-221. Tarleton's Mathematical Theory of Attraction, §s 21-24 and 82-105. Schell's Theorie der Bewegung und der Krüfte, pp 690-716.

[^12]:    * Picard, Traité d’Analyse, Vol. I. p. 177.

[^13]:    * They are sometimes called "unit Faraday tubes," to distinguish them from the more slemler tulses of weit induction, of which $4 \pi \mathrm{~m}$ start from a body which has a positive charge $m$.

[^14]:    * See Maxwell's Treutise on Electricity and Magnetism, Vol. I. Fig. XII.

[^15]:    * Crelle's Journal. Bd. LT', 1858.
    $\dagger$ Elements of Vector Analysis, § 92. See also Heaviside's Electrical Papers, XXIV.

[^16]:    * Although the language of the ohd "Two Fluid Theory " is used in this chapter, the reader is strongly urged to make himself acquainted with the physical theories now eommonly used in accounting for electrical phenomena. See Dr. O. .f. Lodge's papers "om the Seat of the Electromotive Force in the Voltaic Cell," printed in the Philosophical Magazine for March. April, May, and Gctober of 1885, and his "Modern Views of Electricity," a series of contributions to Nature, begun in 1886.

[^17]:    * For exhaustive treatments of this important subject the reader should consult Ampère, Gilbert's Ann., 1821; Ampère, Mém. de l'Académie, 1823, 1827 ; W. Weber, Ges. Werke; Grassmann, Pogg. Ann., 1845; F. E. Neumann, Abh. Berl. Akademie, 1845; Wiedemann, Lehre von der Elektricität ; Maxwell, Treatise on Electricity and Magnetism, $\S \S 502-527$; Webster, Theory of Electricity and Magnetism, $\S \S 217-221$. For convenience of reference I have followed Professor Webster's order, and in part his notation in the brief treatment of the Electrodynamic Potential given in Section 80. See Problem 307, page 452.

[^18]:    * A. Gray, Treatise on Magnetism and Electricity, Vol. I, p. 293.

[^19]:    * A very small conducting sphere fitted with an insulating handle.

[^20]:    * See papers by Foster and Lodge in the Philosophical Magazine for 1875 and 1876.

[^21]:    * Kirchhoff, Pogg. Ann., 184.5, p. 497. W. R. Smith. Proc. Ell. Roy. S'or., 1869-70. Foster and Lodge, Phil. Mag., 1875. Minchin's Uniplanar Kinematics, p. 213. Peirce, Proc. Am. Acad. of Arts and Sciences, 1891.

