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## I. Introduction

The precision of the sample mean, compared to certain other location estimators, is notoriously sensitive to the shape of the underlying population distribution function. Furthermore, some eatimators which are considerably less sensitive than the mean to the "outliers" of heavy tailed distributions have been found to be comparable in precision to the mean for near-normal samples. This robustness to distributional assumptions has led to an intensive search for similarly robust alternatives to least squares for the general linear model. ${ }^{2}$. Since many robust estimators of location are linear combinations of order statistics, some attention has naturally focused on the problem of generalizing the notions of order statistics and sample quantiles to the linear model. ${ }^{3}$

Thia paper proposes such a generalized sample quantile (GSQ) estimator. We contend that it generalizes the sample quantile in much the same way that least-squares regression generalizes the sample mean. The $\theta$ th GSQ hyperplane is estimated by minimizing a weighted sum of absolute deviations from the hyperplane. Positive deviations are assigned weight $\theta$; negative deviations--weight (1- $\theta$ ).

The GSQ minimization problem may be solved by standard inear programming techniques. In the location sub-model the GSQ estimator reduces to the conventional sample quantile. Important invariance properties of sample quantiles readily generalize to the GSQ. The asymptotic distribution of the coefficients of the GSQ hyperplane are, with very weak restrictions on the sample design and the underlying error distribution of the model, asymptotically normal with variance
covariance matrix $\phi(0, F)\left(X^{\prime} X\right)^{-1}$, where $X$ is the design matrix of the model and $\phi(0, F)$ is the asymptotic variance of the oth sample quantile from a population with CDF E. These features of the GSQ lead us to expect they may prove useful in the search for robust alternatives to least aquares.

The plan of the paper 1 is as follows. Section 2 defines notation and states assumptions. Section 3 sets forth the defining minimization problem for the GSQ and characterizes its solution. Invariance properties of the GSQ are established in Section 4. Section 5 derives the finite sample density of the GSQ estimator. The asymptotic distribution of the GSQ coefficients is deduced in Section 6. A final section contalns a brief sumary of results and some remarks on lines of future inquiry.
II. Notation and Assumptions

Let $\left\{y_{t}: t=1, \ldots, T\right\}$ be ndependent random variables such
that

$$
\operatorname{Pr}\left\{y_{t} \leq Y\right\}=F\left(Y-x_{t} \beta\right)=F(u)
$$

where $B$ is a $K$-vector of unknown parameters, $F$ is a probability distribution function, and $x_{t}$ is the $t^{\text {th }}$ row of a known TxK design matrix $X$ of rank $K$. Equivalently, we can regard the $T$-vector $y$ as being generated by the linear model,

$$
y=x p+u
$$

where $u$ is a $T$-vector of independent and identically distributed (1.1.d) random variablea with diatribution function $F$.
.

I: order to include the 1 :ation sub-model eq a special case, we assume $x$ contains a constant vector so that $x_{t}=\left(1, \varepsilon_{t}\right)$ or in matrix notation $X=\left(\begin{array}{ll}1 & 2\end{array}\right)$ where 1 is a $T$-vector of ones and $Z$ is a $T x(K-1)$ ratrix of non-constant explanatory varizbles. In considering the limitIng distribution of the GSQ's we allow $T$ to increase with $K$ fixed. The elements of the design matrix are assumed bounded and $11 \mathrm{~m} \mathrm{~T}^{-1} \mathrm{X}^{\prime} \mathrm{X}=Q$, a K dimensional positive definite matrix.

Further we assume that the density function of $u, f(u), 18$ : strictly positive, bounded for all u, and twice continuously differentiable. These derivitives wlll be denoted $f^{\prime}$ and $f^{\prime \prime}$. It may be noted that under these assumptions a realization of more than $K$ observations ( $y_{t}, z_{t}$ ) on the same hyperplane in $R^{K}$ is an event of probability zero. Thus the solution to the ilnear progranming problem of the next section w11l be, almost surely, nondegenerate. ${ }^{4}$
$I_{N}$ will denore an $N$ dimensionalidentity matrix. The subscript 1s dropped when the dimensional is clear from the context. The transpose of a matrix will be denoted by prime ' Finally, vector inequalities are to be read componetwise.
III. Generalized Sample Ouentilee

Given the data $\{y, x\}$ the oth generalized sample quantile is defined as the solution to minimization problem:

Problem 1
(3.1)

$$
\min v(E, u)=\sum_{t \in\left\{t: u_{t} \geq 0\right\}} \theta\left|u_{t}\right|+\sum_{t \varepsilon\left\{t: u_{t}<0\right\}}(1-0)\left|u_{t}\right|
$$

subject to,

$$
\begin{align*}
& y-X S=u \\
& U E R^{K}  \tag{3.2}\\
& U E R^{T}
\end{align*}
$$

A solution to chis problem is denoted by the ordered pair (B*, u*) or often by merely $F^{*}$ since $y^{*}=y-x \beta^{*}$. Born elements of the solution pair are sometimes expressed as functions of the data and the weighting parameter $\{y, x, 0\} .5$

For computational purposes it 1 s convenient to consider the equivalent linear programming problem:

## Problem 2

(3.3) $\quad \ln \psi\left(E, r^{+}, r^{-}\right)=\sum_{t=1}^{T} G r_{t}^{+}+(1-\hat{0}) r_{t}^{-}$
subject to:
(3.4)

$$
\begin{gathered}
y-X E=r^{+}-r^{-} \\
E E R^{K} \\
I^{+} \geq 0 \\
r^{-} \geq 0
\end{gathered}
$$

A solution to Problar 2 Mill bo denoted ( $0^{*}, r^{+*}, r^{-*}$ ). To establish the equivalence of the two problems we ELyot prove the Following lemma. "


$$
t=1, \ldots n
$$

Proof: Suppose $\left(E^{\star}, r^{+\hbar}, r^{-\star}\right.$, is a solution but that,

$$
\min \left\{r_{1}^{+\star}, r_{1}^{-\star}\right\}=a>0
$$

Consider the vector,

$$
\left[e^{\star},\left(r_{1}^{+*}-\alpha\right), r_{2}^{+*}, \ldots, r_{T}^{+^{\star}}:\left(r_{1}^{-\star}-a\right), r_{2}^{-\star}, \ldots, r_{T}^{-\star}\right]
$$

 toto (33), the value ot the uhject vet function 1 s reward by a, so the lemma is established by contrablcilon.



Proof Since milo $t_{i}^{+k}, \Sigma_{z}^{-k}=0$ For $3!? t$,

Hence the objective functions and constraints af the two problems are Identical.

To solve Probiem 2 and obtain a charsirevizetion of the GSO estimator we introduce the following notation. Tet t be the set of integer $\{1,2, \ldots, T j$ aril be the set of $k$-element subsets of $\tau$. A typical element tor has the relative complement $\bar{h}$ - $T-r$. The notation $y(h)$ and $x(h)$ win. be used to wet the subsets, or partitions, of the
 on y correspond 1 nr - of fob. 7

> We now Invoke I fundamental Anear programming theorem to establish,

Proposition 1 A solution to "robles 2 has the form,

$$
E^{\star}(y, x, f)=x\left(h^{*}\right)^{-1} \because\left(h^{*}\right)
$$

for some $h^{*}$ E!!, winery rank $X(h)=x$.

Proof: Since the rank of the constraint matrix [ $X, I,-I]$ is $T$, a basic solution tc Problen 2 has $K+T$ zero variables and $T$ non-zero variables. Of the $T$ nonzero variables $K$ must correspond to $B$ since $B$ recelves no veight in the objective function. The lemma implies therefore that $u_{t}^{*}=0$ for $K$ distinct elements of $\tau$. This index set of "solution observations" is denoted by $h^{*}$, and the result follows.

We now proced to characterize the GSQ estimator by establishing feasibility and optimality conditions for a particular heH given $y, x$, and $\theta$. The inear programing methods utilized below are discussed in Dantzif [7] and Spivey and Thrall [12].

For some heH partition the equality constraints of Problem 2
into 2 blocks. We then have the tableau, (3.5) $\left[\begin{array}{l}y \\ y(h) \\ y(h)\end{array}\right]=\left[\begin{array}{ccccc}0 & 01_{K}^{\prime} & \theta 1^{\prime}{ }^{\prime}-(1-\theta) 1_{K}^{\prime} & (1-\theta) 1_{T-K}^{\prime} \\ X(h) & I_{K}^{\prime} & 0^{\prime} & -I_{K} & 0 \\ X(h) & 0^{\prime} & I_{T-K} & 0^{K} & -I_{T-K}\end{array}\right]\left[\begin{array}{c}B \\ r+(h) \\ r+(K) \\ r-(h) \\ r-(h)\end{array}\right]$

The basic columns in this tableau ifch yield $\beta^{*}=X(h)^{-1} y(h)$ as a proposed solution are given by

$$
\left[\begin{array}{ll}
X(h) & 0 \\
X(\hbar) & D
\end{array}\right]
$$

where $D$ is some $T-K$ dimensional. diagonal matrix with 1 or -1 diagonal elements. The set of all such matrices will be denoted $\mathcal{O}$. Let $M$ be the bordered matrix,

$$
M=\left[\begin{array}{llc}
1 & 0 & 1^{\prime} \phi \\
0 & X(h) & 0 \\
0 & X(\bar{h}) & D
\end{array}\right]
$$

where $=\left(\theta-\frac{1}{2}\right) D+\frac{1}{2} I$ a $(T-K)^{2}$ diagonal matrix with $\theta$ or $1-\theta$ diagonal elements. The proposed basic columns may be introduced by premultiplying (35) by $M^{-1}$. Using partitioned inverse rules we have,

$$
M^{-1}=\left[\begin{array}{ccc}
1 & 1 \Phi D X(h) X(h)^{-1} & -1^{\prime} C D \\
0 & X(h)^{-1} & 0 \\
0 & -D X(h) X(h)^{-1} & D
\end{array}\right]
$$

The revised tableau 1s,

The proposed solution for Probelm 2 is given by

$$
\begin{aligned}
& B=X(h)^{-1} y(h) \\
& r+(h)=0 \\
& r+(\bar{h})=1 / 2(D+I)\left[y(\bar{h})-X(\bar{h}) X(h)^{-1} y(h)\right] \\
& r-(h)=0 \\
& r-(\bar{h})=1 / 2(D-I)\left[y(\bar{h})-X(\bar{h}) X(h)^{-1} y(h)\right]
\end{aligned}
$$

On substituting these values into the revised tableau it is readily verified that the proposed solution satisfies the equality constraints. In linear programing terminology, the $T$ basic variables of the proposed solution are the $K$ elements of $\beta$ and the $T-K$ nonzero elements in $\{r+(\bar{h}), r-(\bar{h})\}$. The latter elements correspond to the diagonal elements of $D$ which are +1 and -1 respectively.

The feasibility and optimality of the proposed solution can now be checked by referring to the revised tableau. Feasibility requires the non-negativity of ( $r+, r-$ ). This is satisfied for ( $r+(h), r-(h)$ ); for $(r+(\bar{h}), r-(\bar{h}))$ we require,

$$
\begin{aligned}
& 1 / 2(D+I)\left[y(\bar{h})-X(\bar{h}) X(h)^{-1} y(h)\right] \geq 0 \\
& 1 / 2(D-I)\left[y(\bar{h})-X(\bar{h}) X(h)^{-1} y(h)\right] \geq 0
\end{aligned}
$$

or combining these inequalities we have,
I.

$$
D\left[y(\bar{h})-X(\bar{h}) X(h)^{-1} y(h)\right] \geq 0 .
$$

This will be called Condition I.
Optimality requires that the weights of the non-basic variables In the revised tableau be non-negative. This is readily verified for ( $r+(h), r-(h)$ ) for any $D$. Por the remaining non basic variables optimality requirea,

$$
\begin{aligned}
& \theta 1^{\prime}+1^{\prime} \phi D \times(\bar{h}) \times(h)^{-1} \geq 0 \\
& (1-\theta) 1^{\prime}-1^{\prime} \otimes D \times(\bar{h}) \times(h)^{-1} \geq 0
\end{aligned}
$$

or combining these inequalities we have, II. $\quad-\theta 1^{\prime} \leq 1^{\prime} \oplus \mathrm{DX}(\overline{\mathrm{h}}) \mathrm{X}(\mathrm{h})^{-1} \leq(1-\theta) 1^{\prime}$

This will be called Condition II.
A unique optimality condition can also be obtained with a slight strengthening of Condition II. Uniqueness requires strictly positive weights in the revised tableau. The unique optimality condition, II.' $-\theta 1!<1^{\prime} \Phi \operatorname{DX}(\bar{h}) X(h)^{-1}<(1-\theta) 1^{\prime}$
will be called Condition II'.
These conditions now yleld the following characterization of the GSQ:

Theorem $\beta *(y, X, \theta)=X(h \star)^{-1} y(h \star)$ is a solution to Problem 2 if there exists a $D$ satisfying Conditions $I$ and II. The solution 18 unique if Condition II' is also satisfied.

By reversing the above argument the converse may also be established. That is, if $\beta^{*}(y, X, \theta)=X(h *)^{-1} y(h *)$ then there exists a D such that Conditions I and II are satisfied. 8

In the following sections it will prove useful to have a notation for the set of $D E \mathcal{O}^{\prime}$ which satisfy Condition II for a particular index set $h$. Hence, let

$$
\theta^{\prime}(h)=\left\{D \in \mathscr{A} \mid-\theta 1^{\prime} \leq 1^{\prime} \Phi D X(\bar{h}) \quad X(h)^{-1} \leq(1-\theta) 1^{\prime}\right\} .
$$

It should be emphasized that $\theta(h)$ is nonstochastic since it does not depend on $y$. The solution element of $O^{\prime}\left(h^{\star}\right)$ is denoted $D^{*}$ below.

Two sets of GSQ "regression" lines are 1llustrated in Figures 1 and 2. Data are presented in Tables 1 and 2. It will be noted that the GSQ estimator is not uniquely defined for certain values of $\theta$ and that these points of non-uniqueness depend upon the realization of $y$. (The data for the two examples differ only in the value taken by $y_{5}$, ) This situation is in contrast to the location submodel in which non-aniqueness arises only when $T \theta$ is an integer and therefore does not depend upon sample information. The figures also suggest a conjecture which we do not pursue here. In the location submodel it, is well known that the order-statistics are sufficient statistics for any sample regardless of the underlying CDF. Does an analogous result hold for the set $\left\{\beta^{\star}(\theta): 0<\theta<1\right\}$ ? Can we reconstruct the sample vector $y$ given the design $X$ and the coefficients of all GSQ hyperplanes? The plausibility of this conjecture is increased by the observation that a GSQ hyperplane passes through each of the sample points as $\theta$ varies between 0 and 1.

Figure 1


Model
$3=\beta_{1}+\beta_{2} x+u$

Estimates*

$$
y=\left[\begin{array}{r}
\frac{\text { Data }}{3} \\
2 \\
7 \\
8 \\
10
\end{array}\right] \quad x=\left[\begin{array}{ll}
1 & 1 \\
1 & 2 \\
1 & 4 \\
1 & 7 \\
1 & 9
\end{array}\right]
$$

|  | $0<\theta<7 / 22$ | $7 / 22<\theta \leq 9 / 22$ | $9 / 22<\theta<17 / 22$ | $17 / 22<\theta<1$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta_{1}^{\star}(\theta)$ | $-2 / 7$ | 1 | $17 / 8$ | $23 / 5$ |
| $B_{2}^{\star}(\theta)$ | $8 / 7$ | 1 | $7 / 8$ | $3 / 5$ |

Figure 2


| Model |  |  | Data |  |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} y= & \beta_{1}+\beta_{2} x+u \\ & \text { Estimates }\end{aligned}$ |  |  | $y=\left[\begin{array}{l}3 \\ 2 \\ 7 \\ 8 \\ 6\end{array}\right]$ | $X=\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 1 \\ 1\end{array}\right.$ |
|  |  |  |  |  |
|  | $0<0 \leq 7 / 22$ | $7 / 22 \leq 0 \leq 1 / 2$ | $1 / 2 \leq \theta \leq 3 / 4$ | $3 / 4 \leq \theta<1$ |
| $B_{1}^{*}(\theta)$ | 6/7 | 21/8 | 13/6 | 17/3 |
| $B_{2}^{\star}(\theta)$ | 4/7 | $1 / 4$ | 5/6 | 1/3 |

## IV. Properties of Generalized Sample Quantiles

We now establish a number of properties of $\beta^{\star}(y, x, \theta)$. The proofs generally verify that $h^{*}$ and $D^{*}$ are invariant with reapect to some transformation of the data by checking Conditions I and II.

Property $1 B^{*}(\lambda y, X, \theta)=\lambda \beta^{*}(y, x, \theta)$ for $\lambda \geq 0$.
Proó: Condition II does not depend upon $y$ hence it is undisturbed by the tranaformation. Substituting in Condition I we have,

$$
D^{*}\left[\lambda y\left(\bar{h}_{.}^{*}\right)-x\left(\bar{h}^{*}\right) x\left(h^{*}\right)^{-1} \lambda y\left(h^{*}\right)\right] \geq 0
$$

which is undisturbed if $\lambda \geq 0$, hence

$$
\beta^{*}(\lambda y, x, \theta)=X\left(h^{*}\right)^{-1} \lambda y\left(h^{*}\right)=\lambda \beta^{*}(y, x, \theta)
$$

Property $2 \beta^{\star}(\lambda y, x, 1-\theta)=\lambda \beta^{*}(y, x, \theta)$, for $\lambda<0$.
Proof: We show that if $h^{*}, D^{*}$ satisfy Conditions I and II for $\{y, X, \theta\}$ then $h^{\star},-D^{\star}$ satisfy conditions I and II for $\{y, X, 1-\theta\}$, and conversely. Substituting the transformed data in Condition I gives,

$$
D^{\star}\left[\lambda y\left(\bar{h}^{\star}\right)-x\left(\bar{h}^{\star}\right) \zeta\left(h^{\star}\right)^{-1} \lambda y\left(h^{\star}\right)\right] \geq 0
$$

and this is satisfied for $\lambda<0$ with $-D^{*}$. From Condition II we know

$$
-\theta 1^{\prime} \leq 1^{\prime}\left[\left(\theta-\frac{1}{2}\right) I+\frac{i_{2}}{} D^{*}\right] \times\left(h^{*}\right) X\left(h^{*}\right)^{-1} \leq(1-\theta) 1^{\prime} .
$$

So multiplying by -1 ,

$$
-(1-\theta) 1^{\prime} \leq 1^{\prime}\left[\left(1-\theta-\frac{1}{2}\right) I-\frac{1}{2} D^{*}\right] \times\left(\bar{h}^{*}\right) \times\left(h^{*}\right)^{-1} \leq(1-(1-\theta)) 1^{\prime}
$$

so that $-D^{\star}$ satiofies Condition II for $1-\theta$. Hence, for $\lambda<0$

$$
\beta^{\star}(\lambda y, x, 1-\theta)=X\left(h^{\star}\right)^{-1} \lambda y\left(h^{*}\right)=\lambda \beta^{\star}(y, x, \theta)
$$

Property $3 B^{*}(y+X y, x, \theta)=B^{*}(y, x, \theta)+y ; y \in R^{K}$
Proof: Condition II is undiaturbed by the transformation of $y$. Condition I on the transformed data requires,

$$
D^{\star}\left[y\left(\bar{h}^{\star}\right)+X\left(\bar{h}^{\star}\right) \gamma-v\left(\bar{h}^{\star}\right) x\left(h^{\star}\right)^{-1}\left[y\left(h^{\star}\right)+X\left(h^{\star}\right) \gamma\right]\right] \geq 0
$$

which simplifies to the original condition. Hence

$$
B^{\star}(y+X Y, X, \theta)=X\left(h^{*}\right)^{-1}\left[y\left(h^{*}\right)+X\left(h^{\star}\right) \gamma\right]=\beta^{\star}(y, X, \theta)+\gamma .
$$

In the special case $\gamma=-\beta$, Property 3 implies

$$
\beta^{*}(u, x, \theta)=\beta^{*}(y, x, \theta)-\beta,
$$

hence,

$$
\beta^{*}(y, X, \theta)-\beta=X\left(h^{*}\right) u\left(h^{*}\right),
$$

and Condition I may be written as,

$$
D^{\star}\left[u\left(\bar{h}^{\star}\right)-X\left(\bar{h}^{\star}\right) X\left(h^{*}\right)^{-1} u\left(h^{*}\right)\right] \geq 0
$$

where $D^{\star} \varepsilon \mathscr{E}^{\prime}\left(h^{*}\right)$.
Property $4 \quad \beta^{*}(y, X A, \theta)=A^{-1} \beta^{*}(y, X, \theta)$, for any $K x K$ matrix A of rank $K$.
Proof: Note that,

$$
X\left(\bar{h}^{\star}\right) A\left[X\left(h^{\star}\right) A\right]^{-1}=Y\left(h^{*}\right) X\left(h^{*}\right)^{-1}
$$

hence Conditions I and II are undisturbed by the reparameterization of the space spanned by the X 's and,

$$
B^{\star}(y, X A, \theta)=\left[X\left(h^{\star}\right) A\right]^{-1} y\left(h^{*}\right)=A^{-1} B^{\star}(y, X, \theta) .
$$

Property $5 B^{*}\left(\left[X B^{*}(y, X, \theta)+M u^{*}(y, X, \theta)\right], X, \theta\right)=B^{*}(y, X, \theta)$; where $M$ is any IxT diagonal matrix with non-negative elements.

Proof: Let

$$
\begin{aligned}
& \left.\tilde{y}=\left[\begin{array}{l}
x\left(h^{\star}\right) \\
x\left(\bar{h}^{\star}\right)
\end{array}\right] \quad \beta^{\star}(y, X, \theta)\left[\begin{array}{l}
y\left(h^{\star}\right) \\
y\left(\bar{h}^{\star}\right)
\end{array}\right]-\binom{x(h *)}{x\left(h^{\star}\right)} \quad \beta^{\star}(y, x, \theta)\right] \\
& \tilde{y}=\left[\begin{array}{ll}
y\left(h^{*}\right) & \\
x\left(\bar{h}^{\star}\right) x\left(h^{*}\right)^{-1} y\left(h^{\star}\right.
\end{array}\right]+M\left[\begin{array}{l}
0 \\
y\left(\bar{h}^{\star}\right)-x\left(h^{\star}\right) x\left(h^{\star}\right)^{-1} y\left(h^{\star}\right)
\end{array}\right]
\end{aligned}
$$

Let $\bar{M}$ be the lower $(T-K)^{2}$ submatrix of $M$, then we must verify,

$$
D^{\star}\left[\bar{M} y\left(h^{\star}\right)-(\bar{M}-I) X\left(h^{\star}\right) X\left(h^{\star}\right)^{-1} y\left(h^{\star}\right)-X\left(\bar{h}^{\star}\right) X\left(h^{*}\right)^{-1} y\left(h^{\star}\right)\right] \geq 0
$$

But this is clearly satisfied for $M$ with non-negative elements if it was satisfied for $h^{*} ; D^{\star}$ before the transformation.

Property 6 Let $P$ and $N$ denote the respective number of positive and negative elements in $u^{\star}(y, x, \theta)$. Then

$$
N \leq T \theta \leq K+N=T-P .
$$

Moreover these inequalles are strict when $\beta^{*}$ is unique.
Proof: We first note that $P$ and $N$ are the number of positive and negative elements in $D^{\star}$. Hence,

$$
1^{\prime} D^{\star} 1=P-N .
$$

Next, Condition II 1 plies that,

$$
\left[\left(\theta-\frac{1}{2}\right) I+\frac{1}{2} 1^{\prime} D^{\star}\right] X\left(h^{*}\right) X\left(h^{*}\right)^{-1} \equiv s^{\prime}
$$

where elements of the $k$-vector $s$ satisfy $-\theta \leq-\theta_{k} \leq 1-\theta, k=1, \ldots, k$. If $e^{\star}$ is unique the inequalities are strict. Postmultiplying by $X\left(h^{*}\right)$ and explicitly writing $X=\left[\begin{array}{ll}1 & 2\end{array}\right]$ yields

$$
\begin{aligned}
& \left(\theta-\frac{1}{2}\right) 1^{\prime} 1+\frac{1}{2} 11^{\prime} D^{\star} 1-s^{\prime} 1 \\
& \left(\theta-\frac{1}{2}\right) 1^{\prime} Z\left(h^{\star}\right)+\frac{1}{2} 1^{\prime} D^{\star} Z\left(\bar{h}^{\star}\right)=s^{\prime} Z\left(h^{*}\right) .
\end{aligned}
$$

From the first of these inequalities we have

$$
\left(\theta-\frac{1}{2}\right)(T-K)+\frac{1}{2}(P-N)=\sum_{\substack{k=1 \\ \vdots}}^{\sum_{k}}
$$

But,

$$
-K \theta \leq \sum_{k=1}^{K} s_{k} \leq K(1-\theta)
$$

so that,

$$
\mathrm{N} \leq \mathrm{T} \theta \leq \mathrm{N}+\mathrm{K}-\mathrm{T}-\mathrm{P}
$$

With strict inequalities holding when $B^{*}$ is unique.
Property $7 \quad B^{*}(y, 1, \theta)$ is the $\theta$ th sample quantile of $y$.
Proof: This follows directly from Property 6 with $X=1$. However a direct proof is instructive since it shows how Conditions I and II simplify to the sample quantile case. With $X=1$ we have,

$$
\begin{aligned}
& x(h)=1 \\
& X(\bar{h})=1^{\prime}: \text { a (T-1)-vector of ones } \\
& y(h)=\text { the } h^{t h} \text { element of } y \\
& y(\bar{h})=a(T-1) \text {-vector of } y^{\prime} s \text { excluding } y(h) .
\end{aligned}
$$

Conditions I and II become
Iq. $\quad D^{*}\left[y\left(\bar{h}^{*}\right)-1^{\prime} y\left(h^{*}\right)\right] \geq 0$
IIq. $\quad \frac{1}{2}(T-1)-\frac{1}{2} 1^{\prime} D^{*} 1 \leq \theta T \leq \frac{1}{2}(T+1)-\frac{1}{2} 1^{\prime} D^{*} 1$
From (Iq) we see that the diagonal elements of $D^{\star}$ are +1 and -1 as the aign of the correaponding element of $\left[y\left(\bar{h}^{*}\right)-1 y\left(h^{*}\right)\right]$ is positive or negative. Hence substituting $1^{\prime} D^{*} 1=P-N$ into (IIq) we have

$$
\mathrm{N} \leq \mathrm{T} \theta \leq \mathrm{N}+1
$$

which yfelds the conventional quantile. When $T \theta$ is not an integer the Inequalities of (IIq) will be strictly satisfied and the quantile will be uniquely defined. When $T \theta$ is integral, the sample quantile will be non-unique. In this case the solution set to Problems 1 and 2 will consist of convex combinations of two observations on $y$. In this case, as with the GSQ, some convention may be adopted to resolve the ambiguity.

Property 7 may be extended to a comparison of quantiles design defined by,

$$
X=\left[\begin{array}{cccc}
{ }^{1} \mathrm{~T}_{1} & \cdot & \cdots & 0 \\
0 & 1_{T_{2}} & & \cdot \\
\vdots & & \ddots & \\
0 & & & 1_{T_{K}}
\end{array}\right]
$$

Property 8 If $X$ has the comparison of quantiles design then $\beta^{*}(\theta)$ is a vector of $\theta^{\text {th }}$ sample quantiles for the $K$ subsamples of $y$ defined by $X$. Proof: Condytions I and II reduce $t \quad K$ independent pafrs of restrictions and the result follows.

From Properties 1 and 2 tit we noted that $f\left(\frac{3}{2}\right)$, the minfmization of absolute deviations, is the only scalo invariant estimator within the class of generalized sample quantiles. However, we may also note in passing (defering a detailed discussion) that any estimator which is a inear combination of GSQ'a with symmetric weights on $\beta \star(\theta)$ and $\beta *(1-\theta)$ termb is also scale invariant.

Property 3 establishes that GSQ's are "shift" or "regression" invariant, Property 4 that they are invariant to a reparameterization of the design matrix.

Property 5 is a distinctive feature of GSQ's: $\beta \star(0)$ is invariant
to transformations of $y$ as long as the signs of all of the residuals are left undisturbed. (The median of the two samples $\{1,2,3\}$ and $\{-10,2,2.1\}$ are identica1.)

Property 6 places narrow bounds on the number of residuals which will be on either side of the GSQ hyperplane. It might be underifned that these bounds come from the intercept term in the X watrix, and tighter bounds could be calculated if all of the information in a particular $X$ matrix were utillzed.

Properties 7 and 8 specialize GSQ's to sfraple forms of the design matrix, establishing their equivalence with conventional definitions of the sample quantiles.

## V. The Distribution of Generalized Smmple Quantiles

We now consider the probajlity density function of the estimation error $\beta *(\theta)-\beta$. We write the probability element of $\beta *(\theta)-\beta$ as,
(5.1) $\quad g(\delta) d \delta_{1} \ldots d \delta_{K}=\operatorname{Hr}[\delta<\beta *(0)-\beta<\delta+d \delta]$
where $\mathrm{d}_{\delta}=\left(\mathrm{d}_{1}, \ldots, \mathrm{~d} \delta_{K}\right)^{\prime}$ and $g(\delta)$ 1s the probability density function of $3 \star(\theta)-B$.

For a given (h, D) $\varepsilon H \times \theta(h)$ the foint probability of the
event,
(5.2) $\quad \delta<\beta *(\theta)-\beta=X(h)^{-1} u(h)<\delta+d \delta$
and the event

$$
\begin{equation*}
D\left[u(\bar{h})-X(\bar{h}) X(h)^{-1} u(h)\right] \geq 0 \tag{5.3}
\end{equation*}
$$

can be written as the probability of (5.2) times the probability of (5.3) conditional on (5.2), or

$$
\text { (5.4) } \operatorname{Pr}\left[\delta<X(h)^{-1} u(h)<\delta+d 0\right] \operatorname{Pr}[D u(h)>D X(\bar{h}) \delta] .
$$

For distinct pairs ( $h, D$ ) the eventa in the brackets of (5.4) are mutually exclusive. Hence the probability element of $\left(\beta^{*}(0)-\beta\right) 1 s$,
(5.5) $g(\delta) d \delta_{1} \ldots d^{\delta}{ }_{K}=\sum_{h \in H} \sum_{D \in H(h)} \operatorname{Pr}\left[\delta<X(h)^{-1} u(h)<\delta+d^{\delta}\right]$

$$
\text { - } \operatorname{Pr}[D u(\bar{h}) \geqslant D X(\bar{h}) \varepsilon]
$$

We may now invoke our assumptions on $u$ in order to obtain an expression for $g(\delta)$ in terms of $F$.

Erom the 1.1.d acsumption we have,
(5.6) $\operatorname{Pr}\left[\dot{c} \circ x(h)^{-1} u(h)<\delta+d \delta\right]=\left|x(h)^{\prime} x(h)\right|^{\frac{1}{2}} \prod_{t \in h}\left\{\left(x_{t} \cdot \delta\right) d \delta_{1} \ldots d \delta K\right.$
where $\left|X(h)^{\prime} X(h)\right|^{\text {b }}$ is the Jacobian of $X(h)^{-1}$ Let $\Delta_{t}^{D}\{-1,1\}$ denote the $t^{\text {th }}$ diagonal element of $D E \mathscr{D}(\mathrm{~h})$ where the index $t$ runs over the Integers in $\bar{h}$. Then, again by the 1.1.d. assumption, we have,
(5.7) $\operatorname{Pr}[D u(h) \geq D X(h) \delta]=\prod_{t \varepsilon \hbar}\left[\hat{\left.\left(1+\Delta_{t}^{D}\right)-\Delta_{t}^{D} E\left(x_{t} \cdot \delta\right)\right]}\right.$

A factor in this projurt is $F\left(x_{t}, 0\right)$ if $A_{t}=-1$ and $\left(1-F\left(x_{t} .0\right)\right)$ if $\Delta_{t}^{D}=+1$. That $1 s$, the factor equals the probability that $u_{t} \leq x_{t} . \delta$ if $\Delta_{t}^{D}=-1$ and the probability that $u_{t}=x_{t} . \delta$ if $\Delta_{t}^{D}=+1$. Now substituting (5.6) and (5.7) into (5.5) we obtain,

$$
\begin{gathered}
\text { (5.8) } g(\delta)=\sum_{h \in H} \sum_{D \in B(h)}\left|x(h)^{\prime} X(h)\right|^{\frac{1}{2}} \prod_{t \in h} f\left(x_{t} \cdot \delta\right) \\
\prod_{t \varepsilon h}\left[\because\left(1+\Delta_{i}^{D}\right)-\Delta_{t}^{D} F\left(x_{t} \cdot \delta\right)\right]
\end{gathered}
$$

To illustrate (5.8) we consider the special case of the median ( $\theta=\frac{1}{2}$ ) $X=1, T=2 N+1$.

Then,

$$
g(\delta)=\sum_{h \in H} \sum_{D_{t}} \mathcal{E}(h)^{f(\delta)} \prod_{t \varepsilon \bar{h}}\left[\varepsilon_{\Sigma}\left(1+\Delta_{t}^{D}\right)-\Delta_{t}^{D} F(\delta)\right] .
$$

and since every $D E \mathcal{L}^{2}(h)$ contains $N$ positive and $N$ negative elements by Property 7 we have,

$$
g(\delta)=\sum_{h \in H} \ddot{Z}^{\prime} \mathcal{L}(h) f(\delta)[F(\delta)]^{N /}[1-F(\delta)]^{N} .
$$

Finally, $\mathcal{Z}(h)$ contains $\binom{T-1}{:}$ elements since this is the number of ways that exactly $N$ plus ones can be assigned to $T-1$ placee. $H$ has $T$ elenents so that

$$
g(\bar{i})=\frac{T!}{(n!)^{2}}[F(\delta)]^{i}[1-F(\delta)]^{N} f(\delta) .
$$

VI. The Asymptotic Distribution of the GSQ

To investigate the asymptotic behavior of $E^{*}(\theta)-B$ we consider the random variable $\sqrt{T / \theta(1-\theta)} \mathrm{f}(\lambda)\left[\beta^{\star}(\theta)-\beta-\bar{\delta}\right]$ where $\bar{\delta}$ is the $k$-vector $(\lambda, 0,0, \ldots, 0)$ and $F(\lambda)=\theta$. This variable has the density function,

$$
\left[\frac{\theta(1-\theta)^{K / 2}}{T}\right]^{-K}(\lambda)^{-K} g\left(\bar{\delta}+\frac{1}{\mathrm{f}(\lambda)} \sqrt{\frac{\theta(1-\theta)}{T}} \delta\right) \text {, }
$$

or fully written out,
(6.1) $\left.\left[\frac{\theta(1-\theta)}{T}\right]^{K / 2} f(\lambda)^{-K} \sum_{h \in H} \sum_{D \in \theta^{\prime}(h)}|X(h)| X(h)\right|^{1 / 2}$

$$
\prod_{t \in h} f\left(x_{\dot{t}} \zeta\right) \cdot \prod_{t \varepsilon \bar{h}}\left[\frac{1}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D} F\left(x_{\dot{t}} \zeta\right)\right]
$$

where $\zeta=\bar{\delta}+\sqrt{\theta(1-\theta) / T} f(\lambda)^{-1} \delta$.

Expanding the final product in Taylor series around $\zeta \bar{\delta}$ we have (see Append Ix I),
(6.2)

$$
\begin{aligned}
& \prod_{t \in \bar{h}}\left[\frac{1}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D} F\left(x_{\dot{t}}^{\zeta}\right)\right]= \\
& \mid I-\Phi: \prod_{t \varepsilon \bar{h}}^{\left.\frac{1}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D}{ }^{D}+1\right)-\Delta_{t}^{D} F\left(x_{\dot{t}} \zeta\right)}
\end{aligned}
$$

$$
\begin{aligned}
=|I-\Phi| \exp & \left\{-[\theta(1-\theta) T]^{-\frac{1}{2}} 1^{\prime} \quad D X(\bar{h}) \delta\right. \\
& -\xi_{\Omega} T^{-1} \delta{ }^{\prime} X(h)^{\prime} X(h) \delta \\
& +\eta_{2}[\theta(1-\theta) T]^{-1} \delta^{\prime} X(\bar{h})^{\prime} \quad X(\bar{h}) \delta \\
& -\frac{1}{2} f^{\prime}(\lambda) E(\lambda)^{-2} T^{-1} \delta^{\prime} X(\bar{h})^{\prime} \quad D X(\bar{h}) \delta \\
& +R(\tilde{\zeta})\}
\end{aligned}
$$

where $\tilde{\zeta}=(1-\tau) \bar{\zeta}+\tau \zeta ; \quad 0<\tau<1$.

The uniform boundedness of (6.1) is essential if we are to be able to investigate its asymptotic behavior term by term. In Appendix II a uniform bound is constructed for the case in which the design matrix, $X$, expands by replication. Persuasive intuitive evidence suggests that a much weaker condition (like, $\lim T^{-1}\left(X^{\prime} X\right)=Q$, positive definite) would suffice to obtain a uniform bound, but this has not yet been formally established. In the remainder of this section we proceed under the hypothesis that (6.1) is uniformly bounded and therefore its limit may be investigated term by term. 10

We now state four convergence results. (Proofs will be found in Appendix I.

$$
\begin{aligned}
& \text { 1. } \lim _{T \rightarrow \infty} \quad T^{-\frac{1}{2}} 1^{\prime} \Phi \quad D X(\bar{h})=0 \\
& \text { 2. } \lim _{T \rightarrow \infty} \quad T^{-1} X(\bar{h})^{\prime} \phi \quad D X(\bar{h})=\lim _{T \rightarrow \infty} T^{-1} X(\bar{h}) \cdot \Phi X(\bar{h})=0
\end{aligned}
$$

$$
\text { 3. } \lim _{T \rightarrow \infty} \quad T^{-1} X(\bar{h})^{\prime} X(\bar{h})=Q \text { for any } h \in H
$$

$$
\text { 4. } \underset{T \rightarrow \infty}{\lim } \quad R(\zeta)=0
$$

Noting that,

$$
\lim _{\mathrm{T} \rightarrow \infty} \prod_{t \varepsilon h} f\left(x_{i} \zeta\right)=f(\lambda)^{K},
$$

we conclude that, asymptotically, the density (6.1) is proportional to,

$$
\exp \left\{-\frac{1}{2} \delta^{\prime} Q \delta\right\},
$$

the constant of proportionality being,

$$
\lim _{T \rightarrow \infty} \sum_{h \in H} \sum_{D \in \delta(h)}\left|X(h)^{\prime} X(h)\right|^{\frac{1}{2}}|I-\phi|\left[\frac{\theta(1-\theta)}{T}\right]^{K / 2} .
$$

The constant must converge to $(2 \pi)^{K / 2}|Q|^{\frac{1}{2}}$ by the integrability of the limiting form of the density over al of $R^{K}$.

Thus $B^{*}(\theta)$, the GSQ estimator, is asymptotically multivariate normal

$$
N\left(\beta+\bar{\delta}, \phi\left(X^{\prime} X\right)^{-1}\right)
$$

where,

$$
\begin{aligned}
& \bar{\delta}=(\lambda, 0,0, \ldots, 0) \\
& \phi=\phi(\theta, F)=\frac{\theta(1-\theta) T}{f(\lambda)^{2}} \\
& F(\lambda)=\theta .
\end{aligned}
$$

The scale parameter of the asymptotic variance-covariance matrix will be recognized as the asymptotic varlance of the $\theta^{\text {th }}$ sample quantile from a population with cumulative distribution function $F$.

For a normal distribution with mean 0 and variance $\sigma^{2}$, $f(0)=1 / \sigma \sqrt{2 \pi} ; \quad \beta^{*}\left(\frac{1}{2}\right)$, the least absolute error (LAE) estimator, is asymptoticaliy normal with mean vect $r$ and variance-covariance matrix,

$$
\frac{\sigma^{2} \pi}{2 T}\left(X^{\prime} X\right)^{-1}
$$

This estimate has less precision than the least squares estimate by a factor of $2 / \pi$. However, the median 18 known to have greater precision than the mean for a large number of "heavy-tailed" distributions and the results of this section generalize this fact to the linear model.
VII. Conclusion

We have shown that by placing asymetric weights on positive and negative residuals in the conventional least absolute error (LAE) estimation problem, a new class of estimators for the linear model may be derived which generalize, in a natural way, the notion of sample quantiles. Since order statistics and conventional sample quantiles have proven so fruitful for robust estmation of location in the univariate model, it is hoped that the GSQ estimator can play an analogous role in constructing robust alternatives to least squares for models with "heavy-tafled" error distributions.

In the simple location submodel the GSQ estimator simplifies to the conventional sample quantile. The important invariance properties of sample quantiles generalize nicely to the GSQ. And we have shown that the coefficients of the $\theta^{\text {th }}$ GSQ hyperplane are asymptotically multivariate normal with variance-covarlance matrix $\phi(\theta, F)\left(X^{\prime} X\right)^{-1}$, where $\phi(\theta, F)$ is the asymptotic variance of the $e^{\text {th }}$ sample quantile from a population with distribution function $F$.

The joint (asymptotic) distribution of the vector of GSQ parameter estimates must now be investigated, with the ultinate alm of studying the distribution of linear combinations of GSQ statistics. Natural generalizations to the linear model of trimmed means, inter-quantile midranges and other location estimntors are suggested by the GSQ estimator; it remains to investigate their statistical properties. At some point it will become essential to study small-sample properties of these estimators via MonteCarlo techniques, but at present the vast literature on sample quantiles and order statistics provides a rich source of theoretical analogues to be considered.

We first develop the expanston (5.2). The product over teh is multiplied and divided by the detcrminant of the matrix I - © which from the definition of 8 (see pagc 7 above) is diagonal, ( $T-K$ ) $x(T-K)$, with typical element $\left[\frac{k_{2}}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D}{ }_{\theta}\right]$. Taking logs we consider the sum,

$$
\ln S(\zeta)=\sum_{t \varepsilon \bar{h}} \ln \left[\frac{\sin _{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D} F\left(x_{t} \zeta\right)}{x_{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D} \theta}\right] \text {. }
$$

Expanding in Taylor series around $\zeta=\bar{\delta}$,

$$
\begin{aligned}
& \ln (\zeta)=\ln (\bar{\delta})+[(\zeta-\bar{\delta}) \cdot \nabla] \ln S(\bar{\delta}) \\
&+1 / 2![(\zeta-\bar{\delta}) \cdot \nabla]^{2} \ln S(\bar{\delta}) \\
&+1 / 3![(\zeta-\bar{\delta}) \cdot \nabla]^{3} \ln S(\tilde{\zeta})
\end{aligned}
$$

where $\nabla$ is the partial differentiation operator and the third order term is evaluated at $\tilde{\zeta}=(1-\tau) \bar{\delta}+\tau \zeta$.

Evaluating $1 n \mathrm{~S}$ and the higher order terms yields

$$
\begin{aligned}
& \ln S(\zeta)=\sum_{t \varepsilon \bar{h}} \ln \left[\frac{\frac{1}{2}\left(L_{t}^{D}+1\right)-\Delta_{t}^{D} \theta}{\frac{1}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D_{\theta}}}\right]=0 \\
& {[(\zeta-\bar{\delta})-\nabla] \text { in } S(\bar{\delta})=\sum_{t \varepsilon \bar{h}}\left[\frac{\sqrt{\theta(1-\theta)}}{T} f(\lambda)^{-1} \hat{\sigma}_{0}\right] \cdot \frac{\Delta_{t}^{D} f(\lambda)}{b_{2}\left(1+\Delta_{t}^{D}\right)-\Delta_{t}^{D_{\theta}}} x_{t}} \\
& =-[\theta(1-\theta) T]^{-\frac{1}{2}} \sum_{t \in \bar{h}}\left[\frac{\beta_{i}}{i}\left(1+\Delta_{t}^{D}\right)-\Delta_{t}^{D}\right] \Delta_{t}^{D}\left(x_{t} \delta\right) \\
& {[(\zeta-\bar{\delta}) \cdot \nabla]^{2} \ln S(\bar{\delta})=\sum_{t \in \bar{h}} \frac{\theta(1-\theta)}{T} \cdot f(\lambda)^{-2} \cdot f(\lambda)^{2} \cdot\left[\frac{1}{2}\left(1+\Delta_{t}^{\mathrm{D}}\right)-\Delta_{t} D_{\theta}\right]^{-2}\left(x_{i} \delta\right)^{2}} \\
& -\sum_{t \varepsilon \bar{h}} \frac{\theta(1-\theta)}{T} £(\lambda)^{-2} f^{\prime}(\lambda) \Delta_{t}^{D}\left[\frac{1}{2}\left(1+\Delta_{t}^{D}\right)-\Delta_{t} D_{\theta]}{ }^{-1}\left(x_{t}\right)^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow \sum_{t \varepsilon \bar{h}}[\theta(1-\theta) T]^{-1}\left[\left(\theta-\lambda_{2}+\sum_{=} \Delta_{t}^{D}\right]^{2}\left(x_{i} \delta\right)^{2}\right. \\
& -\sum_{t \in \bar{h}^{\prime}} f^{\prime}(\lambda) f(\lambda)^{-2}\left[\left(0-\xi_{2}\right)+\xi_{t} \Delta_{t}^{D}\right]\left(x_{t} \delta\right)^{2} \\
& =-\sum_{t \varepsilon \bar{h}}\left\{T^{-1}-[\theta(1-\theta) T]^{-1}\left[\left(\theta-\frac{1 / 2}{}\right)+\frac{1}{2} \Delta_{t}^{\nu}\right]\right\}\left(x_{t} \delta\right)^{2} \\
& -\sum_{t \in \bar{h}} f^{\prime}(\lambda) £(\lambda)^{-2}\left[\left(\theta-\beta_{2}\right)+1_{\Sigma} \Delta_{t}^{D}\right](x \cdot \delta)^{2} \\
& {[(\zeta-\bar{\delta}) \cdot \nabla]^{3} \ln S(\tilde{\zeta})=\sum_{t \in \bar{h}}[\theta(1-\theta) T]^{-3 / 2} f(\lambda)^{-3} W_{t}(\tilde{\zeta})\left(x_{t} \delta\right)^{3}}
\end{aligned}
$$

where,

$$
\begin{aligned}
& W_{t}(\tilde{\zeta})=\left[\frac{2 \Delta_{t}^{D} \cdot f\left(x_{t} \tilde{\zeta}\right)}{1+\Delta_{t}^{D}-2 \Delta_{t}^{D} F\left(x_{i} \tilde{\eta}\right)}\right]^{3}+\frac{12 f\left(x_{i} \tilde{\zeta}\right) f^{\prime}\left(x_{i} \tilde{\zeta}\right)}{\left(1+\Delta_{t}^{D}-2 \Delta_{t}^{D} F\left(x_{i} \tilde{\zeta}\right)\right)^{2}} \\
& +\frac{2 \Delta_{t}^{D_{f} \prime \prime}\left(x_{t} \tilde{\xi}^{\prime}\right)}{1+\Delta_{t}^{D}-2 \Delta_{t} D_{I}\left(x_{i} \tilde{\zeta}\right)}
\end{aligned}
$$

In the matrix notation of earlier bertions the expansion mey be written as,

$$
\begin{aligned}
\ln S(\zeta)= & -!(\theta(1-\theta) T]^{-\frac{1}{2}} 1^{\prime} \& D X(\bar{h}) \delta \\
& -\frac{b_{2} T^{-1} \delta^{\prime} X(\bar{h})^{\prime} X(\bar{h}) \delta}{} \\
& +\frac{1}{2}[\theta(1-\theta) T]^{-1} \delta^{\prime} X(\bar{h}) \prime \otimes X(\bar{h}) \delta \\
& -\frac{b_{2} f^{\prime}(\lambda) f(\lambda)^{-2} T^{-1} \delta^{\prime} X(\bar{h})^{\prime} \otimes D X(\bar{h}) \delta}{} \\
& +R(\zeta) .
\end{aligned}
$$

We now establish the four convergence results of Section 6 .
(1) $\quad \lim _{T \rightarrow \infty} T^{-\frac{1}{Y_{1}}} \mathcal{I}^{\prime} \oplus D X(\bar{h})=0$

Proof: From Condition II we have that,

$$
-11^{\prime} \leq 1^{\prime} \quad D \times(\bar{h}) \times\left(\bar{h} ;{ }^{\prime} \therefore(1-\theta) 1^{\prime}\right.
$$

Denote the middle term by $s^{\prime}$, then

$$
i^{\prime}, I^{\star} X(\bar{i})=s^{\prime} X(h) .
$$

$X(h)$ is a fixed matrix and the elements of s are bounded so the result follows.
(2) $\quad \underset{T \rightarrow \infty}{\lim } T^{-1} X(\bar{h}) \otimes D X(\bar{h})=\underset{T \rightarrow \infty}{\lim } T^{-1} X(\overline{\mathrm{~h}})^{\prime} \otimes X(\overline{\mathrm{~h}})=0$

Proof: We show that the matrix

$$
X(\bar{h})^{\prime} \Phi D X(\bar{h})=\sum_{t \in \bar{h}}\left[\left(\theta-\frac{1}{2}\right)+\frac{1}{2} \Delta_{t}^{D}\right] x_{t} x_{t}{ }^{\prime}
$$

is bounded for all $T$. The KxK matrices $x_{t} x_{t}$ ' are bounded, therefore there exists a matrix $C$ such that

$$
\Sigma\left[\theta-\frac{1}{2}+\frac{1}{2} \Delta_{t}{ }^{D}\right] x_{t} x_{t}{ }^{\prime} \leq C \Sigma\left[\theta-\frac{1}{2}+\frac{1}{2} \Delta_{t}{ }^{D}\right] .
$$

From result $1, f^{\prime} \hat{\Delta} X(\bar{h})=s^{\prime} X(h)$, and explicitly partitioning $X=[1: 2]$ we have from the intercept term,

$$
1^{\prime} \otimes 1=s^{\prime} 1 .
$$

But the elements of $s$ arc all bounded in the interval $[-\theta, 1-\theta]$, hence their sum is less than $K$, so,

$$
-K \theta \leq \Sigma\left[\theta-\frac{i_{2}}{2}+\frac{x_{2} \Delta_{t}}{D}\right] \leq K(1-\theta)
$$

and,

$$
-K \theta C \leq \chi(\bar{h})^{\prime} D X(\bar{h}) \leq K(1-\theta) C .
$$

Similarly, $1^{\prime} \not 1^{=}=-s^{\prime} 1$ and therefore the corresponding sum is also bounded and the result follows.
(3) $\quad \underset{\text { Tim }}{\text { lim }} \mathrm{T}^{-1} X(\overline{\mathrm{~h}})^{\prime} X(\bar{h})=$ ? for any hell

Proof: $X^{\prime} X=X(h)^{\prime} X(h)+X(\bar{h})^{\prime} X(\bar{h})$ but $X(h)$ 1s íxed so,

$$
\lim _{\mathrm{T} \rightarrow \infty} \mathrm{~T}^{-1} \mathrm{X}(\overline{\mathrm{~h}})^{\prime} \mathrm{X}(\overline{\mathrm{~h}})=\lim _{\mathrm{T} \rightarrow \infty} \mathrm{~T}^{-1} \mathrm{X}^{1} \mathrm{X}=\mathrm{Q}
$$

(4) $\quad \lim _{T \rightarrow \infty} R(\tilde{\zeta})=0$

Proof: Since

$$
0<1+\Delta_{t}^{D}-2 \Delta_{t}^{D} F\left(x_{t} \tilde{\zeta}\right)<2
$$

and $f, f^{\prime}, f^{\prime \prime}$ are bounded, it follows that $W_{t}(\tilde{\zeta})$ is bounded. The vector $x_{t}$ is bounded by hypothesis, hence there exists a number $C$ such that

$$
\left|W_{t}(\tilde{\zeta})\left(x_{t} \tilde{\zeta}\right)^{3}\right|<c<\infty
$$

and

$$
\begin{aligned}
|R(\tilde{\zeta})| & <\sum_{t_{\varepsilon} \bar{h}} 1 / 6(\theta(1-\theta))^{3 / 2} f(\lambda)^{-3} T^{-3 / 2} C \\
& <1 / 6(\theta(1-\theta))^{-3 / 2} f(\lambda)^{-3} T^{-\frac{1}{2}} C
\end{aligned}
$$

Therefore,

$$
\lim _{\mathrm{T} \rightarrow \infty} \mathrm{R}\left(\frac{\eta}{2}\right)=0 .
$$

Consider the density function，
（II．1）

$$
\begin{aligned}
& {\left[\frac{\theta(1-\sigma)}{T}\right]^{K / 2} f(\lambda)^{-K} \sum_{h \in H} \sum_{\operatorname{DE}} f^{\prime}(h) \quad\left|X(h)^{\prime} X(h)\right|^{\frac{1}{2}}|I-\otimes|} \\
& \cdot \prod_{t \in E^{\prime} 1} f\left(x_{t} \zeta\right) \prod_{t \varepsilon \bar{h}} \frac{\frac{1}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D_{F}} F\left(x_{t} \zeta\right)}{\frac{x_{2}}{2}\left(\Delta_{t}^{D}+1\right)-\Delta_{t}^{D_{\theta}}}
\end{aligned}
$$

The matrices $X(h)$ are bounded，as is $f(\cdot)$ and the bracketed fraction is uniformly bounded so there exists a constant $C_{1}$ such that（II．1）is less than，
uniformly for all $T$ and $\zeta \in R^{K}$ ．（状（A）denotes the number of elements in the set A．）Clearly，

$$
\begin{aligned}
& \#(H) \leq\left[\begin{array}{l}
T \\
K
\end{array}\right\}<T^{K} \\
& |I-B| \leq 2^{-(T-K)} .
\end{aligned}
$$

So（II．1）is bounded from above by

$$
\begin{aligned}
& C_{1}[\theta(1-\theta)]^{K / 2} T^{K / 2} 2^{-(T-K)} \text { 非 }\left[\mathcal{D}^{\prime}(\mathrm{H})\right] \\
& \left.\leq C_{2} T^{K / 2} 2^{-T} \text { 非 }[\mathrm{h})\right]
\end{aligned}
$$

when $C_{2}=C_{1} 2^{K / 2}$ ．It remalns to show that the number of elements in $\theta(h)$ increases no faster than $2^{T} \mathrm{~T}_{\mathrm{T}}-\mathrm{K} / 2$ ．

Let $A$ be a KxT matrix and $\varepsilon$ a $T$－vector whose elements are $\pm 1$ ．We wish to estimate the number of solutions，$\varepsilon$ ，to the symuetric system，

$$
-1 \leq A \varepsilon \leq 1 .
$$

We begin by considering the case in which $A$ expands by replication．

Let $A_{(1)}=\left(g_{1 f}\right)$ be a KiM matrix whose first $K$ columns are assumed to be invertible. Denote by $\Lambda_{(L)}$ the $L^{\text {th }}$ replication of $A_{(1)}$, and by $\alpha_{1 j}^{(L)}$ the entries of $A(L)$. If $s<M$, we have that ${ }_{1 r M+s}^{(r)} \quad a_{i s}$ for $r=0,1, \ldots, L-1$. Let $B=\left(b_{1 j}\right)$ be the inverse of the $k x k$ submatilx of $A(1)^{\text {i }}$ 1.e. $\sum_{k=1}^{K} b_{1 k} a_{k j}=\delta_{1 f}$ when $j \leq k$. Finally, set $T=L M$. We now consider the system of inequalities

$$
-1 \leq \sum_{r M+s=1}^{T} \alpha_{1 r M+s}^{(r)} \quad E_{r M+s} \leq 1 \quad(1=1, \ldots, K)
$$

We have,

$$
\sum_{r M+s=1}^{T} a_{1 r M+s}^{(r)}{ }^{\varepsilon} r M+s=\sum_{s=1}^{M} \sum_{r=0}^{L-1} a_{1 s^{E} r M+s}
$$

For any $I$-triple $\left(\varepsilon_{1}, \ldots, \varepsilon_{T}\right)$ let $p_{g}$ denote the number of the $\varepsilon_{r M+s}$
which are positive, $\tau=0,1, \ldots, L-1$. Thus the system may be rewritten as,

$$
\begin{array}{ll}
-1 \leq \sum_{s=1}^{M} a_{18}\left(p_{8}-\left(L-p_{s}\right)\right) \leq 1 & (1=1, \ldots, K) \\
-\frac{1}{2} \leq \sum_{3=1}^{M} a_{88} P_{8}-A(k) L \leq \frac{1}{2} & (k=1, \ldots, K)
\end{array}
$$

where $A(1)=\frac{1 / 2}{M} \sum_{8=1}^{M}$. Multiplying by $b_{1 k}$ we have,

$$
-\frac{b_{1 k}}{2} \left\lvert\, \leq \sum_{s=1}^{M} b_{1 k} a_{k s} p_{s}-b_{1 k} A(k) L \leq \frac{\left|b_{1 k}\right|}{2}\right.
$$

Summing over $k$ and setting,

$$
B(1)=\sum_{k=1}^{k}\left|\frac{b_{1 k}}{2}\right| ; \quad C(1)=\sum_{k=1}^{k} b_{1 k} A(k)
$$

de obtain,

$$
\begin{aligned}
& -B(1) \leq \sum_{s=1}^{M} \sum_{k=1}^{K} b_{1 k} a_{k s} p_{s}-C(1) L \leq B(1) \\
& -B(1) \leq p_{s}+\sum_{8=k+1}^{M} b_{1 k} 1_{k s} p_{s}-C(1) L \leq B(1) \quad(1-1, \ldots, K)
\end{aligned}
$$

Denote the L-tuple $\left(\varepsilon_{s}, \varepsilon_{M+s}, \ldots, \varepsilon_{(L-1) M+8}\right)$ by $E_{8}$. Then for each $8>K$ there are $2^{L}$ L-tuples $E_{s}$, so there are $2^{L(M-K)}=2^{T-L K}$ simultaneous choices for the $E_{s}: \quad s=K+1, \ldots, M$. Let $C$ be a fixed integer larger than $2 B(1)+1$ for all 1 . Then for each choice of the $E_{8}, \theta>K$, there are less than $C$ values for $p_{1}, 1 \leq K$ and for each of these $p_{1}$ there are at most $\binom{L}{L / 2}$ choices of $E_{1}$ with $p_{1}$ positive elements. By Stiring's formula there is a uniform constant $\hat{C}$ (independent of $L$ ) such that

$$
\left(\begin{array}{c}
\mathrm{L} / 2
\end{array}\right) \leq \tilde{c} \frac{2^{L}}{L^{\frac{1}{2}}}
$$

Setting $\hat{C}=C \hat{C}$ we obtain,

$$
\left(\hat{C} \frac{2^{L}}{\sqrt{L}}\right)^{K} 2^{T-L K}=\hat{C}^{K} \frac{2^{T}}{T^{K} / 2}=\hat{C}^{K} M^{K / 2} \frac{2^{T}}{T^{K} / 2}=C^{\prime} \frac{2^{T}}{T^{K} / 2}
$$

as a bound for the number of solutions. The constant $C^{\prime} 1 s$, of course, independent of $L$. Had we choser an asymetric system ( $\theta \neq \frac{1}{2}$ ), a smaller bound could have been constructed, since $\left[\begin{array}{c}L \\ L / 2\end{array}\right] \geq\left[\begin{array}{l}L \\ L\end{array}\right]=0<\theta<1$. The generalization of this result to reaker conditions on the design matrix remains elusive. A geometric analogy is suggestive however. The T-vectors, $\varepsilon$, may be thought of as vertices of a $T$ dimensional hypercube In a sphere of radius $\sqrt{\text { P. . The }}$ surface area of the sphere is proportional to $\mathrm{T}^{\mathrm{T} / 2}$ and the fraction of that area satisfying the K independent inequalities

$$
-1 \leq A C \leq 1
$$

is proportional to $\mathrm{T}^{-k / 2}$. Unfortunately the discrete vertices of the hypercube are not distributed uniformly on the sphere necesaitating a more delicate argument.

## Footnotes

1. See e.g. Andrews, et.al. [1] and Huber [9].
2. See the review articles by Huber [8] and Bickel [3], and the recent work of Yohal [13] and Relles [].0].
3. The primary exponent of this approach has been Bickel $[3,4]$.
4. For a discussion of degeneracy in lincar programming see Spivey and Thrall [12; pp. 90-99].
5. It w11I be noted that the case $\theta=\frac{1}{2}$ specializes the problem to the minimization of absolute deviations which has been extensively studied in recent years. For a review of this literature see Taylor [11] and Bassett [2].
6. The equivalence of Problems 1 and 2 for $\theta=\frac{1}{2}$ was $£ 1 r s t$ pointed out by Charnes, Cooper, and Ferguson [5].
7. This approach to the LAE $\left.(\theta=)_{g}\right)$ problem was developed by Bassett and is discussed In Taylor [11] and Bassett [2].
8. See Spivey and Thrall [12; chapter 3].
9. In the remainder of the pape: Conditions I and II will be used to characterize the GSQ estimator. Hence a unique solution to Problems 1 and 2 need not always axist. The properties of the GSQ estimator discussed in the next eection are valid for any element $B^{\star}$ ( $\theta$ ) In the solution set to Problems 1 and 2. For practical purposes, it may be convenient to adopt some arbitrary rule to gelect a single solution vector in the case of mitiple optimal solutions.
10. The general argument in this section parallels closely Cramer's proof of the asymptotic normality of ordinary sample quantiles; see $[6 ; \mathrm{pp} 367-70$.$] . The restrictive hypothesis of a replicated exper1-$
mental design 18 employed in Appendix $I I$ to calculate a unfform bound for the expression (6.1). A revisud veraion of the puper will generalize these results to weaker design conditions.
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