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## PREFACE

This text is prepared to meet the needs of the student who will contimue his mathematics as far as the calcolus, and is written in the spirit of applied mathematics. This does not imply that algebra for the engineer is a different smbject from algelora for the college man or for the secondary student who is prepared to take such a course. In fact, the topies which the engineer must emphasize, such as mumerical computations, checks, graphical methods, use of tables, and the solution of specific prohlems, are among the most rital features of the subject for any student. But important as these topies are, they do not comprise the substance of algelna, which enables it to serve as part of the foundation for future work. Rather they furnish an atmosphere in which that foundation may be well and intelligently laid.

The concise review contained in the first chapter covers the topics which have direct bearing on the work which follows. No attempt is made to repeat all of the definitions of elementary algebra. It is assumed that the student retains a certain residue from his earlier study of the subject.

The quadratic equation is treated with unnsual care and thoroughness. This is done not only for the purpose of review, but because a mastery of the theory of this equation is absohtely necessary for effective work in analytical geometry and calculus. Furthermore, a student who is well gromded in this particular is in a position to appreciate the methods and results of the theory of the general efuation with a minimum of effort.

The theory of equations forms the keystone of most courses in higher algebra. The chapter on this subject is developed gradually, and yet with pointed directness, in the hope that the processes which students often perform in a perfunctory manner will take on additional life and interest.

Thronghout the text the attempt is made to antiejpate the ditticulties of the student, and by the use of illustrative material to make the book readable, ineidentally redueing the labor of exposition on
the part of the instructor. In this connection $\$ \$ 18,19,69$, and 89 may be consulted as furnishing instances of the method of procedure.

The exercises are for the most part new, and serve not only to illustrate the text but to test and develop the power of the student at every turn.

The author is under obligation to Professors G. B. Pegram and C. H. Burnside for exercises from their special fields of science. Especial acknowledgment should be made to my colleague, Dr. H. W. Reddick, who has prepared a large part of the collection of exercises, and whose eriticisms, both destructive and constructive, have been invaluable throughout the preparation of the book.

Columbia University
HERBERT E. HAWKES
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## HIGHER ALGEBRA

## CHAPTER I

## INTRODUCTORY REVIEW

1. Factoring. The process of factoring consists in finding two or more expressions whose product is equal to a given expression.

In the type forms which are considered in this section it is assumed that all of the coefficients are integers. Unless the contrary is stated, only factors having integral coefficients are required. A prime expression has no factors with integral coefficients, except itself and 1.

Later in this text it will be necessary to find factors whose coefficients are not integral, but irrational, or even complex numbers. In every ease of this kind the nature of the problem in hand will indieate the type of factors desired.

The following suggestions will prove helpful in factoring:

1. First look for a monomial factor common to every term of the given expression. If one exists, separate the expmession into its arceltest monomial factor and the correspondiny polynomiel facters.
II. Then determine, from the form of the polynmmial fictor, with uhlich of the following types it should be classed, and use the method of factoriny applicuble to that type.
III. Proceed ayain as in II with each polynomial fiector whtained. until the original expression lus been sepuruted into its prime fuctors.

## TYPE FORMS

1. $a x+a y+b x+b y=(a+b)(x+y)$.
2. $a^{2}+2 a b+b^{2}=(a+b)(a+b)$.
3. $x^{2}+b x+c=(x+p)(x+q)$,
where $p$ and $q$ are two numbers whose sum is $b$ and whose produet is $c$.
4. $a x^{2}+b x+c$.

To factor expressions of this type, find two numbers whose algebraic sum is $Z$ and whose product is $a \cdot c$. Replace $b x$ by two terms in $x$ whose respective coefficients are the numbers just found, and factor by grouping terms.

Thus $6 x^{2}-13 x-5=6 x^{2}-15 x+2 x-5$

$$
=3 x(2 x-5)+(2 x-5)=(3 x+1)(2 x-5) .
$$

5. $a^{2}-b^{2}=(a+b)(a-b)$.
6. $a^{4}+k a^{2} b^{2}+b^{4}$.

This type can sometimes be reduced to type 5 by adding and subtracting a multiple of $a^{2} b^{2}$.
7. $\left\{\begin{array}{l}a^{n}+b^{n}=(a+b)\left(a^{n-1}-a^{n-2} b+a^{n-3} b^{2}-\cdots+b^{n-1}\right), \\ a^{n}-b^{n}=(a-b)\left(a^{n-1}+a^{n-2} b+a^{n-3} b^{2}+\cdots+b^{n-1}\right),\end{array}\right.$
when $n$ is odd. If $n$ is even, $a^{n}-b^{n}$ is the difference of two squares (type 5 ). In all other cases, if $n$ is a multiple of 3 , apply one of the special types

$$
\begin{aligned}
& a^{3}+b^{3}=(a+b)\left(a^{2}-a b+b^{2}\right) \\
& a^{3}-b^{3}=(a-b)\left(a^{2}+a b+b^{2}\right)
\end{aligned}
$$

8. $a^{2}+b^{2}+c^{2}+2 a b+2 a c+2 b c=(a+b+c)^{2}$.

## EXERCISES

Factor :

1. $x^{2}-7 x+27 x-27 x$.
2. $u^{9}-l^{9}$.
3. $a^{2}-y^{2}+2 y-1$.

$$
\begin{aligned}
& \text { Solution: } a^{9}-b^{9}=\left(a^{8}\right)^{3}-\left(b^{8}\right)^{3} \\
& \quad=\left(a^{3}-b^{3}\right)\left(a^{6}+a^{3} b^{3}+b^{6}\right) \\
& \quad=(a-b)\left(a^{2}+a b+b^{2}\right)\left(a^{6}+a^{3} b^{3}+b^{6}\right)
\end{aligned}
$$

4. $338 x^{2}-52 x z+2 z^{2}$.
5. $a^{12}+b^{12}$.
6. $(x-1)(2 x-3)-6$.
7. $x^{10}-y^{15}$.
8. $x-x^{7}$.
9. $a^{2} b^{3}-x^{2} y^{3}+a^{2} y^{3}-b^{3} x^{2}$.
10. $32-2 z^{4}$.
11. $b^{2}-x^{2}+4 a(a-b)$.
12. $a^{7}+b^{7}$.
13. $x^{2}-4 u^{2}+9 y^{2}-b^{2}-6 x y-4 a b$.
14. $2\left(a^{3}-1\right)+7\left(a^{2}-1\right)$.
15. $a b x^{2}+a b y^{2}-\left(a^{2}+b^{2}\right) x y$.
16. $a^{2}+9 b^{2}+25 c^{2}-6 a b-10 a c+30 b c$ 。
17. $\left(s^{2}-4\right)^{2}-(s+2)^{2}$.
18. $x^{3}-7 x^{2}+14 x-8$.
19. $x^{8}-7 x^{4} y^{4}+y^{8}$.
20. $x^{3}-4 x^{2}+8$.
21. $51 x^{2}+113 x y-14 y^{2}$.
22. $8 x^{4} y^{2}-6$ (i) $x^{2} y^{2}: z+8 y^{2} z^{2}$.
23. 2 , $r^{12}-1 \geqq 8$.
24. $(x-1)(x-2)(x-3)(x-4)-24$.
25. Simplification of fractions. To simplify an expression containing fraetions, it must le reduced to a simple fraction in which the numerator and the denominator lave no common factor. In reducing fractions to their simplest forms, one merely performs the indicated operations as directly as possible.

As a general rule, fractions with related denominators should be combined and the result reduced to its lowest terms before the whole expression is written as a single fraction. It is very desirable to be on the alert for opportunities to cancel factors from numerator and denominator of a given fraction. For this purpose the processes of factoring should be at ready command.

## EXERCISES

Simplify :

1. $\frac{1-\frac{1}{2}+\frac{1}{4}}{1+\frac{1}{4}+\frac{1}{16}}$.
2. $\frac{2^{1} \gamma-\left(\frac{2}{3}\right)^{2}}{1_{3}^{1}}+2 \frac{1}{9}$.
3. $1+\frac{1}{1+\frac{1}{1+\frac{1}{1+1}}}$.
4. $\frac{3(3.4-1.6)}{.027} \div \frac{(1.3)^{2}-(1.2)^{2}}{.1}$.
5. $1-\frac{2}{3-\frac{1}{3}}$.
6. $1-\frac{1}{1+\frac{1}{1-\frac{1}{1+1}}}$.
7. $\frac{a^{2}+b^{2}}{a^{2}-b^{2}}+\frac{a-b}{2(a+b)}+\frac{a}{b-a}+2$.
8. $\frac{a-b}{2(a+b)}-\frac{a^{2}+b^{2}}{b^{2}-u^{2}}-\frac{a}{a-b}+\frac{2 b}{a+b}$.
9. $3-\frac{2}{5+\frac{4}{7+\frac{6}{x}}}$.
10. $\frac{1}{x^{2}-\frac{x^{3}-1}{x+\frac{1}{x+1}}}$

$$
\begin{aligned}
& \text { 11. } \frac{2}{x-1}-\frac{2}{x}-\frac{1}{x^{2}}-\frac{1}{x^{3}} \\
& \begin{array}{ll}
\text { 12. } \frac{2}{5 x^{2}-10 x+5}+\frac{11}{25 x-25}-\frac{11 x-4}{25 x^{2}+100} . \\
\text { 13. } \frac{m-n-\frac{2 n(m-n)}{m+n}}{\frac{m^{2}+n^{2}}{m n+n^{2}}-1} & \text { 14. } \frac{a-b-\frac{a^{2} b-a b^{2}}{(a+b)^{2}}}{\frac{a+b}{a-b}+\frac{a^{2}+b^{2}}{a^{2}-b^{2}}}
\end{array}
\end{aligned}
$$

3. Roots and radicals. In applied mathematics the square roots or the cube roots of numbers are usually found from tables of square roots or cuhe roots, like those on page 215, or hy use of the slide rule. In problems where great accuracy is desired, more extensive tables may be used, the roots may be found by the use of logarithms, or, as a last resort, the root may actually be extracted by the rule found in the more elementary books on algebra. This rule finds its chief usefulness, however, in the extraction of roots of algebraic expressions.

The relation between the radical and the exponential notation is expressed by the formula

$$
\sqrt[b]{x^{a}}=(\sqrt[b]{x})^{a}=x^{\frac{a}{b}}
$$

where $a$ and $b$ are assumed to be integers, and $b$ is not zero.
The only exception to this assumption found in the present text appears in the chapter on logarithms, where irrational exponents are used.

In a fractional exponent the numerator indicates the power to which the number is to be raised, while the denominator gives the index of the root which is to be extracted.
4. Fundamental laws of exponents. The laws of exponents may be stated as follows:
I. Law of Multiplication,

$$
x^{a} \cdot x^{b}=x^{a+b}
$$

II. Law of Division, $x^{a} \div x^{b}=x^{a-b}$.
III. Law of Involution, or raising to a power,

$$
\left(x^{b}\right)^{a}=\left(x^{a}\right)^{b}=x^{a b} .
$$

In these three laws the letters $a$ and $b$ may have any real value. But the only occasion which we shall have in this book to consider any exponents more complicated than rational fractions will arise in the chapter on logarithms.

An important sperial rase arises under Law II when $a=b$. We then have

$$
1=x^{a} \div x^{a}=x^{n-n}=x^{0}
$$

which defines the meaning of a zero exponent. Expressed in words, this means that any number raised to the zero power equals unity.

When $a=0$, Law II defines the meaning of a negative exponent; namely, $\frac{1}{x^{b}}=x^{-b}$ and gives rise to the following rule for getting rid of negative exponents in any algebraic expression.

Any factor of the numerutor of "fruction many be talien from the numerator and uritten as a factor of the demominutor, and vice cerse, if the sign of the exponent of the fuctor be changed.

Thus

$$
2^{-3}=\frac{1}{2^{3}}=\frac{1}{8} ; \quad \frac{2 \cdot x^{-2}}{\sqrt[4]{4}_{16^{-3}}}=\frac{2 x^{-2}}{16^{-\frac{9}{2}}}=\frac{2 \cdot 16^{\frac{9}{2}}}{x^{2}}=\frac{2 \cdot 8}{x^{2}}=\frac{16}{x^{2}} .
$$

It is neeessary to observe carefully whether the expression affected by a negative exponent is a fuctor of the numerator or denominator before transferring it.

Thus $\quad \frac{a^{-1}+b}{c}=\frac{\frac{1}{a}+b}{c}=\frac{1+(b)}{a c}$, while $\frac{a^{-1} b}{c}=\frac{b}{a c}$.
In this text the symbol $\sqrt{ }$ will be used with the single meaning $+\sqrt{11}$, not $-\sqrt{11}$. If both values of the square root of a number are intended, both the plus and the minus sign will be written.
5. Rationalization. If the product of two irrational expressions is rational, each is ealled a rationalizing factor of the other.

Thus $\sqrt{2}$ multiplied by $\sqrt{2}$ gives the rational product 2. Hence they are rationalizing factors of each other. The numbers $-\sqrt{2}$ and $\sqrt{8}$ are also rationalizing factors of $\sqrt{2}$. Similarly, $a+\sqrt{b}$ is a rationalizing factor of $a-\sqrt{ } b$.

The process of rationalizing the denominator of a fraction consists in multiplying both terms of the fraction by a rationalizing factor of the demominator, so that in the simplified result the new denominator will be rational.

For purposes of computation it is convenient to rationalize the denominator of a fraction, since we are then able to compute the approximate value of the fraction much more rapidly.

The numerators of fractions are also often rationalized. In this process we multiply both terms of the fraction by a rationalizing factor of the mumerator.

## EXERCISES

1. Is $\sqrt{2}+\sqrt{3}=\sqrt{5}$ ? Is $\sqrt{2} \cdot \sqrt{3}=\sqrt{6}$ ?
2. Is $\sqrt{a^{2}+b^{2}}=a+b$ ? Is $\sqrt{x+y}=\sqrt{x}+\sqrt{y}$ ?
3. Is $\sqrt{x^{2}+u}=x \sqrt{1+u}$ ? Is $\sqrt{x^{2}+u x^{2}}=x \sqrt{1+u}$ ?
4. Is $x^{-2}+y^{-2}=\frac{1}{x^{2}+y^{2}}$ ? Is $x^{-2} \cdot y^{-2}=\frac{1}{x^{2} y^{2}}$ ?

Simplify the following:
5. $\sqrt{50}-\sqrt{32}+\sqrt{98}$.
6. $\sqrt[3]{16}+\sqrt{8}-\sqrt[6]{4}$.
7. $4 \sqrt{\frac{15}{2}}-\sqrt{\frac{3}{10}}+\sqrt{20}$.
8. $\frac{-2+\sqrt{12}}{2}+\frac{3-\sqrt{162}}{6}$.
9. $\frac{a-x+\sqrt{(a-x)^{2}+4 a x}}{2}$.
10. $\sqrt{\frac{a}{c}}-\sqrt{\frac{c}{a}}+\sqrt{\frac{a^{2}+r^{2}}{u c}+2}-\sqrt{\frac{a^{2}+c^{2}}{u c}-2}$.
11. $\sqrt{3} \cdot \sqrt[3]{2}+\sqrt[3]{12} \cdot \sqrt{\frac{1}{8}} \cdot \sqrt[6]{6}$.
12. $\frac{-b+\sqrt{b^{2}-4 a r}}{2 a} \div \frac{-b-\sqrt{b^{2}-4 a r}}{2 a}$.
13. Show that $\frac{1}{6}(5 \pm \sqrt{109})$ satisfies the equation $3 x^{2}-5 x-7=0$, if it be substituted for $x$.
14. Compute the value of $x^{3}-3 x^{2}+x+1$, if $x=1-\sqrt{2}$.
15. Show that $x=-1 \pm \frac{\sqrt{2}}{2}$ satisfies the equation

$$
2 x^{3}-7 x-2=0
$$

16. Show that each of the four numbers $\pm \sqrt{3} \pm \sqrt{2}$, when substituted for $x$, will satisfy the equation

$$
x^{4}-10 x^{2}+1=0 .
$$

17. Compute the value of
if

$$
\begin{aligned}
& 9 x(3 x-2)+2, \\
& x=\frac{1}{3}\left(1 \pm \frac{1}{\sqrt{3}}\right)
\end{aligned}
$$

18. Show that if

$$
\begin{gathered}
x^{3}+13 x^{2}-112 x+98=0 \\
x=-7(1+\sqrt{3}) .
\end{gathered}
$$

Simplify the following and express the result with positive exponents :
19. $\left(x^{-2} \sqrt{x^{3} \sqrt{4}}\right)^{4}$.
23. $\left(\frac{(11)^{-3}}{u^{-3} / l^{2}} \cdot \frac{1^{-\frac{1}{2}} h^{-\frac{8}{8}}}{\left.11^{-8} /\right)^{-1}}\right)^{-3}$.
20. $\left(\sqrt[8]{-27 . x^{9}}\right)^{-2}$.
24. $\frac{\left(\frac{a}{27} \div \frac{a^{-2}}{8}\right)^{-\frac{2}{b}}-x^{2}}{3 a^{-1}+2 x}$.

Change into an equivalent fraction with rational denominator:
25. $\frac{2 \prime \prime}{-b-\sqrt{b^{2}-4 a c}}$.
26. $\frac{y^{2}}{x+\sqrt{x^{2}-y^{2}}}$.
27. $\frac{\prime \prime-\sqrt{\mu^{2}-1}}{a+\sqrt{\mu^{2}-1}}$.
28. $\frac{\sqrt{x}+\sqrt{x+y}}{\sqrt{x}+\sqrt{y}+\sqrt{x+y}}$.

Change into an equivalent fraction with rational numerator:
29. $\frac{-b+\sqrt{1 i^{2}-4 a c}}{2 a}$.
30. $\frac{\sqrt{x+y}+\sqrt{x-y}}{\sqrt{x+y}-\sqrt{x-y}}$.

$$
\text { 31. } \frac{x+2-\sqrt{x^{2}-4}}{x+2+\sqrt{x^{2}-4}} \text {. }
$$

Find to three decimal places the value of:
32. $\frac{\sqrt{7}-\sqrt{5}}{\sqrt{7}+\sqrt{5}}$.
33. $\frac{15+7 \sqrt{3}}{9+5 \sqrt{3}}$.
34. $\frac{3}{3-2 \sqrt{3}}-\frac{3}{3+2 \sqrt{3}}$.
38. $\sqrt{\frac{\frac{1}{2} \sqrt{3}-\frac{1}{\sqrt{2}}}{\frac{1}{2} \sqrt{3}+\frac{1}{\sqrt{2}}}}$.
35. $\sqrt[n]{\frac{16}{2^{4+n}}}$.
36. $\frac{13 \sqrt{15}-7 \sqrt{21}}{13 \sqrt{1 \frac{2}{3}}-7 \sqrt{2 \frac{1}{3}}}$.
39. $\sqrt[8]{4 a^{-\frac{2}{3}}+b^{0} \sqrt{a b^{-1}}}$, when $"=-32, b=-S$.
40. $\sqrt{\frac{3}{2} r^{\frac{2}{3}}-\sqrt[3]{r s^{-2}}}$,
when $p=8, \quad r=3$,

$$
s=-1, t=9 .
$$

37. 

$$
\frac{\sqrt{\frac{3}{2}}-\sqrt{\frac{8}{27}}}{\sqrt{2}\left(\sqrt{3}+\frac{1}{\sqrt{3}}\right)}
$$

41. $\frac{\sqrt{7}+\sqrt{5}-\sqrt{2}}{\sqrt{7}+\sqrt{5}+\sqrt{2}}$.
42. The Binomial Theorem. The formula for the expansion of any positive integral power of the binomial expression $a+b$ is as follows:

$$
\begin{align*}
(a+b)^{n}=a^{n} & +\frac{n}{1} u^{n-1} b+\frac{n(n-1)}{1 \cdot 2} u^{n-2} b^{2} \\
& +\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} u^{n-3} b^{3}+\cdots+b^{n} \tag{1}
\end{align*}
$$

From this expansion the following rule for writing down the successive terms of a particular expansion may be deduced.

The first term is $a^{n}$ and the lust is $b^{n}$.
The secourl term is $n a^{n-1} b$.
The exponents of a decrease by 1 in each term after the first.
The exponents of b increase ly 1 in euch term "fter the second.
The proctuct of the coefficient of any term and the papponent of a in that term, divided by the exponent of $b$ increased by 1, gires the coefficient of the nert term.

The sign of each term of the expansion is + if a and bare positive ; the signs of the even-numbered terms are - if b only is negative.

The mmber of terms in the expansion is $n+1$.
This formula can be established in elementary algebra ouly when $n$ is a positive integer. But the same form of expansion, except for the last term, is valid when the exponent is fractional or negative, provided $b$ is numerically less than a. This condition is necessary in order that the resulting series, which has an infinite number of terms, may have a meaning. With the restriction noted, we shall assume the validity of expansion (1) for any rational value of $n$ without attempting to give a proof. A rigorous demonstration demands a knowledge of the calculus.

## EXERCISES

Expand Exercises 1-3 completely ; 4-8 to five terms:

1. $(2 x+y)^{4}$.
2. $(1+x)^{-2},|x|<1$.

Note. By $|x|$ is meant the mu-
2. $(1-x \sqrt{2})^{5}$.
3. $\left(\frac{11}{2}+\frac{l}{3}\right)^{3}$. merical value of $x$ regarding the sign as positive. Thus $|-2|=+2$. $|x|$ is called the absolute value of $x$.
5. $\left(\ell^{-\frac{1}{6}}+\frac{l^{2}}{2}\right)^{-4}$.
6. $\frac{1}{x^{-2}+3}$.
7. $\left(\frac{2}{x}+1\right)^{\frac{8}{2}}$.
8. $\left(1-\frac{2 x}{y}\right)^{-\frac{2}{3}}$.
9. Obtain the expansion $\left(1-\frac{2}{5}\right)^{\frac{3}{2}}=\frac{3}{10}-8^{1}-10 \frac{1}{000}-\cdots$.
10. Show also that $\left(1-\frac{2}{5}\right)^{\frac{5}{2}}=\frac{1}{125} \sqrt{15}$.
11. Show from each of the above results that an approximate value of $\left(1-\frac{2}{5}\right)^{\frac{5}{2}}$ is .279 .
7. Ratio and proportion. The ratio of one number to a second number is the fraction found by dividing the first number by the second.

The ratio of $a$ to $b$ is denoted by $a: b$ or by $\frac{a}{b}$.
The dividend in this implied division is called the antecedent ; the divisor is called the consequent.

Four numbers, $", b, c, d$, are in proportion when the ratio of the first pair equals the ratio of the second pair.

This is denoted by $a: b=c: d$ or by $\frac{a}{b}=\frac{c}{d}$.
The letters $a$ and $d$ are called the extremes, $b$ and $c$ the means, of the proportion.

If $a, b, c, d$ are in proportion, that is, if
then

$$
\begin{align*}
a: l & =r: l  \tag{I}\\
a l & =b c  \tag{II}\\
b: a & =l: c  \tag{III}\\
a: c & =b: d \\
a+b: b & =c+l: l  \tag{V}\\
a-b: l & =r-a: d  \tag{II}\\
a+b: a-b & =r+l: c-l . \tag{VII}
\end{align*}
$$

Equation (III) is said to be derived from (I) by inversion.
Equation (IV) is said to be derived from (I) by alternation.
Equation (V) is said to be derived from (I) by addition.
Equation (VI) is said to be derived from (I) by subtraction.
Equation (VII) is said to be derived from (I) by addition and subtraction.
8. Variation. The number,$x$ is said to vary directly as the number $y$ when the ratio of $x$ to $y$ is constant. This we symbolize by
where $k$ is a constant.

$$
x \propto y, \text { or } \frac{x}{y}=k,
$$

The number $x$ is said to vary inversely as the number $y$ when $x$ varies directly as the reciprocal of $y$. Thus $x$ varies inversely as $y$ when

$$
x \propto \frac{1}{y}, \text { or } \frac{x}{\frac{1}{y}}=x y=k,
$$

where $k$ is a constant.
The intensity of a light varies inversely as the square of the distance of the light from the point of observation. If / represents the intensity of the light and $d$ its distance from the point of observation, we have

$$
l \propto \frac{1}{d^{2}}, \text { or } \frac{l}{\frac{1}{d^{2}}}=l l^{2}=l
$$

where $k$ is a constant.
The nomber $x$ is said to vary jointly as $y$ and $z$ when it varies directly as the product of $y$ and $z$. Thus $r$ varies jointly as $y$ and $z$ when

$$
x \propto y z, \text { or } \frac{x}{y z}=k,
$$

where $k$ is a constant.

## EXERCISES

1. Prove that if $a: b=c: l=e: f$, then

$$
\frac{k a+l r-m e}{k b+l d-m f}=\frac{d}{b}
$$

2. Prove that if $a: b=c: l$, then

$$
\frac{a^{2}+b^{2}}{a b}=\frac{c^{2}+d^{2}}{c d} .
$$

3. The surfaces of similar solids have the same ratio as the squares of their corresponding dimensions, and their volumes have the same ratio as the cubes of their corresponding dimensions. What is the ratio of the surfaces of two cubes if the volume of one is twice that of the other? What is the ratio of the volumes of two spheres if the surface of one is twice that of the other?
4. If $x \propto y$, and $x=6$ when $y=10$, find $y$ when $x=15$.
5. If $x \propto \frac{1}{y}$, and $x=4$ when $y=100$, find $x$ when $y=10$.
6. If $x \propto y \approx$, and $x=3$ when $y=4$ and $z=5$, find $x$ when $y=20$ and $\approx=2$.
7. A man 6 fret tall is walking directly away from a lamp-post 10 feet high. Find the ratio of the lemgth of his shadow on the ground, to the distance of the further end of his shandow from the lamp-post. How long is the man's shadow when he is '0 feet from the lamp-post?
8. The safe load of a horizontal heam supported at hoth ends varies jointly as the breadth and the square of the depth, and inversely as the length between supports. If a 3 by 9 inch beam los feet long, standing on edge, safely supports a weight of 1800 pounds, find the safe load of a $2 \frac{1}{2}$ by 6 inch beam of the same material $S$ feet long.
9. The weight of a body above the surface of the earth varies inversely as the square of its distane from the center of the earth, and its weight below the surface varies directly as its distance from the center. A hody weighs 100 pounds at the surfare of the earth. What would it weigh 1000 miles ahove the surface? 1000 miles below the surface? (Radius of the earth $=4000$ miles.)
10. A disk 1 foot in diameter held 1.2 feet from the eye just obscures a ball whose center is 13 feet from the eye. If the ball is moved away so that the distance of its center from the eye is 25 feet, how far from the eye must the disk be held so that the ball is just obscured ?
11. If $x^{-\frac{2}{3}}: 2=1: x^{\frac{1}{6}}$, what is the value of $x$ ?
12. A and $P$ are 6 and 16 years old respectively. In how many years will the ratio of their ages he $2: 3 \cdot$ ?
13. The time required by a pendulum to make one vibration varies as the square root of its length. If a pendnlum 100 centimeters long vibrates once in 1 second, find the time of one vibration of a pendulum $S 1$ centimeters long. What is the length of a pendulum which vibrates once in 2 seconds:
14. The volume of a cylinder varies jointly as its altitude and the square of its diameter. The diameter of two eylinders are in the ratio $3: 2$, and the volume of the second is two fifths that of the first. Find the ratio of their altitudes.
15. Kepler's third law of planetary motion states that the square of a planet's time of revolution varies as the cube of its mean distance from the sum. The mean distances of the earth and Mercury from the sum are 93 and 36 millions of miles respertirely. Find the time of Mercury's revolution.
16. The electric resistance of a wire varies directly as its length and inversely as the square of its diameter. Its weight varies jointly as its length and the square of its diameter. What must be the length and diameter of a wire which is to have double the resistance but only two fifths the weight of a wire of the same material 100 feet long and .02 inch in diameter?
17. Arithmetical progression. An arithmetical progression is a succession of terms in which each term after the first, minus the preceding one, gives the same number.

This number is called the common difference and may be positive or negative.

The formulas for the $n$th term, $t_{n}$, and for the sum of $n$ terms, $S_{n}$, respectively, are as follows :

$$
\begin{aligned}
t_{n} & =a+(n-1) d, \\
S_{n} & =\frac{n}{2}\left(a+t_{n}\right),
\end{aligned}
$$

where $a$ is the first term, $n$ the number of terms, and $d$ the common difference.
10. Geometrical progression. A geometrical progression is a succession of terms in which each term after the first, divided by the preceding one, always gives the same number. This constant quotient is called the ratio.

The formulas for the $n$th term, $t_{n}$, and for the sum of the first $n$ terms, $S_{n}$, respectively, are as follows:

$$
\begin{aligned}
t_{n} & =a r^{n-1} \\
S_{n} & =\frac{a-a r^{n}}{1-r}
\end{aligned}
$$

where $a$ is the first term, $n$ the number of terms, and $r$ the ratio.
When $r$ is numerically less than 1 , the successive terms of a geometrical series become numerically less and less, and the sum of $n$ terms approaches a fixed number as a limit as $n$ increases indefinitely. This limit is called the sum of the infinite geometrical series, and is given by the formula

$$
S_{\infty}=\frac{a}{1-r} .
$$

This formula must never be used when $r$ is greater than unity, for in that case the corresponding series does not approach a limit.

## EXERCISES

1. Find the 10 th term and the sum of the first 10 terms of the progression $1, \frac{3}{2}, 2, \frac{5}{2}, \cdots$.
2. Find the $(n-2) d$ term and the sum of the first $n-1$ terms of the progression $a, a+d, a+2 d, \cdots$.
3. Find the Sth term and the sum of the first 8 terms of the progression $2,3, \frac{9}{2}, \cdots$.
4. Find the sum of the infinite series $3-1+\frac{1}{3}-\cdots$.
5. (a) Find the sum of the infinite series

$$
\begin{equation*}
1+\frac{1}{x}+\frac{1}{x^{2}}+\cdots \tag{x>1}
\end{equation*}
$$

(b) Find the sum of the series $1+\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\cdots$.
6. A body starting from rest falls 16 feet the first second, 48 the next, 80 the next, and so on. How far does it fall during the 10th second? How far has it fallen at the end of the 10 th second?
7. Using the information given in the preceding exercise, deduce a general formula for the distance that a body will fall in $t$ seconds.
8. A man standing on a cliff wishes to determine his height above its foot. He drops a stone and notiees that it strikes the ground in 4 seconds. How high is the cliff?
9. The first term of a geometrical progression is 225 and the fourth term is $14 \frac{2}{5}$. Find the series and sum it to infinity.
10. Twelve potatoes are placed in line at distances $6,12,18, \ldots$ feet from a basket. A boy, starting from the basket, picks up the potatoes and earries them back one at a time to the basket. How far must he run to complete the potato race?
11. How far must a boy run in a potato race if there are $n$ potatoes at a distance $d$ feet apart, the first being at a distance $a$ feet from the basket?
12. A chain letter is written, each person receiving the letter remriting it and sending it to two others. If the first person sends out two letters, how many letters will have been written after all the tenth letters of the chain have been sent?
13. A chain letter is written, each person in the chain sending out a letters. How many letters will have been written after all the $n$th letters of the chain have been sent?
11. Linear equations in one variable. The following definitions may be found useful for reference.

An equation is a statement of equality between two equal numbers or number symbols.

Equations are of two kinds - identities and equations of condition.
An arithnetical or an algebraic identity is an equation in which, if the indicated operations are performed, the two members become precisely alike, term for term.

For example,

$$
\begin{gathered}
(a-b)^{2}=a^{2}-2 a b+b^{2}, \quad a \cdot \frac{b}{a}-b=0, \quad \text { and } 2^{3}-3 \cdot 2^{2}-4 \cdot 2+12=0, ~
\end{gathered}
$$ are identities.

A literal identity is true for any value of the letters involved.
An equation which is true only for certain values of the letter or letters involved is an equation of condition, or simply an equation.

For example, $x-2=0,(x-1)(x+3)=0$, and $x^{2}-1=y^{2}$ are equations of condition.

A number or number symbol which being substituted for the mnknown letter in an equation changes the equation to an identity is said to satisfy the equation.

After the substitution is made it is usually necessary to simplify the result before the identity becomes apparent.

A root of an equation is any number or number symbol which satisfies the equation.

We assume the following
Axion. If equals lie added to, subtracted from, multiplied by, or divided by equals, the results are equal.

As always, we exclude division by zero. In dividing each member of an equation by an algebraic expression one must note for what values of the letters the divisor vanishes and exclude these values from the discussion.

An equation is solved when its roots have been found. The process of solution is the applieation of the foregoing axiom to the equation in such a manner as to obtain the unknown alone in one member of the equation.

Suppose the equation $4 x-7=17$ is given, and the numerical value of $x$ is wanted. The validity of the equation is not affeeted if 7 is added to each member; that is, if we write $4 x=24, x$ remains the same number as in the original equation. The same
may be said if we divide cach side of the new equation by 4 and obtain $x=6$. It is of the greatest importance to umderstand that when we perform the operations mentioned in the axiom, we are not getting anything now, but are expressing in a more available form some symbol whose precise value did not appear elearly from the origimal equation. In the illustration just used $\dot{x}$ is no more truly equal to 6 after our process of solution than it was before; it must be equal to 6 if this particular statement is an equation. Wee have merely rewritten the equation $4 x-7=17$ so that $x$ appears alone in one member. From this point of view the fact that the number which one oltains as a result of solving an equation satisfies the equation should not be surprising. If the work has been correetly done, it is impossible that it shonk be otherwise, for the unknown is the same number at the end of the solution that it was at the begimming.

We may say, then, that the root of an equation is obtained by modifying the form of the original equation so as to display the value of the letter, which for the time being is unknown, in terms of what is mmerically known. It cannot be too strongly insisted that the solution of an equation consists in finding its roots, and that the only property of a root of an equation which distinguishes it from other numbers is that it satisfies its equation. If in the hypothesis of a theorem a number is given as the root of a certain equation, we know that if the number be substituted for the unknown, the resulting equation is an identity.

When we change an equation from one form to another in the process of solving, it is assumed that $x$ ean have no value which would reduce to zero the denominator of any fraction appearing in the process.

## EXAMPLES

1. Solve the equation

$$
\frac{2 x}{3}\left(1+\frac{\pi}{x}\right)+\frac{3 x}{4}\left(1+\frac{4}{x}\right)=0 .
$$

Solution. Here we assume that $x$ camot equal 0 , for this would cause the denominators of two fractions to become 0 .

Multiplying. we have

$$
\frac{2 . x}{3}+\frac{10 x}{3 x}+\frac{3 x}{4}+\frac{12 x}{4 x}=0 .
$$

Since $x$ is not 0 , we can divide it out of both the numerator and denominator of the second fraction and the fourth fraction. This gives

$$
\begin{gathered}
\frac{2 x}{3}+\frac{10}{3}+\frac{3 x}{4}+3=0 . \\
8 x+40+9 x+36=0 . \\
17 x=-76 . \\
x=-\frac{7}{17} .
\end{gathered}
$$

Check.

$$
\begin{aligned}
& \frac{2\left(-\frac{7}{5} \frac{6}{7}\right)}{3}\left(1+\frac{5}{-\frac{76}{1} \frac{1}{7}}\right)+\frac{3\left(-\frac{7}{1} \frac{6}{7}\right)}{4}\left(1+\frac{4}{-\frac{76}{1}}\right) \\
& \quad=-1 \frac{152}{5} \cdot\left(-\frac{9}{76}\right)-\frac{228}{68} \cdot \frac{8}{76} \\
& \quad=\frac{6}{17}-\frac{6}{17}=0 .
\end{aligned}
$$

2. Solve the equation

$$
\frac{1}{a+b}+\frac{a+b}{x}=\frac{1}{a-b}+\frac{a-b}{x}
$$

Solution. We assume that $a+b \neq 0, a-b \neq 0, x \neq 0$.
Clearing of fractions,

$$
a x-b x+a^{3}-a b^{2}+a^{2} b-b^{8}=a x+b x+a^{3}-a b^{2}-a^{2} b+b^{3}
$$

Transposing,

$$
\begin{aligned}
-2 b x & =-2 a^{2} b+2 b^{3} . \\
x & =a^{2}-b^{2} .
\end{aligned}
$$

In taking this step we have assumed that $b \neq 0$.
Check. Substituting $a^{2}-b^{2}$ for $x$ in the original equation, it becomes

$$
\frac{1}{a+b}+\frac{a+b}{a^{2}-b^{2}}=\frac{1}{a-b}+\frac{a-b}{a^{2}-b^{2}},
$$

which, under the assumption that $a+b \neq 0, a-b \neq 0$, reduces to

$$
\frac{1}{a+b}+\frac{1}{a-b}=\frac{1}{a-b}+\frac{1}{a+b}
$$

an identity. Hence $a^{2}-b^{2}$ is a root if $b \neq 0$.
In the course of the foregoing solution, the value $b=0$ was excluded. The equation must now be considered for this special case. If $b=0$, the original equation becomes

$$
\frac{1}{a}+\frac{a}{x}=\frac{1}{a}+\frac{a}{x}
$$

which is an identity. Hence $x$ is indeterminate.

## Shorter solution of example 2 :

Transposing, $\quad \frac{a+b}{x}-\frac{a-b}{x}=\frac{1}{a-b}-\frac{1}{a+b}$,

$$
\begin{aligned}
\frac{2 b}{x} & =\frac{2 b}{a^{2}-b^{2}} \\
x & =a^{2}-b^{2}
\end{aligned}
$$

with the same restrictions on the letters as before.

## EXERCISES

Solve the following equations and in each case verify the fact that the result satisfies the equation:

1. $\frac{7 x}{3}-\frac{1}{6}=\frac{9 x}{4}$.
2. $\frac{5 x-7}{6}-\frac{5}{2}\left(\frac{4-x}{10}\right)=\frac{15 x-22}{6}$.
3. $.5704-.20 x=19.6512-.016 x$.
4. $\frac{c y}{2 d}-c^{2}=\frac{2 d y-c^{3}}{c}$.
5. $\frac{1}{2}\left(x-\frac{a}{3}\right)-\frac{1}{3}\left(x-\frac{a}{4}\right)+\frac{1}{4}\left(x-\frac{a}{5}\right)=0$.
6. $\frac{3 a b c}{a+b}+\frac{a^{2} b^{2}}{(a+b)^{3}}+\frac{(2 a+b) b^{2} x}{a(a+b)^{2}}=3 c x+\frac{b x}{a}$.
7. $1.2 x-\frac{.18 x-.05}{.5}=.4 x+8.9$.
8. $\frac{x}{4}(x-1)-\left(\frac{x+1}{2}\right)^{2}=\frac{2}{3}\left(x-\frac{1}{2}\right)$.
9. $0=\frac{2 x}{3}-\frac{x}{2}+\frac{x}{6}-1_{4}^{3} x+2 \frac{4}{3}-3_{\frac{?}{10}} x+61$.
10. $2 x-3=2.25 x-5-.4 x+2.6$.
11. . $5555=5.55 x+333.33-44.4 x-30.91$.
12. $0=2 x-3\left(5+\frac{3}{4} x\right)+\frac{2}{3}(4-x)-\frac{1}{4}(3 x-16)$.
13. $11-\left(\frac{3 x-1}{4}+\frac{2 x+1}{3}\right)=10-\left(\frac{2 x-5}{3}+\frac{7 x-1}{8}\right)$.
14. $\frac{2}{7}\left\{1_{1}^{5}\left[\frac{7}{8}\left(\begin{array}{l}3 \\ 4\end{array} x+5\right)-10\right]+3\right\}-8=0$.
15. $7 \frac{1}{3} x-2 \frac{1}{2}-\left[4 \frac{1}{2}-\frac{1}{2}\left(3 \frac{1}{3}-5 x\right)\right]=1 S_{\frac{1}{3}}$.
16. $\frac{7}{3}-\frac{13 x-24}{3 x}=\frac{10}{x}-\frac{37}{20}-\frac{13}{5 x}$.
17. $\frac{\frac{3}{3}(5 x+1)}{\frac{2}{3}(4 x-1)}=\frac{3}{2}$.
18. $\frac{1}{x+\frac{1}{3}}=3-\frac{1}{3}$.
19. $\frac{1.3-3 x}{2}=\frac{1.8-8 x}{1.2}-\frac{5 x-.4}{.3}$.
20. $\frac{3}{4} \cdot \frac{4 x-5}{3 x-7}=\frac{5}{7} \cdot \frac{7 x-3}{5 x-4}$.
21. $6(x-6)=\frac{3 x-14}{x-4}(2 x-11)$.
22. $a b-(x-r) d=c(d+r)$.
23. $m(a+b-x)=n(t+b-x)$.
24. $(a+c-x)(a+b)+(a-c+x)(a-b)=2 a^{2}$.
25. $(a-b)(a-c)(a+x)+(a+b)(a+c)(a-x)=C$.
26. $\frac{a \cdot x}{b}+\frac{b r}{a}+\frac{2(b b}{a+b}=\frac{(a+b)^{2} \cdot r}{a b}$.
27. $\frac{a-x}{a}+\frac{b-x}{b}+\frac{c-x}{r}=3$.
28. $\frac{1}{3}\left[\frac{1}{3}\left(\frac{1}{3}\left(\frac{1}{3}\left(\frac{1}{3} x+2\right)+2\right)+2\right)+2\right]=1$.
29. $\frac{1}{2}\left[\frac{1}{2}\left(\frac{1}{2}\left(\frac{1}{2}\left(\frac{1}{2} x-1\right)-1\right)-1\right)-1\right]=1$.
30. $\frac{\frac{2}{3} x-\frac{2}{3}}{\frac{2}{3}-x}-\frac{2}{3}=\frac{2}{3}-\frac{\frac{2}{3} x+\frac{2}{3}}{\frac{2}{3}-x}$.
31. $\frac{a-\frac{1}{x}}{a+\frac{1}{x}}-\frac{1}{x}=\frac{x-\frac{1}{a}}{x+\frac{1}{a}}-\frac{1}{a}$.
32. $\frac{9}{x-51}-\frac{9}{x-15}=\frac{2}{x-81}-\frac{2}{x+81}$.
33. $\frac{3 x-7}{2 x-9}-\frac{3(x+1)}{2(x+3)}=\frac{11 x+3}{2 x^{2}-3 x-27}$.
34. $\frac{x-a}{x-m}+\frac{x-b}{x-n}=2$.
35. $\frac{a^{2} b-x}{a}+\frac{b^{2} c-x}{b}+\frac{c^{2} a-x}{c}=0$.
36. $\frac{a+1}{x}: \frac{b-1}{x}=(a+x):(b-x)$.
37. $(x-a \sqrt{b}):(x-b \sqrt{a})=\sqrt{b}: \sqrt{a}$.
38. $\frac{a c}{b(a-l) m}-\frac{(m+n)^{2} \cdot x}{b m}-\frac{n \cdot x}{b}=\frac{c}{(\pi-b) m}-\frac{3 n x}{b}$.
39. $\frac{a^{2}+l^{2}}{b}(x-a)+\frac{a^{2}-b^{2}}{a}(x-b)=2 a(2 a+b-r)$.
40. Linear equations in two variables. In the last section it was seem that any linear erpation in one unknown may be solved; that is, its root may be found. The equation u. $r+b=0$, which is the most general form for the linear equation in one variable, has one and only one root, namely $x=-\frac{b}{l \prime}$, for this is the only number which, when substituted for the nuknown in such an equation, will satisfy it.

If we consider a linear equation in two unknowns, as, for example, $2 x-3 y=6$, it appears that for any particular value of $y$ the equation hecomes a linear erfuation in the single unknown $x$, and therefore has one root. Hence this equation has not only a single pair of values which satisties it, but comutless pairs.

For instance, if we let $y=1$, the equation becomes $2 x-3=6$, which has the root $\frac{9}{2}$. If $y=4, x$ has the value 9 .

If we have two linear equations, each in two unknowns, each is satisfied by comntless pairs of numbers. The process of solving the system of two equations determines whether there is any pair of values of the unknowns which satisfies both equations simultaneously. For this reason the two equations may be called a simultaneous system of equations. Usually such a system has one and only one pair of common roots. Sometimes no such values exist. In the latter case the equations are called incompatible. If two equations become identical when each member of one of them is multiplied by some constant, they are called dependent equations. As a general thing pairs of equations are independent and compatible.

## EXAMPles

1. Solve $\left\{\begin{array}{l}3 x+y=5, \\ 2 x-5 y=9 .\end{array}\right.$

Solution. Multiplying (1) by 5 and adding (2),

| $15 x+5 y$ | $=25$ |
| ---: | :--- |
| $\frac{2 x-5!}{17 x}$ | $=9$ |
| Substituting in (1), | $=34$ |
| $x$ | $=2$. |
| $6+y$ | $=5$, |
| $y$ | $=-1$. |

Check. Substitute in (1) and (2), $6-1=5.4+5=0$.
2. Solve $\left\{\begin{array}{l}a x+b y=\left(a^{2}-b^{2}\right) c, \\ b x-a y=2 a b c .\end{array}\right.$

Solution. Multiplying (1) by $a$, (2) by $b$, and adding,

$$
\begin{aligned}
& a^{2} x+a b y=\left(a^{2}-b^{2}\right) a c \\
& \frac{b^{2} x-a b y}{}=2 a b^{2} c \\
& \hline\left(a^{2}+b^{2}\right) x=\left(a^{2}+b^{2}\right) a c \\
& x=a c .
\end{aligned}
$$

Substituting in (2),

$$
\begin{aligned}
a b c-a y & =2 a b e_{y} \\
-a y & =a b c, \\
y & =-b c .
\end{aligned}
$$

Check. Substituting the values found for $x$ and $y$ in (1) and (2), we obtain

$$
\begin{aligned}
a^{2} c-b^{2} c & =\left(a^{2}-b^{2}\right) c \\
a b c+a b c & =2 a b c
\end{aligned}
$$

## EXERCISES

Solve the following systems of equations and check the results:
1.
$4 x+2 y=0$,
$3 x-y=15$.
6. $\begin{aligned} & 2 \frac{1}{4} x=3 \frac{1}{3} y+4, \\ & 2 \frac{1}{5} y=3 \frac{1}{3} x-47 .\end{aligned}$
2. $8 x-3 y+16=0$,
$5 y+6 x=17$.
7. $\begin{aligned} & \frac{3}{4} x-\frac{1}{2}(y+1)=1, \\ & \frac{1}{3}(x+1)+\frac{3}{4}(y-1)=9 .\end{aligned}$
3. $11.3 x+.125 y=1255$,
$10.3 x-y=30$.
8. $\begin{aligned} & 3.5 x+2 \frac{1}{3} y=13+4 \frac{1}{7} x-3.5 y, \\ & 21 x+.8 y=221+7 x-31 y\end{aligned}$
$7 x-10 y=.1$,
$11 x-16 y=.1$.
9. $\begin{aligned} & x: y=3: 4, \\ & (x-1):(y+2)=1: 2 .\end{aligned}$
5. $\begin{aligned} & 23 x+15 y=4 \frac{1}{4}, \\ & 48 x+45 y=18 .\end{aligned}$
10. $\begin{aligned} & (x+4):(y+1)=2: 1, \\ & (x+2):(y-1)=3: 1 .\end{aligned}$
11. $(x+1):(y+1):(x+y)=3: 4: 5$.
12. $(x-2):(x+1):(x+y-3)=3: 4: 5$.
13. $(x-5):(y+9):(x+y+4)=1: 2: 3$.
14.

$$
\begin{aligned}
& (x+y-4):(2 x+y+1)=1: 2 \\
& (2 x+y-9):(x+2 y+7)=3: 4
\end{aligned}
$$

15. $\frac{x+1}{3}-\frac{y+2}{4}=\frac{2(x-y)}{5}$, $3(x-3)-4(y-3)=12(2 y-x)$.
16. 

$$
\frac{3 x+2 y}{5}+\frac{5 x+3 y}{3}=x+1
$$

$$
\frac{2 x+3 y}{3}+\frac{4 x+3 y}{2}=1-y .
$$

17. 

$$
\begin{aligned}
& \frac{15}{x}-\frac{4}{y}=4 \\
& \frac{3}{x}+\frac{8}{y}=3
\end{aligned}
$$

Hint. Retain fractions.
18.

$$
\begin{aligned}
& \frac{x}{3}+\frac{5}{y}=4 \frac{1}{3} \\
& \frac{x}{6}+\frac{10}{y}=2_{3}^{2} .
\end{aligned}
$$

21. 

$$
\begin{aligned}
& a x+b y=c . \\
& m x=n y .
\end{aligned}
$$

22. 

$$
\begin{aligned}
& \frac{1.6}{x}+\frac{2.1}{y}+1=0, \\
& \frac{.8}{x}-\frac{3.6}{y}-5=0 .
\end{aligned}
$$

$$
(u+b) x+(u-b) y=\left(u^{2}+b^{2}\right) c .
$$

$$
\left(a^{2}-b^{2}\right)(x+y)=a^{2}+b^{2}
$$

$$
\left(u^{2}-l^{2}\right)(2 x+3 y)=2 u^{2}+u l+3 l^{2} .
$$

24. 

$$
\frac{x}{a+b}-\frac{y}{a-b}=\frac{2}{a+b},
$$

$$
\text { 27. } \begin{aligned}
& (x+y):(x-y)=":(l-c), \\
& (x+c):(y+b)=(\prime+l):(u+c) .
\end{aligned}
$$

$$
\frac{x}{a+b}+\frac{y}{a-b}=\frac{2}{a-b} \cdot \quad \text { 28. } \begin{aligned}
& x: y=\left(u^{3}-b^{3}\right):\left(n^{3}+b^{3}\right), \\
& (r-u):(u-a)=(a-b):(x
\end{aligned}
$$

25. 

$$
\frac{a}{x}-\frac{b}{y}+1=0
$$

$$
\frac{z}{x}-\frac{a}{y}+1=0 .
$$

$$
\frac{a}{a-x}+\frac{b}{b-y}=\frac{a}{b}
$$

$$
\frac{b}{a-x}+\frac{a}{b-y}=\frac{b}{a}
$$

29. $\begin{aligned} & 2 \sqrt{x+5}-3 \sqrt{y-2}=3, \\ & 3 \sqrt{x+5}-4 \sqrt{y-2}=5 .\end{aligned}$
$\frac{4}{\sqrt{x-3}}+\frac{9}{\sqrt{y+3}}=4$,
30. 

$$
\frac{8}{\sqrt{x-3}}-\frac{3}{\sqrt{y+3}}=1
$$

31. Show that the following equations are dependent:

$$
\begin{aligned}
& 4 \frac{1}{2} x-375 y=2.25 \\
& 12 x-10 y-6=0
\end{aligned}
$$

How many pairs of values of $x$ and $y$ satisfy both equations? Find two pairs of values of $x$ and $y$ that satisfy both equations.
32. Show that the following equations are dependent and find two pairs of values of $x$ and $y$ that satisfy them:

$$
\begin{aligned}
& 2.125 x+8 \frac{1}{2}=.25 y \\
& x+y+4=1_{1}^{2} 7 y
\end{aligned}
$$

33. Show that the following equations are incompatible:

$$
\begin{aligned}
& 13 x=8-39 y \\
& 6 y=19-2 x
\end{aligned}
$$

How many pairs of values of $x$ and $y$ satisfy both equations?
34. Show that the following equations are ineompatible:

$$
\begin{aligned}
& 2.2 x+3 \frac{2}{5} y=2 \\
& 5(3 x+4 y-3)=4 x+3 y .
\end{aligned}
$$

## CHAP'TER II

## FUNCTIONS AND THEIR GRAPHS

13. Uniform motion. Suppose a man who is taking a long walk finds that at the end of one hour he has covered three miles, and that at the end of each successive hour he has advanced three additional miles on his way. We might represent the relation between the distance which he goes and the time it takes him to do it, hy means of a graph as follows: Mark off on a horizontal line equal segments, each one of which represents an homr: On a line at right angles to this first line mark off equal segments, each one of which represents a mile, the point which represents zero hours and zero miles leing at the intersection of the two lines. These lines we call the time axis and the distance axis respectively. To represent the fact that the man has walked three miles during the first hour, we make a dot just over the one-hour point, and three distance units above it. If he had gone only two miles in this first hour, we would have made the dot only two mits above the time axis. Similarly, at the two-hour point
 we make a dot six distance units above the time axis, and so on for the succeeding hours. If the rate of walking was the same during the entire time, at the end of the first half lour he would have covered one and one-half miles, which could be represented by a dot over the mid-point of the first hour segment, one and one-half distance units from the time axis. We could insert in a similar manner as many other points as we might desire. It is evident that all of these dots lie on at straight line.

Now the relation between the distances of any point on this line from the two axes represents the relation between the distance which the man walks and the time it requires. If we wish to determine how far he lad grone at the end, say, of one and a half hours, we
have only to observe how many units of distance above the time axis the line is at the point midway between the one- and the two-hour points. In fact, the figure represents graphically the law which tells us how far the man will have walked at the end of any number of hours.

The graph is not the only means we have of representing this law. We may use an equation for the same purpose. If we represent by $s$ the number of miles he walks in $t$ hours, the relation which we expressed by a graph above we may represent by the equation $s=3 t$. By means of this equation we can find out how far the man has walked in any number of hours, say, two and a half, by replacing the letter $t$ in the equation by this number, and computing the value of $s$.

At first sight it might appear that the graphical method of representing the foregoing problem is less satisfactory than the other method, on account of the unavoidable inaccuracy in drawing the lines of the figure. For instance, it would be impossible to tell from the figure the distance covered in a certain time, correct to a foot, or even to a rod. It is to be observed, however, that it is equally impossible to measure the rate of walking with perfect accuracy, and although we say that the rate is three miles an hour, this is only approximate. It is a principle of great importance in applied mathematics that one cannot obtain by the use of formulas results which are more accurate than the data from which the formulas are derived. Consequently, in dealing with problems like the one just considered, if the drawing is carefully done, results as accurate as the original measurement of the man's rate of walking can be obtained from the graph.

It is often convenient to use a different scale of measurement on the two axes, but this affects at most the shape of the graph obtained, and not the nature of the numerical relation which is represented.
14. The notion of function. The word quantity denotes anything which may be measured. Distance, weight, time, volume, surface, pressure, force, are all quantities, since each is measurable in terms of a suitable unit. When two quantities are so related to each other that when the first is given the second is determined, the second is said to be a function of the first.

It is unnecessary that there should be any causal relation between the quantities; the mere correspondence of values is sufficient to establish the functional relation. For example, the temperature on a given day depends
physically on the atmospheric conditions, the angle at which the rays of the sun strike the earth, and various other conditions. It does not depend causally on the time of day. But nevertheless, since to each time of day there corresponds a certain temperature, we may properly say that the temperature is a function of the time. In § 13 the distance which the man walks is a function of the time it takes him to do it. In applied mathematics, wherever there is motion or change or growth a functional relation exists.

It is a matter of importance to devise simple means of representing these functions, so that they may be studied and further relations discovered. The function mentioned in the last section was represented by two means - by a glaph and by an equation. Each metlod was effective in displaying the fact and nature of the relation between the distance and the time, but they did it in quite different ways. The present text will concern itself with the study of these two methods of representing functions.

In what follows, the equation or the graph will often be studied entirely apart from any physical meaning which the letters or the lines may have. But it should never be forgotten that $x$ and $y$ in any equation may be the measures of physical quantities which it is desirable to determine.

An algebraic expression involving the letter $x$ is a function of $x$ because, corresponding to the various values of $x$, one or more values of the expression can be determined.

Thus $2 x^{2}+1, \sqrt{x-2 x^{4}}$, and $\frac{2 x+3 x^{3}}{x+1}$ are each functions of $x$.
Expressions involving two or more letters are called functions of those letters. By means of equations involving such algebraie expressions, numerical relations between the letters are defined. Thus the equation $x=2 y^{2}$ tells us that $x$ and $y$ are so related that $x$ always equals twice the square of $y$.

## EXAMPLES

1. Two towns, $A$ and $B$, are 12 miles alart. $A$ man walks from $A$ to $B$ at the rate of 2 miles an hour. Express the distance s which he travels, as a function of the time $t$, and represent the function graphieally. Determine from the graph what time will be required for him to reach $B$. If he travels at the rate of 4 miles an hour, what time will be required for him to reach $B$ :' What is the relation between the angles which the lines representing the functions in the two cases make with the time axis?

Solution. Draw a pair of axes, the time axis and the distance axis. at right angles, and let $O$, their point of intersection, represent the first point where $t=0$ and $s=0$. Since the man's first rate is 2 miles an hour, we make a dot, $P$, at a distance of 2 units above the point on the time axis where $t$ equals one unit. Through $P$ and $O$ draw a straight line. This line is the graph of the function $s=2 t$.

Now we wish to find what value $t$ has when $s=12$, that is, how long will be required for the man to walk 12 miles. Through the point $B, 12$ units up on the distance axis, we draw a parallel to the time axis. This line contains all points for which $s=12$. Let $D$ be the point where this line intersects the graph of the function $s=2 t$. Dropping a perpendicular from $D$ to the time axis, we see that for the point $D, t=6$, that is, when $s=12, t=6$; that is, 6 hours are required to walk a distance of 12 miles.

Similarly, if the man's rate is 4 miles an hour, we make a dot, $Q, 4$ units above the point on the time axis where $t=1$, and draw a line through $Q$ and $O$. Let this line intersect $B$ and $D$ at $C$. Corresponding to the point $C, t=3$; that is, 3 hours are required to go 12 miles at the second rate. The func-
 tion in this case is $s=4 t$.

We notice that if the rate of the man is increased, the graph of the function becomes steeper. Doubling the rate did not donble the angle $P O R$, since $\angle Q O R$ is not equal to $2 \angle P O R$, but the ratio $\frac{R Q}{O R}$ equals twice the ratio $\frac{R P}{O R}$. The ratio $\frac{R P}{O R}$ is called the slope of the line $O D$, and $\frac{R Q}{O R}$ is the slope of the line $O C$. The slope of the line is the rate at which the man is traveling. Doubling the rate, then, doubles the slope of the line representing the function.
2. A man starts out to ride on a bicycle at the rate of 8 miles an hour. After riding $2 \frac{1}{2}$ hours he stops for $1 \frac{1}{2}$ hours, then continues at his former rate. Four hours after the first man starts, a second man leaves the same place on a motor cycle at the rate of 16 miles an hour. How far must the second man ride to over'take the first?

Graphical solution. Let $O$ be the intersection of the time axis and the distance axis; that is, the point where $t=0$ and $s=0$. Draw a line through $O$ whose slope is 8 . This line is the graph which represents the relation between $s$ and $t$ for the first $2 \frac{1}{2}$ hours. Now for the next $1 \frac{1}{2}$ hours $s$ does not increase but remains the
same. This is denoted by a line $B C$ paralled to the $t$ axis and $1 \frac{1}{2}$ units long. The man now continnes at his former rate. 'This is denoted by a line $C$ C having the same slope as the line 0 or

The second man starts \& hours later; that is, when $t=4$, but since he starts from the same place ats the first man, $s=0$. This is denoted by the point $D$. Throngh $I$ ) draw a line whose slope is 16 . This line is the graph of the function which represents the motion of the second man. The two graphs intersect at a point $E$ for which $s=40$. Hence the second man overtakes the first after riding 40 miles.

It should be noticed that the lines $O B C E$ and $D E$ are not the paths of the two men but the graphs which represent the relation between the
 distance traveled and the time for the first and second men respectively. The point $E$ is mot the intersection of the paths of the men, but the point on the two graphs where $s$ has the same value.

Algebraic solution. Let $x$ be the distance in miles which the second man must ride in order to overtake the first. In $2 \frac{1}{2}$ hours, at 8 miles an hour, the first man rides 20 miles. Then $x-20=$ the distance the first man rides after the delay, and the time required to ride this distance was $\frac{x-20}{8}$ hours. The total time of the first man is $2 \frac{1}{2}+1 \frac{1}{2}+\frac{x-20}{8}$ hours. The time of the second man is $4+\frac{x}{16}$ hours. These times are equal. Hence the equation

$$
\begin{aligned}
2 \frac{1}{2}+1 \frac{1}{2}+\frac{x-20}{8} & =4+\frac{x}{16}, \\
\frac{x-20}{8} & =\frac{x}{16}, \\
2 x-40 & =x, \\
x & =40 .
\end{aligned}
$$

## EXERCISES

Solve the following exercises both graphically and algebraically:

1. Two men start at the same time to walk a distance of 15 miles, the first at 3 miles an hour, the second at $2 \frac{1}{2}$ miles an hour. How much sooner will the first arrive than the second?'
2. A man walking 2 miles an hour leaves a town a. He is followed by a second man who leaves i 4 hours later, walking 4 miles an hour. How long must the second man walk to overtake the first?
3. A man starts out to walk at a uniform rate and finds that at the end of 2 hours he has walked 7 miles. If he continues at the same rate for 3 hours longer, how far will he have walked?
4. A stone is dropped into a pond and sends out a series of ripples. If the radius of the outer ripple increases at the rate of 5 feet a second, what is the length of the circumference of the outer ripple at the end of 3 seconds?
5. Two towns, $A$ and $B$, are 44 miles apart. A man leaves $A$ for $B$ at 8 a.m., riding a bicycle at a uniform rate. At 9.30 an accident detains him for 30 minutes at a point 12 miles from $A$, after which he doubles his rate. At what time will he reach $B$ ?
6. A trip of 90 miles was nade in an automobile in 5 hours. The first part of the trip was made at a uniform rate of 15 miles an hour and the last part at 20 miles an hour. How much of the distance was run at the latter rate?
7. A man walks 5 miles in $2 \frac{1}{2}$ hours, then 12 miles further in 3 hours. What uniform rate would he have taken to cover the same distance in the same time?
8. A man starts out to walk at the rate of 3 miles an hour, and after walking for $1 \frac{1}{2}$ hours he rests half an hour and then continues walking at the same rate. Another man leaving the same place 4 hours later on a bicycle, rides at the rate of 12 miles an hour. How far must he ride to overtake the first man?
9. Two piers, $A$ and $B$, are on opposite sides of a lake 12 miles wide. A boat leaves $A$, crossing the lake at the rate of 12 miles an hour. Thirty minutes later another boat starts from $B$ to $A$, making 18 miles an hour. How far from pier $A$ will the boats pass each other?
10. Two automobiles are running in the same direction around a circular track. They make the circuit in 1 minute 30 seconds and 2 minutes 15 seconds respectively. If they start together, after how many minutes will they be together again?
11. A tank has two outlet pipes. By one it can be emptied in 12 minutes and by the other it can be emptied in 4 minutes. If both pipes are opened, find the number of minutes required to empty the tank.
12. Two automobiles leave a certain place at the same time running in opposite directions, the first at 16 miles per hour and
the second at 28 miles per hour. After going a certain distance the second turns around, continues at the same rate, and overtakes the first an hour and a half after the start. How far does the second ear go before turning around ?
13. Dependent and independent variables. Consider the equation which expresses the relation between the area of a circle and its radius, $A=\pi r^{2}$. Of the two rariables $A$ and $r$, one, the radius, can usually be measured and the corresponding value of $A$ determined. In this process, the variable $r$ is antecedent to $A$. Its value is found before that of $A$ is known, and from it the area is computed. In this ease $r$ is called the independent variable and $A$ is called the dependent variable.

The formula for the distance $s$ which a body falls from rest in a time $t$ is $s=16 t^{2}$. If the time it takes a ball to fall from rest to the bottom of a cliff is known, the distance which it falls can be found. Here $t$ is the independent variable and $s$ is the dependent variable.

If, however, we wish to find the radius of a circle whose area is known, then it is the variable A which is indepentent, and from it the corresponding dependent $r$ is found. Similarly, by the use of the formula $s=16 t^{2}$, the time which it takes a body to fall any given distance may be computed, since $t=\frac{\sqrt{s}}{4}$. In this case $s$ is the independent variable and $t$ is dependent.

In general, when an expression is given involving two variables, say, $x$ and $y$, one of these is more naturally looked upon as the one to which values are first assigned, and from which the values of the other are determined. That one is the independent variable.

In the equations $x=2 y^{2}-6 y+3$ and $x=9 \sqrt{y}+4 y, y$ is the independent variable. In $y=2 x^{4}-6 x^{2}+2, x$ is independent.

It often occurs, howerer, that when the equation is not solved for either variable in terms of the other, there is no reason for considering one as dependent rather than the other. In that case we decide arbitrarily which one we will consider as independent. When we have deeided which we shall so consider, it is often desirable to solve the equation for the dependent variable.

In the expression $x^{2}+y^{2}=4$ we may equally well consider either $x$ or $y$ as independent. If $x$ is seleeted as the independent rariable, we solve for $y$, obtaining $y= \pm \sqrt{4-x^{2}}$. This enables us to find the values of $y$ from those of $x$ more readily than we could from the first form.

## EXERCISES

1. Express the volume of a sphere as a function of its radius. In this functional relation, which variable is regarded as independent?
2. Express the radius of a sphere as a function of its rolume. In this functional relation, which variable is regarded as independent?
3. Using the relations of exercises 1 and 2 , find (a) the volume of a sphere whose radius is 3 feet, (b) the radius of a sphere whose volume is $288 \pi$ cubic feet.
4. A rectangle has one side 2 feet longer than the other. Express the functional relation between the area of the rectangle and the length of its shorter side. What is the area of the rectangle if its shorter side is 7 feet? In this relation which variable is regarded as independent?
5. Express the length of the shorter side of the rectangle in exercise 4 in terms of the area. Which variable is regarded as independent? Find the shorter side if the area of the rectangle is 4 square feet.

In finding pairs of values of $x$ and $!$ which satisfy the following equations, which variable in each case is naturally regarded as independent? Find three pairs of values of $x$ and $y$ satisfying each equation.
6. $x-6 y+4 y^{2}+y^{3}=0$.
10. $\sqrt{x y+1}=y^{3}$.
7. $x^{4}-8 x^{3}+2 y=0$.
8. $y^{2}+2 y-x^{4}+1=0$.
11. $\frac{x^{2}-y^{2}}{x y}-x y-x y^{3}=0$.
9. $x y+x y^{2}+x y^{3}=12$.
12. $x^{10}+4=y^{4}-4 x^{5}$.
16. Accelerated motion. The distance $s$ of a body from the ground $t$ seconds after it has been thrown vertically upward with a velocity $r_{0}$ is a function of $t$ :

$$
s=v_{0} t-16 t^{2} . *
$$

To fix our ideas, suppose the velocity with which the body is thrown to be 64 feet per second. Then the equation becomes

$$
\begin{equation*}
s=64 t-16 t^{2} . \tag{1}
\end{equation*}
$$

If we wish to find how far above the ground the object is 3 seconds after the projection, we substitute 3 for $t$ and compute the

[^0]corresponding value of $s$. The relation between $s$ and $t$ may he shown by means of a gretph, if the time axis and the distance axis are taken as in $\$ 13$. If we assign the values $0,1,2,3,4,5$ to $t$, and compute the value of $s$ corresponding to each, we ohtain the following table:

| $t$ | 0 | 1 | 2 | 3 | $t$ | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s$ | 0 | 48 | 64 | 48 | 0 | -80 |

We observe that when $t=\pi$ the valne of $s$ is negative. This means that the object would be below the starting point at the end of 5 seconds if it were not stopped. It should be kept in mind that this graph does not picture the path of the body; it indicates that for the first 2 seeonds its distance from the ground is increasing, and for the next 2 seconds it is decreasing, but the actual motion is in the same rertical line.

If we wish to know when the object is 60 feet from the ground, we may find from the graph the value of $t$ when $s$ equals 60 .
 The result which we obtain by this means is only approximate on account of the inaccuracies of the drawing. If an exact value for $t$ is desired, we can replace $s$ by 60 in (1) and solve the resulting quadratie.

In graphing functions where the physical law represented is not in the foregrond it is customary to nse the variables $x$ and $y$ and to call the axes the $\mathcal{I}^{-}$axis and the $Y^{\prime}$ axis respectively.

## EXERCISES

1. A stone is thrown vertically upward with an initial velocity of 48 feet per seeond. Plot its leeight as a function of the time. What is the height of the stone at the end of one second? two seconds? Determine from the graph how high it will rise, and the time required to reach the highest point. After how many seconds will it strike the gromud?
2. Using one set of axes, plot the functional relation between the perimeter and the radins of a circle and also the relation between the area and the radius. Take the same unit distance along the vertieal
axis to represent in the first a unit of length and in the second a square unit of area. What is indicated by the point of intersection of these graphs?

What do the graphs indicate as to the relative increase in the number of units of length and the number of units of area as the radius of the circle increases?
3. Answer the questions in exercise 2, using the surface and the volume of a sphere instead of the perimeter and the area of a circle.
4. The velocity of a body dropped from rest is given by the formula $r^{2}=64 s$, where $s$ is the distance fallen. Represent this law graphically. A ball is dropped from a height of 256 feet. How far must it fall to attain a velocity of 32 feet per second? With what velocity will it strike the ground?
5. If a body is projected downward with a velocity $v_{0}$, the distance $s$ fallen at the end of any time $t$ is given by the formula $s=v_{0} t+16 t^{2}$. Express this law graphically when the velocity $v_{0}$ is 16 feet per second. How far will the body have fallen at the end of 2 seconds? How many seconds will it take to fall 60 feet? In how many seconds will the body reach the ground if projected from a height of 117 feet?
6. Work the preceding problem under the assumption that $c_{0}=0$, that is, that the body falls from rest.
17. Graphs of equations. The graph of an equation is the graphical representation of the functional relation which is expressed by the equation. For the purpose of graphing equations we agree :
I. To have at right angles to each other two lines: $\mathrm{X}^{\prime} O \boldsymbol{N}$, called the $X$ axis ; and $Y^{\prime} O Y$, called the $Y$ axis.
II. To call the point of intersection of the axes the origin.
III. To have a line of definite length for a unit of distance.

Then the number 2 will correspond to a distance of twice the unit, the number $4 \frac{1}{2}$ to a distance $4 \frac{1}{2}$ times the unit, etc.
IV. That the distance (measured parallel to the I axis) from the $Y$ axis to any point in the surface of the paper be called the $x$ distance, or abscissa, of the point, and that the distance (measured parallel to the $Y$ axis) from the $X$ axis to the point be called the $y$ distance, or ordinate, of the point.

The values of the $x$ distance and the $y$ distance of a point are often called the coördinates of the point.
V. That the $x$ distance of a point to the right of the $Y$ axis be represented by a positive number, and the $x$ distance of a point to the left by a negative number ; also that the $y$ distance of a point above the $X$ axis be represented by a positive number, and the $y$ distance of a point below the $X$ axis by a negative number. Briefly, distanees measured from the axes to the right or upward are positive, to the left or downward, negative.
VI. That every point in the surface of the paper correspond to a pair of numbers, one or both of which may be positive, negative, integral, or fractional.
VII. That of a given pair of numbers loeating a point the first be the measure of the $r$ distance and the second be the measure of the $y$ distance.

Thus the point $(2,3)$ is the point whose $x$ distance is 2 and whose $y$ distance is 3 .

Plotting or graphing an equation in $x$ and $y$ consists in finding the line or curve the coördinates of whose points satisfy the equation. The procedure is expressed in the following

Rule. When $y$ is alone on one side of the equation, set $x$ equal to convenient integers and compute the corresponding values of $y$. Arrange the results in tabular form.

Take corresponding vatucs of $x$ and $y$ as coördinates and plot the various points.

Join the points in the order corresponding to inereasing values of $x$, making the entire plot a smooth curve.

When $x$ is alone on one side of the equation, integral values of $y$ may be assumed and the corresponding values of $x$ computed.

When the equation is not already solved for either $x$ or $y$, either may be arbitrarily selected as the independent variable and the equation solved for the other. 'The resulting equation is plotted as already explained (see example 3 below). It should be noted that we obtain the same grapl whichever variable we select as independent. The choice should be made so that the labor of solving for the dependent variable is as light as possible. For example, in case of the equation $x^{2}-3 y^{2}-4 y+3=0$, we should take $y$ for the independent variable. In $4 x^{2}-7 x-2 y=0$ we should select $x$.

Care should be taken to join the points in the proper order so that the resulting curve pictures the variation of $y$ when $x$ increases through the values assumed for it.

Any convenient scale of mits along the axes may be adopted. The scales should be so chosen that the portion of the eurve which shows considerable eurvature may be displayed in its relation to the axes and the origin.

When there is any question regarding the position of the curve between two integral values of $x$, an intermediate fractional value of $x$ may be substituterl, the corresponding value of $y$ found, and thus an additional point obtained to fix the position of the curve in the vicinity in question.

We shall assume without proof that the graph of a linear equation in two variables is a straight line. Hence in constructing the graph of such an equation we only need to locate two points whose coördinates satisfy the equation and then to draw a straight line through them. It is usually convenient to locate the two points where the line cuts the axes. If, however, these two points are close together, the direction of the line will not be accurately determined. Error can be avoided by selecting two points at a considerable distance apart.

The graphical solution of a system of two equations in two variables consists in plotting the equations to the same scale and on the same axes, and obtaining from the graph the values of $x$ and $y$ at earh point of intersection.

Two straight lines can intersect in but one point. Hence but one pair of values of $x$ and $y$ satisfies a system of two independent linear equations in two variables. When the two linear equations are incompatible their graphs are parallel lines.

## EXAMPLES

1. Plot $3 x+4 y=12$.


Solution. If we set $x=0$, we obtain $y=3$. If we set $y=0$, we obtain $x=4$. That is, the points $(0,3)$ and $(4,0)$ lie on the line and serve to determine it completely.

2. Plot $x^{2}-4 x+3=\%$.

Solution. In this equation if we set $x=0,1$, 2,3 , etc., we obtain $3,0,-1$. 0 , etc. as corresponding values of $y$. Thus the points $(0,3)$. $(1,0),(2,-1),(3,0)$, etc. are on the curre. These points are joined in order by a smooth curve.

| $x$ | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 15 | 8 | 3 | 0 | -1 | 0 | 3 | 8 | 15 |

3. Plot $2 x^{2}+3 y^{2}=9$.

Solution.

$$
\begin{aligned}
3 y^{2} & =9-2 x^{2} . \\
y^{2} & =3-\frac{2}{3} x^{2} . \\
y & = \pm \frac{1}{3} \sqrt{27-4 x^{2}} .
\end{aligned}
$$

Assuming various integral values for $x$, we obtain the following table and plot; the values of $y$ are given to the nearest tenth.

| $x$ | -3 | -2 | -1 | 0 | 1 | 2 | 3 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | imaginary | $\pm \frac{1}{8} \sqrt{3}= \pm .6$ | $\pm \frac{1}{8} \sqrt{21- \pm 1.5}$ | $\pm \frac{1}{8} \sqrt{27}- \pm 1.7$ | $\pm \frac{1}{3} \sqrt{2} 21$ | $\pm 1.5$ | $\pm \frac{1}{3} \sqrt{3}- \pm .6$ inatginary |

In this example, when $x$ is greater than 3 or less than $-8, y$ is imaginary. Thus none of the emve is fomm outsinle a strip bounded by the lines $x=+3$ and $x=-3$.

To find exactly where the curve erosses the I axis, the equation may be solvel for $x$, and the value of $\ell$ corresponding to $y=0$ fomml. Thus

$$
x= \pm \sqrt{\frac{9}{2}-3 y^{2}} .
$$

If $y=0, x= \pm \sqrt{9}= \pm 2.1$. These points are ineluded in the graph.

4. Solve graplically the system $\left\{\begin{array}{l}2 x-y+6=0, \\ x+2 y+8=0 .\end{array}\right.$

Solution. Substituting 0 for $x$ and then 0 for $y$ in each equation, we obtain, for $2 x-y+6=0$,

| $x$ | 0 | -3 |
| :---: | :---: | :---: |
| $y$ | 0 | 0 |

and for $x+2 y+8=0$,

| $s$ | 0 | -8 |
| :---: | :---: | :---: |
| $y$ | -4 | 0 |

Then constructing the graph of each equation as indicated in the
 adjacent figure, we obtain, for the coobrlinates of the point of interseetion of the two lines, $x=-4$ and $y=-2$.

## EXERCISES

Plot the following equations:

1. $2 x-3 y=6$.
2. $3 x+7 y+14=0$.
3. $\frac{1}{2} y-\frac{1}{3} x=2$.
4. $5.5 x+6 y=66$.
5. $4 x-3 y=0$.
6. $3 x+2 y=0$.
7. $y=x^{2}-3 x-4$.
8. $y=(x-2)^{2}$.
9. $y=5 x-x^{2}$.
10. $y=5 x+x^{2}$.
11. $y=-5 x-x^{2}$.
12. $y=-5 x+x^{2}$.
13. $9 x^{2}+4 y^{2}=36$.
14. $9 x^{2}-4 y^{2}=36$.
15. $2 x^{2}+2 y^{2}=13$.
16. $x y=4$.
17. $x y=-4$.
18. $x^{2}+y^{2}=8$.
19. $x^{2}-y^{2}=8$.
20. $y^{2}-x^{2}=8$.
21. $x^{2} y^{2}=4$.

Plot the following systems and solve them graphically:
22. $\left\{\begin{array}{l}3 x-y=4, \\ 2 x+4 y=19 .\end{array}\right.$
23. $\left\{\begin{array}{l}3 x+y=0, \\ 2 y-x=7 .\end{array}\right.$
24. $\left\{\begin{array}{l}x^{2}+y^{2}=25, \\ 3 y-4 x=0 .\end{array}\right.$

$$
\text { 25. }\left\{\begin{array} { l } 
{ y ^ { 2 } - 4 x = 1 7 , } \\
{ y - 2 x = 1 . }
\end{array} \quad \text { 26. } \left\{\begin{array}{l}
x y=3, \\
x-4 y=4 .
\end{array}\right.\right.
$$

## CHAPTER III

## QUADRATIC EQUATIONS

18. Solution by factoring. In orter to solve most efficiently all kinds of quadratie equations, it is necessary to have two methods at command. The first method, that of factoring, is simpler to apply, and may be employed for the solution of many equations of higher degree. One should always observe whether an equation may be solved in this way before attempting the method of the next section.

The solution by factoring depends on the following
Principle. The product of two or more fuctors is zero when and only when one or more of the fuctors are zero.

This principle is merely the formulation of the familiar rules for multiplication by zero. We know that if we multiply any number whatever by zero, the product is zero. If one factor of a product is zero, it makes no difference what numbers the other factors are; the product is zero. On the other hand, muless at least one of the factors of a product is zero, the product does not vanish.

It must be remembered that infinity is not a number and is never properly considered as such.

To illustrate the method of solution ly factoring, consider the erquation

$$
\begin{equation*}
x(x-3)(x-4)(x-1)=0 . \tag{1}
\end{equation*}
$$

We ask what must be the value of $x$ in order that this equation may be satisfied; that is, what are the roots of this equation? Is 5 a root of the equation!? It is not unless it satisfies the equation, and the equation is not satisfied muless at least one of its factors equals zero. But if we replace $x$ by 5 , the first factor becomes 5 ; the second, 2 ; the third, 1 ; and the fourth, 4 ; none of which is zero. Hence 5 is not a root of (1).

In seeking the roots of this equation we need only to consider the numbers which make one of the factors equal to zero. Hence $s$ must be a mumber which will satisfy one of the four equations:

$$
\begin{aligned}
& x=0, x-4 \\
&=0, \\
& x-3=0, \quad x-1=0 .
\end{aligned}
$$

These are all linear equations whose roots are $0,3,4.1$ respectively. In accordance with the principle given above, these are the ouly roots of equation (1).

It is observed that by this method we have reduced the solution of equation (1), which is of the fourth degree, to the solution of a number of linear equations. To reduce the solution of a given equation to that of equations of lower degree is the essence of the method of solution by factoring. We may state the rule for solving an equation by factoring as follows:

Rule. Transpose all the terms to the left member of the equation.
Factor that member into linear' factors.
Set each fuctor which involves the unknown equal to zero and solve the resultiny equations.
19. Solution by formula. In order to obtain the formula which we shall use, it is necessary to solve the general quadratic equation

$$
\begin{equation*}
a x^{2}+b x+c=0 \tag{Q}
\end{equation*}
$$

where ${ }^{\prime}$, $b$, and $c$ are real mmbers, and where $a \neq 0$. This we do as follows:

Transjosing $c, \quad a x^{2}+b, x=-c$.
Dividing by $", \quad x^{2}+\frac{b}{a} x=-\frac{c}{a}$.
Adding $\left(\frac{l}{2 \prime \prime}\right)^{2}$ to both members to make the left member a perfect square,

$$
\begin{equation*}
x^{2}+\frac{b}{u} x+\frac{b^{2}}{4 u^{2}}=-\frac{c}{u}+\frac{b^{2}}{4 u^{2}}=\frac{-4 u c+b^{2}}{4 u^{2}} . \tag{2}
\end{equation*}
$$

Expressing as a square, $\quad\left(x+\frac{b}{2 u}\right)^{2}=\frac{l^{2}-4 a c}{4 u^{2}}$.
Extracting the square root,

$$
\begin{equation*}
x+\frac{b}{2 a}= \pm \frac{\sqrt{i^{2}-4 a r}}{2 a} \tag{3}
\end{equation*}
$$

Transposing, $\quad x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}$.
The roots are

$$
\begin{equation*}
r_{1}=\frac{-1+\sqrt{1^{2}-4 n}}{2 \prime \prime}, r_{2}=\frac{-11-\sqrt{1^{2}-4 n}}{2 n} . \tag{F}
\end{equation*}
$$

In equation (Q) the number $r$ appears in a form which gives us no idea of its value in terms of " $l, l$, and $r$. It is inded unknown. But each step of the solution brings us nearer to an erpation in whiel as stands alone in one member, which is the object of the process. The eritical point in the procedure is passing from ( 2 ) to (3). Since the square root of any mumber or expression (not zero) has not one but two values, the necessity of extracting the sfuare root in order to find the value of $x$ carries with it the existenee of two roots of the quadratic equation. As in the case of the linear equation, the process of solution does not change the value of $r$; it discovers it. The value of $x$ in $(\Omega)$ is knotted up, in the equation, and we merely untangle the knots to display it in terms of known constants.

The solution of quadratie equations which involve fractions or radicals often necessitates the operation of multiplication by an expression involving $r$, or that of raising looth sides of the equation to a power. Either operation may introluce into the equation roonts which it did not originally possess, and lead to values of $x$ which do not satisfy the original equation. Such results are called extraneous and should never be retained as roots. A certain method of detecting extraneous roots is to substitute in the original equation all the values of $x$ which have been obtained, and retain only those which satisfy it.

To solve a quadratic equation in $x$ ly formula we proceed as follows :

Rule. Write the equation in standard form $(Q)$.
Sulustitute the coefficient of.$^{2}$, the rocfficiont of.$x$, amd the comstant term for a, $b$, and $c$, respectively, in ( $F$ ).

If, in getting the equation into standard form, each member has been multiplied by an expression involving the unknown, or has been raised to a power, substitute in the original equation all the values which have been obtained, and rejeet the extraneous roots.

Even if neither of these operations has been employed, the substitution in the original equation of the values found should be performed in order to afford a check on the accuracy of the solution. A check which is more convenient for many cases will be derived in § 24.

In the following exercises the quadratic equations should always be solved by factoring when possible.

## EXAMPLES

Solve and check:

1. $5 x^{2}+4 x=12$.

Solution. Transposing, $\quad 5 x^{2}+4 x-12=0$.
Factoring, $(5 x-6)(x+2)=0$.
Hence $x$ must satisfy one of the equations

$$
\begin{aligned}
5 x-6 & =0, \\
x & =5+2=0 . \\
& \text { or } \quad x=-2 .
\end{aligned}
$$

Check.

$$
\begin{array}{rlrl}
5\left(\frac{6}{5}\right)^{2}+4\left(\frac{6}{5}\right) & =12, & 5(-2)^{2}+4(-2) & =12, \\
\frac{36}{5}+\frac{24}{5} & =12, & 20-8=12 . \\
{ }_{5}^{5} 0 & =12 . &
\end{array}
$$

2. $x^{2}+2 a b\left(a^{2}+b^{2}\right)=(a+b)^{2} x$.

Solution. Transposing, $x^{2}-\left(a^{2}+2 a b+b^{2}\right) x+2 a b\left(a^{2}+b^{2}\right)=0$.
Factoring,

$$
\begin{aligned}
& {\left[x-\left(a^{2}+b^{2}\right)\right](x-2 a b)=0 .} \\
& x=a^{2}+b^{2}, \quad \text { or } \quad x=2 a b .
\end{aligned}
$$

Check.

$$
\left(a^{2}+b^{2}\right)^{2}+2 a b\left(a^{2}+b^{2}\right)=(a+b)^{2}\left(a^{2}+b^{2}\right)
$$

Dividing by $a^{2}+b^{2}, \quad a^{2}+2 a b+b^{2}=(a+b)^{2}$.
Also
$(2 a b)^{2}+2 a b\left(a^{2}+b^{2}\right)=(a+b)^{2} \cdot 2 a b$.
Dividing by $2 a b$,

$$
a^{2}+2 a b+b^{2}=(a+b)^{2}
$$

3. $\sqrt{13+x}+\sqrt{13-x}=6$.

Solution. Transposing,
Squaring,
$\sqrt{13+x}=6-\sqrt{13-x}$.
$13+x=36-12 \sqrt{13-x}+13-x$.
$x-18=-6 \sqrt{13-x}$.

Squaring,

$$
\begin{aligned}
& x^{2}-36 x+324=36(13-x)=468-3(j x . \\
& x^{2}=144 \\
& x= \pm 12 . \\
& \sqrt{13+12}+\sqrt{13-12}=6, \quad \sqrt{13-12}+\sqrt{13+12}=6 \\
& 5+1=6, \\
& 1+5=6
\end{aligned}
$$

Therefore 12 and -12 are roots.
4. $\frac{\sqrt{u}+\sqrt{x}}{\sqrt{u}-\sqrt{x}}=\frac{2 \sqrt{x}}{\sqrt{u}+\sqrt{x}}-\frac{(x+u)^{2}}{u(x-u)}$.

Solution. Rationalizing the denominators,

$$
\frac{a+2 \sqrt{a x}+x}{a-x}=\frac{2 \sqrt{u x}-2 x}{a-x}-\frac{(x+a)^{2}}{a(x-a)}
$$

Now $a-x$ cannot equal 0 , for this would give zeros in the denominators. Hence we can divide $a-x$ out of each denominator; then, multiplying through by $a$, we have

$$
\begin{aligned}
a^{2}+2 a \sqrt{u x}+a x & =2 a \sqrt{u x}-2 a x+x^{2}+2 a x+a^{2}, \\
x^{2}-a x & =0, \\
x(x-a) & =0,
\end{aligned}
$$

from which

$$
x=0, \quad \text { or } \quad x=a
$$

But $x=a$ has been excluded. Hence $x=0$ is the only root.
Check. Substituting $x=0$, we have $1=0+1$.
5. $3 x^{2}-5 x=1$.

Solution. Writing in standard form,

$$
3 x^{2}-5 x-1=0
$$

Here 3 corresponds to $u_{0}-5$ to $b$, and -1 to $c$ in the general quadratic $a x^{2}+b x+c=0$. Substituting these valnes in $(F)$,
gives

$$
\begin{aligned}
x & =\frac{-(-5) \pm \sqrt{25-4 \cdot 3(-1)}}{2 \cdot 3} \\
& =\frac{5 \pm \sqrt{25+12}}{6}=\frac{5 \pm \sqrt{37}}{6}
\end{aligned}
$$

Check.

$$
\begin{array}{r}
3 \cdot \frac{25 \pm 10 \sqrt{37}+37}{36}-5 \cdot \frac{5 \pm \sqrt{37}}{6}=1 \\
31 \pm 5 \sqrt{37}-25 \mp 5 \sqrt{37}=6, \\
31-25=6
\end{array}
$$

6. $2 k^{2} x^{2}=7 x+2$.

Solution. Writing in standard form,

$$
2 k^{2} x^{2}-k x-2=0
$$

Then

$$
a=2 k^{2}, \quad b=-k, \quad \text { and } c=-2 .
$$

Substituting these values in the formula ( $F$ ),

$$
\begin{aligned}
& x=\frac{-(-k) \pm \sqrt{(-k)^{2}-4 \cdot 2 k^{2}(-2)}}{2 \cdot 2 k^{2}} \\
& =\frac{k \pm \sqrt{k^{2}+16 k^{2}}}{4 k^{2}}=\frac{k \pm k \sqrt{17}}{4 k^{2}}=\frac{1 \pm \sqrt{17}}{4 k} \\
& 2 k^{2}\left(\frac{1 \pm \sqrt{17}}{4 k}\right)^{2}=\frac{k(1 \pm \sqrt{17})}{4 k}+2, \\
& \frac{18 \pm 2 \sqrt{17}}{8}=\frac{1 \pm \sqrt{17}+8}{4} \\
& 9 \pm \sqrt{17}=9 \pm \sqrt{17} .
\end{aligned}
$$

Check.
7. $\sqrt{x^{2}+1}+\sqrt{3 x+1}-2=0$.

Solution. Transposing,

$$
\begin{equation*}
\sqrt{3 x+1}=2-\sqrt{x+1} . \tag{1}
\end{equation*}
$$

Squaring both members of (2), $3 x+1=4-4 \sqrt{x+1}+x+1$.
Transposing and collecting, $2 x-4=-4 \sqrt{x+1}$. $x-2=-2 \sqrt{x+1}$.
Dividing (4) by 2,
Squaring both members of (5), $x^{2}-4 x+4=4 x+4$.

Transposing,
Factoring,
Therefore

$$
\begin{aligned}
& x^{2}-8 x=0 \\
& x(x-8)=0 .
\end{aligned}
$$

$$
x=0 \text { or } x=8 \text {. }
$$

Substituting 0 for $x$ in (1),

Therefore 0 is a root of (1).
Substituting 8 for $x$ in (1), $\sqrt{8+1}+\sqrt{24+1}-2=0$,

$$
\begin{array}{r}
3+5-2=0 \\
6=0 .
\end{array}
$$

Therefore 8 is extraneous and 0 is the only root of (1).
Note. If both members of an equation are multiplied by an expression containing the variable, or are raised to a power, extraneous roots may be introduced. When either of these operations enters into a solution. the substitution of the results in the original equation is properly a part of the solution, as in examples 3 and 7 above. When these operations are not used, the substitution is merely a check on the accuracy of the work.

## EXERCISES

Solve the following equations:

1. $x^{2}-4 x-21=0$.
2. $12 x^{2}-71 x-6=0$.
3. $r^{2}-10 r+24=0$.
4. $\left(6 x^{2}+5 x=5 f\right.$.
5. $t^{2}+10 t-24=0$.
6. $9 y^{2}=6 y+26$.
7. $y^{2}-10 y-24=0$.
8. $x^{2}-.63 x+.018=0$.
9. $\pi^{2}+10 \pi+24=0$.
10. $3 x^{2}+7=8 x$.
11. $x^{2}-2 x+2=0$.
12. . $03 x^{2}-2.23 x+1.1075=0$.
13. $6 x^{2}-7 x+2=0$.
14. $u x^{2}-b r x+a d x=b d$.
15. $s^{2}-10 s+18=0$.
16. $4 u+u x^{2}=2 x+2 u^{2} x$.
17. $x^{2}-2 a x+a^{2}+b^{2}=0$.
18. $14 x^{2}+45.5 x=-36.26$.
19. $(x-u+b)(x-u+c)=(u-b)^{2}-x^{2}$.
20. $u^{2}(b-x)^{2}=l^{2}(u-x)^{2}$.
21. $(x-6)^{2}-(2 x-5)^{2}=6$.
22. $(2 x-17)(x-5)-(3 x+1)(x-7)=84$.
23. $m^{2} x^{2}-m(a-b) x-a b=0$.
24. $x+a=\left(x^{2}-x+1\right)(x+a)$.
25. $(2 x-u)^{2}=b(2 x-a)+2 b^{2}$.
26. $(3 x-2 a+b)^{2}+2 b(3 x-2 a+b)=a^{2}-b^{2}$.
27. $x+\frac{1}{x}=a+\frac{1}{a}$.
28. $u+x=\frac{1}{u}+\frac{1}{x}$.
29. $i^{2}\left(l z^{2}-1\right)=l\left(2 z^{2}+z-\frac{i^{2}}{l}\right)$.
30. $4 m n x+\left(m^{2}-n^{2}\right)\left(1-x^{2}\right)=0$.
31. $\operatorname{cll}\left(1+x^{2}\right)=\left(x^{2}+l^{2}\right) x . \quad 33 .(7-4 \sqrt{3}) x^{2}+(2-\sqrt{3}) x=2$
32. $\frac{2 x-a}{b}+3=\frac{4 a}{2 a-b}$.
33. $\frac{1}{2+\sqrt{1-r}}+\frac{1}{2-\sqrt{4-r}}=\frac{2 x}{9}$.

Suggistion. Rationalize the demminators.
36. $\frac{1}{1+\sqrt{1-x}}+\frac{1}{1-\sqrt{1-x}}=\frac{x}{2}$.
37. $\sqrt{11-x}+\sqrt{x-2}=3$.
38. $x \sqrt{x-2}+2 \sqrt{x+2}=\sqrt{x^{3}+8}$.
39. $\sqrt{u(x-b)}+\sqrt{b(x-u)}=x$.
40. $\sqrt{(x-1)(x-2)}+\sqrt{(x-3)(x-4)}=\sqrt{2}$.
41. $\frac{4}{x-1}+\frac{1}{x-4}=\frac{3}{x-2}+\frac{2}{x-3}$.
42. $\frac{2}{4-x}-\frac{3}{5-x}=\frac{4}{6-x}-\frac{5}{7-x}$.
43. $\frac{\sqrt{a-x}}{x}-\frac{\sqrt{a-x}}{a}=\sqrt{x}$.
44. $2 \sqrt{x^{2}-9 x+18}-\sqrt{x^{2}-4 x-12}=x-6$.

Suggestion. Factor the expressions under the radicals.
45. $\frac{x-7}{\sqrt{x-3}-2}+\frac{x-5}{\sqrt{x-4}-1}=4 \sqrt{x-3}$.

Suggestiox. Write the numerators $x-3-4$ and $x-4-1$.
46. $\sqrt{\frac{a+x}{b+x}}+\sqrt{\frac{a-x}{b-x}}=2 \sqrt{\frac{a}{b}}$.
20. Quadratic form. An equation is in quadratic form if it may he considered as a trinomial consisting of a constant term and two terms involving the unknown (or an expression which may be considered as the unknown), the exponent of the unknown in one term being twice that in the other.

Thus $x-8 \sqrt{x}+13=0, x^{-\frac{4}{8}}+x^{-\frac{2}{3}}-3=0, a^{2} x^{-2 n}-(a+b) x^{-n}+b^{2}=0$, $x^{2}-2 x-3-\sqrt{x^{2}-2 x-3}+17=0$ are all in quadratic form. In the last the expression $\sqrt{x^{2}-2 x-3}$ is taken as the unknown.

It is often convenient to replace by a single letter the lower power of the variable or expression with respect to which the equation is in quadratic form, and proceed as in the case of the ordinary quadratic equation.

## EXAMPLES

1. Solve $x-8 \sqrt{x}+15=0$.

Solution. This is a quadratic in $\sqrt{x}$ and may be written

$$
(\sqrt{x})^{2}-8 \sqrt{x}+15=0
$$

Factoring,

$$
(\sqrt{x}-5)(\sqrt{x}-3)=0 .
$$

$$
\sqrt{x}=5, \sqrt{x}=3 .
$$

$$
x=25, \quad x=9 .
$$

Check. $25-8 \cdot 5+15=0 ; 9-8 \cdot 3+15=0$.
2. Solve $\left(x^{2}-x\right)^{2}+x^{2}-x-6=0$.

Solution. This is a quadratic in $x^{2}-x$.
Factoring,

$$
\begin{gather*}
{\left[\left(x^{2}-x\right)-2\right]\left[\left(x^{2}-x\right)+3\right]=0} \\
x^{2}-x-2=0  \tag{2}\\
x^{2}-x+3=0 \tag{3}
\end{gather*}
$$

Factoring (2),

$$
(x+1)(x-2)=0 .
$$

Hence

$$
x=-1, \quad x=2 .
$$

Applying the formula to (3),

$$
x=\frac{1 \pm \sqrt{1-4 \cdot 3}}{2}=\frac{1 \pm \sqrt{-11}}{2} .
$$

The roots of (1) are $x=-1,2, \frac{1 \pm \sqrt{-11}}{2}$.
Check. Substituting - 1 in (1),

$$
(1+1)^{2}+(1+1)-6=4+2-6=0 .
$$

Substituting 2 in (1),

$$
(4-2)^{2}+(4-2)-6=4+2-6=0 .
$$

Substituting $\frac{1 \pm \sqrt{-11}}{2}$ in (1),
$\left[\left(\frac{1 \pm \sqrt{-11}}{2}\right)^{2}-\frac{1 \pm \sqrt{-11}}{2}\right]^{2}+\left(\frac{1 \pm \sqrt{-11}}{2}\right)^{2}-\frac{1 \pm \sqrt{-11}}{2}-6=9-3-6=0 . *$

* The product $\sqrt{-a} \cdot \sqrt{-a}=\sqrt{a(-1)} \cdot \sqrt{a(-1)}=a(\sqrt{-1})^{2}=-a$, where $a$ is any positive number. The operations on complex numbers will be explained fully in Chapter V.


## EXERCISES

Solve the following equations:

1. $2 x+7 \sqrt{x}-4=0$.
2. $x^{\frac{1}{2}}+2 x^{\frac{1}{2}}=1$.
3. $x^{-1}+x^{-\frac{1}{2}}=\frac{3}{4}$.
4. $x^{4}-12 x^{2}+27=0$.
5. $x^{\frac{1}{4}}-x^{-\frac{1}{4}}=1 \frac{1}{2}$.
6. $x^{2}+x^{-2}=a^{2}+u^{-2}$.
7. $x+3 \sqrt{5 x}=50$.
8. $7 x^{\frac{1}{4}}-3 x^{\frac{1}{2}}-2=0$.
9. $x-1-\sqrt{x+5}=0$.
10. $x+\sqrt{x+3}=4 x-1$.
11. $3 x-4 \sqrt{x-7}=2(x+2)$.
12. $x+1215=49 \sqrt{615+r}$.
13. $19 x^{\frac{3}{2}}=x^{3}-216$.
14. $13 x^{\frac{2}{3}}=x^{\frac{4}{3}}+36$.
15. $x^{2}+3 x-1-\sqrt{2 x^{2}+6 x+1}=0$.
16. $x^{2}+5 x-10=\sqrt{x^{2}+5 x+2}$.
17. $\left(x+\frac{1}{x}\right)^{2}+3\left(x+\frac{1}{x}\right)=10$.
18. $x^{2}+\frac{1}{x^{2}}+x+\frac{1}{x}=4$.
19. $5 x+\sqrt{5 x-\frac{5}{x}}=\frac{\tilde{y}}{x}$.
20. $\left(2 x^{2}-3 x+1\right)^{2}=22 x^{2}-33 x+1$.
21. $\frac{\sqrt{x}-u}{b}=\frac{x}{(1+1,)^{2}}$.
22. $\frac{\sqrt{x}+2 a-b}{a}=\frac{3 a-b}{\sqrt{x}}$.
23. $\sqrt{r}+\frac{\sqrt{6}-\sqrt{u}}{\sqrt{b}}=\frac{1}{\sqrt{x}}+\frac{\sqrt{11}-\sqrt{6}}{\sqrt{6}}$.
24. $8(8 x-5)^{3}+5(5-8 x)^{6}=85$.
25. $\left(x^{2}+2\right)^{\frac{5}{2}}+\frac{3}{\sqrt{x^{2}+2}}=4 x^{2}+8$.
26. Number of roots. In $\S 19$ the general quadratic equation $u_{1}^{2}+b x+e=0$ was solved, and it was found that it has two roots. Reference to this solution shows that the roots found are the only ones possible, for none of the operations which we performed in the course of this solution affected the character of the result. For instance, if $x$ satisfies ( $Q$ ), it must also satisfy the equation $a x^{2}+b x=-c$, for this is obtained from $(Q)$ by adding $-c$ to each member. We may follow through all of the equations which we obtain in the course of the solution and see that any value of $x$ which satisfies $(Q)$ must satisfy each of them. But we finally obtain the equation

$$
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a},
$$

which tells us that $x$ must have one of the two values which we obtain by taking separately the signs in the numerator before the
radical. Since this is the same equation which we had at first, except for its form, and since in this equation $r$ can have only two values, the same is true for (Q), and the general quadratic has only two roots.
22. The factor theorem for the quadratic. Although this theorem will be proved later for equations of higher degree, a demonstration for the special case of the quadratic is included here.

Theorem. If $x_{1}$ is a root of the equation

$$
a, x^{2}+b x+c=0
$$

then $x-x_{1}$ is a fuctor of its left member.
The hypothesis in this theorem is that $x_{1}$ is a root of $(Q)$; that is, the equation must be satisfied when $x$ is replaced by $x_{1}$. Hence the hypothesis is equivalent to the statement that $u x_{1}^{2}+b x_{1}+c=0$ (see § 11).

Consequently,
since

$$
a x^{2}+b x+c=a x^{2}+b x+c-\left(u x_{1}^{2}+b x_{1}+c\right)
$$

But $a x^{2}+b x+c-\left(a x_{1}^{2}+b x_{1}+c\right)=a\left(x^{2}-r_{1}^{2}\right)+b\left(x-x_{1}\right)$.
Taking out the common factor, we obtain

$$
\left(x-x_{1}\right)\left[u\left(x+x_{1}\right)+l\right] .
$$

Hence $x-x_{1}$ is a factor of the left member of ( $\Omega$ ).
By means of this theorem we are able to write down a quadratie equation if its roots are known.

## EXAMPLE

Form the equation whose roots are 4 and -2 .
Solution. By the preceding theorem the factors of the left member of the equation must be $x-4$ and $x+2$.

Hence the equation is $(x-4)(x+2)=0$, or $x^{2}-2 x-8=0$.

## EXERCISES

Form the equation whose roots are the following :

1. $-3,2$.
2. $\sqrt{3},-\sqrt{3}$.
3. $2 \sqrt{2},-\sqrt{8}$.
4. 1,2 .
5. $-1,-4$.
6. 0,2 .
7. 1,1 .
8. $2+\sqrt{3}, 2-\sqrt{3}$.
9. $1+\sqrt{-1}, 1-\sqrt{-1}$.
10. $\sqrt{-1},-\sqrt{-1}$.
11. $\sqrt[4]{4},-\sqrt[6]{8}$
12. $\frac{3 \pm \sqrt{-31}}{4}$.
13. Reduced form of quadratic. If we multiply each member of an equation by a factor which involves the unknown, we obtain a new equation which has more roots than the original. The roots gained by this process are the values which reduce to zero the expression by which we multiply.

Multiplying $x^{2}-3 x+2=0$ by $x-4$, we have $(x-4)\left(x^{2}-3 x+2\right)=0$, which is satisfied not only by the roots of the original equation but by the number 4 in addition.

Similarly, if we divide each member of an equation by a factor which involves the unknown, we obtain an equation with a less number of roots than the original. Here the roots which are lost are the values which reduce to zero the expression by which we divide.

For example, if $x^{3}-5 x^{2}+6 x=0$ be divided by $x$, the equation loses the root $x=0$.

We may, however, multiply or divide an equation by a constant, not zero, without affecting the number of its roots or the value of the unknown.

If we multiply both members of the equation $x^{2}-3 x+2=0$ by 4 , we have $4\left(x^{2}-3 x+2\right)=0$. This equation cannot be satisfied unless one of the factors of its left member becomes zero. The same values of $x$ will make the expression inside the parenthesis vanish, regardless of any other factor which may be present, while the constant factor 4 is never zero. Hence the roots of the equation after multiplication by 4 , or by any other constant, are the same as they were before.

We may accordingly divide the equation $(Q)$ by the constant $a$ without affecting the values of the roots of the equation.

The equation

$$
\begin{align*}
& x^{2}+\frac{b}{a} x+\frac{c}{a}=0 \\
& x^{2}+p x+q=0,  \tag{R}\\
& p=\frac{b}{a}, \quad \text { and } \quad q=\frac{c}{a} .
\end{align*}
$$

$$
\text { may be written in the form } x^{2}+p x+q=0
$$

where
We shall call $(R)$ the reduced form of $(Q)$.
24. Relation between the roots and the coefficients. The equations $(Q)$ and $(R)$ have the same roots,

$$
x_{1}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a} \text { and } x_{2}=\frac{-b-\sqrt{b^{2}-4 a c}}{2 a} .
$$

Adding these roots, we obtain

$$
x_{1}+x_{2}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a}+\frac{-b-\sqrt{b^{2}-4 a c}}{2 a}=\frac{-2 b}{2 a}=-\frac{b}{a}=-p .
$$

Multiplying the roots we get
$x_{1} \cdot x_{2}=\left(\frac{-b+\sqrt{l^{2}-4 \pi c}}{2 a}\right)\left(\frac{-l-\sqrt{b^{2}-4 \pi c}}{2 a}\right)=\frac{b^{2}-l^{2}+4 a c}{4 a^{2}}=q$.
These results we may state in the form of a
Theorem. The sum of the roots of a reduced quadratic equation equals the coefficient of the term in $x$, with its sign changed.

The product of the roots of a reduced quadratic equation equals the constant term.

When roots of a quadratie equation are given in somewhat complicated form, it is simpler to form the equation by use of this theorem than by means of the theorem of $\$ 22$.

The above theorem also serves as a convenient check for the solution of a quadratic, especially when the roots are complicated.

## EXAMPLES

1. Form the equation whose roots are $3+\sqrt{5}$ and $3-\sqrt{5}$.

Solution. Let $x_{1}=3+\sqrt{5}, x_{2}=3-\sqrt{5}$.

$$
\begin{aligned}
-p & =x_{1}+x_{2}=6, \text { or } p=-6 . \\
q & =x_{1} \cdot x_{2}=4 .
\end{aligned}
$$

The equation is $x^{2}-6 x+4=0$.
2. In the equation $x^{2}-2 x+k=0$,
what must be the value of $k$ in order
(a) that one root shall be clouble the other?
(b) that the difference of the roots shall be half their sum?

Solution. (a) Let $r$ and $2 r$ represent the roots.
'Then

$$
\begin{equation*}
r+2 r=3 r=-p=2, \tag{1}
\end{equation*}
$$

and

$$
r \cdot 2 r=2 r^{2}=q=k
$$

From (1),

$$
\begin{aligned}
& r=\frac{2}{3} . \\
& k=\frac{8}{9} .
\end{aligned}
$$

Check. Putting $k=\frac{8}{9}$ in the original equation, we have

$$
\begin{array}{r}
9 x^{2}-18 x+8=0, \\
(3 x-4)(3 x-2)=0, \\
x=\frac{4}{3}, \text { or } x=\frac{2}{3},
\end{array}
$$

and one root is double the other.
(b) Applying the formula, we have

$$
x=\frac{2 \pm \sqrt{4-4 k}}{2}=1 \pm \sqrt{1-k} .
$$

The roots are $x_{1}=1+\sqrt{1-k}, x_{2}=1-\sqrt{1-k}$.
Since the difference of the roots is half their sum, and the sum of the roots is 2 , we have
or

$$
\begin{gathered}
x_{1}-x_{2}=\frac{x_{1}+x_{2}}{2}=\frac{2}{2} \\
1+\sqrt{1-k}-(1-\sqrt{1-k})=1 . \\
2 \sqrt{1-k}=1 \\
1-k=\frac{1}{4}, \quad k=\frac{3}{4} .
\end{gathered}
$$

Check. Putting $k=\frac{3}{4}$ in the original equation, we have

$$
\begin{aligned}
4 x^{2}-8 x+3 & =0 \\
(2 x-3)(2 x-1) & =0 \\
x=\frac{3}{2} \text { or } \frac{1}{2}, \text { and } \underset{2}{3}-\frac{1}{2} & =\underset{2}{1}\left(\frac{3}{2}+{\underset{2}{2}}_{1}^{2}\right) .
\end{aligned}
$$

## EXERCISES

1. Form the quadratic equation whose roots are $-2+\sqrt{6}$ and $-2-\sqrt{6}$.
2. Form the quadratic equation whose roots are $5+2 \sqrt{-1}$ and $5-2 \sqrt{-1}$.
3. Form the quadratic equation whose roots are $\frac{1 \pm \sqrt{7}}{3}$.
4. Form the quadratic equation whose roots are $\frac{3 \pm \sqrt{131}}{10}$.
5. Find the value of the literal coefficients in the following equations:
(a) $x^{2}+b x-9=0$. One root is 3.

Hist. Since 3 is a root, it must satisfy the equation.
(b) $x^{2}+4 x+c=0$. One root is 2 .
(c) $\mu x^{2}+3 x-4=0$. One root is 2 .
(d) $x^{2}-b x-6=0$. One root is -3 .
(e) $2 x^{2}-6 x-c=0$. One root is -4 .
(f) $x^{2}-6 x+c=0$. One root is double the other.
(g) $r^{2}+c=0$. The difference between the roots is 8 .
(h) $x^{2}-5 x+c=0$. One root exceeds the other by 3 .
(i) $x^{2}-7 x+c=0$. The difference between the roots is 6 .
(j) $x^{2}-6 x+c=0$. The difference between the roots is 4 .
6. In the equation $x^{2}-3 x+k=0$, what must be the value of $k$ in order that the product of the roots shall be twiee their sum:
7. Form the equation whose roots are the reciprocals of the roots of the equation $2 x^{2}-5 x+3=0$.
8. If $x_{1}$ and $x_{2}$ are the ronts of the equation $\alpha x^{2}+b x+c=0$, show that

$$
\frac{1}{x_{1}}+\frac{1}{x_{2}}=-\frac{b}{c}
$$

9. Find the condition that one of the roots of the equation $x^{2}+1 x+y=0$ is double the other.
10. For what values of $k$ is one of the rents of the equation $(k-4) x^{2}-(2 k-1) x=7-5 k$ double the other :
11. Find the condition that one of the roots of the equation $a x^{2}+b x+c=0$ is the recipromal of the other.

Hint. Let $x_{1}$ be one root and $\frac{1}{x_{1}}$ he the other.
12. For what values of $k$ and $l$ will one of the roots of the equation $k x^{2}+k x+k=0$ be the reciprocal of the other?
13. For what values of $k$ will the difference of the roots of the equation $5 x^{2}+4 x+k=0$ equal the sum of the squares of the roots?
14. Find the equation whose roots are the reciprocals of the roots of the equation $u x^{2}+b x+c=0$.
15. Find the equation whose roots are double the roots of the equation $x^{2}+p x+\eta=0$.
16. Find the equation whose roots are $n$ times the roots of the equation $x^{2}+p x+q=0$.
17. Find the equation whose roots are the negatives of the roots of the equation $x^{2}+p x+q=0$.
18. Given the equation $x^{2}-3 x+\pi=0$. What is the erpuation whose roots are (a) the negatives of the roots of the given equation? (b) three times the roots of the given erpuation:' (c) the reciprocals of the roots of the given equation?
19. Show that the condition that one root of $u r^{2}+l, x+r=0$ shall be $n$ times the other root is

$$
l^{2}=\frac{(n+1)^{2}}{n} \cdot(11
$$

20. From the result of the preceding exercise find the condition (a) that the two roots of the equation $a x^{2}+b x+c=0$ shall be equal; (b) that one shall be twice the other; (c) that one shall be three times the other. Write an equation illustrating each case.
21. Find the equation whose roots are each less by 2 than the roots of the equation $x^{2}-5 x+4=0$. Set the left member of each equation equal to $y$ and plot.
22. Find the equation whose roots are each less by $k$ than the roots of the equation $x^{2}+p x+q=0$.

Hint. Let the roots of the given equation be $x_{1}$ and $x_{2}$. Then the roots of the required equation will be $x_{1}-k$ and $x_{2}-k$.
23. Find the equation whose roots are each greater by 1 than the roots of the equation $x^{2}-2 x-3=0$. Set the left member of each equation equal to $y$ and plot.
24. Find the equation one of whose roots is less by $k$ than the smaller root of the equation $x^{2}+p x+q=0$, and the other of whose roots is greater by $k$ than the larger root of the given equation.
25. Find the equation which has for one root a number 2 less than the smaller root of the equation $x^{2}-x-2=0$, and for the other root a number 2 greater than the larger root of the same equation. Set the left member of each equation equal to $y$ and plot.
25. Classification of numbers. All the numbers of algebra are in one or the other of two classes, real numbers and complex numbers.

The real number will be left undefined, since an accurate definition involves questions too delicate to be considered here. Any number which can express the measure of a distance is real, as, for instance, $2, \frac{3}{4}, \sqrt{5}, \sqrt{3}-7 \sqrt{2}$, and $\pi$.

Real numbers are of two kinds, rational and irrational.
A rational number is a positive or a negative integer, or a number which may be expressed as the quotient of two such integers.

Any real number which is not rational is an irrational number.
A complex number is the indicated sum of a real number and a pure imaginary, where by a pure imaginary number we mean the indicated square root of a negative number.
26. Character of the roots of the quadratic. The determination of the character of the roots of a quadratic equation consists in finding to which of the foregoing classes of numbers the roots belong.

Consider the equation (Q) and its roots,

$$
\begin{equation*}
\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} \tag{1}
\end{equation*}
$$

The expression $i^{2}-4$ "e which appears under the radical sign is ealled the discriminant of the equation. An inspection of its value is sufficient to determine the character of the roots of the quadratic. No formal proof is neeessary to see that the following statements are true.
I. When $b^{2}-4$ ac is negative, the roots are complex mumbers.
II. When $b^{2}-4 a c=0$, the roots are real and equal. In this case $x_{1}=x_{2}=-\frac{b}{2 a}$.

## III. When $l^{2}-4$ ac is positive, the roots are real and distinct.

IV. When $b^{2}-4 a c$ is positive and a perfect square, the roots are real, distinct, and rational.

The converses of these four eases are also true. For instance, (1) can only be complex when the expression under the radieal sign is negative ; that is, when the discriminant is negative.
27. Parameters. We often meet quadratic equations whose coefficients are not numerical, lut involve one or more letters. For instance, the equation $x^{2}+2 x+k=0$ is of this type. Several of the equations on pages $50-51$ are of the same kind. The letter $k$ might conceivably have any value we choose to give it, but after we have onee assigned a value, it is a fixed constant. liefore we have decided what value to assign, it is indefiuite. For each value of $l$ : there is a perfectly definite quadratic equation. If, for example, we give $k$ the value -3 , we have the correspoinding equation $x^{2}+2 x-3=0$, whose roots we can find. But the equation $x^{2}+2 x+k=0$ really represents an infinite number of numerical equations corresponding to the infinite number of values which $l_{\text {: }}$ may take on. Some of these may have complex roots and others may have real roots, and it is often necessary to select from this infinite set of equations the one, or the few, whose roots have a certain character. Symbols like this letter $k$ are called parameters, to distinguish them from the letter $x$, which we have called the unknown or the variable. The whole set of equations whieh we obtain by letting the parameter take on a set of values, we call a family of equations.

## EXAMPLE

For what values of $k$ are the roots of $x^{2}+k(x-1)+3=0$ equal? real? complex?

Solution. Writing the equation in the form ( $Q$ ), we have
where

$$
\begin{aligned}
x^{2}+k x+3-k & =0 \\
a=1, \quad b=k, \quad \text { and } \quad c & =3-k .
\end{aligned}
$$

The discriminant $b^{2}-4 a c=k^{2}-4(3-k)=k^{2}+4 k-12=(k+6)(k-2)$.
The roots will be equal when $(k+6)(k-2)=0$; that is, when $k=-6$ or 2 .
The roots will be real when $(k+6)(k-2)>0$. In this case the factors $k+6$ and $k-2$ must be both positive or both negative ; that is, $k>2$ or $k<-6$.

The roots will be complex when $(k+6)(k-2)<0$. Hence one of the factors $k+6, k-2$, must be positive and the other negative. It appears that the factors are both positive when $k>2$, and both negative when $k<-6$. But for values of $k$ between these numbers the first factor is positive, while the second is negative. Hence the roots of the original equation are complex for values of $k$ such that $-6<k<2$.

The situation may be ilhstrated by representing the values of $k$ on a line as follows:


## EXERCISES

1. Find, by use of the discriminant, the character of the roots of the following equations:
(a) $2 x^{2}-7 x+3=0$.
(d) $2 x^{2}-4 x+3=0$.
(b) $9 x^{2}-4 x+\frac{1}{9}=0$.
(e) $18 x^{2}+63 x+40=0$.
(c) $x^{2}+6 x-S=0$.
(f) $3 t^{2}+15 t+19=0$.
2. For what values of $k$ are the roots of $9 x^{2}+(1+k) x+4=0$ equal? real? complex?
3. For what values of $n$ are the roots of $S n^{2} x(x+3)=n-5$ equal? real? complex?
4. For what values of $k$ are the roots of $x^{2}+k(x+1)+3=0$ equal? real? complex?
5. What can be said of the character of the roots of the equation ${ }^{\prime} x^{2}+b x+c=0$ if $"$ and $c$ have opposite signs? Would changing the sign of $b$ affect the character of the roots?
6. The special quadratics. In the general quadratic (Q) the letters $b$ and $c$ were supposed to have any real values. Since zero is included among these values, all our work has tacitly included the eases where one or more of the coefficients vanish, provided zero does not appear in the denominator of a fraction. If $\quad \ell=0$, the quadratic equation degenerates into a linear equation. This calse will be considered in the next section.

Case I. We first consider the case where $r=0$, and the equation reduces to the form

$$
u x^{2}+b x=0 .
$$

Factoring, we obtain $\quad x(n x+b)=0$.
Hence the roots are $x=0$, and $x=-\frac{b}{c}$.
That is, one of the roots is zero.
Conversely, if $x=0$ is a root, $x-0$ is a factor of the quadratic (see § 22 ), and the equation can have no constant term.

This result we may express by
Theorem I. A puadratic equation lias a root equel to zero when and only when its constant term is lucking.

Case II. In case $b=0$ we have the special equation

$$
a x^{2}+c=0 .
$$

Writing the equation in the form

$$
x^{2}=-\frac{r}{\prime \prime},
$$

we obtain the roots $x_{1}=\sqrt{-\frac{r}{u}}, x_{2}=-\sqrt{-\frac{e}{u}}$, which are equal numerically but have opposite signs.

Conversely, when the roots of a 'quadratic equation are equal mumerically but have opposite signs, the equation has no linear term in the unknown. For if we represent the roots by $r_{1}$ and $-r_{1}$, the corresponding factors are $x-x_{1}$ and $r+x_{1}$. The resulting equation is $x^{2}-r_{1}^{2}=0$, which does not contain a linear term in $x$.

This affords
Theorem II. The roots of the general quadratie equation are equal but with opposite signs whrn and only when $l=0$.

Case III. If $c=b=0$, we have the special case $a x^{2}=0$, where the roots are equal by Case II, and hence each is zero by Case I.

## EXERCISES

1. Prove Theorem I by considering the expressions for the roots in terms of the coefficients given in § 24.
2. (a) If the equation formed by setting a function of $x$ equal to zero has a zero root, what is the characteristic property of the graph of the function?
(b) If the equation formed by setting a quadratic function of $x$ equal to zero has roots equal but opposite in sign, what is the characteristic property of the graph of the function?
3. Determine $k$ so that each of the following equations shall have one root equal to zero :
(a) $3 x^{2}-2 x+2 x^{2}-2=0$.
(b) $x^{2}-x+2 k^{2}+3 k-2=0$.
(c) $5 x^{2}-3 x-k^{2}-12 k-5=0$.
(d) $(x-k)^{2}+3(x-2 k)=0$.
(e) $(3 x+k-1)^{2}-2(3 x+k-1)+1=0$.
4. Determine $k$ and $m$ so that each of the following equations shall have both roots equal to zero :
(a) $2 x^{2}+3 k x+7 m x-x+k+m+1=0$.
(b) $x^{2}+3 k x+4 m x=m-5 k+253 x$.
(c) $3 x^{2}+k(x-2)+m x+1+k^{2}=0$.
(d) $m\left(x^{2}-x+1\right)+k x=x-m^{2}+2$.
(e) $m^{3} x(1+x)-\left(1+3 m^{2}\right) x-m(2-3 x)+k=0$.
5. Determine $k$ so that each of the following equations shall have roots numerically equal but opposite in sign :
(a) $x^{2}-2 k^{2} x=k x+1$.
(b) $\left(9 x+5 k^{2}\right)(x+k)=2 x$.
(c) $2 k^{2}\left(x^{2}+x+1\right)-5(k x+3)+2 x=0$.
(d) $x^{2}+k^{2}(k-1) x-6(k x+1)=0$.
(e) $(x+1)(k x-1)=(1-x)(1+k x)$.
6. Degeneration of the quadratic equation. If in the equation (Q) we set $a=0$, while $b$ and $c$ are not zero, we no longer have a quadratic, but a linear equation, which has but one root. If instead of substituting 0 for $a$ we let $a$ take on smaller and smaller values, we shall obtain a number of equations of the same family whose
left members differ from the left members of the linear equation $b x+c=0$ by just as little as we please. In this way we ean find out what beeomes of one of the roots of the quadratic when $a$ vanishes. The roots of $(Q)$ are

$$
x_{1}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a}, x_{2}=\frac{-b-\sqrt{b^{2}-4 a c}}{2 a} .
$$

Since division by 0 is ruled out of algebra, we cannot replace $a$ by 0 in these formulas. We can only let a approach 0 . But even then $x_{1}$ approaches the form ${ }_{0}^{\prime \prime}$, which is also meaningless. To avoid this difficulty we rationalize the numerators of both $x_{1}$ and $x_{2}$ by multiplying both numerator and denominator by a rationalizing factor of the numerator. We obtain

$$
\begin{aligned}
x_{1} & =\frac{\left(-b+\sqrt{b^{2}-4 a c}\right)}{2 a} \cdot \frac{\left(-b-\sqrt{b^{2}-4 a c}\right)}{\left(-b-\sqrt{b^{2}-4 a c}\right)} \\
& =\frac{l^{2}-b^{2}+4 a c}{2 a\left(-b-\sqrt{b^{2}-4 a c}\right.}=\frac{2 c}{-b-\sqrt{b^{2}-4 a c}} \\
x_{2} & =\frac{\left(-b-\sqrt{b^{2}-4 a c}\right)}{2 a} \cdot \frac{\left(-b+\sqrt{b^{2}-4 a c}\right)}{\left(-b+\sqrt{b^{2}-4 a c}\right)} \\
& =\frac{b^{2}-b^{2}+4 a c}{2 a\left(-b+\sqrt{b^{2}-4 a c}\right)}=\frac{2 c}{-b+\sqrt{b^{2}-4 a c}} .
\end{aligned}
$$

As a approaches $0, b^{2}-4$ ar approaches $b^{2}$, and $x_{1}$ approaches $\frac{2_{r}}{-b-\sqrt{b^{2}}}$ or $-\frac{c}{b}$. But since the denominator of $x_{2}$ becomes very small as $a$ approaches zero, $x_{2}$ increases without limit, that is, becomes infinite. Thus in the equation $a x^{2}+b x+c=0$, when $a$ is allowed to approach 0 , one of the roots of the quadratic approaches the root of the linear equation $l x+c=0$, while the other becomes infinite. The graph must then approach a straight line as a limit as a approaches 0 . This is made clear from the following figure, which represents the equations of the family

$$
\begin{equation*}
u x^{2}-\frac{x}{2}-2=y \tag{1}
\end{equation*}
$$

corresponding to the values $u=1, \frac{1}{3}, \frac{1}{1}, \frac{r^{1}}{3}, 0,-\frac{1}{3} \frac{1}{2}$.

In the figure the curves represent the following equations:

$$
\begin{gather*}
x^{2}-\frac{x}{2}-2=y  \tag{I}\\
\frac{x^{2}}{5}-\frac{x}{2}-2=y  \tag{II}\\
\frac{x^{2}}{10}-\frac{x}{2}-2=y  \tag{III}\\
\frac{x^{2}}{50}-\frac{x}{2}-2=y  \tag{IV}\\
-\frac{x}{2}-2=y  \tag{}\\
-\frac{x^{2}}{32}-\frac{x}{2}-2=y \tag{VI}
\end{gather*}
$$

In a similar manner we can show that when in the equation $b x+c=0, b$ approaches 0 as a limit, the root of the linear equation becomes infinite (see II, § 28).
30. Families of curves. Equation (1) of the preceding section represents a family of equations, and the graph shows six of the corresponding family of curves. If we may judge by the four
 curves (I)-(IV), which appear in the figure, all the curves of the family are tangent to the same line. We might wish to know whether any equations of the family have equal roots. This algebraic question corresponds to the geometric question whether any of the curves of the family are tangent to the $X$ axis. Apparently none of the curves tangent to the line (V) on its upper side has this property, but if we use the method of $\S 26$, we find that if $a=-\frac{1}{a^{3}}$, equation (1) has equal roots. The graph of the equation $-\frac{x^{2}}{32}-\frac{x}{2}-2=y$ is denoted by (VI) in the figure. Since the constant term is not 0 , no member of this family has a root equal to 0 ; that is, none of the curves passes throngh the origin.

## EXERCISES

1. Show that all the curves of the family $y=a x^{2}-\frac{x}{2}-2$, considered in the preeeding section, are tangent to the straght line $y=-\frac{x}{2}-2$ at the point $(0,-2)$.
2. Plot several enres of the family $y=a r^{2}+x+1$. Discuss the behavior of these curves as a approaches zero. Will any of the emres go through the origin? For what value of a will the equation $a x^{2}+x+1=0$ have egual roots? What is the common tangent line of the family ? What are the coordinates of the point of tangeney?
3. Draw several curves of the family $y=a x^{2}-4$ and tiscuss the behavior of these curves as " varies.
4. Draw several curves of the family $y=a x^{2}-2 x+2$ and discuss the behavior of these curves as a varies.
5. What value must 7 approach so that one root of each of the following equations may become infinite?
(a) $27: x^{2}-6 x^{2}+7 x-7=0$.
(c) $(x+2)\left(x^{2}+1\right)=2 x(x-1)$.
(b) $(x+1)(x+x-1)=1$.
(d) $k_{2}^{2} x^{2}=3(27-3)\left(x^{2}-x-1\right)$.
6. Graphical solution of the quadratic equation. Let

$$
\begin{equation*}
y=u x^{2}+b x+c \tag{1}
\end{equation*}
$$

where, as usual, $a, b$, and $c$ represent real numbers and $\neq$ is positive.
If we let $x$ take on various valnes, $y$ will have corresponding values and we may plot the equation as in $\S 17$. A root of the quadratic equation

$$
\begin{equation*}
a x^{2}+b x+c=0 \tag{2}
\end{equation*}
$$

is a mumber which substituted for $x$ satisfies the equation and therefore gives the value $y=0$ in (1). Thus the points on the graph of (1) which represent the real roots of equation (2) are the points for which $y=0$; that is, where the enve crosses the $X$ axis. The mumerical values of these roots are the measmes of the distances along the $I$ axis from the origin to the points where the curve cuts the axis. The existence of eomplex roots of (1) is determined by the following
'Theorear. If the greph of (1) has no peint in common with the IV aris, equation (-) hass comple.e roots, anel comversely.

Every equation of form ( $\because$ ) has two roots either real or complex ( $\$ 21$ ). If the graph of (1) has no point in common with the $I$ axis,
there is no real value of $x$ for which $y=0$, and consequently no real root of (2). The roots must then be complex.

Conrerscly, if (2) has complex roots, there is no real value of $x$ which satisfies it, and which makes $y=0$ in (1). Thus the curve has no point in common with the $X$ axis.
32. Maxima and minima. Consider the equation

$$
\begin{equation*}
y=2 x^{2}+7 x+2 . \tag{1}
\end{equation*}
$$

By substituting for $x$ a very large positive or negative number, say, $x= \pm 100, y$ is large positively. Thus for values of $x$ far to the right or left the curve lies far above the $X$ axis, but for one value of $x$ we get only one value of $y$; that is, there is only one point on the curve above (or below) any specified point on the $X$ axis.

If, however, we assign to $y$ a certain value, we can find the corresponding values of $x$ by the solution of a quadratie equation ; that is, the curve has two points, whose abscissas are either real, coincident, or complex, on the same horizontal line with any point on the $Y$ axis. In equation (1) let $y=2$.

Then
or

$$
\begin{gathered}
2=2 x^{2}+7 x+2, \\
2 x^{2}+7 x=0 .
\end{gathered}
$$

The roots are $x_{1}=-3 \frac{1}{2}, x_{2}=0$.
Hence the points $\left(-3 \frac{1}{2}, 2\right)$ and $(0,2)$ are on the curve (§ 17$)$; that is, if we go up two units on the $Y$ axis, the curve is to be found $3 \frac{1}{2}$ units to the left and also again on the $Y$ axis. If in (1) we let $y=-4$, the corresponding values of $x$, namely, $-1 \frac{1}{2}$ and -2 , are very nearly equal to each other, which means that the curve meets a line parallel to the $X$ axis and four units below it at points near together

We may now ask, Where is the lowest, or minimum, point of the curve? This lowest point certainly has as its value of $y$ that number to which correspond equal values of $x$. Hence we must determine ... what value of $y$ the equation (1), which we now write in the form

$$
2 x^{2}+7 x+(2-y)=0,
$$

has equal roots. Comparing this equation with $a x^{2}+b x+c=0$, we have $\quad 2=a, \quad \tau=b, \quad 2-y=c$.

Thus the condition $b^{2}-4 a c=0$ becomes
or

$$
\begin{gathered}
49-4 \cdot 2(2-y)=0 \\
y=-\frac{49-16}{8}=-\frac{33}{8}=-4 \frac{1}{8} .
\end{gathered}
$$

Substituting this value of $y$ in (1), we get $-\frac{3}{4}$ as the corresponding value of $x$. We may express the foregoing results in tabular form, and draw the curve.

| $y$ | $x$ |
| :---: | :---: |
| 0 | $-8+$ or $-3.2+$ |
| 2 | 0 or $-3!$ |
| -4 | $-1 \frac{1}{2}$ or -2 |
| $-4 \frac{1}{4}$ | $-1_{4}^{3}$ |

This gives a single value of $y$ for which the values of $x$ are equal ; hence the graph of (1) is a single festoon, as in the figure.

If we take the equation

$$
a x^{2}+b x+c=y
$$

where $a$ is positive, we find in a similar manner that the coorrdinates of the minimum point of the curve are

$$
\begin{align*}
& y=-\frac{b^{2}-4 \prime c}{4 a}  \tag{2}\\
& x=-\frac{b}{2 \pi} \tag{3}
\end{align*}
$$



The results of this section enable us to detemine from the eoefficients the value of $!$ for the lowest point of the curve, and hence to show beyond question whether the equation has real or complex roots. The ordinate of the lowest point is the least value that the function $a x^{2}+b x+c$ takes on for any value of the variable.

When " is negative, the form of the graph is the same as that illustrated in the figure, but the curve is inverted, as in the case of eurve (VI), p. 58. When $a$ is negative we find the highest or maximum point of the curve in the same way that we have just found the minimum pint for the case where the coefficient of $x^{2}$ is positive. The coorrdinates of the maximum point of the curve are the same as given in (2) and (3).

When $x=-\frac{b}{2 a}$, the function $a x^{2}+b x+c$ takes on its minimum value if $a$ is positive, and its maximum value if $a$ is negative. These maximum and minimum values of the function are the values of $y$ given by the formula

$$
y=-\frac{b^{2}-4 u r}{4 u}
$$

## EXERCISES

Plot the following equations and determine the points where the graphs cut the $X$ axis. Find in each case the lowest or highest point according as the curve is concave upward or downward.

1. $y=x^{2}-6 x+5$.
2. $y=x^{2}+4 x+4$.
3. $y=x^{2}-6 x+10$.
4. $y=2 x^{2}-x-3$.
5. $y=1-x-2 x^{2}$.
6. $x^{2}+4 x-2 y=0$.
7. $y=2 x-x^{2}$.
8. $y+x^{2}+2 x+2=0$.
9. $x^{2}-4 x+4+4 y=0$.
10. $x^{2}-5 x-y=0$.
11. Divide 10 into two parts such that their product shall be a maximum.
12. Divide 10 into two parts such that the sum of their squares shall be a minimum.
13. Divide 12 into two parts such that the product of half one part by a third of the other part shall be a maximum.
14. Find the number of acres in the largest rectangular field that can be inclosed by a mile of fence.
15. A window is to be made in the shape of a rectangle surmounted by an equilateral triangle one of whose sides is the upper base of the rectangle. The perimeter of the window is to be 22 feet. Find its width and height in order that it may admit the maximum amount of light.

Solution. Let the base of the rectangle be $2 x$ and its altitude be $y$. Then the perimeter of the entire window is

$$
\begin{gathered}
2 y+6 x=22, \\
y=11-3 x \\
2 x y+\sqrt{3} x^{2}
\end{gathered}
$$

from which
or, substituting the value of $y$ found above,

$$
22 x-6 x^{2}+\sqrt{3} x^{2} .
$$

The question is, For what value of $x$ will this function take on its maximum value?

The coefficient of $x^{2}$ in this quadratic function is $\sqrt{3}-6$ and the coefticient of $x$ is 22. Substituting these values for $a$ and $b$ respectively in formula (3), we have

$$
\begin{aligned}
x & =-\frac{b}{2 a}=-\frac{22}{2(\sqrt{3}-6)}=-\frac{11}{\sqrt{3}-6} \cdot \frac{\sqrt{3}+6}{\sqrt{3}+6}=-\frac{11(\sqrt{3}+6)}{-33} \\
& =\frac{1}{3}(\sqrt{3}+6)=\frac{1}{3}(1.7321+6)=2.5774 . \\
2 x & =5.15 \text { feet, the width of the window. }
\end{aligned}
$$

The height of the window is

$$
\begin{aligned}
y+\sqrt{3} x & =11-3 x+\sqrt{3} x \\
& =11-(3-\sqrt{3}) x=11-(1.2679)(2.5774) \\
& =11-3.27=7.73 \text { feet. }
\end{aligned}
$$

16. Solve the same problem for a window in the shape of a rectangle and an isoseeles right triangle whose hypotenuse is the upper base of the rectangle, the perimeter of the window being $2 S$ feet.
17. Solve the same problem for a window in the shape of a rectangle surmounted by a trapezoid each of whose legs and upper base are equal to half the upper base of the rectangle, the perimeter of the window being 37.3 feet.
18. Solve the same problem for a window in the shape of a rectangle surmounted by a semicircle, the perimeter of the window being 32 feet.
19. Find the dimensions of the rectangle of largest area that can be inseribed in an isosceles triangle whose altitnde is 20 and whose base is 14 , one side of the rectangle lying on the base of the triangle.
20. Find the dimensions of the rectangle of largest area that can be inseribed in a right triangle whose legs are a ant b, one angle of the rectangle coinciding with the right angle of the triangle.

## CHAPTER IV

## INEQUALITIES

33. General theorem. We say that $a$ is greater than $b$, or $a>b$, when $a-b$ is positive. If $a-b$ is negative, then $a$ is less than $b$, or $a<b$. As we distinguished between identities and equations of condition in $\& 11$, so in this discussion we observe that some statements of inequality are true for any real value of the letters, while others hold for particular values only. The former class may be called unconditional, the latter conditional, inequalities.

Thus $a^{2}>-1$ is true for any real value of $a$ and is unconditional, while $x-1>2$ only when $x$ is greater than 3 and is consequently conditional.

The two inequalities $a>b, c>d$, are said to have the same sense. Similarly, $a<b, c<d$, have the same sense. The inequalities $a>b$, $c<d$, have different senses.

Theorem. Any real momber may be added to or subtracted from each member of an inequality without affecting its sense. Both members of an inequality may be multiplied or divided by any positive number without affecting the sense of the inequality.

Let $a>b$, that is, let $a-b=k$, where $k$ is a positive number.
If $m$ is any real number, evidently
or,
Similarly,

$$
\begin{gathered}
a \pm m-(b \pm m)=k, \\
a \pm m>b \pm m . \\
m a-m b=m k, \\
m u>m b .
\end{gathered}
$$

or, if $m$ is positive,
When $m$ is less than 1 this amounts to dividing both members by a positive constant.

If eacls member of an inequality is multiplied by a negative number, that is, if $m$ is negative, the sense of the inequality is changed.

Corollary I. Terms may lee transposed from one member of an inequality to the other, as in the case of equations.

Coroldary II. If both memliers of an inerquality are positive, each member may be raised to any power urithout changin! the sense of the inequality; if both members are neyative and each is raised to the same even power, the sense of the inequatity is changed; if both members are negative and each is raised to the same odd power, the sense of the inequality is not changed.

Thus, when both $a$ and $b$ are positive, if $a<b$, then $a^{n}<b^{n}$, but since $-a>-b$, $(-u)^{3}>(-b)^{3}$ and $(-a)^{2}<(-b)^{2}$.

Similarly, $\sqrt{a}<\sqrt{b}$, but $-\sqrt{a}>-\sqrt{b}$. That is, if the negative signs are taken in extracting the square root, the sense of the inequality is changed.

## EXAMPLES

1. Show that $\frac{x^{2}+3 y^{2}}{2 y}>x+y$, unless $x=y$, where $x$ and $y$ represent positive real numbers.

Solution. Multiply both sides of the inequality by $2 y$. This will not change the sense of the inequality since $2 y$ is positive.

$$
x^{2}+3 y^{2}>2 x y+2 y^{2} .
$$

Subtracting $2 x y+2 y^{2}$ from both sides,

$$
\begin{array}{r}
x^{2}-2 x y+y^{2}>0 \\
(x-y)^{2}>0 .
\end{array}
$$

or
This last inequality is true unless $x=y$, since the square of any real number except 0 is positive.

If now the steps are performed in the reverse order, the original inequality is established, and therefore holds for all positive real values of $x$ and $y$ unless $x=y$.*
2. Show that $a^{3}+b^{3}>a^{2} b+a b^{2}$, unless $a=b$, where $a$ and $b$ represent positive real numbers.

First solution. Divide each side of the inequality by $a+b$. Since $a+b$ is positive, the sense of the inequality is not changed.

$$
a^{2}-a b+b^{2}>a b .
$$

Subtracting $a b$ from each site, $\quad\left(\quad(t-b)^{2}>0\right.$,
which is true unless $a=b$. Hence, reversing the orter of the operations, it appears that the first ineguality holds.

* In this method of proof we first assume that the inequality in question is true and then pass from it, by legitimate operations, to a selfeevident inequality. But this process does not establish the validity of the original expression. The proof is not complete, until, starting with the evident inequality, we perform the operations which will lead back to the original. It is msually sutherient to observe that it is possible to go through this retrograde process without actually doing it.

Second solution. Subtract $a^{2} b+a b^{2}$ from each side.

$$
a^{3}-a^{2} b-a b^{2}+b^{3}>0
$$

Factoring,

$$
\begin{aligned}
a^{2}(a-b)-b^{2}(a-b) & >0, \\
\left(a^{2}-b^{2}\right)(a-b) & >0 .
\end{aligned}
$$

If $a>b$, both factors are positive. If $a<b$, both factors are negative. In either case their product is positive. Hence the inequality holds unless $a=b$.
3. Show that $\sqrt{3}+\sqrt{15}<\sqrt{10}+\sqrt{6}$.

Solution. Squaring,
Transposing and dividing by 2 ,

$$
\begin{align*}
18+2 \sqrt{45} & <16+2 \sqrt{60 .} .  \tag{2}\\
1+\sqrt{45} & <\sqrt{60} .  \tag{3}\\
46+2 \sqrt{45} & <60  \tag{4}\\
2 \sqrt{45} & <14 \\
\sqrt{45} & <7,
\end{align*}
$$

which is a known relation.
Now performing these operations in the reverse order. and taking the positive square root in passing from (4) to (3), and from (2) to (1), we find that the first inequality holds.

## EXERCISES

Show that the following inequalities hold where the letters represent positive real numbers:

1. $\frac{2 x!y}{x+y}<\frac{x+y}{2}, \quad$ unless $x=y$.
2. $\left(\frac{a}{b}+1\right)^{2}>4 \frac{a}{b}$,
unless $a=b$.
3. $1-x-x^{2}+x^{3}>-4 x-4 x^{2}$.
4. $x+y<\frac{x^{2}}{y}+\frac{y^{2}}{x}, \quad$ mnless $x=y$.
5. $a^{2}+b^{2}+c^{2}>a b+b c+c a, \quad$ unless $a=b=c$.
6. $(a+b)(b+c)(c+a)>8 a b c, \quad$ unless $a=b=c$.
7. $a^{5}+b^{5}>a^{4} b+a b^{4}$,
8. $x^{3}+1>x^{2}+x$,
9. $x^{2 n}+1>x^{2 n-1}+x$,
unless $a=\ell$.
10. $\sqrt{7}+\sqrt{11}>\sqrt{5}+\sqrt{13}$.
11. $\sqrt{6}+2 \sqrt{3}<\sqrt{6}+\sqrt{14}$.
12. $\sqrt{3}+\sqrt{21}<2 \sqrt{10}$.
13. $\sqrt{2}+\sqrt{3}+\sqrt{5}<\sqrt{30}$.
14. $\sqrt{7}+\sqrt{11}<\sqrt{5}+\sqrt{14}$.
15. If $a^{2}+b^{2}=1$ and $x^{2}+y^{2}=1$, prove that $a x+b y<1$.
16. Show that the sum of any positive number and its reciprocal is never less than 2 .
17. Show that $x+1<2 x^{3}$ if $x>1$, and that $x+1>2 x^{3}$ if $x<1$.
18. Conditional linear inequalities. We have solved the equation $a x+b=0$, and found that $x=-\frac{b}{a}$. But if we consider the left member as a function of $x$, we see that for various valurs of $x$ the expression $u x+b$ takes on different values, some of which may be greater and others less than 0 . We now seek to determine the class of numbers which make $\quad 4, x+b<0$.

That is, we wish to solve this inequality.
First, let a be positive.
By Theorem, § 33, we have u. $x<-b$,
hence

$$
x<-\frac{l}{l \prime}
$$

Now let a be negative and equal to $-A$, where $A$ is positive. Then (1) may be written

$$
-A x+b<0, \quad \text { or } \quad A x-b>0
$$

Solving as before, we obtain

$$
x>\frac{b}{1}=\frac{b}{-a}=-\frac{b}{a} .
$$

We may solve in a similar mamer the inequality

$$
\begin{equation*}
a x+b>0 . \tag{2}
\end{equation*}
$$

35. Graphical interpretation of the linear inequality. If we set $a x+b=y$, we see that if $y$ is 0 the corresponding value of $x$ must be the root of the equation $a x+b=0$. But all the values of $x$ which give $y$ a negative value satisfy the inepuality (1); that is, the values of $x$ for which the line $a x+b=y$ is below the $x$ axis satisfy (1), while the values of $x$ for which the line is above the $I$ axis satisfy the inequality $u x+h>0$. Hence to solve an inequality of type (1) or ( $(\underset{\sim}{ })$ graphially we may plot the function represented by the left member, and determine for what salues of $x$ the graph is respectively below or above the $I$ axis.
36. Conditional quadratic inequalities. Consider the expression

$$
x^{2}+4 x-5=y
$$

Construct the graph of this equation. From the figne it appears that $y$ is negative for values of $x$ between the roots of $x^{2}+4 x-\overline{5}=0$.
and positive for other values of $x$ except the roots themselves. Since the roots are -5 and +1 , we can say that the inequality $x^{2}+4 x-5<0$ is satisfied when $-5<x<1$.

This example shows that if the equation $a x^{2}+b x+c=0$ has real roots, so that the corresponding graph cuts the $N$ axis, and if $a$ is positive, so that the curve is concave upwards, the inequality

$$
\begin{equation*}
a x^{2}+b x+c<0 \tag{1}
\end{equation*}
$$

is satisfied for values of $x$ which lie between the values of the roots.

When the roots of $a x^{2}+b x+c=0$ are complex, so that the graph lies entirely above the $X$ axis, there is no real value of $x$ which satisfies (1).

When the roots are real and the sign of
 $a$ is negative, so that the graph is concave downwards, the curve will be above the $X$ axis for values of $x$ between the roots, and hence (1) will be satisfied only by values of $x$ exceeding the greater or less than the smaller root.

## EXERCISES

Solve the following inequalities. Illustrate graphically:

1. $2 x-5>0$.
2. $3 x<5 x+2$.
3. $3(x+1)>x+3$.
4. $3-4 x>2-x$.
5. $(x+1)(x+6)<(x+2)(x+4)$.
6. $x^{2}<9$.
7. $1+4 x+4 x^{2}>0$.
8. $1+x+2 x^{2}>0$.
9. $x+\frac{1}{x}<2$.
10. $(x-1)(x-4)<0$.
11. $x^{2}-x<6$.
12. $x^{2}+4 x+3<0$.
13. $(1-x)(x-4)>0$.
14. $6+x>x^{2}$.
15. $x^{2}-8 x+22>6$.
16. $x^{2}+3>3 x$.

For what values of $x$ do the following pairs of inequalities hold? Illustrate graphically :
17. $\left\{\begin{array}{l}3 x+7<9+x, \\ 5 x>9-4 x .\end{array}\right.$
19. $\left\{\begin{array}{l}x^{2}+5<6 x . \\ 3 x-6>4 x-9 .\end{array}\right.$
18. $\left\{\begin{array}{l}2(1-x)>3 x+7, \\ 3 x+2<5 x+8 .\end{array}\right.$
20. $\left\{\begin{array}{l}x^{2}+2 x<8, \\ 2 x+8>x^{2} .\end{array}\right.$

## CHAPTER V

## COMPLEX NUMBERS

37. The imaginary unit. When we approached the solution of quadratic equations we saw that many equations, as, for example, the equation $x^{2}=2$, are not solvable if we are at liberty to use only rational numbers. It is necessary to introduce irrational numbers in order to solve them. The excuse for introducing such numbers is not that we need them as a means for more accurate measurement, - the rational numbers are entirely adequate for all mechanical purposes, - but that they are a mathematical necessity if we propose to solve equations of this type.

A similar situation demands the introduction of still other mumbers. In attempting to solve the equation

$$
\begin{equation*}
x^{2}=-1 \tag{1}
\end{equation*}
$$

we may write the result in the form

$$
x= \pm \sqrt{-1}
$$

But we realize that there is no real number whose square is -1 . We may write the symbol $\sqrt{-1}$, but its meaning must be somewhat remote from that of $\sqrt{2}$, for in the latter case we have a process by which we can extract the square root and get a number whose square is as nearly equal to 2 as we desire. This process is not applicable in the case of $\sqrt{-1}$. In fact, this symbol differs from 1 or any real number not merely in degree but in kind. One cannot say that $\sqrt{-1}$ is greater or less than a real number, any more than one can compare the magnitudes of a quart and an ineh.
$\sqrt{-1}$ is symbolized by $i$ and is called the imaginary unit. The term "imaginary" is perhaps too firmly established in mathematical literature to warrant its diseontinuance. It should be kept in mind, however, that it is really no more and no less imaginary than the negative or the irrational numbers. So far as we have yet proceeded it is merely something which satisfies equation (1). But when we lave defined the various operations on it and ascribed to it the
characteristic properties of numbers, we shall be justified in calling it a number.

Just as we built up from the unit 1 a system of real numbers, so we shall construct from $\sqrt{-1}=i$ a system of imaginary numbers. The fact that we cannot measure $\sqrt{-1}$ on a rule will cause no more confusion than our inability to measure $\sqrt[3]{2}$ exactly. As we are able to deal with irrational numbers as readily as with integers when we define what we mean by the four rational operations on them, so will the imaginaries become indeed numbers with which we can work when we have defined for them the corresponding operations.
38. Addition and subtraction of imaginary numbers. We write

$$
\begin{array}{r}
0=0 i \\
i=1 i \\
i+i=2 i \\
i+i+i=3 i \\
\underbrace{i+i+\cdots+i}_{n \text { terms }}=n i \tag{I}
\end{array}
$$

Also we write $" \sqrt{-1}=\| i$, where $a$ represents any real number. Consistently with \& 3 we write
$\pm \sqrt{-a^{2}}= \pm \sqrt{u^{2} \cdot(-1)}= \pm \sqrt{u^{2}} \cdot \sqrt{-1}= \pm a \sqrt{-1}= \pm a i$.
We speak of a positive or a negative imaginary according as the radical sign is preceded by a positive or a negative sign.

We define addition and subtraction of imaginaries as follows.

$$
\begin{equation*}
u i \pm l i=(a \pm b) i \tag{III}
\end{equation*}
$$

where $a$ and $b$ are any real numbers.
Asscmption. The commutative and associative lau's of multiplication and addition of real numbers we assume to hold for imaginary members.
39. Multiplication and division of imaginaries. We have already virtually defined the multiplication of imaginaries by real numbers by formula (I). Consistently with $\& 3$ we define

$$
\sqrt{-1} \cdot \sqrt{-1}=i \cdot i=i^{2}=-1
$$

Thus $\sqrt{-a} \cdot \sqrt{-b}=\sqrt{a} \cdot \sqrt{b} i \cdot i=\sqrt{a b} \cdot(-1)=-\sqrt{a b}$.

The law of signs in multiplication may be expressed verbally as follows:

The product of turo imuginuries with like signs before the ronlicul is a negative real numbro. The prowlurt of turo imaminuries with unlike signs is a positive real number.

For instance, $\quad-\sqrt{-4} \cdot \sqrt{-9}=-2 \cdot 3 \cdot i^{2}=6$.
We also note that $i^{2}=-1, i^{3}=-i, i^{4}=1, i^{5}=i, \cdots$.
And, in general, $\quad i^{i n+k}=i^{k}, n=0,1,2,3, \cdots$.
We define division of imaginaries as follows:

$$
\sqrt{-u} \div \sqrt{-b}=\frac{\sqrt{u} \cdot i}{\sqrt{b} \cdot i}=\sqrt{\frac{1}{b}} .
$$

In operating with imaginary numbers, a number of the form $\sqrt{-a}$ shouk always be written in the form $\sqrt{ }$ a $i$ hefore performing the operation. This avoids temptation to the following error:

$$
\sqrt{-u} \cdot \sqrt{-b}=\sqrt{(-u) \cdot(-b)}=\sqrt{u b} .
$$

## EXAMPLES

Simplify the following :

1. $\sqrt{-8} \cdot \sqrt{-2}$.

Solution. $\sqrt{-8} \cdot \sqrt{-2}=\sqrt{8} \cdot i \cdot \sqrt{2} \cdot i=\sqrt{2 \cdot 8} \cdot i^{2}=4 \cdot(-1)=-4$.
2. $\frac{1}{i^{5}}$.

Solution. $\frac{1}{i^{5}}=\frac{1}{i}=\frac{i}{-1}=-i$.

## EXERCISES

Simplify the following:

1. $\sqrt{-19}$
2. $\sqrt{-50}$.
3. $\sqrt{3} \sqrt{-48}$.
4. $\sqrt{-3} \sqrt{-27}$.
5. $\sqrt{-12 a^{2} b^{2} c^{2}}$
6. $\sqrt{2 u x-\left(u^{2}+x^{2}\right)}$.
7. $\sqrt{-r^{2 n}} \sqrt{-r^{2 n n+1}}$.
8. $(3 \sqrt{-4})^{2}$.
9. $(-\sqrt{-12})^{3}$.
10. $\frac{\sqrt{-32}}{\sqrt{-12}}$.
11. $i^{18}-i^{17}$.
12. $i^{2 n}-i^{18}$.
13. $\frac{1}{i^{+1}}$.
14. $\left(\frac{2}{i}-\frac{i}{2}\right)^{2}$.
15. $\frac{(-i)^{3}+(-i)^{2}}{1-i}$.
16. $i+2 i^{2}+3 i^{3}+4 i^{4}$.
17. $\frac{1}{i^{25}}+\frac{1}{i^{27}}$.
18. $(-\sqrt{-3 \sqrt{-4}})^{4}$.
19. $\frac{9 \sqrt{-10}}{3 \sqrt{-2}}+9 \sqrt{-10} \cdot 3 \sqrt{-2}$.
20. $\frac{2 \sqrt{-8} \sqrt{-18}}{i}+\sqrt{-6} \sqrt{-8} \sqrt{-12}$.
21. Complex numbers. The solution of the quadratic equation with negative discriminant, $\S 19$, affords us an expression which consists of a real number connected with an imaginary number by $\mathrm{a}+$ or a - sign. Such an expression is called a complex number. It consists of two parts which are of different kinds, the real part and the imaginary part. Thus $6+4 i$ means 61 's $+4 i$ s. To any pair of real numbers $(x, y)$ corresponds a complex number $x+i y$, and conversely.
22. Graphical representation of complex numbers. We can represent all real numbers on a single straight line. When we wished to represent two variables simultaneously ( 17), we made use of the plane, and assumed a one-to-one correspondence between the points on the plane and the pairs of numbers $(x, y)$. The general complex number $x+i y$ depends on the values of the independent real numbers $x$ and $y$, and may then properly be represented by a point on a plane. We represent real numbers on the horizontal axis, imaginary numbers
 on the rertical axis, and the complex number $x+i y$ by the point $(x, y)$ on the plane. Thus the complex numbers $6+i 3,-4+i 4$, $\tau-i 5,-2-i 4$ are represented by points on the plane as indicated in the figure.
23. Equality of complex numbers. We define the two complex numbers $a+i b$ and $c+i d$ to be equal when and only when $a=c$ and $b=d$.

Symbolically, $\quad a+i b=c+i d$
when and only when $a=c$, and $b=d$.
The definition seems reasonable, since 1 and $i$ are different in kind, and we should not expect any real multiple of one to cancel any real multiple of the other.

Similarly, if we took for units not abstract expressions as 1 and $i$, but concrete objects as trees and streets, we should say that

$$
a \text { trees }+b \text { streets }=c \text { trees }+d \text { streets }
$$

when and only when $a=c$ and $b=d$.
The foregoing definition may be stated in the form of the
Principle. When two numerical expressions involving imayinaries are equal to each other, we may equate real parts and imaginary parts separately.

The graphical interpretation of the definition of equality of complex numbers is that equal complex numbers are represented by the same point on the plane.

From the definition given we see that $a+i b=0$ when and only when $a=l=0$.

Assumption. We assume that complex numbers obey the commutative, the associative, and the distrilutive laus.

This assumption includes the usual rules for the removal of parentheses.
We are now able to define the fundamental operations on complex numbers.
43. Addition and subtraction. By applying the assumption just made we obtain the following symbolic expression for the operations of addition and subtraction of any two complex numbers $"+i b$ and $c+i d$ :

$$
\begin{equation*}
a+i b \pm(c+i d)=u \pm c+i(b \pm d) \tag{1}
\end{equation*}
$$

Rule. To add (subtract) complex numbers, whl (subtract) the real and imayinary parts separately.
44. Graphical representation of addition. We now proceed to give the graphical interpretation of addition and subtraction.

Tmeorem. The sum of turo mumbers $A=a+i b$ and $B=c+i d$ is represented ly the fourth rertex of the parallelogram formed on OA and OB as sides.

Let $O X$ represent the axis of reals and $O Y$ that of imaginaries. Let $A$ and $B$ represeut $a+i b$ and $c+i d$ respectively, and let $0 A S B$ be the completed parallelogram of which $O A$ and $O B$ are two of the sides. We have to prove that the coördinates of $S$ are $a+c$ and $b+d$ (see (1)).

Draw $E S \perp O X, A H \perp E S, D B \perp O X$, $F . t \perp O X . \quad \triangle A H S=\triangle O D B$ since their sides are respectively parallel and $O B=A S$.

Then

$$
D E=H S=d,
$$


and

$$
E S=E H+I I S=b+d
$$

Also $\quad O D=A I I=F E=r$,
and

$$
O E=O F+F E=\|+r .
$$

Hence the point $s$ has the coordinates $a+c$ and $b+d$, and therefore represents the sum of $A$ and $B$.

## EXERCISES

1. The difference $A-B$ of two numbers $A=a+i b$ and $B=e+i d$ is represented by the extremity $D$ of the line $O D$ drawn from the origin in the direction $B A$, and equal to $B A$.
2. Represent graphically the following expressions:
(a) $3-i$.
(h) $(2+i)+(3-2 i)$.
(b) $2 i+i$.
(i) $(1-i)-(1+i)$.
(c) $-4-2 i$.
(j) $2(3-4 i)-4(1-2 i)$.
(d) $i-1$.
(e) $\frac{1}{2}+5 i$.
(f) $\frac{4-3 i}{2}$.
(1) $\left(-\frac{1}{2}+2 i\right)-\left(\frac{3}{2}-4 i\right)$.
(g) $\frac{1}{1-i}$.
(im) $\left(-3-\frac{3}{2} i\right)+\left(1-\frac{3}{2} i\right)$.
(11) $3 i+\frac{\ddot{2}+i}{i}$.

In the following exercises apply the principle of \& 42. Find the real values of $x$ and $y$ satisfying the equations:
3. $(3+i) x+(1-2 i) y+7 i=0$.
4. $x+i x y-y=5+36 i$.
5. $2 x-3 y+i\left(x^{2}-y^{2}\right)=4$.
6. $(3 i+4)(x-y)=(i-1) x+2 i(1-y)+3$.
45. Multiplication of complex numbers. The ansmmption of \& 12 enables us to multiply complex mombers as follows:

$$
\begin{aligned}
& n+i l \\
& r+i d \\
& \overline{u r}+i r b+i u l+i^{2} \| l=u r-m d+i(n)+(n l) .
\end{aligned}
$$

46. Conjugate complex numbers. Complex mmbers differing only in the sign of their imaginary parts are catlen conjugate complex numbers.
'Theoren. The sum and the protuct of' conjuyute comples: momluers are real numbers.

Thus

$$
\begin{aligned}
& u+i l+u-i b=2 u \\
& (u+i b)(u-i b)=u^{2}+i^{2} .
\end{aligned}
$$

47. Division of complex numbers. The quotient of two complex numbers may always be expressed as a single complex number.

Rule. To express the quotient $\frac{a+i b}{c+i t}$ in the form $x+i y$, rationalize the denominator, using as a rationalizing factor the conjugute of the denominutor.

Thus

$$
\begin{align*}
\frac{a+i b}{c+i d} & =\frac{u+i l}{r+i l} \cdot \frac{r-i d}{r-i l} \\
& =\frac{u r+b l-i(u d-b r)}{c^{2}+l^{2}} \\
& =\frac{a r+b l}{r^{2}+l^{2}}-i \frac{u l}{r^{2}+b c} \tag{1}
\end{align*}
$$

We have now defined the four fumdamental operations on complex mombers and shall make frequent use of them. If the question remains, "After all, what are these so-walled mumbers?" we may reply: "They are expressions for which we have defined the fundamental algebraie oprations. Amb, since they have the properties of mumbers, they must be recognized as such, just as a flower which has all the chamateristie properties of a known speedes is thereby determined to belong to that speeries." Furthemore, our operations have been so defined that if the imaginary parts of the complex numbers sanish and the mumbers become real, the equation expressing any operation on complex numbers reduces to onf expressing the same operat tion on the real parts of the numbers. Thus in (1) above, if $b=l=0$, the erpuation rechuces to

$$
\frac{\prime \prime}{e}=\frac{\prime \prime}{\prime} .
$$

## EXAMPLES

Perform the indicated operations and simplify:

1. $(2+\sqrt{-2})(4+\sqrt{-5})$.

Solution. $2+\sqrt{-2}=2+\sqrt{2(-1)}=2+i \sqrt{2}$

$$
\begin{aligned}
4+\sqrt{-5}=4+\sqrt{5(-1)} & =\frac{4+i \sqrt{5}}{8-\sqrt{10}+i 4 \sqrt{2}+i 2 \sqrt{5}} \\
& =8-\sqrt{10}+(4 \sqrt{2}+2 \sqrt{5}) i .
\end{aligned}
$$

2. $5 \div(\sqrt{2}-i \sqrt{3})$.

## Solution.

$$
\frac{5}{\sqrt{3}-i \sqrt{3}}=\frac{5(\sqrt{2}+i \sqrt{3})}{(\sqrt{2}-i \sqrt{3})(\sqrt{2}+i \sqrt{3})}=\frac{5(\sqrt{2}+i \sqrt{3})}{2+3}=\sqrt{2}+i \sqrt{3}
$$

## EXERCISES

Perform the indicated operations and simplify :

1. $\frac{2-2 i}{1+i}$.
2. $\frac{4}{1+\sqrt{-3}}$.
3. $\frac{3}{\sqrt{2}+i}$.
4. $(\sqrt{3}+i \sqrt{2})(\sqrt{2}+i \sqrt{3})$.
5. $(a \sqrt{b}+i c \sqrt{d})(a \sqrt{b}-i c \sqrt{d})$.
6. $(\sqrt{1+i}+\sqrt{1-i})^{2}$.
7. $(3+i)^{4}+(3-i)^{4}$.
8. $\frac{(1+i)^{2}}{1-i}$.
9. $\frac{87}{4+7 \sqrt{-5}}$.
10. $(-1+i \sqrt{3})^{2}+(-1-i \sqrt{3})^{2}$.
11. $\left(\frac{1+i \sqrt{3}}{2}\right)^{3}$.
12. $\left(\frac{1+i}{\sqrt{2}}\right)^{4}$.
13. $\frac{\sqrt{3}+i \sqrt{2}}{\sqrt{3}-i \sqrt{2}}$.
14. $\frac{1+2 i+3 i^{2}}{1-2 i+3 i^{2}}$.
15. $\left(\frac{2-i}{2+i}\right)^{2}-\left(\frac{2+i}{2-i}\right)^{2}$.
16. $\frac{1+i+2 i^{2}+3 i^{3}}{i+2 i^{2}+3 i^{3}+4 i^{4}}$.
17. $\frac{8}{(i+1)^{3}(i-1)^{3}}$.
18. $\frac{\sqrt{-a}-\sqrt{-b}}{\sqrt{-a}+\sqrt{-b}}$.

Prove the following relations:
21. $(2+i)^{2}=\frac{\bar{i}+i}{1-i}$.
22. $(1-2 i)^{2}=\frac{11-2 i}{2 i-1}$.
23. $\frac{1}{2}(3+5 i)^{2}=\frac{36 i-77}{3 i+4}$.
24. $(\sqrt{3}+\sqrt{2} i)^{2}=\frac{2 \pi}{1-\sqrt{-21}}$.
$25(1-i)^{3}=\frac{-4 i}{1+i}$.
26. $\frac{(1+i)^{2}}{\sqrt{3}+i}=\frac{\sqrt{3}-i}{(1-i)^{2}}$.

Perform the indicated operations and simplify:
27. $\frac{a+i b}{a-i b}-\frac{a-i b}{a+i b}$. 29. $\frac{a+i \sqrt{1-\|^{2}}}{a-i \sqrt{1-u^{2}}}$.
28. $\frac{a+i b}{c+i d}+\frac{a-i b}{c-i c l}$.
30. $\frac{\sqrt{1+x}+i \sqrt{1-x}}{\sqrt{1+x}-i \sqrt{1-x}}-\frac{\sqrt{1-x}+i \sqrt{1+x}}{\sqrt{1-x}-i \sqrt{1+x}}$.
31. Reduce $\frac{12-5 i}{2-3 i}$ and $\frac{-5}{1+2 i}$ to simplest form and represent their sum and their difference graphically.
32. Reduce $\frac{5-11 i}{2(1-i)}$ and $\frac{-(7+9 i)}{2(1+i)}$ to simplest form and represent their sum and their difference graphieally.
48. Polar representation. The graphical representation of complex numbers given in s 41 suggests the graphical interpretation of the operations of addition and subtraction given in §44. But the graphical meaning of the operations of multiplication and division may be shown more clearly in another manner. We have seen that we may represent $x+i y$ by the point $r(x, y)$ on the plane. Let us represent the angle between $O P$ and the axis of reals by $\theta$ (read theta). This is called the angle of the complex number $x+i y$. We will denote the length of the line or loy $\rho(\mathrm{read}$ rho). This is called the modulus of $x+i y$. Then from the figure

$$
\begin{align*}
x & =\rho \cos \theta,  \tag{1}\\
y & =\rho \sin \theta,  \tag{2}\\
x^{2}+y^{2} & =\rho^{2} . \tag{3}
\end{align*}
$$

and


Hence the complex number $x+i y$ may be written in the form

$$
\begin{equation*}
x+i y=\rho(\cos \theta+i \sin \theta), \tag{4}
\end{equation*}
$$

where the relations between $x, y$ and $\rho, \theta$ are given $1, y(1),(2)$, and (3). When the value of $\rho$ is found by the use of (3), the positive sign is always taken. A number expressed in this way is in polar form, and may be designated by ( $\rho, \theta$ ). We observe that a complex number lies on a circle whose center is the origin and whose radius is the modulus of the number. The angle is the one which the line representing the modulus makes with the axis of real numbers.

When the values of $\rho$ and $\theta$ are given we can find the values of $x$ and $y$ for the corresponding complex number by means of (1) and (2). When a number is given in polar form it should be kept in mind that the modulus, or the value of $\rho$, is the coefficient of the expression $\cos \theta+i \sin \theta$.

Thus in the number $2\left(\cos 30^{\circ}+i \sin 30^{\circ}\right), 2$ is the modulus and $30^{\circ}$ is the angle.

## EXAMPLE

Find the modulus and the angle of the number $1+i \sqrt{3}$ and write the number in polar form.

Solution. Let $1+i \sqrt{3}=x+i y$; then $x=1, y=\sqrt{3}$.
By (3),

$$
\rho=\sqrt{x^{2}+y^{2}}=\sqrt{1+3}=2
$$

$\operatorname{By}(1), \quad x=\rho \cos \theta$, or $\cos \theta=\frac{x}{\rho}=\frac{1}{2}$.
Hence $\theta$ must equal either $60^{\circ}$ or $300^{\circ}$. But since the number $1+i \sqrt{3}$ is represented in the first quadrant, the only possible ralue is $\theta=60^{\circ}$. and we hare

$$
1+i \sqrt{3}=2\left(\cos 60^{\circ}+i \sin 60^{\circ}\right)
$$

## EXERCISES

Find the modulus and the angle of each of the following numbers and write them in polar form. Plot the numbers.

1. $-1+i \sqrt{3}$.
2. $1-i$.
3. $-3-3 i$.
4. $\sqrt{3}+i$.
5. $-\sqrt{8}+i \sqrt{8}$.
6. $\frac{1}{2}-\frac{1}{2} \sqrt{3} i$.
7. $-3-4 i$.
8. $5+12 i$.

Change the following complex numbers from the polar form to the form $x+i!$. Plot the numbers.
9. $\cos 247^{\circ}+i \sin 225^{\circ}$.
10. $2\left(\cos 300^{\circ}+i \sin 300^{\circ}\right)$.
11. $6\left(\cos 120^{\circ}+i \sin 120^{\circ}\right)$.
12. $2 \sqrt{2}\left(\cos 1330^{\circ}+i \sin 135^{\circ}\right)$.
13. $\frac{5}{2}\left(\cos 180^{\circ}+i \sin 180^{\circ}\right)$.
14. $\cos 2 \pi 0^{\circ}+i \sin 2 \pi 0^{\circ}$.
49. Multiplication in polar form. If we have two numbers $\rho(\cos \theta+i \sin \theta)$ and $\rho^{\prime}\left(\cos \theta^{\prime}+i \sin \theta^{\prime}\right)$, we may multiply them as follows:

$$
\rho(\cos \theta+i \sin \theta) \rho^{\prime}\left(\cos \theta^{\prime}+i \sin \theta^{\prime}\right)
$$

$$
\begin{align*}
= & \rho \rho^{\prime}\left(\cos \theta \cos \theta^{\prime}+i \cos \theta \sin \theta^{\prime}\right. \\
& \left.\quad+i \sin \theta \cos \theta^{\prime}+i^{2} \sin \theta \sin \theta^{\prime}\right) \\
= & \rho \rho^{\prime}\left[\left(\cos \theta \cos \theta^{\prime}-\sin \theta \sin \theta^{\prime}\right)\right. \\
& \left.\quad+i\left(\sin \theta \cos \theta^{\prime}+\cos \theta \sin \theta^{\prime}\right)\right] \\
= & \rho \rho^{\prime}\left[\cos \left(\theta+\theta^{\prime}\right)+i \sin \left(\theta+\theta^{\prime}\right)\right] . \tag{1}
\end{align*}
$$

collecting terms,
by the addition theorem

In this product $\rho \rho^{\prime}$ is the new modulus and $\theta+\theta^{\prime}$ the new angle. We may now state the following

Theoren. The product of the two mumbers $p(\operatorname{ros} \theta+i \sin \theta)$ emd $\rho^{\prime}\left(\cos \theta^{\prime}+i \sin \theta^{\prime}\right)$ hess as its modulus $\rho \rho^{\prime}$ and us its angle $\theta+\theta^{\prime}$.

It is observed that the product of two numbers is represented on a circle whose radius is the product of the radii of the circles on which the factors are represented. The angle of the product is the sum of the angles of the factors.
50. Powers of numbers in polar form. When the two factors of the preceding section, $(\rho, \theta)$ and $\left(\rho^{\prime}, \theta^{\prime}\right)$, are ecual, that is, when $\rho=\rho^{\prime}$ and $\theta=\theta^{\prime}$, equation (1) assumes the form

$$
\begin{equation*}
[\rho(\cos \theta+i \sin \theta)]^{2}=\rho^{2}(\cos 2 \theta+i \sin 2 \theta) . \tag{1}
\end{equation*}
$$

This suggests as a form for the $n$th power of a complex number

$$
\begin{equation*}
[\rho(\cos \theta+i \sin \theta)]^{n}=\rho^{n}(\cos n \theta+i \sin n \theta) . \tag{2}
\end{equation*}
$$

The theorem expressed ly ( $\underset{\sim}{2}$ ) is known as De Moivre's theorem. Stated verbally it is as follows: The modulus of the $u$ th power of a number is the $n$th power of the modulus of the number. The angle of the $n$th power of a number is $n$ times the angle of the number.
51. Division in polar form. If we have, as before, two complex numbers in polar form, $(\rho, \theta)$ and $\left(\rho^{\prime}, \theta^{\prime}\right)$, we may obtain their quotient as follows:
(rationalizing)

$$
\begin{array}{ll}
\text { sfollows : } & \frac{\rho(\cos \theta+i \sin \theta)}{\rho^{\prime}\left(\cos \theta^{\prime}+i \sin \theta^{\prime}\right)} \\
& =\frac{\rho(\cos \theta+i \sin \theta)}{\rho^{\prime}\left(\cos \theta^{\prime}+i \sin \theta^{\prime}\right)} \cdot \frac{\left(\cos \theta^{\prime}-i \sin \theta^{\prime}\right)}{\left(\cos \theta^{\prime}-i \sin \theta^{\prime}\right)} \\
& =\frac{\rho\left[\cos \left(\theta-\theta^{\prime}\right)+i \sin \left(\theta-\theta^{\prime}\right)\right]}{\rho^{\prime}\left(\cos ^{2} \theta^{\prime}+\sin ^{2} \theta^{\prime}\right)} \\
\text { rationalizing }) & =\frac{\rho}{\rho^{\prime}\left[\cos \left(\theta-\theta^{\prime}\right)+i \sin \left(\theta-\theta^{\prime}\right)\right] .}
\end{array}
$$

(since

We may now state the following
Theorem. The quotient of two complex numbers hus as its motulus the quotient of the moduli of the mombers, and us its angle the difference of the angles of the mumbers.

## EXAMPLES

1. Find the moduli and angles of the numbers $2-2 i$ and $\sqrt{3}+i$ and of their product. Plot the three numbers.

Solution. Let $2-2 i=x+i y$.
Then

$$
x=2, \quad y=-2
$$

and

$$
\cos \theta=\frac{x}{\rho}=\frac{2}{2 \sqrt{2}}=\frac{1}{\sqrt{2}}
$$

Hence

$$
\theta=45^{\circ} \text { or } 315^{\circ} .
$$

But since $2-2 i$ is represented in the fourth quadrant,

$$
\theta=315^{\circ}
$$

Let $\quad \sqrt{3}+i=x^{\prime}+i y^{\prime}$.
Then $\quad x^{\prime}=\sqrt{3}, y^{\prime}=1$,
and

$$
\begin{aligned}
\rho^{\prime} & =\sqrt{x^{\prime 2}+y^{\prime 2}} \\
& =\sqrt{3+1}=2 .
\end{aligned}
$$



Hence

$$
\begin{aligned}
\cos \theta^{\prime} & =\frac{x^{\prime}}{\rho^{\prime}}=\frac{\sqrt{3}}{2} \\
\theta^{\prime} & =30^{\circ} \text { or } 330^{\circ} .
\end{aligned}
$$

But since $\sqrt{3}+i$ is representerl in the first quarlrant, $\theta^{\prime}=30^{\circ}$.
By the theorem of $\S 49$ the modulus of the product is

$$
\rho \rho^{\prime}=2 \sqrt{2} \cdot 2=4 \sqrt{2} .
$$

The angle of the product is $\theta+\theta^{\prime}=315^{\circ}+30^{\circ}=345^{\circ}$.
Hence

$$
P=(2-2 i)(\sqrt{3}+i)=4 \sqrt{2}\left(\cos 345^{\circ}+i \sin 345^{\circ}\right) .
$$

2. Find the moduli and angles of the numbers $2-2 \sqrt{3} i$ and $1+i$ and of their quotient. Plot the three numbers.

Solution. Let $2-2 \sqrt{3} i=x+i y$.
Then

$$
\begin{aligned}
x & =2, \quad y=-2 \sqrt{3}, \\
\rho & =\sqrt{x^{2}+y^{2}}=\sqrt{4+12}=4 . \\
\cos \theta & =\frac{x}{\rho}=\frac{2}{4}=\frac{1}{2} .
\end{aligned}
$$

and

Hence

$$
\theta=60^{\circ} \text { or } 300^{\circ} .
$$

But since $2-2 \sqrt{3} i$ is represented in the fourth quadrant, $\theta=300^{\circ}$.

Let $\quad 1+i=x^{\prime}+i y^{\prime}$.
Then

$$
x^{\prime}=1, \quad y^{\prime}=1,
$$

and

$$
\rho^{\prime}=\sqrt{x^{\prime 2}+y^{\prime 2}}=\sqrt{1+1}=\sqrt{2} .
$$

$$
\cos \theta^{\prime}=\frac{x^{\prime}}{\rho^{\prime}}=\frac{1}{\sqrt{2}} .
$$



Hence

$$
\theta^{\prime}=45^{\circ} \text { or } 815^{\circ} \text {. }
$$

But since $1+i$ is represented in the first quadrant, $\theta^{\circ}=45^{\circ}$.
By the theorem, $\S 51$, the modulus of the quotient is $\frac{\rho}{\rho^{\prime}}=\frac{4}{\sqrt{2}}=2 \sqrt{2}$.
The angle of the quotient is $\theta-\theta^{\prime}=300^{\circ}-45^{\circ}=255^{\circ}$.
Hence $P=\frac{2-2 \sqrt{3} i}{1+i}=2 \sqrt{2}\left(\cos 255^{\circ}+i \sin 255^{\circ}\right)$.

## EXERCISES

Find the moduli and angles of the following numbers and of the indicated products, quotients, or powers. Plot the nmmers in each case.

1. $(2+2 i)(-1+\sqrt{3} \cdot i)$.
2. $(-\sqrt{3}+i)(-1-i)$.
3. $\left(\frac{1}{2}+\frac{1}{2} \sqrt{3} i\right)\left(\frac{1}{2}-\frac{1}{2} i\right)$.
4. $6 i\left(-\frac{\sqrt{2}}{2}-\frac{\sqrt{2}}{2} i\right)$.
5. $(3-3 i)(2+i \sqrt{12})$.
6. $(4+3 i)\left(1+\frac{\lambda_{3}^{2}}{2} i\right)$.
7. $(1+i)^{8}$.
8. $\left(\frac{1}{2}-\frac{\sqrt{3}}{2} i\right)^{2}$.
9. $(-3-\sqrt{3} i)^{3}$.
10. $(-2+2 i)^{4}$.
11. $\frac{\sqrt{3}-i}{-\sqrt{2}-\sqrt{2} i}$.
12. $\frac{2-2 \sqrt{3} i}{-i}$.
13. $\frac{-3-3 \sqrt{3} \cdot i}{2+2 i}$.
14. $\frac{-2}{3 i}$.
15. $\frac{-7+24 i}{3+4 i}$.
16. $(-1+i)^{10}$.
17. $(3+3 i)\left(-\frac{1}{2}+\frac{1}{2} \sqrt{3} i\right)(-2-2 i)$.
18. 

$$
\frac{\left(-\frac{1}{2}+\frac{\sqrt{3}}{2} i\right)^{2}}{-\frac{1}{2}-\frac{\sqrt{3}}{2} i} .
$$

20. $\left[\frac{1}{2}\left(\cos 15^{\circ}+i \sin 15^{\circ}\right)\right]^{2}$.
21. $\left(\cos 45^{\circ}+i \sin 45^{\circ}\right)^{16}$.
22. $\left[3\left(\cos 75^{\circ}+i \sin 75^{\circ}\right)\right]\left[\frac{2}{3}\left(\cos 15^{\circ}+i \sin 15^{\circ}\right)\right]$.
23. $\frac{\frac{3}{4}\left(\cos 180^{\circ}+i \sin 180^{\circ}\right)}{\frac{1}{2}\left(\cos 100^{\circ}+i \sin 100^{\circ}\right)}$.
24. 

$\frac{\left[2\left(\cos 135^{\circ}+i \sin 135^{\circ}\right)\right]^{+}}{\left[\frac{4 \sqrt{5}}{5}\left(\cos 315^{\circ}+i \sin 315^{\circ}\right)\right]^{2}}$.
25. For what values of $n$ will $(1+\sqrt{-3})^{n}$ be a real number?
52. Roots of complex numbers. We have seen that the square of a complex number has as its modulus the square of the modulus of the number, and as its angle twice the original angle.

Thus the number $\left(1,30^{\circ}\right)$, or $1 \cdot\left(\cos 30^{\circ}+i \sin 30^{\circ}\right)$, has as its square the number $\left(1,60^{\circ}\right)$. Also the number $\left(1,210^{\circ}\right)$ las as its square $\left(1,420^{\circ}\right)$. liut $\left(1,420^{\circ}\right)=\left(1,60^{\circ}\right)$; for if two complex numbers have the same modulus and their angles differ by a multiple of $360^{\circ}$, they are represented graphically by the same point, and are therefore identical. For example, $\left(1,60^{\circ}\right)=\left(1,420^{\circ}\right)=\left(1,780^{\circ}\right)$, etr: Hence it appears that any complex number with an angle greater than $360^{\circ}$ is equivalent to one with an angle less than $360^{\circ}$.

We have, then, found two numbers $\left(1,30^{\circ}\right)$ and $\left(1,210^{\circ}\right)$ each of whose squares equals the number $\left(1,60^{\circ}\right)$, that is, we have found the square roots of this number.

In general, the modulus of the square root of a number is the positive square root of the modulus of the number. The angle of the square root of a number is one such that if we donble it we get either the original angle or one which differs from it ly $360^{\circ}$. Expressed in symbols, if the original angle is $\theta$, the angles of the square roots are

$$
\frac{\theta}{2} \text { and } \frac{\theta}{2}+180^{\circ}
$$

This may be denoted more compactly as follows:

$$
\frac{\theta}{2}+r_{i} 180^{\circ}, \quad(k=0,1)
$$

by which we mean that we substitute in the expression indicated, first, the value $k=0$, and then the value $l_{i}=1$, obtaining the same values $\frac{\theta}{2}$ and $\frac{\theta}{2}+180^{\circ}$, for the angles which were given above.

In a similar manner, if we seek all the numbers with angles less than $360^{\circ}$ which cubed give a certain number, we must find three angles which multiplied lyy :3 give the original angle or one which differs from it by a multiple of $360^{\circ}$.

For example, the three numbers $\left(1,20^{\circ}\right),\left(1,140^{\circ}\right)$, and $\left(1,260^{\circ}\right)$ have as their cubes the three numbers $\left(1,60^{\circ}\right),\left(1,420^{\circ}\right)$, and $\left(1,780^{\circ}\right)$ respectively. But since all of these numbers lave the same modulus and their angles differ by either $360^{\circ}$ or $720^{\circ}$, they are really the same number; that is, the numbers first given are the three cube roots of the number $\left(1,60^{\circ}\right)$.

In general, the modulus of a cube root of a complex number is the real cube root of the modulus of the number. The angle of a cube root is an angle such that if we multiply it by 3 , we obtain either the original angle or one which differs from it by a multiple of $360^{\circ}$. If the original angle is denoted by $\theta$, the three angles of the eule roots are

$$
\frac{\theta}{3}+k 120^{\circ}, \quad(k=0,1, \because)
$$

We may treat the problem of finding the $n$th roots of a mumber $(\rho, \theta)$ similarly. The modulus of the $n$th root of $(\rho, \theta)$ is the real positive $n$th root of $\rho$, hamely $\sqrt[n]{\rho}$. The angles are those angles Which, multiplied hy $n$, give either $\theta$ or an angle which differs from $\theta$ by a multiple of $360^{\circ}$. There are $n$ such angles less than $360^{\circ}$.

In the notation which we have adopted the angles of the $n$th roots are

$$
\frac{\theta}{n}+k \cdot \frac{3600}{n}, \quad(k=0,1,2, \cdots, n-1) .
$$

Thus $\sqrt[n]{\rho(\cos \theta+i \sin \theta)}=\sqrt[n]{\rho}\left[\cos \left(\frac{\theta}{n}+k \cdot \frac{360}{n}\right)+i \sin \left(\frac{\theta}{n}+k \cdot \frac{360}{n}\right)\right]$.
where for a given value of $n$, $k$ takes on the values $0,1, \cdots, n-1$, and where $\sqrt[n]{\rho}$ indieates the real positive $n$th root of $\rho$.

For example, the five angles of the fifth roots of a number whose angle is $60^{\circ}$ are obtained by adding to $\frac{60^{\circ}}{5}=12^{\circ}$, the angles $k \cdot \frac{360}{5}$, where $k=0,1,2,3,4$; that is, the angles are $12^{\circ}, 12^{\circ}+72^{\circ}=84^{\circ}, 12^{\circ}+2 \cdot i 2^{\circ}=154^{\circ}, 12^{\circ}+3 \cdot 72^{\circ}=22^{\circ}$. $12^{\circ}+4 \cdot 72^{\circ}=300^{\circ}$.

When, in the following exercises, the radical sign, $\sqrt{n /-}^{-}$, is used over a complex mumber, or over a real number which is thought of as a complex number with zero imaginary part, all $n$ of the ronts are meant. When only the arithmetical square root of a real number is intented, the usage explaned on page 5 is followed. The context will make it clear in each case whichmeaning of the ratical is to be taken.

## EXAMPLES

1. Perform the indicated operation and plot:

$$
\sqrt{-2+2 \sqrt{3}} i .
$$

Solution. We first express the number $-2+2 \sqrt{3} i$ in polar form.

$$
\rho=\sqrt{(-2)^{2}+(2 \sqrt{3})^{2}}=\sqrt{4+12}=4 .
$$

$\cos \theta=\frac{-2}{4}=-\frac{1}{2}, \quad \theta=120^{\circ}$ or $240^{\circ}$.
But since $-2+2 \sqrt{3} i$ is in the second quadrant, $\quad \theta=120^{\circ}$.

Hence $-2+2 \sqrt{3} i=4\left(\cos 120^{\circ}+i \sin 120^{\circ}\right)$.
Now

$$
\sqrt{\rho}=\sqrt{4}=2,
$$

which is the modulus of the square roots.
The angles are

$$
\frac{\theta}{2}=\frac{120^{\circ}}{2}=60^{\circ}
$$

and


Hence $\sqrt{-2+\sqrt{3} i}=2\left(\cos 60^{\circ}+i \sin 60^{\circ}\right)=1+\sqrt{3} i$, or

$$
2\left(\cos 240^{\circ}+i \sin 240^{\circ}\right)=-1-\sqrt{3} i
$$

It is sometimes more convenient to find the roots of a complex number in another way. For example,
2. Find $\sqrt{3+4 i}$.

Solution. We see from $\$ 52$ that a root of a complex number is always a complex number.

Hence we may write
Squaring,
Then, by $\S 42$,

$$
\begin{align*}
\sqrt{3+4 i} & =x+i y . \\
3+4 i & =x^{2}+2 i x y-y^{2} . \\
x^{2}-y^{2} & =3,  \tag{1}\\
2 x y & =4 . \tag{2}
\end{align*}
$$

Squaring (1) and (2), $x^{4}-2 x^{2} y^{2}+y^{4}=9$
Adding,

$$
\frac{4 x^{2} y^{2}=16}{x^{4}+2 x^{2} y^{2}+y^{4}=25}
$$

Hence

$$
x^{2}+y^{2}= \pm 5 .
$$

But since $x$ and $y$ are real, the sum of their squares must be positive. Then we must take

$$
\begin{aligned}
x^{2}+y^{2} & =5 \\
x^{2}-y^{2} & =3 \\
\hline 2 x^{2} & =8 \\
x^{2} & =4, \\
x & = \pm 2 .
\end{aligned}
$$

Adding (1), we obtain

Substituting this value of $x$ in the equation $2 x y=4$, we find $y= \pm 1$.

$$
\therefore \sqrt{3+4 i}=2+i \text { or }-2-i \text {. }
$$

3. Solve the erpuation $x^{5}-1=0$, and represent the roots graphically.

Solution. $x^{5}=1$, or $x=\sqrt[5]{1}$.
Let $1=1+0 \cdot i=\rho(\cos \theta+i \sin \theta)$. Then $\rho=1, \theta=0$.

$$
\begin{aligned}
x & =\sqrt[5]{1\left(\cos 0^{\circ}+i \sin 0^{\circ}\right)} \\
& =\sqrt[5]{1}\left[\cos \left(\frac{0^{\circ}}{5}+k \cdot \frac{360^{\circ}}{5}\right)+i \sin \left(\frac{0^{\circ}}{5}+k \cdot \frac{360^{\circ}}{5}\right)\right]
\end{aligned}
$$

(where $k$ takes on the values $0,1,2,3,4$ )

$$
=\left\{\begin{array}{l}
\cos 0^{\circ}+i \sin 0^{\circ}=1, \text { when } k=0, \\
\cos 72^{\circ}+i \sin 72^{\circ}, \text { when } k=1, \\
\cos 144^{\circ}+i \sin 144^{\circ}, \text { when } k=2, \\
\cos 216^{\circ}+i \sin 216^{\circ}, \text { when } k=3 \\
\cos 288^{\circ}+i \sin 288^{\circ}, \text { when } k=4
\end{array}\right.
$$



These numbers we observe lic on a circle of unit radius at the vertices of a regular pentagon.

## EXERCISES

In the following exereises perform the indicated operations and represent graplically the complex number and its roots:

1. Work example 2 above, using polar representation.
2. $\sqrt[3]{4+4 \sqrt{3} i}$.
3. $\sqrt{i}$.
4. $\sqrt{-i}$.
5. Show that
$\sqrt{i}+\sqrt{-i}= \pm \sqrt{2}$, or $\pm i \sqrt{2}$.
6. $\sqrt{-1+2 \sqrt{2}} i$.
7. $\sqrt[8]{3+3 i}$.
8. $\sqrt{\sqrt{3}-i}$.
9. $\sqrt[5]{4-4 i}$.
10. $\sqrt{5+12} i$.
11. $\sqrt{-1+4 \sqrt{-5}}$.
12. $\sqrt[3]{8\left(\cos 15^{\circ}+i \sin 15^{\circ}\right)}$.
13. $\sqrt[4]{16\left(\cos 200^{\circ}+i \sin 200^{\circ}\right)}$.
14. $\sqrt[6]{8\left(\cos 60^{\circ}+i \sin 60^{\circ}\right)}$.
15. $\sqrt[5]{\frac{1}{2}-\frac{1}{2} \sqrt{-3}}$.
16. $\sqrt[4]{9} i$.
17. $\sqrt[3]{8}$.
18. $\sqrt[3]{-125}$.

Solve the following equations and illustrate the results graphically :
19. $x^{5}-32=0$.
20. $x^{3}-1=0$.
21. $x^{3}+1=0$.
22. $x^{4}-16=0$.
23. $x^{4}+1=0$.
24. $x^{6}-1=0$.
25. $r^{8}-1=0$.
26. $x^{5}+1=0$.
27. Show that either of the complex roots of the equation $x^{3}=1$ is the square of the other, and that the sum of the three roots is zero. Represent the three roots and their sum graphically.
28. Show graphically that the sum of the roots of the equation $x^{5}=1$ is zero.
29. Show graphically that the sum of the roots of the equation $x^{n}=1$ is zero if $n$ is a positive even integer.

Note. This is true when $n$ is any positive integer, whether even or odd, as we shall see in the next chapter, $\S 62$.
30. Show that the product of the three cube roots of 1 is 1 .
31. Prove that the product of the $n n$th roots of 1 is 1 , if $n$ is odd, and -1 if $n$ is even.

## CHAPTER VI

## THEORY OF EQUATIONS

53. Introduction. As a preliminary to the development of the methods and theorems of this chapter, a few definitions are necessary.

A term is rational if it may be obtained in its simplest form from unity and the letters concerned by means of the four operations of addition, subtraction, multiplication, and division, without the extraction of any root. If each of the terms of an algebraic function is rational, it is called a rational function.

The fmetions $\frac{a}{x}+\frac{b}{x^{2}}, \frac{1}{x^{2}}-\frac{4 x}{5}, \frac{8 a-b x^{2}}{c x^{5}-1}+\frac{a x^{2}+b x+c}{c x-f}$, are each rational in $x$.

A term is integral if the letter which is taken as the variable does not appear in the denominator. A term may be integral and still involve a radical sign. If each of the terms of an algebraic expression is integral, it is called an integral function.

The functions $\quad \frac{4 x}{a}, 8 x^{2}-\sqrt{x}, \quad a x^{2}+b x+c$, are each integral in $x$.

An integral function is not neeessarily rational, nor is every rational function integral. Thus $\frac{x^{2}}{4}+\sqrt{x}+8$ is integral but not rational, while $\frac{x^{2}}{4}+\frac{1}{x}+8$ is rational but not integral.

An algebraic function is rational and integral if each of its terms is rational and integral. Such an expression is frequently called a polynomial. The polynomial $f^{\prime}(\cdot x)=u_{0} r^{n}+a_{1} x^{n-1}+\cdots+a_{n}$, where $u_{0}, u_{1}, u_{2}, \cdots, u_{n}$, are all integers, $n$ is a positive integer, and $u_{0} \neq 0$, we shall call the general polynomial of the $n$th degree, or the polynomial in a-form.

The equation

$$
\begin{equation*}
a_{0} x^{n}+u_{1} x^{n-1}+\cdots+u_{n}=0 \tag{A}
\end{equation*}
$$

we shall call the general equation of the $n$th degree, or the equation in $a$-form. The suljeet of our study in this chapter is the rational, integral equation of degree $n$ in one variable.

It is necessary to keep in mind that the symbols $a_{0} . a_{1}, \cdots, a_{n}$, stand for numbers. Since they are all coefficients in the same expression, we denote them all by the same letter, $\alpha$; but since they are the coefficients of different terms, they must be distinguished from each other in some way. This is done by giving each $a$ a subscript equal to one less than the number of the term in which it is used. In this way we know that $a_{3}$ is the coefficient in the fourth term, $a_{2}$ that in the third term, and so on.

The notation $f(x)$, read " $f$ of $x$, " is simply a symbol denoting that the expression in question is a function of $x$. Other letters are sometimes used to denote functions of $x$, as, for instance, $F(x), \phi(x)$, and $Q(x)$.

If in $f(x)$ the variable $x$ is replaced, for example, by the number 3, the resulting expression is denoted by $f(3)$. We may similarly replace $x$ all through $f(x)$ by a letter, as, for instance, $c$. The resulting expression $a_{0} c^{n}+a_{1} c^{n-1}+\cdots+a_{n}$ we denote by $f(c)$.

For example, if $f(x)=2 x^{3}-3 x^{2}-7 x+5, f(2)=2(2)^{3}-3(2)^{2}-7 \cdot 2+$ $5=-5$, while $f(0)=5$ and $f(-1)=7$.

The equation $x^{n}+p_{1} x^{n-1}+p_{2} x^{n-2}+\cdots+p_{n}=0$,
where $p_{1}, p_{2}, \cdots, p_{n}$, are all rational numbers, and $n$ is a positive integer, we shall call the $p$-form of the equation of the $n$th degree. It is observed that any rational integral equation with rational coefficients may be brought into the $a$-form, (A), by transposition and multiplication by the least common denominator of the coefficients.

Furthermore, any general equation may be put into the $p$-form by dividing by $a_{0}$. Since $a_{0}$ is assumed to be different from zero, this can always be done.

For example, the equation $\frac{2}{3} x^{4}-\frac{7}{8} x=\frac{4}{3} x^{2}-x^{4}+\frac{1}{4}$, after transposition and multiplication by 24 , becomes

$$
40 x^{4}-32 x^{2}-21 x-6=0
$$

which is in the $a$-form. Dividing by 40 , we have the equation
which is in the $p$-form.

$$
x^{4}-\frac{4}{5} x^{2}-\frac{2}{4} \frac{1}{0} x-\frac{3}{20}=0
$$

## EXERCISES

Reduce the following equations to the $a$-form and to the $p$-form:

1. $x-\frac{x^{5}}{2}+\frac{x^{3}}{3}=4-\frac{x}{4}+\frac{3 \cdot x^{3}}{4}$.
2. $\frac{3 x^{6}}{5}+1=\frac{2 x^{3}}{15}+4$.
3. . $5 x-.75 x^{2}+.25=x^{3}$.
4. $1.4 x^{4}=2.8 x^{5}-.7 x+2.1 x^{2}$.
5. If $f(x)=2 x^{3}-4 x+6$, find $f(0), f(1), f(-2), f(11)$, and $f(-x)$.
6. If

$$
f(x)=x^{2}+3 x-3,
$$

find

$$
f(3), f(c), \quad f(r+1), \quad f(\prime-1)
$$

7. If

$$
f(x)=2 x^{4}-x^{2}
$$

fincl

$$
f(\sqrt{2}), \quad f(0), \quad f\left(\frac{c}{2}\right), \quad f\left(-\frac{1}{2}\right) .
$$

8. Reducing the equation $\frac{x^{2}}{3}+\frac{x}{6}-1=0$ to the $u$-form and to the $\rho$-form, we get

$$
\begin{array}{r}
2 x^{2}+x-6=0 \\
x^{2}+\frac{x}{2}-3=0 . \tag{P}
\end{array}
$$

and

$$
\begin{aligned}
& f_{1}(x)=\frac{x^{2}}{3}+\frac{x^{2}}{6}-1, \\
& f_{2}(x)=2 x^{2}+x-6, \\
& f_{8}(x)=x^{2}+\frac{x}{2}-3 .
\end{aligned}
$$

Let
(a) Graph the three functions $f_{1}(x), f_{2}(x)$, and $f_{3}(x)$.
(b) What relation do you notice between these graphs?
(c) What are the roots of the three equations $f_{1}^{\prime}(x)=0, f_{2}^{\prime}(x)=0$, and $f_{8}^{\prime}(x)=0$ ?
(d) Are the roots of an equation changed by redueing it to the $a$-form and to the $p$-form? Why?
9. Reduce the equation $.75 x^{2}+5.575 x=1$ to the $a$-form and find its roots.
10. If $f(x)=a_{0} x^{2}+a_{1} x+a_{2}$, determine $a_{0}, a_{1}$, and $a_{2}$, so that $f(1)=4, \quad f(2)=12, \quad f^{\prime}(-1)=6$.
11. If $f(x)=a_{0} x^{3}+u_{1} x^{2}+u_{2} x^{x}+u_{3}$, determine $a_{0}, a_{1}, u_{2}$, and $a_{3}$, so that $f(0)=f\left(\frac{1}{2}\right)=\stackrel{2}{2}, f\left(-\frac{1}{2}\right)=\frac{7}{4}, f^{\prime}\left(\frac{2}{2}\right)=S$.
12. Given $f(x)=a_{0} x^{2}+u_{1} x^{x}+a_{2}, \quad u_{0} \neq u_{1}$, and $f^{\prime}\left(u_{0}\right)=f\left(u_{1}\right)$ Express $a_{1}$ in terms of $a_{0}$.
13. Find a polynomial of the second degree which has the value 0 when $x=-1$ or 2 , and the value -2 when $x=0$. (imph the polynomial. Is it always possible to find the polymomial however we select the three values of $x$ and the corresponding values which the polynomial is to have?
14. Find a polynomial of the second degree whose graph passes through the point ( 2,4 ), and such that the equation formed by equating it to zero has roots -2 and 4 .
15. Find a polynomial of the third degree which ranishes when $x=0,1$, or 2 , and which equals 2 when $x=3$.
16. Find a polynomial of the fourth degree which equals 1 when $x$ is 0 , equals 0 when $x$ is 1 or -1 , and equals 21 when $x$ is 2 or -2 .
54. Remainder Theorem. The following theorem lies at the basis of most of the work of the present chapter:

Theoren. If $f(x)$ is divided by $x-c$, the remainder is $f(c)$.
Illustration. Let $f(x)=2 x^{3}+3 x^{2}-4 x-6$, and let $c=2$. The theorem will be verified for this case if the remainder obtained by dividing $f(x)$ by $x-2$ is $f(2)=2 \cdot 2^{3}+3 \cdot 2^{2}-4 \cdot 2-6=14$. If the division is actually performed, the remainder is found to be 14 . The result of the division may be expressed thus:

$$
\frac{2 x^{3}+3 x^{2}-4 x-6}{x-2}=2 x^{2}+7 x+10+\frac{14}{x-2}
$$

Proof. If $f(x)$ is divided by $x-c$, let us call the quotient $Q(x)$ We must prove that the remainder is $f(c)$, that is, that

$$
\frac{f(x)}{x-c}=Q(x)+\frac{f(c)}{x-c} .
$$

Consider the expressions
and

$$
\begin{aligned}
& f(x)=a_{0} x^{x^{n}}+a_{1} x^{n-1}+\cdots+a_{n-1} x+a_{n}, \\
& f(c)=a_{0} f^{n}+a_{1} c^{c^{n-1}}+\cdots+a_{n-1}{ }^{c}+a_{n} .
\end{aligned}
$$

Subtracting, we get

$$
\begin{aligned}
& f(x)-f(r) \\
& \quad=\mu_{0} x^{n}+a_{1} x^{n-1}+\cdots+\mu_{n-1} x^{r}+a_{n}-\left(\mu_{0} 1^{n}+\mu_{1} r^{n-1}+\cdots+\mu_{n-1}+\cdots+\mu_{n}\right) \\
& \quad=a_{0}\left(x^{n}-c^{n}\right)+a_{1}\left(x^{n-1}-c^{n-1}\right)+\cdots+\mu_{n-1}(\cdot x-c) .
\end{aligned}
$$

But since $x-c$ is a factor of each term in the right member (type form 7, p. 2), we may take $x-c$ outside a parenthesis, and call what remains inside $Q(x)$. We have then

$$
\begin{equation*}
f(x)-f(c)=(x-r) Q(x), \tag{1}
\end{equation*}
$$

or, after transposing $f(c)$ and dividing by $x-c$,

$$
\frac{f(x)}{x-r}=Q(x)+\frac{f(r)}{x-c},
$$

which was to be proved.

Ficton Theonem. If $e$ is arowt of $f(x)=0$, then $x-c$ is a fuctor of $f^{\prime}(x)$.

If $\rho$ is a root of $f(x)=0$, then $f^{\prime}(r)=0$, and from (1) we have

$$
f^{\prime}(\cdot r)=(r-r) Q(r)
$$

That is, $f(x)$ is expressed in factored form, with $r-c$ as one of the factors.

## EXERCISES

1. State and prove the converse of the Factor Theorem.
2. By use of the Remainder Theorem, find the remainder when $2 x^{4}+x^{3}-6 x^{2}+1$ is divided by $x-1$; by $x+2$.
3. By use of the Remainder Theorem, find the remainder when $3 x^{4}+2 x^{2}-1$ is divided by $x-\frac{1}{2}$; by $x$.
4. By use of the Remainder Theorem, find the remainder when $2 x^{5}-x^{3}-x^{2}+4 x-1$ is divided by $x-3$; by $x+3$.
5. By use of the Remainder Theorem, find the remainder when $x^{7}+1$ is divided by $x+1$; by $x-1$.
6. By use of the Remainder Theorem, find the remainder when $x^{13}+{ }^{13}$ is divided by $x+{ }^{\prime \prime}$; by $x-u$.
7. Nhow that 2 is a root of the equation $2 x^{3}-3 x^{2}-4 x+4=0$.
8. Show that if $f(r) \neq 0$, then $f(x)$ is not divisible by $x-c$.
9. Find a polynomial $f(x)$ of the second degree such that 1 and 2 are roots of $f(x)=0$, and $f^{\prime}(x)$ has the value $S$ when $x=0$.
10. Find a polynomial $f(r)$ of the third degree such that $0,-1$, and 3 are roots of $f^{\prime}(x)=0$, and $f(x)$ has the value 12 when $r=1$.
11. Synthetic division. In plotting the function

$$
f(x)=a_{0} x^{n}+a_{1} r^{r^{n-1}}+\cdots+a_{n}
$$

where the $\mu$ 's are integers, by the method of $\$ 17$, it is necessary to find the values of the function for various values of $x$; that is, we must obtain the values of $f^{\prime}(1), f^{\prime}(\underline{2}), f^{\prime}(3)$, ete. The Remainder Theorem tells us that these are nothing clse than the values of the remainders after dividing $f(x)$ by $x-1, x-2, x-3$, ete., which we may find rapidly if we make use of the following abridged method of division.

The method may be illustrated by the following example:
Let $\quad f(x)=2 x^{4}-3 x^{3}+x^{2}-x-9, \quad c=2$,
and let us divide $f(x)$ by $x-2$.
By long division we have

$$
\begin{aligned}
& \frac{2 x^{4}-3 x^{3}+x^{2}-x-9 \left\lvert\, \frac{x-2}{2 x^{3}+x^{2}+3 x+5}\right.}{\frac{2 x^{4}-4 x^{3}}{1 x^{3}+x^{2}}} \\
& \frac{1 x^{3}-2 x^{2}}{3 x^{2}-x} \\
& \frac{3 x^{2}-6 x}{5 x-9} \\
& \frac{5 x-10}{+1}
\end{aligned}
$$

We can abbreviate this process by observing the following facts. Since $x$ may be regarded as merely the carrier of the coefficient, we may omit writing it. Also we need not rewrite the first number of the partial product, as it is only a repetition of the number directly above it in full-faced type. Our process now assumes the form

$$
\begin{aligned}
& \frac{2-3+1-1-9}{\frac{-4}{+1}} \frac{1-2}{2+1+3+5} \\
& \frac{\frac{-2}{+3}}{\frac{+5}{+10}}
\end{aligned}
$$

Since the mimus sign of the 2 changes every sign in forming the partial product, if we replace -2 by +2 we may add the partial product to the number in the dividend instead of subtracting. This is also desirable, since the number which we are substituting for $x$ is 2 , not -2 . Thus, bringing all our figures on one line, dropping the 1 in the divisor, replacing -2 by 2 , and omitting the coefficients of the quotient, we lave

$$
\begin{aligned}
& 2-3+1-1-92 \\
& \frac{+4+2+6+10}{2+1+3+5+1}
\end{aligned}
$$

The last number in the lowest line is the remainder in the division. Hence it is the value of the function $f^{\prime}(x)$ when $x$ is replaced by 2 , that is, $f^{\prime}\left({ }^{2}\right)$.

It is also to be observed that, from the nature of the operation, the numbers preceding the remainder in the last line are the coefficients of the quotient in the division. In this case the quotient is

$$
2 x^{3}+x^{2}+3 x+5
$$

We have illustrated the following rule. Since the process may be looked upon as merely a convenient arrangement of the operation of long division, no formal proof will be given.

Rule for synthemic mivision. Write the cofficients of the polynomial in order, supplying 0 when a term is lacking.

Multiply the momber to be substituted for $x$ by the first coneffirient, and add (alyelraically) the product to the second coefficient.

Multiply this sum by the mumber to be silbstituted for $x$, ald to the third coefficient, aud proceed until all the coefficients are used. The last sum ditainad is the remainder and also the value of the polynomial when the mumber is sulstituted for the variable.

The method of synthetic division is useful not only in finding the values of the function for purposes of plotting, but also in determining whether the function has any factors of the form $x-r$. For if by the process of synthetic division the remander $f(c)$ comes out zero, then the function las a factor $x-c$. It should be noted that $c$ may be integral, rational, or, in fact, any kind of a number.

The process of synthetic division in the foregoing example may be looked unon as a reduction of each term in the polynomial to one of the next lower degree by replacing one of the $x$ 's by 2 and combining until the numerical value of the function is obtained.

Thus in $2 x^{4}-3 x^{3}+x^{2}-x-9$, if $x=2$, we have the first term $2 x^{4}=2 \cdot 2 x^{3}$ $=4 x^{3}$. Adding to the second term, we have $4 x^{3}-3 x^{3}=x^{3}$. Letting one $x=2$, $x^{3}=2 x^{2}$. Adding to the third term, $2 x^{2}+x^{2}=3 x^{2}$. Substituting 2 for one $x$, $3 x^{2}=6 x$. Adding to the fourth tern, $6 x-x=5 x$. Substituting 2 for $x$, $5 x=10$. Hence the value of the function for $x=2$ is $10-9=1$, which agrees with the result already obtained.

This process is similar to that of converting a distance expressed in yards, feet, and inches into one expressed in inches, by reducing the yards to feet, adding to the number of fect given, reducing this to inches, and adding to the number of inches given.

## EXERCISES

1. Find the remainder when $2 x^{5}-5 x^{4}+4 x^{3}-54 x^{2}-32 x-30$ is divided by $x-4$. Do this by direct substitution, as in $\S 54$, and also by the method of synthetic division. Which method is preferable?
2. Find the remainder when $x^{4}-8 x^{3}+6$ is divided by $x-2$. Do this by both methods mentioned in the preceding exercise. Which method is preferable?
3. Find the remainder and the quotient when $3 x^{4}-2 x^{3}+x+6$ is divided by $x+3$; by $x-3$.
4. Find the remainder and the quotient when $4 x^{3}-4 x^{2}-3 x+2$ is divided by $x-\frac{1}{2} ;$ by $x+\frac{1}{2}$.
5. Given $f(x)=S x^{3}-24 x^{2}-16 x+40$, find $f^{2}(1), f\left(\frac{1}{2}\right), f(-2)$, $f(S), f(\sqrt{2})$.
6. Find the value of the function $3 x^{3}-11 x^{2}-18 x-24$, when $x=\frac{2}{3} ;$ when $x=-\frac{7}{3}$.
7. Show that $x-2$ and $x+5$ are factors of $x^{4}-23 x^{2}+18 x+40$. What are the other factors? What are the roots of the equation $x^{4}-23 x^{2}+18 x+40=0$ ?
8. Show that -3 is a root of the equation $x^{3}+4 x^{2}-17 x-60=0$. What are the other roots :'
9. Show that $x-1$ is twice a factor, that is, that $(x-1)^{2}$ is a factor of $x^{4}-x^{2}-2 x+2$, and hence that 1 is a double root of the equation $x^{4}-x^{2}-2 x+2=0$. What are the other roots?
10. Find the value of 7 if 2 is a root of the equation $2 x^{4}-6 x^{3}$ $+4 \pi x+13=0$.
11. Find the values of $F_{i}$ and $l$ if -1 and 2 are roots of the equation $3 x^{4}-3 r^{3}-10 x^{2}+2 k x-2 l=0$.
12. For what values of $k$ will 1 be a root of the equation $5 x^{5}-4 x^{3}$ $+2 x^{2} x^{2}+k=2 ?$
13. The graphing of functions. We are now in a position to find the graph of a polynomial in the most expeditious manner. We shall symbolize the function $f(x)$ by $y$ and find the values of $y$ corresponding to various values of $x$.

In photting, if the table of values consists of numbers which are large or are so distributed that the plot would not he well proportioned if one space on the paper were taken for each unit, a scale should be chosen so that the plot will form a graceful curve.

## EXAMPLE

Plot $y=x^{3}+4 x^{2}-4$.
Solution. We fial by synthetic division the values of $y$ corresponding to varions values of $x$.

The value of $y$ when $x=0$ is found by direct sul)stitution.

| $x$ | -5 | -4 | -3 | -2 | -1 | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | $-2!$ | -4 | +5 | +4 | -1 | -4 | +1 | +20 |

Since the numorical valnes of $y$ for $x=2$ and for $x=-5$ are so much larger than the other valnes of $y$, and since, as we shall see in the next section, they give us points on the curve which we are not interested in, we shall not inchule them in making the graph.

In this figure two spaces are taken to represent one unit of $x$. A single space is taken for a unit of $y$.

By referring to the graph it is seen that the curve crosses the $I$ axis at about the points $x=.8$, $x=-1.2$, and $x=-3.7$. Since these are approximately the values of $x$ which make $y$, or $f(x)$, equal to zero, they are approximately the roots of the equation $x^{3}+4 x^{2}-4=0$.

By performing mentally the algebraic additions in the process of synthetic division, the work in this example

$$
\begin{aligned}
& 1+4+0-41 \\
& +1+5+5 \\
& \hline 1+5+5+1 \\
& 1+4+0-42 \\
& \frac{1+2+12+24}{1+6+12+20} \\
& 1+4+0-4-1 \\
& \frac{-1-3+3}{1+3-3-1} \\
& 1+4+0-4-2 \\
& \frac{-2-4+8}{1+2-4+4} \\
& 1+4+0-4-3 \\
& \frac{-3-8+9}{1+1-3+5} \\
& 1+4+0-4-4 \\
& \frac{-4+0+0}{1+0+0-4} \\
& 1+4+0-4-5 \\
& \frac{-5+5-25}{1-1+5-29}
\end{aligned}
$$ may be compressed to the following form :

| $x$ |  |  |  |
| :--- | ---: | ---: | ---: |
| 0 | $1+4+0$ | -4 |  |
| 1 | 5 | 5 | 1 |
| 2 | 6 | 12 | 20 |
| -1 | 3 | -3 | -1 |
| -2 | $2-4$ | 4 |  |
| -3 | $1-3$ | 5 |  |
| -4 | 0 | 0 | -4 |
| -5 | -1 | 5 | -29 |


57. Extent of the table of values. Since the object in plotting a curve is to obtain information regarding the roots of its equation, stretches of the curve beyond all crossings of the $X$ axis are of no interest for the present purpose. Hence it is desimble to know when a table of values has been formed extensive enough to afford a plot
which includes all the real roots. If for all values of $x$ greater than a certain number the curve lies wholly above the axis, there are no real roots greater than that value of $r$.

By an inspection of the preceding example it appears that if for a given value of $x$ the signs of the partial remainders are all positive, thus affording a positive value of $y$, any greater value of $x$ will afford only greater positive partial remainders and hence a greater positive value of $y$. From this point on, the eurve must rise as $x$ increases. Hence none of the roots can lie to the right of this point.

Thus when all the partial remuinders are positive, no greater positive ralue of $x$ need be substituter.

Similarly, when the purtial remainders alternate in sign, leginning with the coefficient of the highest power of $x$, no calue of $x$, greater negatively, need be suldstituted.

## EXERCISES

Graph the following functions. Set earh equal to zero, and determine between what consecutive integers the real roots of the resulting equations lie:

1. $x^{3}-3 x+7$.
2. $x^{3}-2 x^{2}-10$.
3. $x^{3}-17 x+100$.
4. $2 x^{3}-3 x^{2}-7 x+5$.
5. $5 x^{3}-7 x^{2}+3 x+9$.
6. $x^{4}+19 x^{2}+11$.
7. $x^{4}-3 x^{2}-9 x-31$.
8. $x^{4}-2 x^{3}-x+2$.
9. $x^{4}-2 x^{3}+3 x^{2}-20 x-47$.
10. $6 x^{4}-13 x^{3}+20 x^{2}-37 x+24$.
11. A rectangle whose perimeter is 36 inches is rotated about a line joining the mid-points of two opposite sides, thus generating a cylinder whose volume is 550 cubic inches. Find the dimensions of the rectangle.

Note. Take $\pi=\frac{2}{7}$. Use the graph to obtain an approximate result.
12. A rectangle whose perimeter is 33 inches is rotated about a line joining the mid-points of two opposite sides, thus generating a cylinder whose volume is 385 cubic inehes. Find the dimensions of the rectangle.
13. Each dimension of a rectangular tank $6 \times 8 \times 10$ feet is to be increased by the same amount, so that the tank will have a capacity of 1000 cubic feet. Estimate from a graph the length each edge is increased.
14. The radii of fom spheres are in arithmetioal progression, having a common differenee of 1 inch. If the largest sphere is equal in volume to the sum of the other three, find their radii.
58. Number of roots. It appeared from the solution of the quadratic equation that every equation of the second degree has two and only two roots. In the preceding exercises it may have been noted that the graph of a function of degree $n$ never crosses the $X$ axis more than $n$ times, that is, none of these equations has more than $n$ roots. Whether the general equation of degree $n$ has any roots at all is a problem which remained unsolved until abont a hundred years ago, when it was proved, by methods which we will not reproduce here, that every rational integral equation of degroe $n$ possesses at leust one ront. That this root may not be a real mumber is indieated by problem $6, \mathrm{p}$. 96 , in which the graph does not cross the I axis. But in such a ease the theorem would demonstrate the existence of a complex number which satisfies the equation. 'This Fundamental Theorem of Algebra we shall assume. We can then prove

Theorem I. Every equation of degree $n$ in arneral form hus $n$ roots.

Given the equation $\quad{ }_{0} .^{1^{n}}+{ }_{1} x^{x^{n-1}}+\cdots+{ }_{n}=0$,
where the $a^{\prime} s$ are integers, ${ }_{0} \neq 0$, and $n$ is a positive integer. Since the multiplication of an equation by a constant does not affect the roots of the equation in any way ( $\$ 23$ ), we may multiply each member of the equation by the constant $\frac{1}{"_{0}}$, thus throwing the equation into the $p$-form. It should he kept in mind that the coefficients $p_{1}, \mu_{2}, \cdots, p_{n}$, are really nothing else than $\frac{a_{1}}{u_{0}}, \frac{a_{2}}{u_{0}}, \ldots, \frac{u_{n}}{u_{0}}$.
We have, then,

$$
x^{n}+p_{1} r^{n-1}+\cdots+p_{n}=0
$$

an equation which has the same roots as the original equation.
By the Fundamental Theorem of Algebra this equation has at least one root, which we will call $x_{1}$. Sy the Factor Theorem $x-x_{1}$ must be a factor of the left member. Hence il we write it in factorel form, we have

$$
\left(x-x_{1}\right)\left(x^{n-1}+y_{1} x^{n-2}+\cdots+y_{n-1}\right)=0 .
$$

Now reasoning as before, the expression inside the seennd parenthesis, set equal to zero, has at least one root, which we will call $x_{a}$.
and by the Factor Theorem the expression must have $x-x_{2}$ as a factor. We may then write the expression within the second parenthesis in factored form. Hence

$$
\left(x-x_{1}\right)\left(x-x_{2}\right)\left(x^{n-2}+s_{1} r^{n-3}+\cdots+s_{n-2}\right)=0 .
$$

We may continue this process until the last factor is of the first degree, which, set equal to zero, will have a root which we may call $x_{n}$. We have then the second equation with its left nember expressed as the product of $n$ linear factors,

$$
\left(x-x_{1}\right)\left(x-r_{2}\right) \cdots\left(r-x_{n}\right)=0
$$

The roots of this equation are $x_{1}, x_{2}, \cdots, x_{n}$, which are evidently $n$ in number.

Not all of these roots need be distinct. If two of the roots, say $x_{1}$ and $x_{2}$, are equal to each other, $f(x)$ will have $\left(x^{x}-x_{1}\right)^{2}$ as a factor. We say that $x_{1}$ is then a double root of $f(x)=0$. If $r$ roots are equal to each other, $f(x)$ will have $r$ equal linear factors, and $f(r)=0$ will have an $r$-fold root, or a multiple root of order $r$. Multiple roots may be regarded as limiting cases of roots which have been approaching each other and have finally become equal.

It should be particularly noted that certain of these roots $x_{1}, x_{2}$, $\ldots, x_{n}$, may be complex numbers, so that these linear factors are not necessarily of the simple type considered in \& 1 . It was stated in that section that it is sometimes desirable to find factors whose coefficients are not integers, rational fractions, or even real numbers. With this understanding we may state as a result of our theorem that the general polynomial may be expressed as the product of linear factors.

Assumption. If $x-a, x-b, x-c, \cdots, x-k$, are each factors of a polynomial, then their protuct is a factor of the polynomial.

Theorem II. The !general equation of the nthe deffree, $a_{0} x^{n}+$ $a_{1} x^{n-1}+\cdots+a_{n}=0$, hees no more theen $n$ roots.

For if $x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}$, are each roots of the given equation, then, by the Factor Theorem, $x-x_{1}, x-x_{2}, \cdots, x-x_{n}, x-x_{n+1}$. are each factors of the left member. Hence, by the preceding assumption, their product is contained in the left member, which would therefore have to be at least of degree $n+1$, which is contrary to the hypothesis.

Theorem III. If the equation $a_{1} r^{r^{n}}+a_{1} r^{r^{n-1}}+\cdots+a_{n}=0$ is satisfied by more then $n$ distinet values of ir. wll of its roseffecients must ramish.

The distinction between this theoren and the preceding lies in the hypothesis. There it was assmmed that $"_{0} \neq 0(\$ 50)$, and we found the mumber of values of,$r$ which could satisfy the equation. Here our hypothesis states that the equation is satisfied by more than $n$ values of $x$, and we propose to determine what hapens to the coefficients.

Illustration. This theorem finds no application when we are dealing with equations with numerical coefficients, for in that case if any term has a zero coeflicicnt it simply drops out. But we might have the quadratic equation

$$
(a-2) x^{2}+\left(a^{2}-4\right) x+a^{2}-3 u+2=0 .
$$

which we had found in some way was satisfied ly the three numbers

$$
x=3, x=2, \text { and } x=1 \text {. }
$$

The theorem tells us that a must have such a value that all of the coeflicients vanish; that is, $a$ must equal 2 .

Proof. Suppose that not all of the coefliceients vanish. Then the degree of the polynomial will he $n$ or perhaps less than $n$. Therefore, by the preeding theorem, it cannot have more than $n$ roots. lut hy the hyonthesis it has more than $n$ roots. Therefore the assumption that not all of the coefticients vanish is false.

Cobollatis. If two polynomials in $x$ of degree $n$ are equal to each other for more them $n$ values of $x$, the coofficients of like power:s of $x$ are equal to ench other.

We have given

$$
"_{0} x^{n}+"_{1} r^{n-1}+\cdots+"_{n}=l_{0} r^{n}+b_{1} r^{r^{n-1}}+\cdots+b_{n}
$$

for more than $n$ values of $x$. Transposing, we have

$$
\left(a_{0}-b_{0}\right) x^{n}+\left(l_{1}-b_{1}\right) \cdot x^{n-1}+\cdots+\left(u_{n}-b_{n}\right)=0 .
$$

1'y Theorem III, $\quad "_{0}-l_{n}=0$, or $\quad "_{0}=l_{0}$,

$$
\begin{array}{lll}
"_{1}-l_{1}=0, & \text { or } & "_{1}=l_{1} \\
u_{n}-l_{n}=0, & \quad o^{\prime} & "_{n}=l_{n}
\end{array}
$$

## EXERCISES

1. If the equation $u^{2}\left(x^{2}+x+1\right)+3 u\left(x^{2}+2\right)-9\left(x^{2}-1\right)=0$ is satisfied by $x=2, x=3$, and $x=5$, find the value of $"$.
2. If the polynomial $(3 a+b-3 c) x^{2}+(a+b+c) x-(2 a+b-c)$ vanishes when $x$ has three different valnes, what must be the values of $a, b$, and $c$ ?
3. If the equation $a x^{3}+b^{2}\left(x^{2}+x\right)+b\left(x^{2}+2 x\right)+x-1+c^{2}=0$ is satisfied for four different values of $x$, what are the values of $a, b$, and $c$ ?
4. If $19 x+1=A(3 x-1)+B(5 x+2)$ for all values of $x$, find the values of $A$ and $B$.
5. If $x^{2}-2=4 x(x-2)+\operatorname{Bx}(x-1)+C(x-1)(x-2)$ for all values of $x$, find the values of $A, B$, and $C$.
6. Complex roots. In the exercises on page 96 it was noted that the graphs of some of the functions cross the I axis fewer times than the degree of the corresponding equation; for instance, the graph for the second exercise crosses but once. Since crossing the axis indicates a real root, and since every equation must have $n$ roots, real or complex, we can tell from the graph how many complex roots an equation has.

Theorem. If' a rational integral equation with real coefficients has the complex momber $c+i$ il for one of its roots, it must also hare the number $c$ - id for a root.

Given the equation

$$
f(x)=c_{0} r^{r^{n}}+"_{1} r^{r^{n-1}}+\cdots+n_{n}=0,
$$

where the a's are real numbers, and given that $e+i d$ is a root of this equation, it is required to prove that $c-\dot{\psi}$ is a root.

To say that $c+i d$ is a root of the given equation means that if $c+i d$ is substituted for $x$, the equation is satisfied: that is,

$$
f(c+i l)=a_{0}(c+i d)^{n}+a_{1}(c+i l)^{n-1}+\cdots+a_{n}=0 .
$$

Now if we expand each of the powers of $c+i d$ by the Binomial Theorem,* we oltain an expression some of whose terms contain no $i$, while others contain $i$ to various powers. from $i$ to $i^{n}$. But, by $\$ 39$, any power of $i$ reduces to $1,-1, i$ or $-i$, so that finally each term

[^1]in the expansion will either contain no $i$ at all on it will contain $i$ to the first pwere. Now let us group) together all terms of the expansion which do not contain $i$. Denote this group of terms by $P$. Then group, together all terms of the expansion containing $i$ and denote the expression representing the complete coeflicient of $i$ by $Q$. Then we may write
$$
f(r+i l)=1+i Q=0 .
$$

Hence, hy $\stackrel{\$ 2}{ } 2$, we must have ${ }^{2}=0$ and $\Omega=0$.
Now we have to show that $c-i /$ is a root of the given equation; that is, we must show that $f^{\prime}(r-i r)=0$. Let us form the expression $f(e-i d)$. This may be obtained from the expression we have found for $f(c+i, l)$ by changing $i$ to $-i$; that is, we have

$$
f(r-i l)=r-i Q,
$$

where $P$ and $Q$ represent the same expressions as before.
But we proved above that these expressions $I$ and $Q$ must each crual 0 . Hence

$$
f(n-i d)=0 ;
$$

that is, $c-i d$ is a root of the given equation.
Illustration. Consider the equation

$$
\begin{equation*}
f(x)=x^{3}+p x+q=0 \tag{1}
\end{equation*}
$$

Let $c+i d$ be a root of (1) ; we will prove that $c-i l l$ is also a root. Since $c+i d$ is a root, we have

$$
f(c+i d)=(c+i l)^{3}+p(c+i()+q=0 .
$$

Expanding the first term by the Binomial Theorem.

$$
\begin{aligned}
f(c+i l) & =c^{3}+3 c^{2} i d+3 c(i d)^{2}+(i l l)^{3}+p c+p i d+q \\
& =c^{3}-3 c d^{2}+p c+q+i\left(3 c^{2}\left(l-d^{3}+p d\right)\right. \\
& =I^{\prime}+i Q=0,
\end{aligned}
$$

where $P=c^{3}-3 r d^{2}+p c+q ; Q=3 c^{2} d-l^{3}+p^{\mu} d$.
$B y \S 42, I^{\prime}=0 . \quad Q=0$.
Now

$$
\begin{aligned}
f(c-i d) & =(c-i d)^{3}+p(c-i d)+q \\
& =c^{3}-3 c l^{2}+p c+q-i\left(3 c^{2} d-d^{3}+p d\right) \\
& =P-i(q .
\end{aligned}
$$

But we have shown that $P=0$ and $(Q=0$. Hence $f(r-i d)=0$ and $c-i d$ is a root of (1).

Conolsalis. Eivery equation of ocled deypee with real cocfficients has at least one real root.

The roots cannot all be complex, else the degree of the equation would be even by the preceding theorem.
60. Multiple roots. When we plot the equations

$$
\begin{array}{lll}
y=x^{3}+4 x^{2}-4, & (1) & y=x^{3}+4 x^{2}-1, \\
y=x^{3}+4 x^{2}, & \text { (3) } & y=x^{3}+4 x^{2}+1,
\end{array}
$$

we see that corresponding to the increase of the constant term there is a corresponding elevation of the curve with respect to the $X$ axis. In every case the curve is the same, but the corresponding values


$$
\begin{equation*}
y=x^{3}+4 x^{2}-4 \tag{1}
\end{equation*}
$$



$$
\begin{equation*}
y=x^{3}+4 x^{2} \tag{3}
\end{equation*}
$$


$y=x^{3}+4 x^{2}+1$,
of $y$ are different. In (1) and (2) the curve crosses the $I$ axis three times, in (3) it touches the I axis. and in ( $t$ ) we have only one crossing. Hence equations (1) and (2) each have three real roots ; (3) also has three real roots, where one root is counted twice; and (4) has only one real root. As the curve is raised, an inspection of the right elbow of the figure shows that two of the roots aproach nearer to
each other, and finally coincide in (:3), forming the donlble rout. As it is further raised, this elbow fails to intersect the $X$ axis, and the pair of roots has ceased to breal. But since a cubic erguation always has three ronts, a pair of roots must have become complex. Consequently, a double root is, in a certain seuse, a limiting case between two roots which are real and distinct, and a pair of complex roots. Thus we have the

Principles. Correspmationg to every cllme of the atree that dops not intersect the $I^{\prime}$ axis there is a puir of comples roots of the equation.

The convorse is not always true. It is not always possible to find as many elbows of the curve which do not meet the $X$ axis as there are pairs of complex roots.

Consider the equations

$$
y=x^{3}-16 x, \quad \text { (i) } \quad y=x^{3}-x, \quad \text { (6) } \quad y=x^{3}
$$

The equation $, r^{3}-16, x=0$ has the roots $-4,0$, and +4 . The graph of (5) consequently cuts the $x$ axis at the points $-4,0$, and

$y=x^{3}-16 x$

$y=x^{8}-x$
+4 , and las two elbows. The equation $x^{3}-x=0$ las the roots -1 , 0 , and +1 . and the graph of ( 6 ) also has two elbows. But sime the points where it crosses the $\mathcal{N}$ axis are closer together than in the case of ( $\%$ ), the elbows are less prominent. Finally, in equation $x^{3}=0$ the roots are equal to each othere and the corresponding curve has no elbows at all, but erosses the axis only at the origin.

The forms of the graphs of the equations here considered indicate that as three real roots of an equation become more nearly equal, two elbows of the corresponding graph become less and less prominent until, when the roots are equal, the elbows have faded away entirely. Hence the graph of an equation erosses the I axis only once for a threefold root.

It should be observed that the foregoing curves belong to the system whose equation is $x^{3}-a x=y$, and that the values of $a$ are 16,1 , and 0 .

Similarly, we could show that if an equation has an $n$-fold root, the corresponding graph crosses the $X$ axis if $n$ is odd, and touches

$y=x^{3}$ it if $n$ is even.
61. Binomial quadratic surd roots. liy a binomial quadratic surd is meant a number of the form $\sqrt{ } a+\sqrt{b}$, where $a$ and $b$ are positive rational numbers but are not both perfect squares.

Theorem I. If a binomial quadratic surd of the form a $+\sqrt{ }$ b is equal to zero, then $a=0$ and $b=0$.

If $a+\sqrt{b}=0$ and either $a=0$ or $b=0$, clearly both must equal zero.

Suppose, however, that neither a nor $b$ equals zero. Then, transposing, we have $a=-\sqrt{b}$, and a rational number is equal to an irrational number, which is impossible.

Hence the only alternative is that both $a$ and $b$ equal zero.
Following the terminology used in the definition of conjugate complex numbers ( $\S 46$ ), $a+\sqrt{b}$ and $a-\sqrt{b}$ are called conjugate binomial surds.

Theorem II. If a given linomial surd $a+\sqrt{b}$ is a root of an equation with rational coefficients, then its comiugate is also a root of the same equation.

The proof of this theorem may be made analogously to the proof of the theorem on page 100 .
62. Relations between roots and coefficients. If the "Ifuation in 1 -form,

$$
x^{n}+p_{1} r^{r^{n-1}}+\cdots+p_{n}^{\prime}=0
$$

has for its roots the mumbers $r_{1}, r_{2}, \ldots, r_{n}$, we have seen in \& 88 that it may be written in factored form as follows:

$$
\left(x^{2}-x_{1}\right)\left(x^{x}-x_{2}\right) \cdots\left(x-x_{n}\right)=0 .
$$

If we multiply out the left member of this erquation, collect like: powers of $x$, and compare the various coefficients obtained with the corfficients in ( 1 '), we shall find certain relations between the roots and the coefficients.

Illustration. Let $n=4$; that is, let the equation be

$$
x^{4}+p_{1} x^{3}+p_{2} x^{2}+p_{3} x+p_{4}=0
$$

or, in factored form, $\left(x-x_{1}\right)\left(x-x_{2}\right)\left(x-x_{3}\right)\left(x-x_{4}\right)=0$.
Multiplying ont, we have

$$
\begin{aligned}
& \left(x-x_{1}\right)\left(x-x_{2}\right)\left(x-x_{3}\right)\left(x-x_{4}\right)=x^{4}-\left(x_{1}+x_{2}+x_{3}+x_{4}\right) x^{3} \\
& \quad+\left(x_{1} x_{2}+x_{1} x_{3}+x_{1} x_{4}+x_{2} x_{3}+x_{2} x_{4}+x_{5} r_{4}\right) x^{2} \\
& \quad-\left(x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4}+x_{1} x_{3} x_{4}+x_{2} x_{3} x_{4}\right) x+x_{1} x_{2} x_{3} x_{4}=0 .
\end{aligned}
$$

Equating coefficients of like powers of $x$ in this equation and in $(P)$, we have

$$
\begin{array}{ll}
x_{1}+x_{2}+x_{3}+x_{4} & =-p_{1}, \\
x_{1} x_{2}+x_{1} x_{3}+x_{1} x_{4}+x_{2} x_{3}+x_{2} r_{4}+x_{3} x_{4} & =p_{2}, \\
x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4}+x_{1} x_{3} x_{4}+x_{2} x_{3} x_{4} & =-p_{3} . \\
x_{1} x_{2} x_{3} x_{4} & =p_{4} . \tag{4}
\end{array}
$$

This result suggests the following general theorem for the equation of degree $n$ in $r$-form :

Theonem. (a) The stm af the roots equals the roefticient of ${ }^{\text {' }}$ the secomd term with its sigm chumged.
(b) The sum of the proulucts of the roots tuken two at a time equals the eoefficient of the thied term.
(c) The smm of the protures of the roots tuken three at a time equals the coefficient of the fonlth term with its sigen chenged.
(d) I'lue pronluct of the roots equals the constant term, with its sign chemmed if $n$ is ortu.

We will now prove parts (a) and (il) for an equation of any degree. We will first show that if (a) and (d) are true for an equation of any degree $k$, they will also be true for one of degree $l i+1$.

Assuming, then, that (a) and (d) are ralid for any equation of degree $k$, we may write the equation in the form

$$
\begin{equation*}
x^{k}-\left(x_{1}+x_{2}+\cdots+x_{k}\right) \cdot r^{k^{k}-1}+\cdots \pm\left(r_{1^{\prime}} r_{2} \cdots x_{k}\right)=0 \tag{5}
\end{equation*}
$$

Let us now multiply each member of this equation by $x-x_{k+1}$, thus oltaining an equation of degree $k+1$ with the roots $r_{1}$, $r_{2}, \cdots, r_{k}, x_{k+1}$.
$x^{k}-\left(x_{1}+r_{2}+\cdots+r_{k}\right) x^{k-1}+\cdots \pm\left(x_{1} r_{2} \cdots r_{k}\right)=0$
$\overline{u^{k+1}-\left(r_{1}+r_{2}+\cdots+r_{k}\right) \cdot r^{k}+\cdots \pm\left(r_{1} r_{2} \cdots, r_{k}\right) \cdot r^{\prime}}$
$\frac{-x_{k+1} r^{k}+\cdots \cdots \cdots \not 干 x_{x_{2}} \cdots x_{k} r_{k+1}}{x^{k+1}-\left(x_{1}+r_{2}+\cdots+r_{k}+r_{k+1}\right) r^{k}+\cdots \mp r_{1} r_{2} \cdots r_{k} r_{k+1}=0 .}$
It is observed that the coefficient of the second term and the eonstant term of (6) are of the form required by (a) and (d). We have shown, then, that if we can write an equation of degree $l$; with roots $x_{1}, x_{2}, \cdots, x_{k}$, in form ( $\tilde{a}$ ), that is, if (a) and (d) are true for an equation of degree $k$, then (a) and (d) must also be true for an equation of degree $k+1$.

But we know from (1)-(1) that (a) and (d) are true for an equation of degree $k=4$. Hence the demonstration shows that (a) and (d) are true for an equation of degree $l_{i}+1=5$. But if they are true for an equation of degree $\overline{5}$, they must also hold for one of degree 6, and so on, for an equation of any higher degree.*

In applying the above theorem the coefticient of a missing term is taken as 0 .
This method of demonstration by which a fact which is known to lee true for a certain value of $k$ is proved to be true for the value $l_{i}+1$, and hence for all succeeding integral values, is called the Method of Complete Induction.

Corombary I. If $x_{1}$ is "root of an equation in p-form with integral coefficients, it is a fiector of its constant term.

This follows immediately from (d).
Conollary II. If the rutional mumber " $\frac{1}{b}$ is a root of the equation in u-form with integrenl conefficionts, $f(x)=a_{0} \cdot x^{n}+u_{1} x^{x^{n-1}}+\cdots+{ }_{n}=0$, then $b$ is " factor" of " "and a is " factoro of " "n.

[^2]Illustration. Suppose that the numbers $\frac{1}{2}, \frac{2}{3}$, and $\frac{3}{3}$ are roots of a culvic (rymattion. Then the equation must be expressible in factored form as follows :

$$
\left(x-\frac{1}{2}\right)\left(x-\frac{2}{3}\right)\left(x-\frac{3}{3}\right)=0 .
$$

Each of these factors may be written with it common denominator, and the equation becomes

$$
\left(\frac{2 x-1}{2}\right)\left(\frac{3 x-2}{3}\right)\left(\frac{5 x-3}{5}\right)=0
$$

or, after maltiplying through by 30 , in order to make the coefficients integral,

$$
(2 x-1)(3 x-2)(5 x-3)=0
$$

Finally, multiplying out,

$$
\begin{equation*}
30 x^{3}-53 x^{2}+31 x-6=0 . \tag{I}
\end{equation*}
$$

From this form it appears that the coefficient of $x^{3}$ in (1) is exactly the product of the denominators of the fractional roots, and that the constant term 6 is the product of the numerators of the ronts, except for sign. Furthermore, if equation (1) had been given and we wished to determine its fractional roots, we would only need to consider fractions whose denominators are factors of 30 and whose numerators are factors of 6 .

Proof. Let the equation be denoted by $f(x)=0$. If $\frac{a}{b}$ is a rational root, then $x-\frac{t}{b}$ must be a factor of $f(x)$. Hence

$$
f(x)=\left(x-\frac{a}{b}\right) Q(x)=0, \text { or } f(x)=\left(\frac{b x-u}{b}\right) Q(x)=(b x-a) \frac{Q(x)}{b} .
$$

But since $f(x)$ has integral coefficients, $\frac{Q(x)}{b}$ must be a polynomial, of degree $n-1$, with interral coefficients. Call this polynomial $Q^{\prime}(x)$. Now since
$f(x)=(b x-a) Q^{\prime}(x)=(b x-a)\left(y_{0} x^{n-1}+\cdots+q_{n-1}\right)=b q_{0} x^{n}+\cdots-u q_{n-1}$, it appears that $l$ is a factor of $\epsilon_{0}$, and $\ell$ is a factor of $a_{n}$.

Illustration. Let $f(x)=0$ be (1) above, and let $\frac{a}{b}=\frac{1}{2}$. Then diviling the left member of (1) by $x-\frac{1}{2}$, we find that $Q(x)=30 x^{2}-38 x+12$. Hence $(b, x-a) Q(x)=0$ becomes in this case $(2 x-1)\left(15 x^{2}-19 x+6\right)=0$. It is observed that in dividing the polynomial $f(x)$ by $x-\frac{a}{b}$, each coefficient of the quotient $\mathrm{Q}(x)$ contains $b$ as a factor, which may be divided out when the expression is set egual to zero.
63. Formation of equations with known roots. If we know all of the roots of an equation, we may form the equation in either of two ways: the first methorl uses the principle of the Factor Theorem; the seeond employs the relations between the roots and the coofficients derived in the preceding section.

First method. If $x_{1}, x_{2}, \cdots, x_{n}$, are the roots, multiply together the factors $x-x_{1}, x-x_{2}, \cdots, x-x_{n}$, and set the product equal to 0 .

Second method. From the roots find the coefficients, using the relations of $\$ 62$.

If the equation and all but one of its roots are known, that root can be found most readily by the solution of the linear equation obtained by setting the sum of the roots equal to the coefficient of the second term with its sign changed.

If all but two of the roots are known, the unknown roots may be found by the solution of a pair of simultaneous equations formed by using the coefficient of the second term and the last term.

In using the second method the equation must always be in $p$-form.

## EXAMPLES

1. Find the equation haring for roots the numbers $4,-3, \pm \frac{3}{2}$. Draw the graph of the function forming the left member of the equation.

First solution. Applying the Factor Theorem, we may write the equation in the form $(x-4)(x+3)\left(x-\frac{3}{2}\right)\left(x+\frac{3}{2}\right)=0$, or $\quad(x-4)(x+3)(2 x-3)(2 x+8)=0$.

By multiplication we find

$$
\begin{equation*}
4 x^{4}-4 x^{3}-57 x^{2}+9 x+108=0 \tag{1}
\end{equation*}
$$

The graph of the function

$$
y=4 x^{4}-4 x^{3}-57 x^{2}+9 x+108
$$

crosses the $X$ axis at the points where $x=4$, $\frac{3}{2},-\frac{3}{2},-3$. These numbers are the roots of equation (1).


Second solution. We may find the equation in $p$-form by applying the results of $\S 62$. We have

$$
\begin{aligned}
p_{1} & =-\left(4-3+\frac{3}{2}-\frac{3}{2}\right)=-1 . \\
p_{2} & =4(-3)+4\left(\frac{3}{2}\right)+4\left(-\frac{3}{2}\right)+(-3)\left(\frac{3}{2}\right)+(-3)\left(-\frac{3}{2}\right)+\left(\frac{3}{2}\right)\left(-\frac{3}{2}\right) \\
& =-12-\frac{9}{4}=-\frac{57}{4} . \\
p_{3} & =-\left\{4(-3)\left(\frac{3}{2}\right)+4(-3)\left(-\frac{3}{2}\right)+4\binom{3}{2}\left(-\frac{3}{2}\right)+(-3)\binom{3}{2}\left(-\frac{3}{2}\right)\right\} \\
& =-\left\{-\frac{36}{4}+\frac{27}{7}\right\}=\frac{9}{7} . \\
p_{4} & =4(-3)\binom{3}{2}\left(-\frac{3}{2}\right)=\frac{10}{4} .
\end{aligned}
$$

Hence the equation is $x^{4}-x^{3}-\frac{5}{1} x^{2}+\frac{9}{4} x+\frac{108}{4}=0$.
$W$ riting this in the $a$-form, we have

$$
4 x^{4}-4 x^{3}-57 x^{2}+9 x+108=0
$$

2. Solve the equation

$$
2 x^{4}+7 x^{3}+14 x^{2}+11 x-10=0
$$

given that one root is $-1+2 i$.
Solution. Writing the equation in $p$-form,

$$
x^{4}+{ }_{2}^{7} x^{3}+7 x^{2}+{ }_{2}^{1} x-5=0 .
$$

By the theorem of $\S 59$ the equation has a root $-1-2 i$. Since the equation is of the fourth degree, it has four ronts. Let the unknown roots be denoted by $r$ and $s$. The sum of the two known roots, $-1+2 i$ and $-1-2 i$, is -2 and their product is 5 . Then, by $\S 62$, we have
the sum of the roots,
the produet of the roots,
or

$$
\begin{align*}
r+s-2 & =-\frac{7}{2} \\
5 r s & =-5 ; \\
r+s & =-\frac{3}{2}  \tag{1}\\
r s & =-1, \tag{2}
\end{align*}
$$

and
a set of two equations, to be solved for $r$ and $s$.
From (2), $s=-\frac{1}{r} \quad$ Substituting this in (1),

$$
\begin{aligned}
r-\frac{1}{r} & =-\frac{3}{2} \\
2 r^{2}+3 r-2 & =0, \\
(r+2)(2 r-1) & =0, \quad r=-2 \text { or } \quad \frac{1}{2} ;
\end{aligned}
$$

and substituting these values of $r$ in (2) we obtain

$$
s=\frac{1}{2} \text { or }-2
$$

The other two roots are, then, -2 and $\frac{1}{2}$.
Therefore the four roots of the original equation are

$$
-2, \frac{1}{2},-1 \pm 2 i
$$

Check. The equation whose roots are $-1 \pm 2 i$ is $x^{2}+2 x+5=0$. The equation whose roots are $-2, \frac{1}{2}$ is $2 x^{2}+3 x-2=0$.

$$
\left(x^{2}+2 x+5\right)\left(2 x^{2}+3 x-2\right)=2 x^{4}+7 x^{3}+14 x^{2}+11 x-10=0
$$

which is the given equation.

## EXERCISES

Find the equations having the following roots. One method of $\S 63$ may be used to check the other. Draw roughly, without making a table of values, the graph of the function forming the left member of each of the equations in exercises $1-15$, noting that each real root of the equation represents a point where the graph crosses or touches the $X$ axis. The graph erosses the $X$ axis if the real root is a single root or multiple root of odd order, and touches it if the root
is a multiple root of even order (see $\S 60$ ). If the coefficient of the highest power of $x$ is positive, the value of $y$ is positive for large positive values of $x$.

1. $1,-2$.
2. $2,3,-4$.
3. $2,1,1,0$.
4. $\pm 3, \pm 6$.
5. $0,0,0,2$.
6. $-1,-1,0,0,0$.
7. $0,0,0,0,-3$.
8. $1,2, \pm \frac{1}{2}$.
9. $\frac{2}{3}, \frac{1}{3},-1$.
10. $\stackrel{2}{2}, \frac{1}{2}, 3, \frac{1}{3}$.
11. $\pm \sqrt{ }$ ㄹ, 0,1 .
12. $\pm \sqrt{3}, \pm \sqrt{5}$.
13. $1 \pm \sqrt{2},-2$.
14. $2 \pm \sqrt{3},-2 \pm \sqrt{3}$.
15. $0,0,0,-1 \pm \sqrt{5}$.
16. $1, \pm i \sqrt{2}$.
17. $-1,1 \pm i$.
18. $2 \pm i,-2 \pm i$.
19. $0,0, \pm i, \pm 2 i$.
20. $1, \frac{-1 \pm i \sqrt{3}}{2}$.
21. $\frac{1 \pm i \sqrt{3}}{2}, \frac{-1 \pm i \sqrt{3}}{2}$.
22. Form an equation of the second degree one of whose roots is $\frac{1+2 \sqrt{-5}}{3}$.
23. Form an equation of the third degree two of whose roots are $-3, \frac{-1-i \sqrt{23}}{2}$.
24. Form an equation of the fourth degree two of whose roots are $i, \frac{1+i \sqrt{3}}{2}$.
25. Form an equation of lowest possible degree with real coefflcients laving the two numbers $\pm 1+i$ for roots.
26. Solve the equation $x^{3}-x^{2}-22 x+40=0$, given that one root is double another.
27. Solve the equation $x^{4}-8 x^{3}+11 x^{2}+32 x-60=0$, given that the sum of two of the roots is 0 .
28. Solve the equation $x^{3}-12 x^{2}+23 x+36=0$, given that the roots are in arithmetical progression.
29. Solve the equation $4 x^{3}+12 x^{2}-64 x+30=0$, given that the sum of two of the roots is 3 .
30. Solve the equation $x^{3}-14 x^{2}-31 x-16=0$, given that two of the roots are equal.
31. Solve the equation $4 x^{3}+9 x^{2}-30 x-8=0$, given that one root is the reciprocal of another.
32. Solve the equation $x^{4}-4 x^{3}+5 x^{2}+8 x-14=0$, given that one root is $2-i \sqrt{3}$.
33. Solve the equation $(x-4)^{2}+2(x-4)=\frac{2}{x}-1$, given that one root is $2+\sqrt{3}$.
34. Solve the equation $x^{4}+12 x^{3}+78 x^{2}+252 x+272=0$, given that $-3+5 i$ is a root.
35. Solve the equation $x^{3}-2 x^{4}-x^{3}+2 x^{2}+10 x=0$, given that $2-i$ is a root.
36. Solve the equation $x^{5}-12 x^{3}+46 x^{2}-85 x+50=0$, given that two of the roots are $1,1+2 i$.
37. Solve the equation $2 x^{3}+13 x^{2}-26 x-16=0$, given that the roots are in geometrical progression.
38. (a) Solve the equation $x^{4}-6 x^{3}+7 x^{2}+6 x-8=0$, given that the sum of two of the roots is erual to the smm of two others, and that one root is the negative of another.
(b) Determine another equation of the forrth degree having. like the above equation, the sum of its roots equal to +6 , their product equal to -8 , the sum of two of its roots "qual to the sum of two others, and one root the negative of another. What are the roots of this equation?
39. What must be the value of 7 if the sum of three of the roots of the equation $x^{4}-3 x^{3}=k \cdot x-9$ is 0 "
40. Show that an equation $A r^{4}+B r+C=0$, where the coefficients are real, cannot have four real ronts muless $B$ and $C$ are hoth zero, in which case all the roots are zero.
41. Detection of rational roots. In the following sections we shall apply ourselves to the problem of finding the numerieal values of the roots of a rational integral equation with integral coefficients.

The simplest type of root, and the one which is easiest to find, is the integer. By Corollary I, 562 , any root of an equation in $p$-form with integral coefficients is a factor of the constant term. Hence no integers other than such factors need be tried in any particular case of this kind.

For example, if the constant term in an cquation in $\mu$-form with integral coefticients is 3 , the only possible integral roots of the
equation are $\pm 1$ and $\pm 3$. If it is found by synthetic division that none of these is a root of the equation, we must conclude that the equation has no integral roots.

The existence of any rational root may be determined by the use of Corollary II, § 62 . For example, consider the equation

$$
6 x^{3}-x^{2}-3 x-20=0
$$

First obtain the table of values for the function in the left member as if to plot it.

| $r$ | 0 | 1 | 2 | -1 |
| :---: | :---: | :---: | :---: | :---: |
| $y$ | -20 | -18 | +18 | -24 |

From this table it appears that there is a real root between $x=1$ and $x=2$, since $y$ is negative for $x=1$, and positive for $x=2$. Hence we seek fractions of the form $\frac{a}{b}$, of value between 1 and 2 , such that $a$ is a factor of 20 , and $b$ is a factor of 6 . The factors of 20 are $\pm 1, \pm 2, \pm 4, \pm 5, \pm 10, \pm 20$. The factors of 6 are $\pm 1$, $\pm 2, \pm 3, \pm 6$. The only fractions which satisfy the conditions of the problem are $\frac{4}{3}$ and $\frac{5}{3}$. These values we try by synthetic division.

$$
\begin{array}{ll}
6-1-3-20\left\lfloor\frac{4}{3}\right. \\
\frac{+8+28}{3}+76 \\
6+7+\frac{19}{3}-104
\end{array} \quad \begin{aligned}
& 6-1-3-20{ }^{\frac{5}{3}} \\
& +10+15+20 \\
& 6+9+12+0
\end{aligned}
$$

Since the fraction $\frac{5}{3}$ gives the remainder 0 , we have shown that this is a root of the equation. The remaining roots of the equation may now be found by solving the quadratic equation

$$
6 x^{2}+9 x+12=0
$$

formed by setting the quotient of the division equal to 0 . They are

$$
\frac{-3 \pm \sqrt{-23}}{4}
$$

When the coefficient of the highest power of $x$ in an equation is equal to unity, the denominator of any fractional root must have the value 1 , since this is the only integer which is a factor of that coefficient. This is equivalent to the statement that if an equation in $\mu$-form with integral coefficients has any rational roots, they must be integral. From this point of view Corollary I, $\S 62$, is a particular case of Corollary II.

## EXAMPLE

Solve the equation

$$
2 x^{4}-x^{3}-5 x^{2}+7 x-6=0
$$

Solution. First obtain a table of values for the function.

| $x$ | -2 | -1 | 0 | 1 | 2 |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $y$ | 0 | -15 | -6 | -3 | 12 |

$$
\begin{array}{ll}
2-1-5+7-6 \underline{2} & 2-1-5+7-6-2 \\
\frac{+4+6+2+18}{2+3+1+9+12} & \frac{-4+10-10+6}{2-5+5-3+0}
\end{array}
$$

The values of the function when $x=0,1$, and -1 are obtained by inspection on substituting these values of $x$ in the function. The values of the function when $x \doteq 2$ and -2 are obtained by synthetic division. When we try 2 by synthetic division we notice that the numbers in the last line are all positive. Hence the equation camot have a root larger than 2 ( $\$ 57$ ), and it is umecessary to try larger numbers.

When we try -2 by synthetic division we notice that the numbers in the last line alternate in sign. Hence the equation cannot have a ront smaller than -2 , and it is unnecessary to try smaller numbers. This division also shows that -2 is a root.

The remaining roots of the original equation must be the roots of the reduced equation formed by setting the quotient of the division by $x+2$ equal to zero ; nanely,

$$
2 x^{3}-5 x^{2}+5 x-3=0 .
$$

This equation must have a root between 1 and 2 , since we see from the table that the original equation has a root between 1 and 2 , as the function is negative when $x=1$ and positive when $x=2$. If this root between 1 and 2 is rational, it must be a fraction whose numerator is a factor of 3 and whose denominator is a factor of 2 . The only possibility is $\frac{3}{2}$. We try this value by synthetic division.

$$
\begin{aligned}
& 2-5+5-3\left[\frac{3}{2}\right. \\
& +3-3+3 \\
& 2-2+2+0
\end{aligned}
$$

Hence $\frac{3}{2}$ is a root. The quotient of this division, set equal to zero, is a quadratic equation which gives the remaining roots

$$
\begin{aligned}
2 x^{2}-2 x+2 & =0, \\
x^{2}-x+1 & =0 \\
x & =\frac{1 \pm \sqrt{-3}}{2} .
\end{aligned}
$$

Therefore the roots of the original equation are $-2, \frac{3}{2}, \frac{1 \pm 1 \overline{-3}}{2}$.

## EXERCISES

Solve the following equations:

1. $4 x^{3}-8 x^{2}-x+2=0$.
2. $3 x^{3}+13 x^{2}+11 x-14=0$.
3. $4 x^{3}+3 x^{2}-20 x-15=0$.
4. $27 x^{3}+63 x^{2}+30 x-8=0$.
5. $2 x^{3}-15 x^{2}+46 x-42=0$.
6. $16 x^{3}-5 x-3=0$.
7. $2 x^{4}-\pi x^{3}-y^{2}+21 x-15=0$.
8. $x^{4}+9 x^{3}+5 x^{2}-23 x+8=0$.
9. $2 x^{4}+2 x^{3}-x^{2}+1=0$.
10. $4 x^{4}-23 x^{2}+15 x+9=0$.
11. $9 x^{4}+15 x^{3}-143 x^{2}+41 x+30=0$.
12. $x^{5}-10 x^{2}+15 x-6=0$.
13. $12 x^{5}+4 x^{4}-17 x^{3}+7 x-2=0$.
14. $x^{5}-x^{4}+x^{3}-x^{2}+x-1=0$.
15. Show that the equation $3 x^{3}+x-1=0$ has no rational roots. Determine how many real roots the equation has.
16. Find a rational root of the equation $2 x^{4}-13 x^{3}+16 x^{2}$ $-9 x+20=0$. Show that the equation has only one rational root.
17. Show that the equation $3 x^{4}-2 x^{3}-21 x^{2}-4 x+11=0$ has four real irrational roots.
18. A beam of span $l$ is fixed at one end and rests on a support at the other end. The distance of the load $I$ from the supported end being $k l$, where $k$ is positive and less than 1 , the position of $P$ which gives the maximum positive moment is
 given by the equation $2 k^{3}-3 k+1=0$. Show that for the maximum positive moment the load is at a distance . 3667 from the supported end.

Suggestion. In the three following exercises take $\pi=\frac{22}{7}$.
20. A rectangle whose perimeter is 34 inches is rotated about a line joining the mid-points of two opposite sides. If the volume of the cylinder generated is 550 cubic inches, find the lengths of the sides of the rectangle.
21. The altitude of a cone exceeds the radius of the base by 2 inches and its volume is 462 cubic inches. Find the altitude of the cone and the radius of the base.
22. The sum of the radius of the base and the altitude of a right circular cone is 10 inches and its volume is 66 cubic inches. Find the altitude and the radius of the base.
23. A spherical shell an inch thick, whose outer dianeter is 12 inches, is equal in volume to the sum of two spheres whose radii differ by 1 inclı. Find the radii of the spleeres.
24. It is desired to double the capacity of a tank $6 \times 8 \times 10$ feet by making equal elongations of its dimensions. Find the elongations.
25. The volume of a rectangular parallelepiped is 60 cubic feet. Its total surface is 94 square feet and the total length of its edges is 48 feet. Form the equation whose roots are the dimensions of the parallelepiped and find these dimensions.
65. Multiplication of the roots of an equation by a constant. Suppose we have given the equation

$$
\begin{equation*}
f(x)=u_{0} x^{n}+u_{1} r^{n-1}+\cdots+u_{n}=0 . \tag{.1}
\end{equation*}
$$

Call its roots $x_{1}, x_{2}, \cdots, r_{n}$. It is required to find an equation whose roots are equal to these numbers each multiplied by $k$; that is, we seck the equation whose roots are

$$
\begin{equation*}
k x_{1}, k x_{2}, \cdots, k x_{n} . \tag{1}
\end{equation*}
$$

Consider the equation

$$
\begin{equation*}
f\left(\frac{x^{\prime}}{k_{i}}\right)=u_{0}\left(\frac{x^{\prime}}{k_{i}}\right)^{n}+u_{1}\left(\frac{x^{\prime}}{k_{i}}\right)^{n-1}+\cdots+u_{n}=0, \tag{}
\end{equation*}
$$

where $x^{\prime}$ is the variable. We shall show that this equation is satisfied by the mumbers (1). Replacing $x^{\prime}$ by any one of the numbers (1), say by $k x_{1}$, the polynomial in the left member becomes

$$
f\left(\frac{k x_{1}}{k_{i}}\right)=f^{\prime}\left(x_{1}\right) .
$$

But $f\left(x_{1}\right)=0$, since $x_{1}$ is a root of the equation $f\left(x^{*}\right)=0$. Hence equation (2) is satisfied by the numbers (1).

If we remove the parentheses in (2), multiply through by $k^{n}$, and drop the primes, we have

$$
\begin{equation*}
u_{0} x^{n}+u_{1} k_{1} x^{n-1}+\left(u_{2} l^{2} x^{n-2}+\cdots+l_{i}^{n} u_{n}=0\right. \tag{3}
\end{equation*}
$$

which is the equation sought, having roots each $k$ times the roots of equation (1).* We may express the result in the following

Rule. To find an equation whose routs are equal th the roots of (A) each multiplied ly the ronstant k. multiply the terms of ( -1 ), begimning with the second. by $k, k^{2}, \ldots, k^{n}$ respectively.

[^3]The special case of this rule for the value $k=-1$ may be expressed as follows:

To find an equation in general form uhose roots are the negatives of the roots of a given equation, change the signs of alternate terms.

Care must be taken in applying the above principles to supply missing terms by zeros.
66. Descartes's rule of signs. A pair of successive like signs in a polynomial is called a continuation of sign. A pair of successive unlike signs is called a change of sign.

In the polynomial $f(x)=2 x^{4}-3 x^{3}+2 x^{2}+2 x-3$
are one continuation of sign and three changes of sign. This may be seen more clearly by writing merely the signs, +-++- .

Let us now determine the effect on the number of changes of sign in a polynomial if it is multiplied by a factor of the form $x-a$ where $a$ is positive; that is, where the number of positive roots of the equation $f(x)=0$ is increased by one.

Illustration. Let us multiply (1) by $x-2$. We have then

$$
\begin{gathered}
2 x^{4}-3 x^{3}+2 x^{2}+2 x-3 \\
x-2 \\
\hline 2 x^{5}-3 x^{4}+2 x^{3}+2 x^{2}-3 x \\
\frac{-4 x^{4}+6 x^{3}-4 x^{2}-4 x+6}{2 x^{5}-7 x^{4}+8 x^{3}-2 x^{2}-7 x+6}
\end{gathered}
$$

In this expression the succession of signs is $+\cdots+\cdots-+$, in which there are four changes of sign ; that is, one more change of sign than in (1). If an increase in the number of positive roots always brings about at least an equal increase in the number of changes of sign, then an equation in general form cannot have more positive roots than there are changes of sign in its left member. This is the fact, as we now prove.

Descartes's rule of signs. An equation in general form, $f(x)=0$, has no more real positive roots than $f(x)$ has changes of sign.

We shall show that if we multiply each member of an equation of degree $n$ by $x-u$, where $a$ is positive, thus forming an equation of degree $n+1$, the number of changes of sign in the new equation always exceeds the number of changes of sign in the original equation by at least one; that is, the number of changes of sign increases
at least as rapidly as the increase in the number of positive roots when such a multiplication is made.

Let $f\left(r^{\prime}\right)=0$ represent any particular equation of the $n$th degree. The first sign of $f(x)$ may always be taken as + . The remaining signs occur in successive groups of + or - signs which may contain only one sign each. If any term is lacking, its sign is taken to be the same as one of the adjacent signs. Thus the way in which the sigus of $f(x)$ may occur is represented in the following table, in which the dots represent an indefinite number of signs. The multiplication of $f^{\prime}(x)$ by $x-a$ is represented schematically, only the signs being given.

| $\begin{aligned} & \quad \text { All }+ \text { signs } \\ & f(x), \\ & x-a, \end{aligned} \quad+\cdots+$ | All-signs | $\begin{aligned} & \text { All + signs } \\ & +\cdots++ \end{aligned}$ | $\begin{aligned} & \text { All-signs } \\ & -\ldots . . \end{aligned}$ | $\begin{aligned} & \text { Further } \\ & \text { groups } \\ & +\cdots \cdots+ \end{aligned}$ | $\begin{gathered} \text { All-signs } \\ -\cdots- \\ +\quad- \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{cr} x f(x), & ++\cdots+ \\ -a f(x), & -\cdots- \end{array}$ | $-\cdots \cdots$ $-+\cdots+$ | $\begin{aligned} & ++\cdots+ \\ & +-\cdots- \end{aligned}$ | $-\cdots \cdots$ $-+\cdots+$ | $\begin{aligned} & ++\cdots+ \\ & +-\cdots- \end{aligned}$ | $-+\cdots++$ |
| $(x-u) f(x),+ \pm \cdots \pm$ | $- \pm \cdots \pm$ | $+ \pm \cdots \pm$ | - | $+ \pm \cdots \pm$ | $- \pm \cdots \pm+$ |

The $\pm$ sign indicates that either the + or the - sign may occur according to the values of the coefficients and of $a$. The vertical lines denote where changes of sign occur in $f(x)$. Assuming that all the ambiguous signs are taken so as to afford the least possible number of changes of sign, even then in $(x-a) f(x)$ there is a change of sign at or before each of the vertical lines, and in addition, one to the right of all the vertical lines. Hence as we increase the number of positive roots by one, the number of changes of sign inereases at least by one, perhaps by more.

The only possible variation which could occur in the succession of groups of signs in $f(x)$, namely, where the last group consists of + signs, does not alter the validity of the theorem.

Illustration. Let $f(x)=x^{5}-4 x^{3}-x+2$, and let $a=2$.

$$
\begin{array}{rcc}
f(x), & 1+0-4-0-1+2 & 2 \text { changes } \\
x-2, & 1-2 & \\
x f(x), & 1+0-4-0-1+2 & \\
-2 f(x), & \frac{-2-0+8+0+2-4}{1-2-4+8-1+4-4} & 5 \text { changes }
\end{array}
$$

Since $f(-x)=0$ has roots opposite in sign to those of $f(x)=0$ ( $\$ 65$ ), we can state

Descartes's rule of signs for negatife roots. The general equation $f(x)=0$ has no more negative roots than there are changes in sign in $f(-x)$.

If by Descartes's rule it appears that there cannot lee more than $a$ positive roots and $b$ negative roots, and if $a+b<n$, where $n$ is the degree of the equation, then there must be complex roots, at least $n-(a+b)$ in number.

In applying Descartes's rule no signs need be supplied for the missing terms.

## EXAMPLES

Obtain all the information possible concerning the roots of each of the following equations by the use of Descartes's rule and by inspection of the constant term.

1. $x^{3}+3 x^{2}+1=0$.

Solution. $f(x):+++$, no change ; therefore no positive root.
$f(-x)$ : -++ , one change ; therefore not more than one negative root.
Since the equation has three roots, it has one negative and two complex roots.
2. $x^{5}-x+1=0$.

Solution. $f(x):+-+$, two changes; therefore not more than two positive roots.
$f(-x):-++$, one change ; therefore not more than one negative root.
There are five roots in all and there must be an even number of complex roots. Hence there are three possililities which may be represented by the following table:

| + | - | comp. |
| :---: | :---: | :---: |
| 2 | 1 | 2 |
| 1 | 0 | 4 |
| 0 | 1 | 4 |

Of course only one of these combinations actually occurs, but Descartes's rule does not tell us which one.

Since, however, the constant term, with its sign changed, equals the product of the roots, and since the product of conjugate complex numbers is always positive, the second combination cannot occur ; that is, the equation surely has a negative root.

## EXERCISES

Obtain all the information possible concerning the roots of earh of the following equations ly the use of Descartes's rule and by inspection of the constant term:

1. $x^{5}+3 x^{2}+2=0 . \quad$ 8. $x^{5}-x^{4}-2 x^{3}+3 x^{2}+2 x+1=0$.
2. $2 x^{3}+1=0$.
3. $x^{6}+3 x^{4}+2 x^{2}+1=0$.
4. $r^{4}+x^{2}+1=0$.
5. $x^{7}+6 x^{2}+3=0$.
6. $5 x^{5}-3 x-1=0$.

Notr. In the following exercises $n$ is to be regarded as a prositive integer.
5. $3 x^{3}-x^{2}+2 x-1=0$.
11. $x^{2 n}+1=0$.
12. $.^{2^{n}}-1=0$.
6. $x^{5}-1=0$.
13. $x^{2 n+1}+1=0$.
7. $x^{8}+1=0$.
14. $x^{2 n+1}-1=0$.
15. Find the equation whose roots are twice the roots of the equation $x^{4}-2 x^{3}-3 x+1=0$.
16. Find the equation whose roots are one third the roots of the equation $2 x^{3}-6 x^{2}+3=0$.
17. Find the equation whose roots are equal to the roots of the equation $x^{3}+2 x^{2}-8 x+8=0$, each multiplied by $-\frac{3}{2}$.
18. Find the equation whose roots are four times the roots of the equation $x^{5}-2 r^{4}+\frac{1}{64} x-\frac{1}{25}=0$.
19. Form the equations whose roots are the negatives of the roots of the equations in the four preceding exercises.
20. Transform the equation $x^{4}-\frac{3}{2} x^{8}+\frac{1}{2} x^{2}+2 x-1=0$ by multiplying the roots by the smallest number which will make the coeftieients of the transformed equation integers, and the coefticient of the first term unity. Solve the transformed equation, and hence obtain the roots of the original equation.
67. Diminution of the roots of an equation. Before proceeding with the detemination of the irrational roots of an equation it is necessary to show how to form an equation whose roots differ from the roots of a given equation by a constant.

Suppose the general equation

$$
\begin{equation*}
f(x)=u_{0} x^{\prime \prime}+u_{1} r^{\prime \prime n-1}+\cdots+u_{n}=0, \tag{.1}
\end{equation*}
$$

with the roots $x_{1}, x_{2}, \cdots, x_{n}$, is given, and it is required to find an equation whose roots are less than these numbers by the constant $a$; that is, we seek an equation which is satisfied by the numbers

$$
\begin{equation*}
x_{1}-a, \quad x_{2}-a, \quad \cdots, \quad x_{n}-a . \tag{1}
\end{equation*}
$$

Let $x=x^{\prime}+a$ and consider the equation

$$
\begin{equation*}
f\left(x^{\prime}+a\right)=a_{0}\left(x^{\prime}+a\right)^{n}+{ }_{1}\left(x^{\prime}+{ }^{\prime}\right)^{n-1}+\cdots+{ }_{n}=0 \tag{2}
\end{equation*}
$$

where $x^{\prime}$ is the variable. We shall show that this equation is satisfied by the numbers (1). Replacing $x^{\prime}$ by any of the numbers (1), say, $x_{1}-a$, the polynomial in the left member of $(2)$ becomes

$$
f\left(x_{1}-a+a\right)=f\left(x_{1}\right)
$$

But $f\left(x_{1}\right)=0$, since $x_{1}$ is a root of the equation $f(x)=0$. Hence $x_{1}-a$ is a root of equation (2). Similarly, all the numbers (1) are roots of equation (2).

To express equation (2) in general form, it is only necessary to remove the parentheses and collect powers of $x^{\prime}$. The result may be written as follows:

$$
\begin{equation*}
F\left(x^{\prime}\right)=A_{0} x^{\prime n}+A_{1} x^{\prime n-1}+\cdots+A_{n}=0 \tag{3}
\end{equation*}
$$

where the A's are the coefficients which we obtain by collecting like powers of $x^{\prime}$. Since the coefficients in this function are different from those in (A), we denote it by a different symbol, $F\left(x^{\prime}\right)$.

Illustration. Consider the equation

$$
\begin{equation*}
f(x)=x^{3}-6 x^{2}+11 x-6=0 \tag{4}
\end{equation*}
$$

whose roots are 1,2 , and 3 . Let us find the equation whose roots are less by 2 than those of (4). Let $x=x^{\prime}+2$, and form the equation $f\left(x^{\prime}+2\right)=0$. We obtain

$$
\begin{equation*}
f\left(x^{\prime}+2\right)=\left(x^{\prime}+2\right)^{3}-6\left(x^{\prime}+2\right)^{2}+11\left(x^{\prime}+2\right)-6=0 \tag{5}
\end{equation*}
$$

Simplifying (5), we get

$$
F\left(x^{\prime}\right)=x^{\prime 3}-x^{\prime}=0
$$

We see that the roots of this equation, $-1,0$, and 1 , are less by 2 than the roots of equation (4), namely, 1,2 , and 3 .

We will now derive a method of obtaining the coefficients of (3) more rapidly than they can be computed by expanding the binomials in (2). It must be kept in mind that $x^{\prime}+a$ and $x$ are merely different symbols for the same thing; that is,

$$
\begin{equation*}
x=x^{\prime}+u, \quad \text { or } \quad x^{\prime}=x-a, \tag{6}
\end{equation*}
$$

and we may at any time use the notation which is most convenient for us. Since (2) and (:3) are identical, we have

$$
F\left(x^{\prime}\right)=f\left(x^{\prime}+\prime \prime\right)=f^{\prime}\left(x^{\prime}\right)
$$

We wish to compute the coefficients in the expression

$$
\begin{equation*}
F\left(x^{\prime}\right)=A_{0} x^{r^{\prime n}}+A_{1} x^{\prime n-1}+\cdots+A_{n} \tag{7}
\end{equation*}
$$

If we divide the right member of (i) by $x^{\prime}$, we obtain $A_{n}$ as the remainder. But since $\quad f\left(x^{\prime}\right)=f(x)$,
and

$$
x^{\prime}=x-\prime \text {, }
$$

the result of dividing $F\left(x^{\prime}\right)$ by $x^{\prime}$ is the same as that of dividing $f^{\prime}(x)$ by $x-$. Since $f(x)$ is given, we can readily divide it by $x-a$ by the synthetic method, and in this manner find the numerical value of $A_{n}$.

The quotient of dividing (7) by $x^{\prime}$ is $A_{0} x^{\prime n-1}+A_{1^{\prime}} x^{\prime n-2}+\cdots+A_{n-1}$. If we divide this quotient by $x^{\prime}$, we obtain the coefficient $A_{n-1}$ as a remainder. But this division is precisely equivalent to dividing the quotient of $\frac{f^{\prime}(x)}{x-u}$ by $x-a$. Proceeding similarly, we may obtain in order $A_{n-2}, \cdots, A_{0}$. This method for computing the coefficients of the equation whose roots are less than those of $f(x)=0$ by the constant $a$ we may express by the following

Rule. The constant term of the new equation is the remainder after dividiny $f(x)$ by $x-a$.

The coefficient of $x^{\prime}$ in the new cquation is the remainder after dividing the quotient just olitained by $x-a$.

The coefficients of the higher powers of $x^{\prime}$ are the remainders after dividing the successive quotients obtained by $x-a$.

Illustration. Let us compute by this method the coefficients of the equation whose roots are less by 2 than those of (4). We tirst divide by $x-2$ synthetically.

$$
\begin{aligned}
& 1-6+11-6[2 \\
& +2-8+6 \\
& \hline 1-4+3+0
\end{aligned}
$$

Hence 0 is the value of the constant term in the new equation. By $\S 55$ the coefticients of the quotient in this division are the numbers in the last line of the division up to the remainder. Dividing this guotient by $x-2$ synthetically, we obtain -1 as the next to the last coetticient of the new equation.

$$
\begin{aligned}
& 1-4+3[2 \\
& +2-4
\end{aligned}
$$

The coefficients of the new quotient are 1 and -2 , and, performing the next division, we get

$$
\begin{aligned}
& 1-2 \mid 2 \\
& \frac{+2}{1+0}
\end{aligned}
$$

This process may be arranged more compactly as follows. where the fullfaced type shows the coefficients of the transformed equation:

$$
\begin{aligned}
& 1-6+11-62 \\
& +2-8+6 \\
& \hline 1-4+3 \mid+0 \\
& +2-4 \\
& \hline 1-2-1 \\
& +2 \\
& 1+0
\end{aligned}
$$

Hence the new equation is $x^{\prime 3}-x^{\prime}=0$.
We may now drop the primes and write the new equation,

$$
x^{3}-x=0 .
$$

68. Graphical meaning of the transformation. If an equation has each of its roots decreased by the positive number ", then the graph of the function in the new equation will cross the $I$ axis a units farther to the left than the graph of the old one. In fact, the new graph is just the same as the old one, except that its position is $a$ units to the left. This is expressed by the relation $x^{\prime}=x-a$, which indicates that the abscissas for points on the new curve are each a units shorter than those for the corresponding points on the old one.

By means of this transformation we may bring any crossing of a graph within one unit of the origin. This corresponds to decreasing the roots of the original equation by a number such that one of the roots of the new equation falls between 0 and 1 .

Decreasing the roots by a negative number is equivalent to increasing them and to moving the graph to the right.

## EXERCISES

1. Transform the equation $x^{3}-4 x^{2}+x+6=0$ into an equation whose roots are less by 2 than the roots of the given equation. Plot the function forming the left member of each equation.
2. Transform the equation $x^{4}+x^{3}-5 x^{2}+3 x=0$ into an equation whose roots are greater by 1 than the roots of the given equation. Plot the function forming the left member of each equation.

Transform each of the following erguations into one whose roots are less by the number opposite than the roots of the given equation:
3. $x^{3}-15 x^{2}+7 x+125=0$,
4. $x^{4}-2 x^{2}+1=0$,
5. $x^{4}+6 x^{3}+10 x^{2}+x-1=0, \quad-1$.
6. $2 x^{3}-5 \cdot x^{2}+x+2=0$, $\quad \frac{1}{2}$.
7. $16 x^{4}-13 x^{2}+9=0, \quad$ 1.).
8. $x^{4}-1.5 x^{2}+2 x-2.5=0, \quad 2$.
9. Transform the equation $36 x^{3}-108 x^{2}+107 x-35=0$ into an equation whose roots are less by 1 than the roots of the given equation. Solve the transformed equation and thus determine the roots of the given equation.
10. Transform the equation $16 x^{4}-72 x^{2}-64 x-15=0$ into an equation whose roots are greater ley .5 than the roots of the given equation. Solve the transformed equation and thus determine the roots of the given equation.
11. How much must the roots of the equation $x^{4}-8 x^{3}+9 x^{2}$ $+38 x-40=0$ be diminished in order that the sum of the roots of the transformed equation shall be 0 ?' Find the transformed equation.

Hist. The sum of the roots must be diminished by 8 .
12. How much must the roots of the equation $x^{3}+4 x^{2}-3 x+\bar{i}=0$ be diminished in order that the coefticient of $x$ in the transformed equation shall be 0 ?' Find the transformed equation.

Hint. Decrease the roots by $h$, and determine $h$ so that the coefficient of $x^{\prime}$ is zero.
69. Location principle. If in plotting a function $y=f(x)$ the value $x="$ gives the corresponding value of $y$ positive and equal to $c$, while the value $x=b$ gives the corresponding value of $y$ negative, say, equal to $-d$, then the point ( $u, c$ ) on the curve is above the $X$ axis, and the point $(b,-d)$ on the curve is below the I axis. If the curve is unbroken, it must then cross the $X$ axis at least once between the values $x=\|$ and $x=h$, and hence the equation $f^{\prime}\left(\cdot x^{\prime}\right)=0$ must have a root between these values of $x$. The
 shorter we can determine this interval between " and $b$, the more accurately we can find the root of the equation. Horner's Method of
approximation, which we shall explain in the next section, is nothing but an ingenions process for making the interval in which we know a root must exist as small as we wish. We have throughout this text assumed the property of unbrokemness or continuity of the graph of $y=a_{0} x^{n}+a_{1^{\prime}} x^{n-1}+\cdots+a_{n}$.

This geometric assumption may be expressed in algebraic language in the following

Location principle. When for two real unequal values of $x$, say, $x=a \mathrm{and} x=l$, the values of $y=f(x)$ have opposite signs, the equation $f(x)=0$ has a real root between a and $b$.

The interval between $x=a$ and $x=b$ we shall call the location interval.
70. Horner's Method of approximating irrational roots. We are now in a position to determine the real roots of an equation to any desired degree of accuracy.

It is assumed that all rational roots have been found by the methods of $\$ 64$, and that all the roots which remain are either irrational or complex.

Consider the equation

$$
\begin{equation*}
x^{3}+3 x-20=0 \tag{1}
\end{equation*}
$$

Let us find its real roots to two decimal places.

First form a table of values for the function $y=x^{3}+3 x-20$, and plot the function.

| $x$ | 0 | 1 | 2 | 3 | -1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | -20 | -16 | -6 | +16 | -24 |

By Descartes's rule it apmears that (1) has no negative root. By the location
 has mo gative root. hy the locarion principle it appears that there is a root between 2 and 3 . The whole point of Horner's Method consists in decreasing the roots of the successive equations which we meet in the course of the process by the lesser of the two numbers which bound the location interval.

Here we decrease the roots of equation (1) ly 2 , as follows:

$$
\begin{aligned}
& 1+0+3-20 L^{2} \\
& +2+1+14 \\
& \hline 1+2+7 \mid-6 \\
& +2+8 \\
& \hline 1+1+15 \\
& +2 \\
& 1+6
\end{aligned}
$$

The resulting equation is

$$
\begin{equation*}
x^{3}+6 x^{2}+15 x-6=0 . \tag{2}
\end{equation*}
$$

We know that equation ( 2 ) las a root between 0 and 1 , sinco efuation (1) hats a root between 2 and 3 . From the graph we can estimate in tenths the position of this root. Having made an estimate, say .3 , it is necessary to verify it and to determine by syntheticdivision precisely between which tenths the root lies. Thus, trying .3, we obtain

$$
\begin{aligned}
& 1+6.0+15.00-6.004 .3 \\
& \quad+0.3+1.59+5.07 \\
& \hline 1+6.3+16.89-0.9 .3
\end{aligned}
$$

In the computation by Ifomer's Method it is usually manecessary to preserve more decimal places than are called for in the root which is sought. That is, we avoid carrying through the process fignres which lave no effect on the result. In the present example we shall write down the deeimals correct to two places. For instance, in the last multiplication by .3 above, the product is 5.067 , but we write only 5.07 , the approximate value to two decimal places. When the figure in the third decimal place is 5 or more, we add 1 to the figure in the seennd decimal place; when it is less than 5 , we drop it. If three decimal places had been required in the root, we would have preserved the decimals in the emputation correct to three places. 'Ihis method of shortening the computation is sufficiently accurate except in rare cases, where the remainter by synthetic division is so near 0 that its sign would be changed if all the figures of the decimals were retained. In such a case we would perform the synthetic division retaining all figures of the decimals.

Since the remainder in this synthetic division is negative, it appears that for $x=.3$ the curve is helow the $x$ axis, and that the root is greater than . 3 . But we are not justified in assuming that the root is between . 3 and .t until we have substituted .t for $x$. This we proceed to do.

$$
\begin{aligned}
& 1+6.0+15.00-6.0014 \\
& +0.1+2.56+7.02 \\
& \hline 1+6.4+17.06+1.02
\end{aligned}
$$

Since the remainder is positive for $x=.4$, the location principle shows that (2) has a root between . 3 and .4; that is, (1) has a root between 2.3 and 2.4.

To find the root to two decimal places, decrease the roots of (2) by .3 , the lesser of the two numbers between which the root of $(2)$ is now known to lie. The new equation has a root between 0 and .1.

This process is performed as follows:

$$
\begin{aligned}
& 1+6.0+15.00-6.00\lfloor .3 \\
& +0.3+1.89+5.07 \\
& \hline 1+6.3+16.89-0.93 \\
& +0.3+1.98 \\
& \hline 1+6.6+18.87 \\
& +0.3 \\
& \hline 1+6.9
\end{aligned}
$$

Thus the new equation is

$$
\begin{equation*}
x^{3}+6.9 x^{2}+18.87 x-.93=0 \tag{3}
\end{equation*}
$$

This equation has a root between 0 and .1. We can find an approximate value of the hundredths' phace of the root by solving the linear equation $18.57 x-.93=0$, obtained from (i) by dropping all but the term in $x$ and the constant term.

Thus

$$
x=\frac{.93}{18.87}=.04 .
$$

This suggestion must be verified by synthetic division to determine between what hundredths a root of (3) actually lies.

$$
\begin{aligned}
& 1+6.90+18.87-0.93 .04 \\
& +0.04+0.28+0.77 \\
& \hline 1+6.94+19.15-0.16
\end{aligned}
$$

Thus the curve is below the $X$ axis at $x=.04$ and hence the root is greater than .04. We must not assume that the root is between .04 and .05 without determining that the curve is above the $X$ axis at $x=.0 \check{3}$.

$$
\begin{aligned}
& 1+6.90+18.57-0.93 .05 \\
& \frac{+0.05+0.35+0.96}{1+6.95+19.22+0.03}
\end{aligned}
$$

Thus the curve is above the $X$ axis at $x=.05$. By the location principle, (3) has a root between 04 and .0.5; that is, (1) has a root between 2.34 and 2.35 . Hence the root to two decimal places is 2.34 .

The preceding romputation may be armang more compactly as follows:

| $1+0+3-20 \leq 2$ | $1+6.0+15.00-6.00 \mid .4$ |
| :---: | :---: |
| $+2+4+14$ | $4+2.5 t+7.02$ |
| $\begin{aligned} & 1+2+i-6 \\ & +2+8 \end{aligned}$ | $\overline{1+6.4+17.56+1.02}$ |
| $1+4$ +2 | $x=\frac{.93}{18.87}=04$. |
| $1+6.0+15.00-6.00\lfloor .3$ | $1+6.90+18.87-.93 . .04$ |
| $+.3+1.89+5.07$ | $+.04+.28+.75$ |
| $\begin{gathered} 1+6.3+16.89 \\ +.3+1.98 \end{gathered}$ | $\overline{1+6.94+19.15-.16}$ |
| $1+66 \mid+18.57$ | $\begin{aligned} & 1+6.90+18.85-.93 .05 \\ & +.05+.35+.96 \\ & \hline \end{aligned}$ |
| $1+6.9+18.87-.93$ | $1+6.95+19.22+.03$ |

Root $=2.94+$.
The foregoing process affords the following
Rule. Obtain all possible information about the roots by Descurtes's rule.

I'lot the function. Apply the location principle to determine between what consecutive positive integral ralues a root lies.

Decrease the roets of the equation by the lessere of the tero mumber:s uhheh bound a lucation interval.

Estimate fiom the plot the nearest tenth to which the desired root of the newe equation lies, und determine liy synthetic division prectsely the successive tenths betueem which the root lies.

Decrease the routs of the new equation biy the lesser of the turo numbers which bound its tenths locetion intervel. and estimate the root of the resulting equation to the nearest humbrelth by solein! the linear equation formed by dropping all but the last two terms of the equation.

Determine precisely liy synthetic division the humberdthe: lecation intercal.

Proceed similarl!y to find the romet to us memy places us may be desired.

The sum of the integral, tenths, and humdredthes ratues obtained in the foregoiny process is the approximate calue of the root.

To find the negative roots of an equation $f(x)=0$, determine the positive roots of $f(-x)=0$ and change their signs.

When all the roots of an equation in the $p$-form are real, a check to the accuracy of the computation may be found by adding the roots together. The result should be the coefficient of the second term with its sign changed.

Sometimes an equation has roots so nearly equal that the table of values formed for integral values of $x$ gives no information as to whether there are roots between two consecutive integers or not. For instance. the table of values for the equation $x^{3}+17 x^{2}-46 x+29=0$ does not tell us whether the equation has three real roots or only one. In such a case we might form a table, using values of $x$ differing by .1 or .01 , and thus locate the root between two successive tenths or hundredths. But since such equations occur very rarely in practice, and since the calculus affords a very simple method of determining a number between the roots if they are real and distinct, the complete discussion of this case will not be given here.*

## EXERCISES

1. Find to two decimal places a positive root of $x^{3}+3 x^{2}-$ $2 x-1=0$.
2. Find to two decimal places a positive root of $x^{3}-6 x^{2}+$ $10 x-9=0$.
3. Find to two decimal places all the real roots of $2 x^{4}-4 x^{3}+$ $3 x^{2}-1=0$.
4. Find to two decimal places all the real roots of $x^{3}+4 x^{2}-7=0$.
5. Find to two decimal places all the real roots of $x^{4}-4 x^{3}+$ $14 x^{2}-4 x-447=0$.
6. Find to three decimal places a positive root of $x^{3}-9 x^{2}+$ $25 x-18=0$.
7. Find to three decimal places a positive root of $x^{3}-2 x^{2}+$ $2 x-101=0$.
8. Find to three decimal places all the real roots of $3, x^{4}-5 x^{3}=31$.
9. Find exactly a real root of $4 x^{3}+23 x^{2}-x-377=0$, and show that the other roots are inaginary.

[^4]10. Show that the equation $x^{3}-7 x+7=0$ has two roots between 1 and 2 and one negative root. Find each of the roots to three decimal places.
11. Solve exercise $11, \mathrm{p} .96$, getting the result to two decimal places.
12. Solve exercise 13, p. 96 , getting the result to two decimal places.
13. If a wooden simple beam $x$ inches square and of 12 feet span earries a load of 300 pounds at the middle when it is also subjeet to a longitudinal tension of 2000 pounds, the allowable tensile strength being 1000 pounds per square inch, the safe value of $x$ is given by the equation $x^{3}-2 x-64.8=0$. Find to two decimal places the size of the beam.
14. A beam of span $l$, fixed at one end and resting on a support at the other end, is subjected to a uniformly distributed load. The point of maximmm deflection for a safe load is given by the equation $8 x^{3}-9 l x^{2}+\beta=0$, where $x$ is the distance from the supported end. show that $x=.4215 \%$.
15. A hollow cylindrical shaft 17 inches in outside, and 11 inches in inside, diameter is to be coupled by 12 bolts placed with their centers 20 inches from the axis. The proper diameter of the bolts is given by the equation $d^{4}+3200 d^{2}-337.6 d-13,500=0$. Find
 the diameter of the bolts to one decimal place.
16. A wooden column $x$ inchess stuare and 12 feet long, having fixed ends, is to carry an axial load of no net tons with a factor of safety of 10 . The size of the colnmn is given ly the equation $x^{4}-125 x^{2}=10,368$. Find the size of the column to one decimal place.
17. If the column in the preceding exereise has round ends, its size is given by the equation $x^{4}-125 x^{2}=41,422$. Find the size of the column to one decimal place.
18. In exercise 16 , if the ecentricity of the load is 2.5 inches, the size of the column is given by the equation $x^{4}-125 x^{2}-1855 x-$ $10,36 S=0$. Find the size of the column to one decimal place.
19. The Gas Equation of Yian der Wials is $\left(p+\frac{a}{r^{2}}\right)(r-b)=1$, where $v$ is the volume of the gass, $p$ the pressure, and " and $b$ are
constants depending on the gas. For earbonic acid gas $\neq .00874$ and $b=.0023$. Find the value of $v$ to two decimal places when $\mu=1$.

Hist. Reduce the equation to one of third degree in $v$ with numerical coefficients and multiply the roots by 10 before solving.
20. The following equation occurs in the theory of chemical actions *: $\frac{1}{4} x^{3}+\frac{2}{3} x^{4}+\frac{4}{9} x^{5}=1.106$. Find the value of $x$ to two decimal places.
21. The cubical coefficient of thermal expansion of paraffin is .000584 per degree centigrade. If $t$ be the temperature on the centigrade scale, the linear coefficient of expansion of the paraffin is to be found from

$$
3 a+6 u^{2} t+3 u^{3} t^{2}=.00058 t
$$

Find to two decimal places the linear coefficient of expansion $a$ at $30^{\circ} \mathrm{C}$.
22. An empirical formula for the volume of one gram of water at temperature $t$ degrees centigrade is

$$
t=1-.00009417 t+.000001449 t^{2}+.0000005985 t^{3}
$$

where $r$ is the volume in cubic centimeters. Find correct to tenths of a degree the temperature at which the volume of 1 gram of water will be 1.0002 cubie centimeters.
71. Solution of the cubic. In $\S 19$ exact expressions for the roots of the quadratic equation $a x^{2}+b x+c=0$ were found in terms of its coefficients, $a, b$, and $c$. The only process of approximation needed in order to find an irrational root of such an equation is that of extracting the square root. Hence it is never necessary to use Horner's Method to find the roots of a quadratic equation.

In this section we slrall see that it is possible to find an exact expression for the roots of the eubic equation in terms of its coefficients, and that the formulas obtained may be used in certain cases as a substitute for Horner's Method. A similar but more laborious solution for the equation of the fourth degree exists, but will not be given here. It is, however, impossible to obtain any general solution of equations of higher degree than the fourth by means of algebraic operations.

The cubic equation in the $p$-form is

$$
\begin{equation*}
x^{3}+p_{1} x^{2}+p_{2} x+p_{3}=0 \tag{1}
\end{equation*}
$$

[^5]If we increase cach of the roots of this equation by $\frac{11}{3}$, in order to remove the term in $x^{2}$, we obtain the equation

$$
x^{3}+\left(p_{2}-\frac{\mu_{1}^{2}}{3}\right) x+\frac{2 \mu_{1}^{3}}{27}-\frac{\mu_{1} \prime_{2}}{3}+\mu_{3}=0
$$

lacking the term in $x^{2}$, and which we may write in the form

$$
\begin{equation*}
x^{3}+p x+y=0 \tag{3}
\end{equation*}
$$

where $\quad p=\mu_{2}-\frac{p_{1}^{2}}{3}$, and $q=\frac{2 \mu_{1}^{3}}{27}-\frac{p_{1} p_{2}}{3}+p_{3}$.
The cnbic in form (3) we can solve as follows: Let

$$
\begin{equation*}
x=y+\because \tag{5}
\end{equation*}
$$

This amounts to replacing the single variable $x$ by the two variables $y$ and $z$. We deliberately complicate the problem in this way, because we shall obtain a relation between $y$ and $z$ which will enable us to find the values of the two more casily than we could determine the value of $x$ alone.

Sulstituting (5) in (3),

$$
\begin{equation*}
(y+z)^{3}+1 \quad(y+z)+y=y^{3}+z^{3}+(3 y z+p)(y+z)+\eta=0 . \tag{6}
\end{equation*}
$$

Having introduced an extra variable, we are at liberty to impose a condition on $y$ and $\approx$.

Let

$$
\begin{equation*}
3 y:+p=0, \quad \text { or } \quad y:=\frac{-p}{3} . \tag{i}
\end{equation*}
$$

Then ( 6 ) will reduce to $y^{3}+z^{3}=-q$,

$$
\text { and from }(\overline{6}) \text { we have } \quad y^{3}:^{3}=-\frac{p^{3}}{27} \text {. }
$$

By reason of the relations between the roots and the coefficients of a quadratic equation ( $\$ 24$ ), it appears that $y^{3}$ and $i^{3}$ must be roots of the quadratic equation whose eoefficients are 1,4 , and $-\frac{r^{3}}{27}$; that is, of the erguation

Solving ( 8 ), we find

$$
\begin{equation*}
t^{2}+\eta t-\frac{p^{8}}{27}=0 \tag{8}
\end{equation*}
$$

$$
y^{3}=-\frac{7}{2}+\sqrt{\frac{y^{2}}{4}+\frac{1^{3}}{27}}=1 ; \quad \pi^{8}=-\frac{7}{2}-\sqrt{\frac{y^{2}}{4}+\frac{\eta^{3}}{27}}=B .
$$

Hence $y=\sqrt[3]{A}, \omega \sqrt[3]{1}, \omega^{2} \sqrt[3]{1} ; z=\sqrt[3]{1 ;}, \omega \sqrt[3]{B}, \omega^{2} \sqrt[8]{B}$, where $\omega$ represents one of the complex mite roots of 1 (exercise 27, p. $8(6$ ).

The roots of (3) would at first sight seem to be nine in number, namely, the values which we obtain by adding each of the three values of $y$ to each of those of $z$. liat reference to ( 7 ) reminds us
that the product $y$ must be real; hence all of these nine values are ruled out excep, the following, which are the roots of (3):

$$
x_{1}=\sqrt[3]{A}+\sqrt[3]{B} ; x_{2}=\omega \sqrt[3]{A}+\omega^{2} \sqrt[3]{B} ; x_{3}=\omega^{2} \sqrt[3]{A}+\omega^{3} \sqrt{B} .
$$

These expressions are called Cardan's Formulas for the solution of the cubie.

When the value of $\frac{q^{2}}{4}+\frac{1^{3}}{27}$ is positive we can extract its square root and compute the values of $A$ and $B$ readily. In this case we find but one real root, the other two being complex. If the value of $\frac{q^{2}}{4}+\frac{p^{3}}{27}$ is negative, in which case there are three real roots, it is necessary, in order to solve the equation by this method, to extract the cube root of a complex number. This is more lahorious than it is to find the roots by Horner's Method. Consequently, we shall use these formulas only when $\frac{q^{2}}{4}+\frac{1^{3}}{27}>0$. In this case there is only one real root.

If an equation of the third degree in $p$-form has three real roots and they have been found by Horner's Method, we have seen that the work may be checkerl by adding them together. The result should be the coefficient of the term in $x^{2}$ with its sign changed. If the equation has only one real root, this check is not available, and the result of Horner's Method may be checked by the methor of this section.

The foregoing method of solving the cubic is due to the Italian, Tartaglia, but was first published by Cardan in 1545. At this time the operations with complex numbers were imperfectly understood, and every effort was made by mathematicians to avoid them. It must have been not a little irritating for the early algebraists to realize that the only case in which Cardan's Formulas solve a cubic without extracting a root of a complex number is that in which the equation has a pair of complex roots. To find the three real roots of a cubic when they are irrational, the case in which they were chiefly interested, the cube roots of complex numbers are necessary.

## EXERCISES

Solve the following cubies, using Cardan's Formulas :

1. $x^{3}+3 x^{2}+3 x+2=0$. 3. $4 x^{3}+2 x^{2}-1=0$.
2. $x^{3}-11 x+20=0$.
3. $2 x^{3}-9 x^{2}+2 x+30=0$.

Find to two decimal places the real root of each of the following cubies, using the tables (pp. 215-217) to evaluate the radicals:
5. $x^{3}+3 x-20=0$.
8. $x^{3}+3 x^{2}+5 x-17=0$.
6. $x^{3}-x-33=0$.
9. $2 x^{3}+12 x^{2}+27 x-68=0$.
7. $x^{3}-8 x-2 t=0$.
10. $x^{3}-9 x^{2}+25 x-18=0$.
72. Graphical solution of the quadratic equation. When the real roots of an erpation are desired to no more than one deecinal place, the equation may be solved graphieally. Take, for example, the equation

$$
\begin{equation*}
x^{2}-3 x+2=0 \tag{1}
\end{equation*}
$$

We seek the values of $x$ which satisfy this equation.
Consider $\quad y=r^{2}$, and $y=3 x-2$.
If we solve these equations, we find two values of $x$ such that the corresponding values of $y$ in equations ( 2 ) are equal to each other, since for these values of $x$ we would have

$$
x^{2}=3 x-2, \text { or } x^{2}-3 x+2=0 .
$$

To solve this problem graphically we plot equations (2) on the same axes and note the values of $x$ where the straight line $y=3 x-2$ intersects the parabola $y=x^{2}$. These are the values of $x$ which afford equal values for $y$ in equations (2), the coördinates of both eurves being identical at a point of intersection.

In the adjacent graph the abscissas of the points of intersection are 1 and 2 respectively. Hence these numbers are the roots of (1).


The advantage of this graphical method lies in the fact that for all quadratic equations in $p$-form the first equation of ( 2 ) is the same, and hence the parabola may be drawn onee for all in ink. This leaves only the necessity of drawing in pencil one straight line for each solution and noting the points of intersection.

## EXERCISES

Solve graphically the following quadratics:

1. $x^{2}+2 x-8=0$.
2. $x^{2}+x-3_{4}^{3}=0$.
3. $x^{2}-7 x+12.25=0$.
4. $x^{2}-3 x-2=0$.
5. $x^{2}+4 x+3=0$.
6. $2 x^{2}-6 x+1=0$.
7. $3 x^{2}+5 x+2=0$.
8. $x^{2}+.3 x-2.4=0$.
9. $x^{2}-3.7 x+3.3=0$.
10. $x^{2}-3 x-3.5=0$.
11. Graphical solution of the cubic equation. It is assumed in what follows that the term in $x^{2}$ has been removed from the cubic in $p$-form by increasing each of the roots by $\frac{p_{1}}{3}$, leaving the equation in the form

$$
\begin{equation*}
x^{3}+p x+y=0 . \tag{1}
\end{equation*}
$$

This transformation should be performed by synthetic division, as in $\S 67$.

We then plot the curve $y=x^{3}$ and the straight line $y=-(p x+q)$ on the same axes, and note the $x$ distances of their points of intersection. These will be the real roots of (1). The plot of the curve $y=x^{3}$ should be made carefully on a large scale in ink, so that the line may be drawn in pencil, as in the preceding section. In this way the same curve may serve for many problems. This method gives only the real roots of the cubic, and there will be one or three real roots according as the line $y=-(p x+q)$ cuts the curve $y=x^{3}$ in one or three points.

## EXAMPLE

Solve graphically $x^{3}+6 x^{2}+8 x-1=0$.
Solution. Here $p_{1}=6$. We must then increase the roots by 2 .

$$
\begin{aligned}
& 1+6+8-1 \mid-2 \\
& \frac{-2-8+0}{1+4+0-1} \\
& \frac{-2-4}{1+2-4} \\
& \frac{-2}{1+0}
\end{aligned}
$$

The transformed equation is

$$
\begin{equation*}
r^{3}-4 x-1=0 \tag{2}
\end{equation*}
$$

Plot the equations

$$
y=x^{3}
$$

and

$$
y=4 x+1
$$

on the same axes.
The abscissas of the points of intersection are approximately $2.1,-.3$, and -1.8 . Hence these
 are approximately the roots of (2). Since the roots of (1) were increased by 2 to form ( 2 ), we obtain the numbers $.1,-2.3$, and -3.8 as the approximate values of the roots of (1).

## EXERCISES

Find graphically the real roots of the following culbies:

1. Equation of exercise 10, p. $1: 23 . \quad 5 \cdot r^{3}+x-20=0$.
2. Equation of exereise $4, p$. $128.6 . x^{3}+3, r^{2}-2, r-1=0$.
3. Equation of exercise $5,132 . \quad$ 7. $r^{3}-6 r^{2}+\pi+11=0$.
4. Equation of exercise S, 1. 18:2. 8. $x^{3}-9 x^{2}-2 x+101=0$.
5. Derived function of the cubic. Let us comsider the cubic function

$$
f^{\prime}(x)=r^{3}+u, r^{2}+b, r^{r}+r .
$$

In this expression replace $x$ by $x+h$, where $h$ is a real number. We then have

$$
f(x+h)=(x+h)^{3}+h(x+h)^{2}+b(x+h)+c
$$

Expanding the terms of this function by the Binomial Theorem and collecting like powers of $h$, we have
$f^{\prime}(\cdot x+h)=x^{3}+u x^{2}+h x+c+\left(3 x^{2}+2 u x+h\right) h+\left(3, r^{2}+"\right) h^{2}+l^{3}$.
The coefficient of $h$ in this expansion is called the first derivative of $f^{\prime}(x)$, and is symbolized by $f^{\prime \prime}(x)$. If we write $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ in separate lines, we can obsere the relation which they bear to each other.

$$
\begin{aligned}
f(x) & =r^{3}+u x^{2}+b x+c \\
f^{\prime}(x) & =3 x^{2}+2 u x+b
\end{aligned}
$$

We see that the first term of $f^{\prime \prime}(x)$ has as its coefficient 3 , which is the exponent of the first term of $f^{\prime}(r)$, while its exponent, 2 , is one less than the exponent of the first term of $f^{\prime}(\cdot r)$. We may obtain the sceond and third terms of $f^{\prime}(x)$ from those of $f^{\prime}\left(\cdot r^{\prime}\right)$ in a similar mamner. The last term, $c$, of $f^{\prime}(x)$ may be regarded as $e^{n} r^{n}$; then the corresponding term of $f^{\prime}\left(x^{\prime}\right)$ is $0 \cdot f^{\cdot r^{-1}}=0$.

This procedure suggests the following rule for finding the derivative of $f(x)$, the general validity of which we shall establish in the next section.

Rule. If the keth term of $f^{\prime}(x)$ is multiplied liy its expement, and its exponent is decreased by one, the result is the hth term of $f^{\prime \prime}(x)$.

## EXAMPLE

Find the first derivative of $f^{\prime}(\cdot x)=x^{3}+3 x^{2}-7 x+4$.
Solution. By the rule we obtain

$$
f^{\prime}(x)=3 x^{2}+6 x-7
$$

## EXERCISES

Find the first derivatives of the following functions:

1. $8 x^{3}-2 x^{2}+x-1$.
2. $x^{3}+x^{2}+x+1$.
3. $7 x^{3}-6 x-5$.
4. $-3 x^{3}+2 x^{2}-8$.
5. $a_{0} x^{3}+a_{1} r^{2}+a_{2}{ }^{r}+a_{3}$.
6. $\frac{1}{3} x^{3}-\frac{1}{2} x^{2}+\frac{1}{6}$.
7. $4 x\left(x^{2}-2 x+3\right)$.
8. $(x-1)^{3}$.
9. $\left(x^{2}+3\right)(x-2)$.
10. $2(x+1)^{2}(x-1)$.
11. If $f(x)=x^{3}+3 x^{2}+6, x+6$, show that $f^{\prime}(x)=f(x)-x^{3}$.
12. If $f(x)=x^{3}+6 x^{2}+12 x+8$, show that $3 f(x)=(x+2) f^{\prime}(x)$.
13. Derivative of a polynomial. Instead of confining ourselves to the cubic or bifuadratic function, let us now consider the polynomial of order $n$,

$$
f(x)=a_{0} x^{n}+u_{1} x^{n-1}+\cdots+u_{n^{*}}
$$

Replace $x$ by $x+h$ in this function, expand each term by the Binomial Theorem, collect the terms free from $h$, and also those containing $h$ to the first power. We then obtain

$$
\begin{align*}
& f(x+h) \\
&= a_{0}(x+h)^{n}+a_{1}(x+h)^{n-1}+\cdots+a_{n-1}(x+h)+a_{n} \\
&=a_{0}\left[x^{n}\right.\left.+n x^{n-1} h+\frac{1}{2} n(n-1) x^{n-2} h^{2}+\cdots+h^{n}\right] \\
&+a_{1}\left[x^{n-1}+(n-1) x^{n-2} h\right. \\
&\left.+\frac{1}{2}(n-1)(n-2) x^{n-3} h^{2}+\cdots+h^{n-1}\right] \\
&+\cdots+a_{n-1}(x+h)+a_{n} \\
&=a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n-1} x+a_{n} \\
&+\left[a_{0} n x^{n-1}+a_{1}(n-1) x^{n-2}+\cdots+a_{n-1}\right] \cdot h \\
&+F(x) \cdot h^{2}+F_{1}(x) \cdot h^{3}+\cdots+h^{n} \\
&= f(x) \tag{1}
\end{align*}+f^{\prime}(x) h+F(x) \cdot h^{2}+F_{1}(x) h^{3}+\cdots+h^{n} .
$$

In this expansion the coefficient of $h$ is called the first derivative of $f(x)$. It is symbolized by $f^{\prime}(x)$.

Writing $f(x)=a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n-1} x+a_{n}$ and

$$
f^{\prime}(x)=a_{0} n x^{n-1}+a_{1}(n-1) x^{n-2}+\cdots+a_{n-1},
$$

we see that $f^{\prime}(x)$ may be obtained from $f(x)$ by the rule stated in the preceding section.

The successive terms of the expansion (1) which contain $h$ to powers higher than the first are not written out in detail. These coefficients are here represented by $F(x)$, etc.

## EXERCISE

Denoting by $f^{\prime \prime}(x)$ the first derivative of $f^{\prime}(x)$, show that $F^{\prime}(x)$, the coeffeient of $l^{2}$ in the expansion (1), is equal to $\frac{f^{\prime \prime}(x)}{2}$. The expression $f^{\prime \prime}(x)$ is called the second derivative of $f(x)$.
76. Double roots. The expansion (1) in the preceding section may be written in the following form by replacing $x$ by $x_{1}$, $h$ by $x-x_{1}$, and recalling the result of the preceding exercise:

$$
\begin{align*}
f(x)=f\left(x_{1}\right) & +f^{\prime \prime}\left(x_{1}\right)\left(x-x_{1}\right) \\
& +\frac{1}{2} f^{\prime \prime}\left(x_{1}^{\prime}\right)\left(x-x_{1}\right)^{2}+\cdots+\left(x-x_{1}\right)^{n} .
\end{align*}
$$

An inspection of (2) shows us that if $x_{1}$ is such a number that $f\left(x_{1}\right)=0$, and at the same time $f^{\prime}\left(x_{1}\right)=0$, then the first two terms of $(2)$ vanish, leaving all the successive terms divisible by $\left(x-x_{1}\right)^{2}$. That is, if $x_{1}$ is a root of $f(x)=0$ and of $f^{\prime}(x)=0$, but not of $f^{\prime \prime}(x)=0$, it is a double root of $f(x)=0$. This is equivalent to the statement that if $x-x_{1}$ is a common factor of $f(x)$ and $f^{4}(x)$ but is not a factor of $f^{\prime \prime}(x)$, then $x_{1}$ is a double root of $f(x)=0$. Hence we have the

RULE. The momber $x_{1}$ is a double root of the equation $f(x)=0$ if $f\left(x_{1}\right)=0, f^{\prime \prime}\left(x_{1}\right)=0$, and $f^{\prime \prime}\left(x_{1}\right) \neq 0$.

In the above excreise it was determined that the coefficient $F\left(r^{r}\right)$ of $l^{2}$ in (1) is $\frac{f^{\prime \prime}(x)}{2}$. It may also be shown that the eoefficient of $l^{i}$ in (1) is $\frac{f^{(k)}(x)}{k!}$, where $f^{(k)}(x)$ is the $k$ th derivative of $f\left(x^{x}\right)$. We may, then, write ( 2 ) in the form

$$
\begin{aligned}
f(x)=f\left(x_{1}\right) & +\left(x-x_{1}\right) f^{\prime}\left(x_{1}\right)+\frac{\left(x^{\prime}-x_{1}\right)^{2}}{2} f^{\prime \prime \prime}\left(x_{1}\right) \\
& +\cdots+\frac{\left(x-x_{1}\right)^{k}}{l_{i}!} f^{(k)}\left(x_{1}\right)+\cdots+\left(x-x_{1}\right)^{n}
\end{aligned}
$$

From this expansion we obtain the rule for finding an r-fold root of $f^{\prime}(x)=0$.

RUle. If' a momber is a root of $f(x)=0$ aml of its first re -1 derivatives, but is not a root of the rth derivatime, eache set equal to zero, it is an r-fold root of $f^{\prime}(x)=0$.

In computing the successive derivatives of $f(x)$, it must le kept in mind that the derivative of any constant term is zero.

## EXAMPLES

1. Find a double root of the equation

$$
16 x^{3}-12 x^{2}+1=0 .
$$

Find also the other root.
Solution.

$$
\begin{aligned}
f(x) & =16 x^{3}-12 x^{2}+1 \\
f^{\prime}(x) & =48 x^{2}-24 x=24 x(2 x-1) \\
f^{\prime \prime}(x) & =96 x-24
\end{aligned}
$$

We see that $\frac{1}{2}$ is a root of $f^{\prime}(x)=0$. It is also a root of $f(x)=0$, since $f\left(\frac{1}{2}\right)=2-3+1=0$. But $\stackrel{1}{2}$ is not a root of $f^{\prime \prime}(x)=0$. Hence $\frac{1}{2}$ is a double root of $f(x)=0$.

Since the product of the roots of $f(x)=0$ is $-1_{16}^{1}$, the other root, $r$, must be such that $\frac{1}{2} \cdot \frac{1}{2} \cdot r=-\frac{1}{1}$. Hence $r=-\frac{1}{4}$.

Therefore the three roots of $f(x)=0$ are $\frac{1}{2}, \frac{1}{2},-\frac{1}{4}$.
2. Show that 1 is a triple root of the equation

$$
x^{4}-5 x^{3}+9 x^{2}-7 x+2=0
$$

and find the other root.
Solution.

$$
\begin{aligned}
f(x) & =x^{4}-5 x^{3}+9 x^{2}-7 x+2 \\
f^{\prime}(x) & =4 x^{3}-15 x^{2}+18 x-7 \\
f^{\prime \prime}(x) & =12 x^{2}-30 x+18=6(x-1)(2 x-3) \\
f^{\prime \prime \prime}(x) & =24 x-30
\end{aligned}
$$

We see that 1 is a root of $f^{\prime \prime}(x)=0$. Also 1 is a root of $f(x)=0$ and $f^{\prime}(x)=0$, since $f(1)=0$ and $f^{\prime}(1)=0$. But 1 is not a root of $f^{\prime \prime \prime}(x)=0$, since $f^{\prime \prime \prime}(1) \neq 0$. Hence 1 is a triple root of $f(x)=0$.

Since the product of the roots of $f(x)=0$ is 2 , the other root is 2 .

## EXERCISES

Find the double roots and other roots of the following equations:

1. $x^{3}-x^{2}-5 x-3=0$.
2. $27 x^{3}-9 x+2=0$.
3. $2 x^{3}-15 x^{2}+24 x+16=0$.
4. $x^{3}+8 x^{2}+20 x+16=0$.
5. $16 x^{3}-60 x^{2}+125=0$.
6. $63 x^{3}+321 x^{2}+469 x+14 \bar{\imath}=0$.

Find the triple roots and other roots of the following equations:
7. $x^{4}-2 x^{3}+2 x-1=0$.
8. $2 x^{4}+11 x^{3}+18 x^{2}+4 x-8=0$.
9. $16 x^{4}-24 x^{2}+16 x-3=0$.
10. $3 x^{4}-32 x^{3}+96 x^{2}-256=0$.
11. Show that 1 is a fourfold root of the equation $2 a^{5}-5 x^{4}+$ $10 x^{2}-10 x+3=0$, and find the other root.
12. Nhow that -1 is a fivefold root of the equation $r^{6}+3 r^{5}-$ $10 x^{3}-15 x^{2}-9 x-2=0$, and find the othere root.
77. Error in computation. Suppose the valnes of $f(r)$ are to be computed by substituting values of $x$ which are the result of monsurement and hence not known exaretly. liy means of the derivative wo can find the approximate error in the function when the error in $r$ is known, provided that error is small.

Consider, for example, the expression for the volume of a cube in terms of one of its edges, $V^{\prime}=x^{3}$. If we could measure the edge with perfect correctness, we could find aceurately the volume of the cube; but when our rule seems to real, say, 2.25: inches, we know that there may be a slight error in the rading, due to slight inaccuracies in the rule, our vision, and our method of using the rule.

Let the measured value be $x_{0}$ and let the small error be denoted by h. Of course we do not ever know just how great $h$ is. We may usually assume, however, that it does not exeeed some definite small number. Then letting $x=x_{0}+k$, and expanding the function $V=f\left(x^{\prime}\right)=x^{3}$ hy formula (1) of the preceding section, we obtain

$$
r=f\left(r_{0}+h\right)=\left(x_{0}+h\right)^{3}=x_{6}^{3}+3 r_{0}^{2} h+3 \iota_{0} h^{2}+l^{3}
$$

Now since $h$ is small, $h^{2}$ and $h^{3}$ will be much smaller, and may be neglected, as they would not affecet the result appreeiably. From this expression it appears that the value of the volume differs from the value of $x_{0}^{3}$ by $3, x_{0}^{2} h$, if we neglect the last two terms. Hence, if we assmme that $\mu_{0}=.02$, and $x_{0}=2.2 \%$, the approximate error for $V^{\prime}$ is $3 \cdot(2.25)^{2} \cdot .02^{\circ}=.3$ cubie inches.

In general, let $x_{0}$ be the measured value, and $t$ the ermor of the measurement. We may write (今 Ti.)

$$
f\left(x_{0}+h\right)=f^{\prime}\left(x_{0}\right)+h_{f^{\prime}}\left(x_{0}\right)+\frac{h^{2}}{2} f^{\prime \prime \prime}\left(x_{0}\right)+\cdots
$$

Here $f\left(x_{0}\right)$ is the value of the function if our measurement were correct, while the approximate error in our sesult, omitting all terms containing powers of $h$ higher than the first, is $h \cdot f^{\prime \prime}\left(r_{0}\right)$. We may now state the following

Rules. 'I's find the "pprorimute error in the function f $f^{\prime}(f)$ due to a small crror, $h$, in the measurement $x_{0}$, multiply $h$ by $f^{\prime \prime}\left(x_{0}\right)$.

## EXERCISES

1. The edge of a cube is found by measurement to be 3.2 inches. Find the approximate error in the computed volume due to an error of $\frac{1}{20}$ of an inch in measuring the edge.
2. If the diameter of a sphere is found hy measurement to lee 10.3 inches, find the approximate error in the computed volume due to an error of .1 of an inch in measuring the diameter. (Take $\pi=\frac{2}{\sigma}{ }^{2}$.)
3. The height of a cylindrical column is known to be 10 feet. What is the approximate error in the volume computed from a diameter measurement of 50 inches if this measurement is a half inch in error?
4. A surveyor measures a square field with a 50 -foot chain which is 1 inch too long and finds the area to be $62 \frac{1}{2}$ acres. Find the area of the field in acres correct to 2 decimal places and show that the amount neglected does not affect the second decimal place.
5. Find the approximate error in the function $x^{3}-2 x^{2}+x-1$ due to an error of .03 in a value 1.25 taken for $x$.
6. Find the approximate error in the function $r x^{3}-2 r^{2} x^{2}$ if $r$ is known to be .1 and the value of $x, 8.1$, is inaceurate by .1 .
7. The diameter of a right circular cylinder whose altitude is 5 feet is measured and found to be 8.2 inches, but the measurement is inaccurate by 1 of an inch. Find the approximate error in computing the total surface.
8. A right cireular cylinder is capped by a hemisphere. The height of the cylinder is 50 inches. Its diameter is found by measurement to be $10 \frac{3}{3}$ inches. Find the approximate error in computing the total surface of the solid from a diameter measurement which is $\frac{1}{16}$ of an inch in error.
9. A Norman window is in the shape of a square surmounted by a semicircle. Its width is measured to be 40.5 inches and its area is computed. Find the approxinate error in the computed area due to an error of $\frac{1}{5}$ of an inch in measuring the diameter.

## CHAPTER VII

## PERMUTATIONS, COMBINATIONS, AND PROBABILITY

78. Introduction. The formulas which will he used in this chapter depend on the following
'Theores. If' an act which may be performed in $p$ ways is followed by an act which may ber performed in If uays, the total mumber of ways in which the two acts may be performed in succession is $p \cdot q$.

For with each of the $p$ ways of performing the first act one has a choice of $q$ methods for the second. Hence with the entire $p$ ways of performing the first there will be $p \cdot q$ ways of performing both acts.

For example, if there are 6 roads from $A$ to $B$. and 4 from $B$ to $C$, one has the choice of $\dot{C} \cdot t=24$ routes in going from $A$ to $C$ through $B$.

## EXERCISES

1. A room has 6 doors. In how many ways can a person enter and leare by a different door?
2. A man has 4 suits of clothes and 7 neckties. How many ways can he dress, not wearing the same tie twice with the same suit?"
3. Two dice are thrown. In how many ways an they fall?
4. In presenting $S$ men to 6 women how many introductions are made?
5. Three coins are pitched. Tn how many ways can they come up"?
6. A town has 6 hotels. Three people wish to stay at different hotels. In how many ways can this be done?
7. In how many ways can two letters be posted in t letter boxes?
8. There are 25 stations on a banch line of a railroad. If hoth one-way and return tickets are sold hetween all stations, how many different kinds of tickets must be printed?"
9. Permutations. Each different arrangement of a number of things is called a permutation. The letters $A, B$, and $C$ may be arranged in the six different orders, $A B C, A C B, B A C, B C A, C A B$, $C B A$, each one of which is a permutation of the letters, distinct from the others. In determining how many permutations of these letters there are, we may employ the idea of successive acts as explained in the preceding section. Thus let the first act consist in filling the first place. This may be done with any one of the three letters, and hence in three different ways. With this place filled, there are only two letters left with which to fill the second place, which may be done in two ways. This affords $3 \cdot 2=6$ ways of filling the first two places. But with the first two places filled with two of the letters there is no choice in the way of filling the thirl place, as there is only one letter left. Hence the number of permutations of the three letters is 6 .

Theorem. The mumber of permututions of $n$ things tuken $r$ at a time is

$$
{ }_{n} P_{r}=n(n-1)(n-2) \cdots(n-r+1) .
$$

If only $r$ of the $n$ things are to be used at a time, there are only $r$ places to be filled. Since the first place may be filled by any one of the $n$ things, and the second place by any one of the $n-1$ remaining things, we see that the first two places may be filled in $n(n-1)$ ways. The third place may le filled by any one of the $n-2$ things which are left; lience the first three places may be filled in $n(n-1)(n-2)$ ways. Proceeding in this way, it appears that when $r-1$ places have been filled, we have left $n-(r-1)$ letters with which to fill the last place. Hence the $r$ th place can be filled in $n-(r-1)$ ways, and $n-r+1$ is the last factor in the expression ${ }_{n} P_{r}$.

Corollary. The mumber of permutations of $n$ things tuken all at a time is

$$
n(n-1)(n-2) \cdots 2 \cdot 1=n!.
$$

The symbol $n$ ! is read "factorial $n$." It is sometimes represented by $n$. In the foregoing theorem it is assumed that the elements are distinct, and that no element is used more than once in a given permutation.

## EXAMPLE

If one has eight flags of different colors, how many signals can be displayed by showing them four at a time on a vertical line?

Solution. Here $n=8, r=4$. Hence ${ }_{8} P_{4}=8 \cdot 7 \cdot 6 \cdot 5=1680$.

## EXERCISES

1. How many arangements of the letters's in the worl " 'olmmlia" can be made, ming in each arrangement (at I letters". (b) all the letters?
2. Four people enter a rom in whim there are 7 vacme ehairs. In how many ways can they be seated?
3. In how many orders can a hand of 6 cards he played "'
4. With is flags of different colors, how many signals can loe displayed by showing them any number at a time on a rertical line?
5. How many different numbers less than 1000 can lee formed from the digits $1,2,3,4,5$ ?
6. What is the number of permutations of the letters of the alphabet, taking three at a time?
7. How many numbers of 7 figures laving 0 as middle digit can be formed from the digits $0,1,2,3,4,5,6$ ?
8. In how many ways can 5 red books ant 4 hlue ones be arranged on a shelf so that all the books of each color are together?
9. Permutations with repetitions. Let us determine how many numbers of three digits can be written making use of the digits ?. 3, 4, and 5, where each digit may be usol repeatedly. Here we have three places to fill. The first may le filled in any one of 4 ways, and, since repetition is allowed, the second and the third place may each be filled also in 4 ways. Hence all three places may be filled in $4 \cdot 1 \cdot 4=4^{3}$ ways. By similar reasoning we establish the following

Theoneas. The numbers of permutations of $n$ things taken or at a time when repetition is alloured is $n$ ".

This theorem assmues that each thing may be used $r$ times. If restriction is placell on the amomnt of repetition of one or more of the objects, the theorem is monlified.
81. Permutations of things not all different. In the furegoing sections it has been assumed that all of the things to lee permuted are different. If this is not the case, we have a molification of the formulas derived. In order to find the mmber of permutations of the letters in the worl "algelna," taken all at a time, it is nemessaly" to note that the letter "t oreurs twice. If for the moment these is are considered as distinet, we shall have 7 ! permutations. Fhe if in
each permutation the $a$ 's are treated as not distinct, we can interchange them without affecting the permutation ; that is, the number of distinct permutations is $\frac{7!}{2}$.

Theorem. If of $n$ things, $n_{1}$ are alike, $n_{2}$ are alike but of another kind. $n_{3}$ are alike but of still another kinct, etc., the numleer of distinct permutations of the on thinys, taken all at a time, is

$$
\frac{n!}{n_{1}!n_{2}!n_{3}!\cdots}
$$

For since the $n_{1}$ ! permutations of the $n_{1}$ equal things are exactly alike, there will be only $\frac{1}{n_{1}!}$ times as many distinct permutations as there would be if these $n_{1}$ things were distinct. For a similar reason the total number, $n$ !, of permutations of $n$ things is divided by $n_{2}$ : because of the equality of the $n_{2}$ things, and so on.

When only a part of the $n$ things are taken at a time, and some of them are alike, the situation is much more complicated and will not be considered here.

## EXERCISES

1. How many different numbers less than 1000 can be formed from the digits $1,2,3,4,5$, where each digit may be repeated?
2. Three dice are thrown. How many ways can they fall?
3. Find the number of distinct permutations of the letters of the word "mathematics," using all the letters in each permutation.
4. In how many ways can 4 coins be given to 10 bors, if each boy may receive any number of the coins?
5. Find the number of integers having 5 digits.
6. In how many ways can 6 letters be posted in 3 letter boxes?
7. (a) Find the number of distinct arrangements of the letters of the word "sophomore," using all the letters in each arrangement. (b) In how many of these arrangements do the $3 o$ 's come together? (c) In how many of these arrangements do the 30 's come at the end?
8. (a) Find the number of distinct arrangements of the letters of the word "engineering," using all the letters in each arrangement. (b) In how many of these arrangements will the i's not occur together?
9. Combinations. A group of eljects which is indernendent of the order of its clements is called a combination. For example, a committee consisting of three men, $A, B$, and $C$, is the same committer whether we think of them as standing in the order ABC or CBA. It is evident, then, that there are more permutations of $n$ things taken $r$ at a time than there are combinations. Thes combination depends merely on the selertion of the objects themselves and not at all upon the order in which they are armanged in the final groups. Since each combination of $r$ things gives rise to $r$ ! permutations, it appears that there are $r$ : times as many permutations of $n$ things taken $r$ at a time as there are combinations. This leads us to the

Theoren. The mumber of combinutions of $t$ things taken $r$ at a time is

$$
\begin{equation*}
{ }_{n} C_{r}=\frac{n(n-1)(n-2) \cdots(n-r+1)}{r!} . \tag{1}
\end{equation*}
$$

This formula is casily remembered if one notices that there is the same number of factors in the numerator as in the denominator; that is, just $r$.

From the definition of combinations it is seen that the number of combimations of $n$ things taken all at a time is 1 .

Theorem. The momber of combinatioms of $n$ thinys taken $r$ at a time is the semme us the mumbre oft combinutionss of in thimys taken $n-r$ at atime.

Expressed symbolially, ${ }_{n} C_{r}={ }_{n} C_{n-r}$.

$$
\text { From (1), } \begin{aligned}
{ }^{\prime}{ }^{\prime}{ }_{n-r} & =\frac{n(n-1)(n-2) \cdots[n-(n-r)+1]}{(n-r)!} \\
& =\frac{n(n-1)(n-2) \cdots(r+1)}{(n-r)!}
\end{aligned}
$$

multiplying numerator and denominator by $r$ !,

$$
=\frac{n(n-1)(n-2) \cdots(r+1) r(r-1) \cdots 2 \cdot 1}{(n-r)!r!}
$$

dividing mumerator and demominator ly $(n-r)$ !,

$$
\begin{aligned}
& =\frac{n(n-1)(n-2) \cdots(n-r+1)}{r!} \\
& ={ }_{n}\left(\cdot_{r} \cdot\right.
\end{aligned}
$$

The utility of this theorem will he appreciated if one compares the amount of computation involved in findingr ${ }_{21}\left(_{3}\right.$ and its equal ${ }_{21} \mathcal{C}_{18}$.

For the solution of the exercises which follow, no specific rules can be laid down. In general, one should first observe whether the question involves combinations or permutations. If the latter, any possibility of repetition or equality of elements should be noted. So far as possible it is advisable to fall back on the principles on which the various formulas depend rather than to form the habit of using the formulas blindly.

## EXERCISES

The first eight exercises involve only combinations.

1. Find the value of (a) ${ }_{7} C_{3} ;(\mathrm{b}){ }_{50} C_{45^{\prime}}$
2. How many committees of 9 can be selected from a group of 12 men?
3. How many crews of 8 men can be selected from a squad of 13 men?
4. How many straight lines are determined by (a) 7 points, no three of which are in the same straight line? (b) $n$ points, no three of which are in the same straight line?
5. How many planes are determined by (a) 10 points, no four of which are in the same plane? (b) $n$ points, no four of which are in the same plane?
6. Find $n$, if (a) ${ }_{n} C_{2}=28$; (b) ${ }_{n} C_{3}=84$.
7. Find $n$, if (a) ${ }_{n} C_{4}={ }_{n} C_{2}$; (b) ${ }_{n} C_{n-3}=35$.
8. How many different sums can be made up from a cent, a nickel, a dime, and a quarter?
9. If ${ }_{n} P_{r}=110$ and ${ }_{n} C_{r}=\tilde{n}$, find $n$ and $r$.
10. If ${ }_{n} C_{3}=\frac{10}{2} \cdot{ }_{n} r^{\prime}$, find $n$.
11. If ${ }_{n} P_{3}=6_{n} C_{4}$, find $n$.
12. In how many ways can 7 coins be given to two boys so that one will get 3 and the other 4 ?
13. With 12 cadets, (a) in how many ways can a guard of 6 be chosen? (b) in how many ways can a guard of 6 be arranged in a line? (c) in how many ways can the 12 be divided into two equal groups?
14. A committee of 7 is to le ehosen from 8 Englishmen and i) Americans. In how many ways can the committee be chosen if it is to contain (a) just 4 Englishmen? (b) at luast 4 Englishmen?
15. How many signals can be made by hoisting 8 flags, all at a time, on a staff, if 2 are white, $: 3$ black, and the rest red ?
16. How many siguals ean be made with the flags of exercise $1 \pi$, using them all at a time, if a red flag is always at each extreme?
17. Show that the number of orders in which $n$ things can be arranged in a circle is $(n-1)$ !.
18. In how many orders can 7 men sit around a circular table?
19. In how many orders can 4 men and 4 women sit around a circular table so that a man is always between two women?
20. Out of $S$ consonants and 3 vowels how many arrangements of letters, each containing 3 consonants and 2 vowels, can be formed "'
21. How many handshakes may be exchanged among a party of 12 people, no two shaking hands more than once?
22. How many mumbers greater than 100,000 can be formed by arranging the digits $1,3,0,3,2,3$ ?
23. The Greek alphabet has 21 letters. How many fraternity names ean be formed, each containing three letters, repetition of letters being permitted?
24. In how many ways can a baseball team of 9 men be selected from 14 men, if only two of them can pitch, and these two can play in no other position?
25. How many telegraphic characters could be made hy using 3 lots, 2 dishes, and 1 pause?
26. In how many ways may 15 passes and 5 failures be administered to a class of 20 , taking them all at a time?
27. In how many ways can 7 men stand in line so that 2 particular men will not he together?
28. How many different sets of 4 hands can be dealt from a pack of 52 cards?
29. In how many ways may a football team of 11 men line up if the center and quarter bark keep their positions, no line man being called hack and no back being put in the line? It is assumed that in each line-np, there are three men on each side of the center.
30. (a) How many diagonals has a decagon? (b) How many diagonals has a polygon of $n$ sides?
31. Of 12 musicians 10 play the violin, 7 of these 10 also play the viola, and the remaining 5 play the cello. How many trios of different kinds of instruments can be made up?
32. How many triangles can be drawn, taking as vertices 8 points, just 3 of which lie in a straight line?
33. For a given value of $n$, what value of $r$ affords the greatest value of ${ }_{n} C_{r}$ ?

Hist. Since there are the same number of factors in the numerator and denominator of ${ }_{n} C_{r}$, the smallest value of $r$ which makes $\frac{n-r+1}{r}>1$ will be the value sought.
83. Probability. If a bag contains 3 white balls and 4 black balls, and 1 ball is taken out at random, what is the chance that the ball drawn will be white?

This question we may answer as follows: There are 7 balls in the bag and we are as likely to get one as another. Thus a ball may be drawn in 7 different ways. Of these 7 possible ways 3 will produce a white ball. Thus the chance that the ball drawn will be white is 3 to 7 , or $\frac{3}{7}$. The chance that a black ball will be drawn is $\frac{4}{9}$.

We may generalize this illustration as follows: If an event may happen in $p$ ways and fail in $q$ ways, each way being equally probable, the chance or probability that it will happen in one of the $p$ ways is

$$
\begin{equation*}
\frac{p}{p+q} \tag{1}
\end{equation*}
$$

The chance that it will fail is

$$
\begin{equation*}
\frac{q}{p+q} \tag{}
\end{equation*}
$$

The sum of the chances of the event's happening and failing is 1 , as we see by adding (1) and (2).

The odds in favor of the event are the ratio of the chance of happening to the chance of failure. In this case the odds in faror are

$$
\begin{equation*}
\frac{p}{q} . \tag{3}
\end{equation*}
$$

The odds against the event are $\frac{q}{p}$.

## EXAMPLES

1. If the chance of an event's happening is $~_{1}^{1} \sigma$, what are the odds in its favor ?

Solution. l3y (1),

$$
\frac{p}{p+q}=\frac{1}{10}
$$

Hence

$$
\begin{aligned}
10 p & =p+q \\
9 p & =q \\
\frac{p}{4} & =\frac{1}{9}, \text { which by }(3) \text { are the oblds in favor. }
\end{aligned}
$$

2. From a pack of 52 cards 3 are missing. What is the chance that they are all of a particular suit?

Solution. The number of combinations of 52 cards taken 3 at a time is ${ }_{52} C_{3}=\frac{52 \cdot 51 \cdot 50}{1 \cdot 2 \cdot 3}$. This represents $p+q$. The number of combinations of the 13 cards of any one suit taken 3 at a time is ${ }_{13} C_{3}=\frac{13 \cdot 12 \cdot 11}{1 \cdot 2 \cdot 3}$. This represents $p$.

$$
13 \cdot 12 \cdot 11
$$

Thus

$$
\frac{p}{p+\varphi}=\frac{\frac{1 \cdot 2 \cdot 3}{52 \cdot 51 \cdot 50}}{1 \cdot 2 \cdot 3}=\frac{13 \cdot 12 \cdot 11}{52 \cdot 51 \cdot 50}=\frac{11}{17 \cdot 50}=\frac{11}{850}
$$

3. What is the chance of throwing one and only one 6 in a single throw of 2 dice?

Solution. There are 36 possible ways for the two dice to fall. This represents $p+q$. Since a throw of two 6 s is excluded, there are 5 throws in which each die would be a 6 ; that is, 10 in all in which a 6 appears. This represents $p$.

Thus

$$
\frac{p}{p+q}=\frac{10}{36}=\frac{5}{18} .
$$

## EXERCISES

1. A hag contains 8 white and 12 black balls. What is the chance that a ball drawn shall be (a) white? (b) hatck?
2. A bag contains 4 red, 8 black, and 12 white halls. What is the chance that a ball drawn shall be (a) red?' (b) white? (e) not black ?
3. In the previons problem, if 3 lalls are drawn, what is the chance that (a) all are hack? (b) 2 red and 1 white?
4. What is the chance of throwing neither a 3 nor a 4 in a single throw of 1 lie?
5. What is the chance of throwing 7 in a single throw with 2 dice?
6. What is the chance of throwing three 5 's in a single throw with 3 dice?
7. What is the chance of throwing 2 heads in a single throw with 2 coins? in 2 throws with 1 coin :'
8. If 3 coins are thrown, what is the chance that just one will be a head?
9. Four men seated at a table match coins, agreeing that the odd man shall pay for the dinner. A remarks that it is likely to require several trials before one coin comes up different from all the others. B replies that the chances are even that this will happen on the first trial. Which is correct?
10. Three cards are drawn from a suit of 13 . What is the chance that they will be ace, king, and queen?
11. Two cards are drawn from a pack of 22 . What is the chance that they are both aces?
12. Four cards are drawn from a pack of 52 . What is the chance that they are all clubs?
13. If 12 men stand in line, what is the chance that $A$ and $B$ are next to each other?
14. A man selects by lot 3 from a list of 10 friends to make up a dimer party. The list contains just 2 brothers. What is the chance that they are both invited?
15. If 3 dice are thrown, what are the odds in favor of at least 2 turning up alike?
16. Four men throw rackets for choosing partners in a game of tennis doubles. The 2 "smooths " and 2 " roughs" are to be partners. What are the odds against the choice being made on the first throw?

## CHAP'TER VHII

## DETERMINANTS

84. Determinants of the second order. As a matter of notation it is agreed by mathematical writers to give the arrangement of letters $I_{2}=\left|\begin{array}{ll}u_{1} & b_{1} \\ u_{2} & l_{2}\end{array}\right|$ the meaning $u_{1} J_{2}-a_{2} l_{1}$, where these letters may represent any numbers. The arrangement is called a determinant. Since there are two rows and two colmms, the determinant is said to be of the second order. The expression $a_{1} l_{2}-a_{2} l_{1}$ is called the development of the determinant. The value of the development of a determinant is often spoken of as the value of the determinant. The symbols $"_{1}, l_{1}, "_{2}, l_{2}$, are called elements, and ${ }_{1}, l_{2}$, are said to comprise the principal diagonal of the determinant.

Thus $\left|\begin{array}{ll}1 & 3 \\ 2 & 4\end{array}\right|=1 \cdot 4-2 \cdot 3=4-6=-2 ; \quad\left|\begin{array}{ll}x & 1 \\ y & 0\end{array}\right|=x \cdot 0-y \cdot 1=-y$.
The historical reason for this apparently artificial notation is the appearance of numbers in the form of the development $a_{1} l_{2}-a_{2} l_{1}$ in the solution of a system of two linear equations in two variables.

Thus if we have given

$$
\begin{align*}
& u_{1} x+b_{1} y=c_{1}  \tag{1}\\
& u_{2} x+b_{2} y=c_{2} \tag{2}
\end{align*}
$$

we obtain by the usual method of solution,

$$
x=\frac{r_{1} l_{2}-r_{2} l_{1}}{\mu_{1} l_{2}-a_{2} l_{1}} \text {, and } y=\frac{a_{1} r_{2}-a_{2} r_{1}}{a_{1} l_{2}-a_{2} l_{1}} .
$$

Using the determinant notation, we may write these results as follows:

$$
x=\frac{\left|\begin{array}{ll}
r_{1} & b_{1} \\
r_{2} & l_{2}
\end{array}\right|}{\left|\begin{array}{ll}
u_{1} & l_{1} \\
a_{2} & l_{2}
\end{array}\right|}, \quad y=\frac{\left|\begin{array}{ll}
u_{1} & c_{1} \\
\prime_{2} & r_{2}
\end{array}\right|}{\left|\begin{array}{ll}
l_{1} & b_{1} \\
u_{2} & l_{2}
\end{array}\right|} .
$$

These expressions may be used as formulas for the solution of linear systems of equations in two variables.

The analogy between the solution of this simple system and the more complicated cases which follow will be seen more clearly if we observe that
I. The determinants in the denominators are identical, and each consists of the coefficients of $x$ and $y$ as they stand in the original equations (1) and (2).
II. The determinant in the mumerator of the value of $x$ is formed from the denominator by replacing the coefficients of $x$, namely ${ }_{{ }_{2}}{ }_{2}$, by the constant terms ${ }_{c_{2}}^{c_{1}}$.
III. The determinant in the mmerator of the value of $y$ is formed from the denominator by replacing the carfficients of $y$, namely $\frac{b_{1}}{b_{2}}$, by the constant terms ${ }_{c_{2}}^{c_{1}}$.
85. Determinants of the third order. The arrangement of letters

$$
D_{3}=\left|\begin{array}{lll}
n_{1} & b_{1} & c_{1}  \tag{1}\\
c_{2} & b_{2} & c_{2} \\
c_{3} & b_{3} & c_{3}
\end{array}\right|
$$

has been given the meaning

$$
\begin{equation*}
a_{1} b_{2} r_{3}+a_{2} l_{3} r_{1}+a_{3} l_{1} r_{2} r_{2}-a_{3} l_{2} r_{2} r_{1}-a_{2} \bar{l}_{1} r_{3}-a_{1} b_{3} r_{2} r_{2} \tag{2}
\end{equation*}
$$

where the letters may take on any numerical ralues. The expression (1) is really an abbreviation or symbol for (2).

Since $D_{3}$ contains three rows and three columns, it is called a determinant of the third order, and (2) is called its development. The letters $a_{1}, b_{2}$, and $c_{3}$ constitute the principal diagonal. Similarly, we may have a determinant with $n$ rows and $n$ columns. This is called a determinant of the $n$th order.

Comparing this development with that of the determinant of the second order, we observe the following principle which will serve as a part of the rule for the development of determinants of orders higher than the third.

Each term of the development of a determinant of order 3 consists of a product of 3 elements, one from each rou', and one from each column of the determinant.

This is verified in the case of（2）hy ohserving that every one of the letters $", b$ ，and $"$ oremers in each term，and that every one of the subseripts 1,2 ，and 3 also oceurs in each of the terms of the devel－ opment．

This statement gives us the law of formation for the development of a determinant of any order． The only feature which it does not eover is the determination of the signs of the terms．It so hap－
 pens that for the determinant of the third order there is a simple rule for the determination of these signs．In the above figure the continuous lines indicate the right diagonals，while the dotted lines indicate the left diagonals．We may then state the

Rute．To evaluate a determinant of the therd order，multiply the mumbers in each of the three right diagonals；multiply the mum－ bers in each of the three left diayonals changing the sign of each product；then add the six products．

It should be kept in mind that this rule does not apply to determinants of higher order than the third．

## EXAMPLE

Evaluate $\left|\begin{array}{rrr}3 & 2 & 1 \\ 4 & -6 & 2 \\ 1 & 0 & 1\end{array}\right|$ ．

$$
\left|\begin{array}{rrr}
3 & 2 & 1 \\
4 & -6 & 2 \\
1 & 0 & 1
\end{array}\right|=-18+0+4+6-0-8=-16
$$

## EXERCISES

Evaluate the following determinants：
1．$\left|\begin{array}{ccc}4 & 1 & 6 \\ 3 & 2 & 1 \\ 1 & 0 & 1\end{array}\right|$ ．
3．$\left|\begin{array}{lll}" 1 & b & c \\ b & " & " \\ c & c & \prime\end{array}\right|$ ．
5．$\left|\begin{array}{rrr}5 & 3 & 7 \\ 1.5 & 9 & 21 \\ 3 & 1 & 1\end{array}\right|$ ．
2．$\left|\begin{array}{rrr}2 & 1 & 1 \\ 4 & 3 & 0 \\ 6 & 1 & -2\end{array}\right|$ ．
4．$\left|\begin{array}{rrr}0 & -c & -b \\ c & 0 & -" \\ b & " 1 & 0\end{array}\right|$ ．
6．$\left|\begin{array}{rrr}\because & -1 & 1 \\ 1 & 0 & -3 \\ 1 & 2 & 3\end{array}\right|$
7. $\left|\begin{array}{lll}a & x & y \\ 0 & b & c \\ 0 & c & b\end{array}\right|$.
8. $\left|\begin{array}{rrr}a & b & c \\ -a & b & m \\ -a & -b & c\end{array}\right|$.
9. $\left|\begin{array}{rr}2 & 3 \\ -1 & 4\end{array}\right|+\left|\begin{array}{rr}4 & -1 \\ -1 & 0\end{array}\right|$.
10. $\left|\begin{array}{rr}1 & 2 \\ 3 & -4\end{array}\right|-\left|\begin{array}{rr}1 & 3 \\ 2 & -4\end{array}\right|$.

Solve the following equations:
11. $\left|\begin{array}{rrr}\sqrt{2}-x & & x \\ x & \sqrt{2}+x\end{array}\right|=0$.
12. $\left|\begin{array}{lll}x & 1 & 0 \\ 1 & x & 1 \\ 0 & 1 & x\end{array}\right|=0$.
13. $\left|\begin{array}{ccc}1 & 2 & 3 \\ 1 & x & x^{2} \\ 3 & 2 & 1\end{array}\right|=0$.
14. $\left|\begin{array}{lll}1 & 1 & 1 \\ \prime \prime & r & r \\ l & b & r\end{array}\right|=0$.
15. Show that

$$
\left|\begin{array}{lll}
a^{2} & l & g \\
h & b^{2} & f \\
g & f & r^{2}
\end{array}\right|=-\left(b g \pm r l_{l}\right)^{2}, \quad \text { if } \quad\left|\begin{array}{cc}
b^{2} & f \\
f & c^{2}
\end{array}\right|=0 .
$$

86. Solution of linear equations in three variables. If we solve the equations

$$
\begin{align*}
& a_{1} x+b_{1} y+c_{1} z=d_{1}, \\
& a_{2} x+b_{2} y+c_{2} z=d_{2},  \tag{3}\\
& a_{3} x+b_{3} y+c_{3^{z}}=d_{3},
\end{align*}
$$

for $x, y$, and $\approx$, we obtain results which may be put in the form of determinants, in the following manner:

$$
x=\frac{\left|\begin{array}{lll}
d_{1} & b_{1} & c_{1}  \tag{4}\\
d_{2} & b_{2} & c_{2} \\
d_{3} & b_{3} & c_{3}
\end{array}\right|}{\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|}, \quad y=\frac{\left|\begin{array}{lll}
a_{1} & d_{1} & c_{1} \\
a_{2} & d_{2} & c_{2} \\
a_{3} & d_{3} & c_{3}
\end{array}\right|}{\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|, \quad\left|\begin{array}{lll}
a_{1} & b_{1} & d_{1} \\
a_{2} & b_{2} & d_{2} \\
a_{3} & b_{3} & d_{3}
\end{array}\right|}, \quad\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & l_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right| .
$$

We could show by substitution that these values satisfy equations (3). It is customary to use them as formulas for the solution of a system of three linear equations in three variables. They may be remembered without difficulty if the following properties are verified from equations (4), and the analogy with the statements on page 152 is observel.
I. The determinants in the denominators are identival, and each consists of the coefficients of $x, y$, and $z$, as they stand in the original erputions.
II. Wuch determinant in the momerator is formed fiom the denominutur by pretting the column of canstant terows (as they stand in the original cquations) in place of the column of the coofficients of the curiable whose value is somylt.

## EXAMPLE

Solve the following equations by determinants:

$$
\begin{array}{r}
x+y+z=2, \\
x+3 y-4=0, \\
y-2 \ddot{z}=6 .
\end{array}
$$

Solution. Rearranging so that terms in the same variable are in the same column, and supplying the zero coefficients, we get

$$
\begin{aligned}
x+y+z & =2 \\
x+3 y+0 z & =4 \\
0 x+y-2 z & =6
\end{aligned}
$$

$$
\begin{gathered}
\text { By (t), p. 15.t, } x=\frac{\left|\begin{array}{llr}
2 & 1 & 1 \\
4 & 3 & 0 \\
6 & 1 & -2
\end{array}\right|}{\left|\begin{array}{llr}
1 & 1 & 1 \\
1 & 3 & 0 \\
0 & 1 & -2
\end{array}\right|}=\frac{-12+0+4-18+8+0}{-6+0+1-0-0+2}=\frac{-18}{-3}=6, \\
y=\frac{\left|\begin{array}{llr}
1 & 2 & 1 \\
1 & 4 & 0 \\
0 & 6-2
\end{array}\right|}{-3}=\frac{-8+0+6-0+4+0}{-3}=\frac{2}{-3}=-\frac{2}{3} \\
z=\frac{\left|\begin{array}{lll}
1 & 1 & 2 \\
1 & 3 & 4 \\
0 & 1 & 6
\end{array}\right|}{-3} \quad=\frac{18+0+2-0-6-4}{-3}=\frac{10}{-3}=-\frac{10}{3} .
\end{gathered}
$$

Check. Substituting the values fomel in the original equations, we have

$$
\begin{array}{r}
6+\left(-\frac{2}{3}\right)+\left(-\frac{10}{3}\right)=6-\frac{1}{3}=6-4=2, \\
6+3\left(-\frac{2}{3}\right)-4=6-2-4=0, \\
-\frac{2}{3}-2(-1,10)=-\frac{2}{3}+20.20 .
\end{array}
$$

## EXERCISES

Solve the following systems of equations:
$x+y+z=9$,

1. $x+2 y+3 z=14$,
$x+3 y+6 z=20$.
$2 x+3 y=12$,
2. $3 x+2 z=11$,
$3 y+4 z=10$.
$3 x+y-z-8=0$,
3. $3 y-2 x+z-5=0$,
$x-y+2 z+6=0$.
$2 x+y=z$
4. $15 x-3 y=212$,
$4 x+3 y+2 z=18$.
$\frac{1}{5} x-\frac{1}{2} y=0$,
5. $\frac{1}{3} x-\frac{1}{2} z=1$, $\frac{1}{2} z-\frac{1}{3} y=2$.
$3 x+4 y-2 z=5$,
6. $4 x-3 y+8 z=-4$,
$2 x+8 y-3 z-5=0$.

$$
3 x-5 y+7 z=28,
$$

7. $2 x+6 y-9 z+23=0$, $4 x-2 y-5 z=9$.
$x+y+z=1$,
8. $\frac{x}{2}+\frac{y}{4}+4 z=1$,
$\frac{5 x}{3}+\frac{3 y}{4}-\frac{z}{2}=1$.
$x+y=z+a$,
9. $x+z=y+n$,
$y+z=x+u$.
$\frac{6}{x}+\frac{12}{y}-\frac{10}{z}=4$,
10. $\frac{3}{x}+\frac{8}{y}+\frac{5}{z}=4$,
$\frac{6}{x}+\frac{4}{y}+\frac{5}{z}=4$.
11. Inversion. In order to find the development of a determinant with more than three rows and columns, the idea of an inversion is necessary. If in a series of positive integers a greater integer precedes a less, there is said to be an inversion. Thus in the series 1234 there is no inversion, but in the series 1243 there is one inversion, since 4 precedes 3 . In 1423 there are two inversions, as 4 precedes both 2 and 3 ; while in 1432 there are three inversions, since 4 precedes 2 and 3 , and also 3 precedes 2 .
12. Development of the general determinant. We may write a determinant of the $n$th order as follows:

$$
D_{n}=\left|\begin{array}{ccccc}
a_{1} & b_{1} & c_{1} & \cdots & l_{1}  \tag{1}\\
a_{2} & l_{2} & r_{2} & \cdots & l_{2} \\
a_{3} & l_{3} & r_{3} & \cdots & l_{3} \\
\cdot & b_{3} & \cdot & \cdot & \vdots \\
a_{n} & b_{n} & r_{n} & \cdots & l_{n}
\end{array}\right| .
$$

We can now define completely what is meant by the development of such a determinant.

Rule. The development of a determinant of the uth order consists of the alyebraic sum of all the torms which can be formed possessing the following properties:
I. Euch term consists of the product of $n$ clements, one from each row, and one from cach column of the determinant.
11. The sign preceding cach term is + or - uccorling as the number of inversions of the sulseripts of thut term is even or odd, the order of the letters beiny the same as that of the principal diayonal.

Aecording to this rule, the sign of the term $"_{3} \bar{\prime}_{1} r_{2}$ in the development of the determinant of the third order should be + , since the numbers 312 have two inversions. Reference to ( 2 ) of $\$ 85$ verifies this result. The signs of the other terms in (2) may be similarly obtained, and the use of the diagram on page 153 for the determination of the signs may be justified in this way.

An application of the first part of the preceding rule to a determinant of higher order than the third shows that the development of such a determinant contains more terms than would be obtained by taking the diagonals as explained for the determinant of the third order.

For example, if $n=4$, the rule reguires that $\alpha_{1} b_{2} c_{4} d_{3}$ is a term of the development, although this set of elements does not occur in any diagonal of the determinant.

Since there are as many terms in the determinant of order $n$ as there are arrangements of the subseripts $1,2, \cdots, n$, it appears that the number of terms equals the number of permutations of $n$ things taken all at a time, which is, by $\$ 79$, equal to $n!$.

For example, there are $5 \cdot 4 \cdot 3 \cdot 2 \cdot 1=120$ terms in the development of a determinant of the fifth order.
89. Properties of determinants. The meaning of the following theorems should be studied in the illustration with a determinant of the third order before the general proof is read.
I. If each element of any rou or column is multiplied by a constant, the value of the determinant is multiplied by that constant.

## Illustration.

$$
\begin{aligned}
\left|\begin{array}{lll}
m a_{1} & b_{1} & c_{1} \\
m a_{2} & b_{2} & c_{2} \\
m a_{3} & b_{3} & c_{3}
\end{array}\right| & =m a_{1} b_{2} c_{3}+m a_{2} b_{3} c_{1}+m a_{3} b_{1} c_{2}-m a_{3} b_{2} c_{1}-m a_{2} b_{1} c_{3}-m a_{1} b_{3} c_{2} \\
& =m\left(a_{1} b_{2} c_{3}+a_{3} b_{1} c_{2}+a_{2} b_{3} c_{1}-a_{3} b_{2} c_{1}-a_{1} b_{3} c_{2}-a_{2} b_{1} c_{3}\right)=m \cdot D_{8} .
\end{aligned}
$$

Proof. Since by the definition of the development of a determinant of the $n$th order given in the preceding section, each term must contain one and only one element from each row and each column, the factor $m$ will appear just once in each term. If $m$ is written outside a parenthesis, it appears that the parenthesis itself contains the development of the original $D_{n}$.
II. The value of a determinant is not affected if the rou's and the columns are interchanyed.

## Illustration.

$$
\begin{align*}
& D_{3}=\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|=a_{1} b_{2} c_{3}+a_{3} b_{1} c_{2}+a_{2} b_{3} c_{1}-a_{3} b_{2} c_{1}-a_{1} l_{3} c_{2}-a_{2} b_{1} c_{3}  \tag{1}\\
&\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|=a_{1} b_{2} c_{3}+a_{3} b_{1} c_{2}+a_{2} b_{3} c_{1}-a_{3} b_{2} c_{1}-a_{1} b_{3} c_{2}-a_{2} b_{1} c_{3}=D_{3} .
\end{align*}
$$

Proof. If the rule for the development of the determinant $D_{n}(\$ 8 S)$ is applied to the determinant

$$
\left|\begin{array}{ccccc}
l_{1} & a_{2} & l_{3} & \cdots & l_{n} \\
b_{1} & b_{2} & l_{3} & \cdots & l_{n} \\
c_{1} & r_{2} & c_{3} & \cdots & r_{n} \\
c_{1} & l_{2} & l_{3} & \cdots & l_{n}
\end{array}\right|
$$

formed by interchanging the rows and columns of $D_{n}$, the two developments are identical. The signs of the corresponding terms are identical, since the principal diagonals in the two determinants are the same.
III. The value of a determinant is changed in sign if two rows, or two columns, are interchanyed.

Illustration. Compare (1) with

$$
\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{3} & b_{3} & c_{3} \\
a_{2} & b_{2} & c_{2}
\end{array}\right|=a_{1} b_{3} c_{2}+a_{2} b_{1} c_{3}+a_{3} b_{2} c_{1}-a_{2} b_{3} c_{1}-a_{1} b_{2} c_{3}-a_{3} b_{1} c_{2}=-D_{3} .
$$

Proof. We need consider only the interchange of two rows, since, by II, rows and columns may be interchanged without affecting the value of the determinant.

An interchange of two adjacent rows does not affect the order of the letters in the principal diagonal or in any term of the development; it merely interchanges two adjacent subscripts in each term,
that is, it affords one more or one less inversion in the subscripts of each term, and hence changes the sign of each term. An interchange of adjacent rows or of adjacent columns is called a transposition.

An interchange of two rows separated from each other by $m$ intermediate rows requires $m$ transpositions to place the lower of the two rows next under the upper one, followed by $m+1$ transpositions to place the upper row in the place formerly orcupied by the other, that is, $2 m+1$ transpositions in all. But since each transposition canses a change of sign in the determinant, and since the whole process involves an odd number, $2, m+1$, of such changes, we see that the determinant is left with a sign opposite to that of the original determinant.
IV. If a determinant has turo rou's or two colums idmencal, the value of the determinant is zero.

Proof. Let $D_{n}$ be the value of the determinant, and let the two identical rows be interehanged. Then, by III, the sign of the determinant is changed. But since the rows which were interehanged were identical, $D_{n}$ is really not affected at all ; that is, $D_{n}=-I_{n}$, or $I_{n}=0$.
V. If each of the elements of any row or any column of a determinant consists of the sum of teco mombers, the determinant may be expressed as the sum of two determinunts.

Illustration. Let the elements $a_{1}, a_{2}$, and $a_{3}$ in $I_{3}$ be replaced by $a_{1}^{\prime}+u_{1}^{\prime \prime}$, $u_{2}^{\prime}+u_{2}^{\prime \prime}$, and $a_{3}^{\prime}+u_{3}^{\prime \prime}$ respectively. Then

$$
\begin{aligned}
\left|\begin{array}{lll}
a_{1}^{\prime}+u_{1}^{\prime \prime} & b_{1} & c_{1} \\
u_{2}^{\prime}+u_{2}^{\prime \prime} & b_{2} & c_{2} \\
a_{3}^{\prime}+u_{3}^{\prime \prime} & b_{3} & c_{3}
\end{array}\right|= & \left(u_{1}^{\prime}+u_{1}^{\prime \prime}\right) b_{2} c_{3}+\left(u_{3}^{\prime}+u_{3}^{\prime \prime}\right) b_{1} c_{2}+\left(a_{2}^{\prime}+\left(u_{2}^{\prime \prime}\right) b_{3} c_{1}\right. \\
& -\left(u_{3}^{\prime}+u_{3}^{\prime \prime}\right) b_{2} c_{1}-\left(u_{1}^{\prime}+u_{1}^{\prime \prime}\right) b_{3} c_{2}-\left(a_{2}^{\prime}+u_{2}^{\prime \prime}\right) b_{1} c_{3} \\
= & u_{1}^{\prime} b_{2} c_{3}+a_{3}^{\prime} b_{1} c_{2}+a_{2}^{\prime} b_{3} c_{1}-u_{3}^{\prime} \prime_{2}^{\prime \prime}{ }^{\prime}-u_{1}^{\prime} b_{3} c_{2}-u_{2}^{\prime} b_{1} c_{3} \\
& +u_{1}^{\prime \prime} b_{2} c_{3}+u_{3}^{\prime \prime} b_{1} c_{2}+u_{2}^{\prime \prime} b_{3} c_{1}-u_{3}^{\prime \prime} b_{2} c_{1}-u_{1}^{\prime \prime} b_{3} c_{2}-u_{2}^{\prime \prime} b_{1} c_{3}^{\prime} \\
= & \left|\begin{array}{lll}
u_{1}^{\prime} & b_{1} & c_{1} \\
a_{2}^{\prime} & b_{2} & c_{2} \\
u_{3}^{\prime} & b_{3} & c_{3}
\end{array}\right|+\left|\begin{array}{lll}
u_{1}^{\prime \prime} & b_{1} & c_{1} \\
u_{2}^{\prime \prime} & b_{2} & c_{2} \\
u_{3}^{\prime \prime} & b_{3} & c_{3}
\end{array}\right| .
\end{aligned}
$$

Proof. In the determinant $D_{n}$, if each of the elements of any colnmm, say the first, consists of the sum of two mmmbers, as $u_{1}^{\prime}+u_{1}^{\prime \prime}$, $u_{2}^{\prime}+u_{2}^{\prime \prime}, u_{3}^{\prime}+u_{3}^{\prime \prime}, \cdots, u_{n}^{\prime}+u_{n}^{\prime \prime}$, each term of the development will contain one of these binomials. If the parentheses containing these binomials in each term are removed, and the terms containing the $a^{\prime \prime}$ s and the
$a^{\prime \prime \prime}$ 's are considered separately, it appears that we have the develop. ments of two determinants whose first columns are the $a^{\prime \prime} s$ and the $a^{\prime \prime \prime}$ s respectively, and whose remaining columns are the same as those of the original determinant $D_{n}$.
VI. If in a determinant the elements of a row or column are replaced by those elements plus the corresponding elements of another row or colum, each multiplical by the same constant, the value of the determinant is unchanged.

## Illustration.

$$
\begin{aligned}
\left|\begin{array}{lll}
a_{1}+m b_{1} & b_{1} & c_{1} \\
a_{2}+m b_{2} & b_{2} & c_{2} \\
a_{3}+m b_{3} & b_{3} & c_{3}
\end{array}\right| & =\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|+\left|\begin{array}{lll}
m b_{1} & b_{1} & c_{1} \\
m b_{2} & b_{2} & c_{2} \\
m b_{3} & b_{3} & c_{3}
\end{array}\right| \\
& =\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|+m\left|\begin{array}{lll}
b_{1} & b_{1} & c_{1} \\
b_{2} & b_{2} & c_{2} \\
b_{3} & b_{3} & c_{3}
\end{array}\right|=D_{3}+m \cdot 0=D_{3} .
\end{aligned}
$$

The proof for the general case follows immediately from V , I , and IV.
90. Development by minors. The determinant which remains when the row and the column which contain a certain element are erased is called the minor of that element.

For example, in the determiuant $\left|\begin{array}{lll}a_{1} & b_{1} & c_{1} \\ a_{2} & b_{2} & c_{2} \\ a_{3} & b_{3} & c_{3}\end{array}\right|$ the minor of $c_{2}$ is $\left|\begin{array}{ll}a_{1} & b_{1} \\ a_{3} & b_{3}\end{array}\right|$; that of $a_{1}$ is $\left|\begin{array}{ll}b_{2} & c_{2} \\ b_{3} & c_{3}\end{array}\right|$.

Since the development of a determinant contains only one element from any particular row, it appears that a certain number of the terms of the development contain, for example, $a_{1}$, but no other element of the first column ; other terms contain $a_{2}$, still others $a_{3}$, and so on. In (2), § 85, for example, the first and last terms contain $a_{1}$, the second and the next to last contain $\alpha_{2}$.

The essence of the method which follows consists in determining the exact nature of the coefficients of the elements of any row or column.

Theorem. The development of a determinant of order $n$ may be written as the alyebraic sum of $n$ terms, each term consisting of two factors.

The first factor of each term is an clement of a certain row or column, each element lieing used but once.

The second fuctor of cuch term is the minor of the first fuctor of that term.

The element in the first factor is written with its sign changed. or unchanged, according as the sum of the muber of the row and of the column in which it lies is odd or even.

## Illustration.

$$
\begin{aligned}
\left|\begin{array}{rrr}
-1 & 2 & 0 \\
3 & 6 & -1 \\
1 & 3 & 4
\end{array}\right| & =-1\left|\begin{array}{rr}
6 & -1 \\
3 & 4
\end{array}\right|-2\left|\begin{array}{rr}
3 & -1 \\
1 & 4
\end{array}\right|+0\left|\begin{array}{ll}
3 & 6 \\
1 & 3
\end{array}\right| \\
& =-(24+3)-2(12+1)=-27-26=-53 ;
\end{aligned}
$$

or, developing with respect to the third colum, we have

$$
\begin{aligned}
\left|\begin{array}{rrr}
-1 & 2 & 0 \\
3 & 6 & -1 \\
1 & 3 & 4
\end{array}\right| & =1\left|\begin{array}{rr}
-1 & 2 \\
1 & 2
\end{array}\right|+4\left|\begin{array}{rr}
-1 & 2 \\
3 & 6
\end{array}\right|=(-3-2)+4(-6-6) \\
& =-5-48=-53 .
\end{aligned}
$$

If any of the elements of a determinant are 0 , it is shorter to develop the determinant with respect to a low or column having the most 0 elements.

Proof. Consider the coefficient of $a_{1}$ in the development of determinant (1) of $\S S 8$. The coefficient of $a_{1}$ consists of terms in each of which all of the other letters occur, and since all possible inversions of the subseripts $2,3, \cdots, n$ are present, it must contain all of the terms of the minor of $a_{1}$. Since the removal of the subscript 1 from the first place in the series of subscripts $1,2, \cdots, n$, leaves the same number of inversions in the subscripts $2,3, \cdots, n$, that were originally present, it appears that each term of the coefficient of $a_{1}$ has the same sign as the corresponding term in the minor of $a_{1}$. Hence the coefficient of $a_{1}$ is precisely its minor.

Consider now any other element of the determinant, say the elcment in the $k$ th row and $l$ th column. By successive transpositions of rows and of columns we may bring this element into the leading position at the upper left comer. It requires $k-1$ transpositions of rows to bring the $k$ th row to the top, and then $l-1$ transpositions of columns to bring the element in question into the leading position; that is, $l_{i}+l-2$ in all. Hence the sign of the determinant will have been changed $k+l-2$ times, and will be the same as it was originally if this mumber, or what amounts to the same thing. $k+l$, is even. If $k+l$ is odd, the sign of the determinant will have been changed ly this process.

When the element in question is once in the leading position, its coefficient is its minor, by the reasoning which we went through with ${ }^{\prime}$; but if the sign of the determinant has been changed in getting it there, the term of the development which contains this element is changed in sign. Hence the theorem is established.

It is important to note that a given element has the same minor after a transformation of this kind that it had originally.

Corollary. If in the development of a determinant by minors with respect to any row, the elements of this row are replaced by the elements of another row, the resulting expression vamishes.

This follows from the fact that the expression which we obtain is virtually a determinant with two rows identical.

For example, if in the development of the determinant

$$
D_{3}=\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|=a_{1} A_{1}-a_{2} A_{2}+a_{3} A_{3},
$$

where $A_{1}, A_{2}$, and $A_{3}$ represent the minors of $a_{1}, a_{2}$, and $a_{3}$ respectively, we replace the $a$ 's by the $b$ 's, we have

$$
b_{1} A_{1}-b_{2} A_{2}+b_{3} A_{3},
$$

which is equal to

Hence by IV, § 89,

$$
\left|\begin{array}{lll}
b_{1} & b_{1} & c_{1} \\
b_{2} & b_{2} & c_{2} \\
b_{3} & b_{3} & c_{3}
\end{array}\right| .
$$

$$
b_{1} A_{1}-b_{2} A_{2}+b_{3} A_{3}=0 .
$$

91. Directions for evaluating determinants. In finding the value of a determinant with numerical elements it is frequently desirable to transform it in such a way that as many elements as possible in some row or column are zero, so that as many terms as possible in the development by minors will vanish. To this end the determinant should be scrutinized, with the following points in mind:

First, are there two rows which contain identical elements in like columns? If so, replace one of these rows by its own elements minus the corresponding elements of the other row.

Second, are several elements of any row each $m$ times the corresponding elements of another row? If so, replace this row by its own clements minus $m$ times the corresponding elements of the other row.

The mastery of these principles will carry with it the ability to use others in reducing numerical determinants to manageable form.

## EXAMPLE

Evaluate the determinant

$$
\left|\begin{array}{rrrr}
35 & 65 & 25 & 12 \\
17 & 26 & 12 & 5 \\
4 & 5 & 2 & -7 \\
3 & 5 & 2 & 1
\end{array}\right| .
$$

Solution. Subtracting 12 times the fourth row from the first, subtracting 5 times the fourth row from the second, and adding 7 times the fourth row to the third, we have

$$
\left|\begin{array}{rrrr}
-1 & 5 & 1 & 0 \\
2 & 1 & 2 & 0 \\
25 & 40 & 16 & 0 \\
3 & 5 & 2 & 1
\end{array}\right|
$$

Now developing by minors with respect to the fourth column, the element 1 . being in the fourth row and fourth columm, wains its sign + , since $4+4$ is an even number, and the determinant reduces to one of the third order

$$
\left|\begin{array}{rrr}
-1 & 5 & 1 \\
2 & 1 & 2 \\
25 & 40 & 10
\end{array}\right|
$$

Now subtract twice the first row from the second and 16 times the first row from the third; this gives

$$
\left|\begin{array}{rrr}
-1 & 5 & 1 \\
4 & -9 & 0 \\
41 & -40 & 0
\end{array}\right|=\left|\begin{array}{rl}
4 & -9 \\
41 & -40
\end{array}\right|=-160+369=209
$$

It should be noted that a row whose multiple is combined with another is left unchanged.

## EXERCISES

Evaluate the following determinants:

1. $\left|\begin{array}{rrr}13 & 17 & 4 \\ 28 & 33 & 8 \\ 40 & 54 & 13\end{array}\right|$.
2. $\left|\begin{array}{lll}k & a & b+c \\ k & b & e+u \\ k & c & "+b\end{array}\right|$.
3. $\left|\begin{array}{llll}1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1\end{array}\right|$.
4. $\left|\begin{array}{cccc}\ddot{3} & 1 & 1 & 2 \\ 4 & 2 & 3 & 3 \\ : 3 & 1 & 2 & 1 \\ 3 & 1 & 2 & 2\end{array}\right|$.
5. $\left|\begin{array}{rrrr}1 & 15 & 14 & 4 \\ 12 & 6 & 7 & 9 \\ 8 & 10 & 11 & 5 \\ 13 & 3 & 2 & 16\end{array}\right|$.
6. $\left|\begin{array}{rrrr}-1 & 1 & 1 & 1 \\ 1 & -1 & 1 & 1 \\ 1 & 1 & -1 & 1 \\ 1 & 1 & 1 & -1\end{array}\right|$.
7. $\left|\begin{array}{rrrr}0 & -1 & -1 & 1 \\ 4 & 5 & 1 & 1 \\ 3 & 9 & 4 & 1 \\ -4 & 4 & 4 & 1\end{array}\right|$.
8. $\left|\begin{array}{llll}1 & 2 & 3 & a \\ 2 & 3 & 4 & b \\ 3 & 4 & 5 & c \\ 4 & 5 & 6 & d\end{array}\right|$.
9. $\left|\begin{array}{rrrr}1 & 1 & 1 & 1 \\ 1 & 2 & 3 & 4 \\ 1 & 4 & 9 & 16 \\ 1 & 8 & 27 & 64\end{array}\right|$.
10. $\left|\begin{array}{rrrr}9 & 13 & 17 & 4 \\ 18 & 28 & 33 & 8 \\ 30 & 40 & 54 & 13 \\ 24 & 37 & 46 & 11\end{array}\right|$.
11. 

$\left|\begin{array}{rrrr}47 & 5 & 2 & 91 \\ 54 & 6 & 3 & 92 \\ 28 & 3 & 3 & 93 \\ 0 & 0 & 0 & 5\end{array}\right|$.
12. $\left|\begin{array}{rrrr}11 & 12 & 8 & 1 \\ 10 & 17 & 21 & 3 \\ 15 & 38 & 19 & 2 \\ 6 & 11 & 8 & 1\end{array}\right|$.
13. $\left|\begin{array}{cccc}x+1 & 1 & 1 & 1 \\ 1 & y+1 & 1 & 1 \\ 1 & 1 & z+1 & 1 \\ 1 & 1 & 1 & 1\end{array}\right|$.
14. $\left|\begin{array}{llll}a & x & y & z \\ x_{1} & b & 0 & 0 \\ y_{1} & 0 & c & 0 \\ z_{1} & 0 & 0 & d\end{array}\right|$.
15. $\left|\begin{array}{rrrrr}1 & 0 & 0 & 1 & 0 \\ -2 & 3 & 2 & 2 & 2 \\ -3 & 2 & 3 & 2 & 2 \\ -2 & 2 & 2 & 3 & 2 \\ -2 & 2 & 2 & 2 & 3\end{array}\right|$.
16. $\left|\begin{array}{lllll}\prime & 0 & b & 0 & x \\ c & 0 & d & x & e \\ f & 0 & x & 0 & 0 \\ y & x & h & i & j \\ x & 0 & 0 & 0 & 0\end{array}\right|$.
17. Show that $\left|\begin{array}{ccc}x^{2} & x y & y^{2} \\ 2 x & x+y & 2 y \\ 1 & 1 & 1\end{array}\right|=(x-y)^{3}$.
18. Show that if all the elements of a determinant of order $n$ which lie on one side of the principal diagonal are zero, the value of the determinant is equal to the product of the elements of the principal diagonal.

Solve the following systems of equations:
$a x+b y+c z=u$,
19. $b x+c y+a z=b$,
$c x+c y+b z=c$.
$x+y+z=u+b+r$,
20. $b x+c y+u z=u b+b x+c u$, $c \cdot x+a y+b:=a b+b r+c u$.

$$
x+y=z+2 c
$$

21. $x+\pi=y+\because l$,
$y+z=r+2 u$.
$a \cdot x+b y-c z=2 \cdot(a b$,
22. $b y+c:-a x=2 b c$,
$a z+a x-b y=2 u r$.
23. Solution of systems of linear equations. Suppose that we have given $n$ linear equations in $n$ variables. We seek a solution of the equations in terms of determinants. For simplicity let $n=4$. Given

$$
\begin{align*}
& u_{1} x+b_{1} y+c_{1} z+d_{1} u=f_{1},  \tag{1}\\
& u_{2} x+b_{2} y+c_{2} z+d_{2} u=f_{2},  \tag{2}\\
& a_{3} x+b_{3} y+c_{3} z+d_{3}{ }_{3}^{\prime \prime}=f_{3},  \tag{3}\\
& a_{4} x+l_{4} y+c_{4} z+d_{4} u=f_{4} . \tag{4}
\end{align*}
$$

The coefficients of the variables in the order in which they are written may be taken as forming a determinant $l_{4}$, which we call the determinant of the system. We assume that $D_{4} \neq 0$. Thus

$$
D_{4}=\left|\begin{array}{llll}
a_{1} & b_{1} & c_{1} & d_{1} \\
a_{2} & b_{2} & c_{2} & l_{2} \\
u_{3} & b_{3} & c_{3} & d_{3} \\
a_{4} & b_{4} & c_{4} & d_{4}
\end{array}\right| .
$$

Symbolize by $A_{1}, B_{3}$, cte., the minors of $a_{1}, b_{3}$, ete., in this determinant. Let us solve for $x$. Multiply (1), (2), (3), (4) by $A_{1}-A_{2}$. $A_{3},-A_{4}$ respectively. We obtain

$$
\begin{aligned}
& A_{1} a_{1} x+A_{1} b_{1} y+A_{1} c_{1} v+A_{1} l_{1} u=A_{1} f_{1}, \\
& -A_{2} a_{2} x-A_{2} l_{2} y-A_{2} r_{2} z-A_{2} l_{2}{ }_{2}=-A_{2} J_{2}, \\
& A_{3}{ }^{\prime}{ }_{3} x+A_{3} l_{3}{ }_{3} y+A_{3} c_{3}{ }^{\tau}+A_{8} \prime_{3} l^{\prime \prime}=A_{3} f_{3}, \\
& -A_{4} a_{4} x-A_{4} l_{4} y^{2}-A_{4} c_{4} \tilde{z}-A_{4} l_{4} u=-A_{4} f_{4} .
\end{aligned}
$$

If we add these equations, the coefticient of $x$ is the determinant $D_{4}$, while the coetticients of $y, z, u$, are zero (by the corollary of $s 90$ ).

The right member of the equation is the determinant $J_{4}$, except that the elements of the first column are replaced by $f_{1}, f_{2}, f_{3}, f_{4}$ respectively. Hence

$$
x=\frac{\left|\begin{array}{llll}
f_{1} & b_{1} & r_{1} & d_{1} \\
f_{2} & b_{2} & r_{2} & d_{2} \\
f_{3} & b_{3} & r_{3} & d_{3} \\
f_{4} & b_{4} & c_{4} & d_{4}
\end{array}\right|}{\left|\begin{array}{llll}
l_{1} & b_{1} & c_{1} & l_{1} \\
l_{2} & b_{2} & r_{2} & d_{2} \\
l_{3} & b_{3} & c_{3} & d_{3} \\
l_{4} & b_{4} & c_{4} & d_{4}
\end{array}\right|} .
$$

In a similar manner we can show that the value of any variable which satisfies the equations is given ly the following

Rule. The value of one of the variables in $n$ linear equations in $n$ variables consists of a fraction whose denominator is the determinant of the system and whose numerator is the same determinant. except that the column which contains the coefficionts of the gixen verriable is replaced by the column consisting of the constant terms.

When the determinant of the system is zero, we cannot solve the equations without further discussion, which may be found in more advanced treatises.

## EXAMPLE

Solve for $x$ the following system of equations:

$$
\begin{aligned}
u x+2 b y & =1, \\
2 b y+3 c z & =2, \\
3 c z+4 d u & =3, \\
4 d w+5 u x & =4
\end{aligned}
$$

Solution. Rearranging, we obtain

$$
\begin{aligned}
a x+2 b y & =1, \\
2 b y+3 c z & =2, \\
3 c z+4 d w & =3, \\
5 a x+4 d w & =4 .
\end{aligned}
$$

$$
\begin{aligned}
& x=\frac{\left|\begin{array}{cccc}
1 & 2 b & 0 & 0 \\
2 & 2 b & 3 c & 0 \\
3 & 0 & 3 c & 4 d \\
4 & 0 & 0 & 4 d
\end{array}\right|}{\left|\begin{array}{ccccc}
a & 2 b & 0 & 0 \\
0 & 2 b & 3 c & 0 \\
0 & 0 & 3 c & 4 d \\
5 a l & 0 & 0 & 4 d
\end{array}\right|}=\frac{24 b a l}{}\left|\begin{array}{cccc}
1 & 1 & 0 & 0 \\
2 & 1 & 1 & 0 \\
3 & 0 & 1 & 1 \\
4 & 0 & 0 & 1
\end{array}\right|=\left|\begin{array}{cccc}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1
\end{array}\right| \\
& =\frac{-\left|\begin{array}{lll}
1 & 1 & 0 \\
3 & 1 & 1 \\
4 & 0 & 1
\end{array}\right|}{u\left|\begin{array}{ccc}
1 & 1 & 0 \\
0 & 1 & 1 \\
-5 & 0 & 1
\end{array}\right|}=\frac{-\left|\begin{array}{lll}
1 & 1 & 0 \\
2 & 0 & 1 \\
4 & 0 & 1
\end{array}\right|}{\left.\| \begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 5 & 1
\end{array} \right\rvert\,}=\frac{\|\left|\begin{array}{ll}
1 & 1 \\
4 & 1 \\
5 & 1
\end{array}\right|}{1}=\frac{-2}{-4 u}=\frac{1}{2 u} .
\end{aligned}
$$

93. Solution of homogeneous linear equations. I homogeneous equation is one in which all the terms are of the same degree in the variables.

The equations considered in the previous sertion lerome homogeneous if $f_{1}=f_{2}^{\prime}=f_{3}^{\prime}=f_{4}=0$. We have then

$$
\begin{align*}
& { }^{\prime} x+b_{1} y+r_{1} z+{ }_{1}{ }_{1}{ }^{\prime \prime}=0, \\
& a_{2} x+b_{2} y+c_{2} z^{z}+l_{2}{ }^{\prime \prime}=0,  \tag{1}\\
& a_{3} x^{x}+b_{3} y+r_{3} z^{z}+l_{3} z^{\prime \prime}=0, \\
& "_{4} x+b_{4} y+r_{4} z+d_{4}{ }^{\prime \prime}=0 \text {. }
\end{align*}
$$

These equations are evidently satisfied $\mathrm{l}_{\mathrm{y}} x=\boldsymbol{y}=a=u=0$. This we call the zero solution. We seek the condition which the coefticients must fulfill in order that other solntions also may exist. If we carry out the method of the previous section, we observe that the determinant in the numerator of every fraction which affords the value of one of the variables equals zero. Thus if $I_{4}$ is not equal to zero, the only solution of the above equations is the zero solution. This gives us the following

Princlele. A system of $n$ linear homogenems reputions in $n$ variables has a solution distinct from the zero solution only when the determinant of the system remishes.

Whether a solution distinet from the zero solution aluays exists when the determinant of the system equals zero, we shall not determine, as a emplete discussion of the question is beyond the scope of this chapter.

In any particular case a system of linear equations whose determinant has been found to equal zero may usually be solved by dividing all of the equations by one of the variables, as $w$ in (1), and solving the first $n-1$ equations for the ratios $\frac{x}{w}, \frac{y}{w}, \frac{z}{w}, \ldots$. When values of these ratios can be found, they will always satisfy the remaining equation, and in this way an infinite number of sets of roots may be obtained.

## EXAMPLE

Solve the following system of homogeneous equations:

$$
\begin{aligned}
& 5 x+4 y+z=0 \\
& 5 x+3 y+2 z=0 \\
& 6 x+y+5 z=0
\end{aligned}
$$

Solution. Here the determinant of the system

$$
D=\left|\begin{array}{lll}
5 & 4 & 1 \\
5 & 3 & 2 \\
6 & 1 & 5
\end{array}\right|=0 .
$$

Dividing each of the equations by $z$, we have

$$
\begin{aligned}
& 5 \frac{x}{z}+4 \frac{y}{z}=-1 \\
& 5 \frac{x}{z}+3 \frac{y}{z}=-2 \\
& 6 \frac{x}{z}+\frac{y}{z}=-5
\end{aligned}
$$

Solving the first two of these equations for $\frac{x}{z}$ and $\frac{y}{z}$,

$$
\frac{x}{z}=-1, \quad \frac{y}{z}=1 .
$$

These values satisfy the third equation. Hence $x, y$, and $z$ may be any numbers which satisfy the relation
or

$$
\begin{aligned}
x: y: z & =1:-1:-1, \\
x & =-y=-z
\end{aligned}
$$

Thus the system is satisfied by the sets of numbers,

$$
1,-1,-1 ; 2,-2,-2, \text { etc. }
$$

## EXERCISES

Solve the following systems of equations:

$$
-w+x+y+z=3
$$

$$
u-x+y+z=6
$$

$$
w+x-y+z=4,
$$

$$
w+x+y-z=2
$$

$$
v+3 w-11=0
$$

$$
u+3 x-15=0
$$

2. $x+3 y-19=0$,

$$
y+3 z-8=0
$$

$$
z+3 v-7=0 .
$$

$x+3 y-z=1$,
$3 \quad y+3 z-u=4$,
$z+3 u-x=11$,
$x+3 x-y=2$.
$w+x-z=2$,
4.
$x+2 y-3 u=4$,
$3 x-\tilde{y} y+2 z=-1$,
$2 u+y-z=0$.

Solve the following systems of homogeneous equations:
$3 x+5 y+6 z=0$,
5. $2 x+4 y+5 z=0$,
$4 x+6 y+7 z=0$.
$x+2 y+3 z=0$,
$2 x+3 y+2 z=0$,
7. $3 x+y+4 z=0$,
$4 x-2 y-z=0$.
$6 x+y-7 z=0$,
6. $2 x+3 y+4 z=0$,
$3 x+4 y+5 z=0$.
8. $5 x-10 y+5 z=0$, $4 x+3 y-7: z=0$.

## CHAPTER IX

## PARTIAL FRACTIONS

94. Introduction. In the integral calculus it is often necessary to express a fraction in which the denominator is an integral rational function of one variable, as the sum of several fractions each oî which has a linear, or at most a quadratic, function in the denominator. It is always assumed in what follows that the denominator of the original expression is of higher degree in $x$ than the numerator. Whenever this is not the case, it is necessary to reduce the fraction by long division to a mixed expression in which the fractional part is in the desired form. This step, which is preliminary to all of the cases, we state as follows:

If in $\frac{f(x)}{\phi(x)}, f(x)$ is of higher degree than $\phi(x)$, express ly means of long division the fraction in the form $\frac{f(x)}{\phi(x)}=Q(x)+\frac{R(x)}{\phi(x)}$, where $R(x)$, the remainder in the division, is of lower degree thean $\phi(x)$.
95. Denominator with distinct linear factors. The essence of the following method consists in assuming that the fraction can be expressed in the following form, and then seeking to determine the numerators which in the assumed form are left undetermined.

## EXAMPLE

Seprarate into partial fractions

$$
\frac{x+4}{(x-1)(x-2)(x-3)} .
$$

Solution. Assume

$$
\begin{equation*}
\frac{x+4}{(x-1)(x-2)(x-3)}=\frac{A}{x-1}+\frac{B}{x-2}+\frac{C}{x-3} . \tag{1}
\end{equation*}
$$

To determine what numerical values $A, B$, and $C$ must have, multiply both sides of the equation by $(x-1)(x-2)(x-3)$.

We have $x+4=A(x-2)(x-3)+B(x-1)(x-3)+C(x-1)(x-2)$.

Since this expression is assumed to be an identity, it must be true for all values of $x(\$ 11)$. If, then, we let $x$ take on the value 1 , all of the tems in the right member vanish excepting the one containing $A$. We can then find the value of $\boldsymbol{A}$.

$$
1+4=A(1-2)(1-3), \text { or } A={ }_{2}^{5} .
$$

Similarly, we find the values of $B$ and $C$ by letting $x$ take on the values 2 and 3 respeetively. Thus $B=-6, C=\frac{7}{2}$.

Hence

$$
\frac{x+4}{(x-1)(x-2)(x-3)}=\frac{5}{2(x-1)}-\frac{0}{x-2}+\frac{7}{2(x-3)} .
$$

In this text we shall not prove that the assumption analogons to (1) always leads to the partial fractions which we seek. In any barticular case the fractions obtained should be added as a check on the work, and the validity of the result in this way determined.

## EXERCISES

Separate into partial fractions:

1. $\frac{x^{2}-2}{x(x-1)(x--2)}$.
2. $\frac{x^{2}+4}{(x-2)(x+2)(x-1)}$.
3. $\frac{x}{x^{2}+11 x+30}$.
4. $\frac{3+2 x}{(2 x-3)(5 x-4)}$.
5. $\frac{2 x^{2}-1}{(x-1)\left(x^{2}+3 x+2\right)}$.
6. $\frac{x}{(x+1)(x+3)(x+j)}$,
7. Denominator with distinct linear and quadratic factors. The method of treating this ease is similar to that shown in the preceding section. The assumption is slightly different.

The numerator of a partial fraction with a linear denominator is always assumed to be a constant. The mmerator of a partial fraction with a prime quadratie factor (see p. 1) in the clenominator is always assumed to be linear and of the form $A x+B$.

## EXAMPLE

Separate into partial fractions:

$$
\frac{5 x^{2}+8 x+11}{\left(x^{2}+1\right)(x-3)(x+1)}
$$

Solution. In this example we make the assumption

$$
\frac{5 x^{2}+8 x+11}{\left(x^{2}+1\right)(x-3)(x+1)}=\frac{A x+B}{x^{2}+1}+\frac{C}{x-3}+\frac{D}{x+1} .
$$

Multiplying by $\left(x^{2}+1\right)(x-3)(x+1)$, we have $5 x^{2}+8 x+11=A x(x-3)$ $(x+1)+B(x-3)(x+1)+C\left(x^{2}+1\right)(x+1)+D\left(x^{2}+1\right)(x-3)$.

Letting $x=-1$, we obtain $D=-1$; letting $x=3$, we obtain $C=2$. Substituting these values for $C$ and $D$, and letting $x=0$, we obtain

$$
B=-2 .
$$

Substituting the values already found, and letting $x=1$, we obtain

Hence

$$
\begin{aligned}
A & =-1 \\
\frac{5 x^{2}+8 x+11}{\left(x^{2}+1\right)(x-3)(x+1)} & =\frac{-x-2}{x^{2}+1}+\frac{2}{x-3}-\frac{1}{x+1}
\end{aligned}
$$

## EXERCISES

Separate into partial fractions:

1. $\frac{1+x+x^{2}}{x\left(x^{2}+4\right)}$.
2. $\frac{x^{2}+15}{(x-1)\left(x^{2}+2 x+5\right)}$.
3. $\frac{3-x^{2}}{2+x+2 x^{2}+x^{3}}$.
4. $\frac{x}{(x+3)\left(2 x^{2}-x-4\right)}$.
5. $\frac{3 x+t}{\left(x^{2}-x\right)\left(x^{2}+1\right)}$.
6. $\frac{x^{3}+5}{r^{4}+x^{3}+x^{2}+x}$.
7. Denominator with repeated factors. If the fraction is in the form $\frac{f(x)}{(x-a)^{n}}$, replace $x$ by $y+a$ in both numerator and denominator, and simplify the numerator. The partial fractions are directly obtained, and may be expressed in terms of $x$ by replacing $y$ by $x-a$.

## EXAMPLE

Separate into partial fractions:

$$
\frac{3 x^{2}-4 x+3}{(x-2)^{3}}
$$

Solution. Letting $x=y+2$,

$$
\begin{aligned}
\frac{3 x^{2}-4 x+3}{(x-2)^{3}} & =\frac{3(y+2)^{2}-4(y+2)+3}{(y+2-2)^{3}}=\frac{3 y^{2}+8 y+7}{y^{3}} \\
& =\frac{3}{y}+\frac{8}{y^{2}}+\frac{7}{y^{3}}=\frac{3}{x-2}+\frac{8}{(x-2)^{2}}+\frac{7}{(x-2)^{3}} .
\end{aligned}
$$

When a factor of the form $(x-a)^{k}$ appears together with other factors in the denominator of a fraction which is to be broken up into partial fractions, the assumed form is taken as in the following example, and the coefficients may be found by replacing $x$ by convenient integers. It is frequently impossible to find integers which will enable us to determine a coefficient at each substitution, but systems of equations are obtained from which the coefficients may be found.

## EXAMPLE

Separate into partial fractions:

$$
\frac{5 x^{2}-6 x-5}{(x-1)^{3}(x+2)}
$$

Solution. Assume

$$
\frac{5 x^{2}-6 x-5}{(x-1)^{3}(x+2)}=\frac{A}{x-1}+\frac{B}{(x-1)^{2}}+\frac{C}{(x-1)^{3}}+\frac{D}{x+2} .
$$

Multiplying by $(x-1)^{3}(x+2)$,
$5 x^{2}-6 x-5=A(x-1)^{2}(x+2)+B(x-1)(x+2)+C(x+2)+D(x-1)^{8}$.
Letting $x=-2$, we find $D=-1$; letting $x=1$, we find $C=-2$.
Substituting these values of $C$ and $D$, and letting $x=0$, we obtain

$$
A-B=-1
$$

Letting $x=2$, we obtain

$$
A+B=3
$$

Solving,

$$
A=1, B=2 .
$$

Hence

$$
\frac{5 x^{2}-6 x-5}{(x-1)^{3}(x+2)}=\frac{1}{x-1}+\frac{2}{(x-1)^{2}}-\frac{2}{(x-1)^{3}}-\frac{1}{x+2} .
$$

## EXERCISES

1. $\frac{x}{(x-4)^{8}}$.
2. $\frac{3+x}{(5-x)^{2}}$.
3. $\frac{2 x+5}{(x-3)(x-1)^{3}}$.
4. $\frac{2 x^{2}-6 x-5}{(2 x+3)^{8}}$.
5. $\frac{2 x^{4}-1}{x^{4}(x+1)}$.
6. $\frac{x^{4}-6 x^{3}+4 x^{2}-2 x+3}{x^{3}\left(x^{2}+1\right)}$.
7. General directions. The following statements indieate the form of the assumed partial fractions in each case, corresponding to the types of factors in the denominator of the original fraction.
I. Corresponling to the factor $x-a$, assume the partial fraction

$$
\frac{-1}{x-a}
$$

II. Corresponding to the prime factor $a x^{2}+b x+c$, assume the partial fraction

$$
\frac{A x+1}{u x^{2}+b x+c}
$$

III. Corresponding to the fuctor $(x-a)^{k}$, ussume the sum

$$
\frac{A}{x-u}+\frac{B}{(x-a)^{2}}+\cdots+\frac{K}{(x-a)^{k}} .
$$

IV. Corresponding to the fuctor $\left(a x^{2}+b x+c\right)^{k}$, assume the sum

$$
\frac{A x+B}{a x^{2}+b x+e}+\frac{C x+D}{\left(a x^{2}+b x+c\right)^{2}}+\cdots+\frac{M x+N}{\left(a x^{2}+b x+c\right)^{k}} .
$$

## EXERCISES

Separate into partial fractions:

1. $\frac{x^{2}+x+1}{x^{4}+4 x^{2}}$.
2. $\frac{x^{2}+1}{(x+1)^{3}}$.
3. $\frac{x^{3}+1}{x(x-1)^{3}}$.
4. $\frac{x^{2}+x+1}{x^{3}-4 x^{2}+x+6}$.
5. $\frac{2 x^{3}+3 x^{2}+x}{\left(x^{2}+x+1\right)^{2}}$.
6. $\frac{x^{3}}{(x-1)^{2}\left(x^{2}+2\right)}$.
7. $\frac{x}{r^{3}-\epsilon^{3}}$.
8. $\frac{\pi^{2}-x^{2}+2 a m x}{(\pi m-x)\left(\pi^{2}+x^{2}\right)}$.
9. $\frac{2 x^{3}+5 x^{2}-6}{x^{4}+2 x^{3}-x^{2}-2 x}$.
10. $\frac{1}{x\left(x^{2}+1\right)^{2}}$.
11. $\frac{2 c^{2}-1}{3 c^{3}-3 k}$.
12. $\frac{y^{2}+y+1}{(u+1+y)[u(y+1)+y]}$.
13. $\frac{x^{3}-x^{2}-1}{(x-1)^{2}}$.
14. $\frac{x^{4}+x^{2}}{x^{4}+x^{2}+1}$.
15. $\frac{x^{2}+x}{(x-1)^{2}\left(x^{2}+4\right)}$.
16. $\frac{4 x^{3}-5 x+2}{x^{6}-x^{5}-x^{4}+x^{3}}$.
17. $\frac{3 x^{3}+x^{2}+x^{2}+1}{\left(5 x^{2}-x+1\right)^{2}}$.
18. $\frac{2}{3(2 x+1)\left(x^{2}+x+3\right)}$.
19. $\frac{x^{2}+1}{\left(x^{2}-1\right)\left(x^{2}-5 x+6\right)}$.
20. $\frac{2+x^{3}}{(2-x)^{2}\left(1+x^{2}\right)}$.

## CHAP'TER X

## LOGARITHMS

99. Introduction. Up to the present point in this book only rational numbers have been used as exponents. The fractional exponent was assumed in $\$ 2$ to obey the laws of operation which govern the integral exponents, and its meaning was defined. But the meaning of a number with an irrational exponent, like $3^{\sqrt{2}}$, has not as yet been considered. To treat this subject and all of the delieate questions which are connected with it is at present impracticable, but the general meaning of an irrational exponent is not difficult to understand. Every irrational number is capable of approximate expression in terms of decimals, and can be computed to as many places as necessary ly the application of some numerical law. For example, $\sqrt{2}$ may be found to as many decimal places as we desire by the ordinary process of extracting the square root. None of the approximations $1.4,1.41,1.414,1.4142$, is exactly $\sqrt{2}$, but each one is correct to as many places of decimals as it contains, and consequently earch number differs by less than the preceding one from the exact value of $\sqrt{2}$. The value of a number with an irrational exponent may be approximated in a similar manner. For example, $3^{\sqrt{2}}$ may be computed with increasing accuracy by allowing $\sqrt{2}$ to take on a succession of approximations like that given above. The value of $3^{1.414}=3^{\frac{1414}{100}}=\sqrt[1000]{3^{1414}}$ could be computed directly only with difficulty. The simplest method which has been explained would be the solution of the equation $x^{1000}=3^{1414}$ by Horner's Method.

In what follows we shall assume that exponents may be irrational numbers, and that the formal laws of operation with these exponents are the same as already given on page 4 for the case of rational exponents.
100. Definition of logarithm. In the preceding section the possibility of finding $a$ in the expression

$$
\begin{equation*}
a=b^{x} \tag{1}
\end{equation*}
$$

when $b$ and $x$ are given, was discussed. The reverse process of finding $x$ when $a$ and $b$ are given gives rise to logarithms.

Definition. The logarithm of a given number is the exponent in the power to which a number, called the base, must be raised in order to equal the given number.

In (1) $x$ is the logarithm of $a$ for the base $b$, or, symbolically expressed, $x=\log _{b} a$. Thus

$$
\begin{equation*}
b^{x}=a \quad \text { and } \quad x=\log _{b} a \tag{2}
\end{equation*}
$$

are equivalent relations. The foregoing definition assumes that when $a$ and $b$ are given, the real number $x$ always exists, an assumption which is justified when both $a$ and $l$ are positive and $l \neq 1$.

Although, theoretically, any positive number excepting unity could be taken for the base of a system of logarithms, the only ones which are ever used in computations are 10, and the number $e=2.7182 \cdots$ (the Napierian base), which we shall meet later. When the base is not expressed, as in $\log 2$, the base 10 is understood, since 10 is the usual base for purposes of computation.

## EXERCISES

1. If $2^{x}=16$, what is the value of $x ? \log _{2} 16=$ ?
2. Find the values of $\log _{3} 27, \log _{10} 1000, \log _{\frac{1}{2}} \frac{1}{4} . \log _{\sqrt{7}} 49$.
3. If $b^{3}=343$, what is the value of $b$ ? If $\log _{b} 343=3, b=$ ?
4. Find the base $b$ in each of the following: $\log _{b} 32=5$; $\log _{b} 100=2 ; \log _{b} .008=3$.
5. If $4^{2}=a$, what is the value of $a$ ? If $\log _{4} a=2, a=$ ?
6. Find the number $a$ in each of the following: $\log _{6} a=2$; $\log _{10} a=4 ; \log _{.5} a=3$.
7. Find the value of $\log _{3} 1 ; \log _{23} 1$. Show that $\log _{b} 1=0$ for any positive base $l$; that is, in any system of logarithms $\log 1=0$.
8. What is the value of $\log _{1} 1$ ? $\log _{1} 2$ ? $\log _{1} a$ ? Why cau 1 not be used as base for a system of logarithms?
9. What is the value of $\log _{-2} 4$ ? $\log _{-2} 8$ ? Why can a negative number not be used as base for a system of logarithms?
10. What is the value of $\log _{2}(-4) ? \log _{-2}(-8) ? \log _{b}(-\alpha)$ ? Show that negative numbers have no real logarithms for positive bases.
11. What is the value of $\log 100 ?$ ? $\log 10$ "' $\log 1 ? \log .1 ? \log .01$ ?' Which numbers have positive and which have negative logarithms?
12. What is the value of $\log _{2} 2 ? \log _{5} 5$ ?' $\log _{\alpha}$ a ? Show that in any system the logarithm of the base is 1 .
13. If $\sqrt{u}=\sqrt{b} \cdot l^{x}$, find $\log _{b} a$.
14. If $u^{2}=100 \sqrt[3]{10}$, find $\log u$.
15. If $u e^{-3}=\left(e^{l}\right)^{\frac{2}{3}} e^{\frac{8}{3}}$, fincl $\log _{e} e$.
16. Show that $\log _{b} a=\frac{1}{\log _{a} b}$.
17. Show that $b^{\log _{b} a}=a$.
18. Show that $\log _{\frac{1}{b}} u=\log _{b} \frac{1}{\frac{11}{}}=-\log _{b} u$.
19. Show that $\log _{b}$ $e \cdot \log _{c} b \cdot \log _{a} c=1$.
20. Operations with logarithms. The fact that a logarithm is an exponent lies at the basis of its usefulness, since it enables us to employ the laws of exponents with telling effect. We now prove four theorems which enable us to apply logarithms in numerical computations.

Theorem I. The logarithm of the product of two members is the sum of their loyarithms.

Symbolically expressed, $\log _{b}(a r)=\log _{b} a+\log _{b} c$.
let

$$
\begin{aligned}
& \log _{b} r=r \\
& \log _{b} r=y .
\end{aligned}
$$

Then by (2), p. 176,

$$
\begin{aligned}
& b^{x}=a, \\
& l^{\prime \prime}=c .
\end{aligned}
$$

Multiplying, or by (2)

$$
b^{x+y}=a \cdot r,
$$

$$
\log _{b}(u c)=x+y=\log _{b} a+\log _{b} c .
$$

Theonem II. The logarithm of the nth pouer of a momber is $n$ times the loyarithm of the mumber.

Symbolically expressed, $\quad \log _{b} u^{n}=u \log _{b} a$.
Let
or

$$
\begin{aligned}
\log _{b} \iota & =x, \\
b^{x} & =a
\end{aligned}
$$

Raising both sides to the $n$th power,

$$
\begin{aligned}
& \left(b^{x}\right)^{n}=b^{n x}=a^{n}, \\
& \log _{b} u^{n}=n \cdot x=n \log _{b} n \text {. }
\end{aligned}
$$

Theorem III. The logarithom of the quotient of two mumbers is the logarithm of the numerator minus the logarithm of the denominator.

Symbolically expressed, $\log _{b} \frac{a}{c}=\log _{b} a-\log _{b} c$.
Let

$$
\log _{b} a=x,
$$

$$
\log _{b} c=y
$$

Then

$$
\begin{aligned}
& b^{x}=a, \\
& b^{y}=c .
\end{aligned}
$$

Dividing,

$$
b^{x-y}=\frac{a}{c},
$$

or

$$
\log _{b} \frac{a}{c}=x-y=\log _{b} u-\log _{b} c .
$$

Theorem IV. The logarithm of the real nth root of a mumber is the logarithm of the mumber divided by $n$.

Symbolically expressed, $\log _{b} \sqrt[n]{a}=\frac{\log _{b} a}{n}$.
Let
or

$$
\log _{b} a=x
$$

$$
b^{x}=a .
$$

Extracting the $n$th root,

$$
\begin{gathered}
\left(b^{x}\right)^{\frac{1}{n}}=b^{\frac{x}{n}}=\sqrt[n]{a} \\
\log _{b} \sqrt[n]{a}=\frac{x}{n}=\frac{\log _{b} a}{n} .
\end{gathered}
$$

## EXAMPLE

Given $\log 2=.3010, \log 3=.4751, \log 5=.6990, \log 7=.8451$.
Find $\log \left(\sqrt[5]{7^{3}} \cdot \sqrt{5}\right)$.
Solution.

Note. In using four places of decimals, when the number in the fifth place is"less than 5 it is dropped; when it is more than 5.1 is added to the number in the fourth place. When it is exactly 5,1 is added to the number in the fourth place in case that number is olld ; otherwise it is dropped. Thus ${ }_{5}^{3} \log 7$ came out . 50706 , which, to four places, is . 5071 .

$$
\begin{aligned}
& \log \left(\sqrt[5]{7^{3}} \cdot \sqrt{5}\right)=\frac{3}{5} \log 7+\frac{1}{2} \log 5, \\
& { }_{5}^{3} \log 7={ }_{5}^{3}(.8451)=.5071, \\
& \frac{1}{2} \log 5=\frac{1}{2}(.6990)=.3495 \text {, } \\
& \log \left(\sqrt[5]{7^{3}} \cdot \sqrt{5}\right)=.8566 .
\end{aligned}
$$

## EXERCISES

Using the logarithons on the preceding pare, find:

1. $\log 210$.
2. $\log 32$.
3. $\log 18$.
4. $\log 1225$.
5. $\log 2 \sqrt[3]{7}$.
6. $\log 9 \sqrt{10}$.
7. $\log \left(\sqrt[5]{3} \cdot \sqrt[3]{7^{4}}\right)$.
8. $\log (\sqrt[7]{1 t} \cdot \sqrt[14]{7})$.
9. $\log \frac{3 \sqrt{15}}{7}$.
10. $\log \frac{81}{(\sqrt[3]{7})^{2}}$.
11. $\log \frac{8 \sqrt[3]{2} \cdot 9^{10}}{7^{5} \cdot 5^{7}}$.
12. $\log \sqrt{\frac{9^{3} \cdot \sqrt{2}}{105}}$.
13. If the edge of a cube is $a$, its surface $S$, and its volume $V^{r}$, show that (a) $\log S=2 \log u+.7751$; (b) $\log V=3 \log u$.
14. If the edge of a regular tetrahedron is $"$, its surface $S$, and its volume $I$, show that
(a) $\log S=2 \log a+.2386 ;$; (1) $\log V^{r}=3 \log a-.8286$.

Deduce the following relations:
15. $\log \left(b-\frac{a^{2}}{b}\right)=\log (b+a)+\log (b-a)-\log h$.
16. $\log \left(1-\frac{2 b}{a}+\frac{b^{2}}{a^{2}}\right)^{3}=6[\log (a-l)-\log a]$.
17. $\log \left[\frac{1}{2(1-x)}+\frac{1}{2(1+x)}\right]=-[\log (1-x)+\log (1+x)]$.
18. $\log \sqrt{(2 x-3)(x-1)-6}=\frac{1}{2}[\log (2 x+1)+\log (x-3)]$.
19. $\log \sqrt[3]{\frac{(x+1)^{8}+1}{x^{8}-1}}=\frac{1}{3}[\log (x+\cdots)-\log (x-1)]$.
20. $\log \sqrt{\frac{1}{x+1}-\frac{1}{x}+\frac{1}{x^{2}}}=-\left[\log x+\frac{1}{2} \log (x+1)\right]$.
21. Show that if $a$ and $b$ are the legs of a right triangle and $c$ is the hypotenuse, then

$$
\begin{aligned}
\log u & =\frac{1}{2}[\log (r+b)+\log (r-l)] ; \\
\log b & =\frac{1}{2}[\log (c+u)+\log (c-u)] .
\end{aligned}
$$

Is there a similar formula for $\log c$ : ?
22. In a right triangle given $c=285, b=215$, find $a$ (see exercise 21).
23. In a right triangle given $c=34.69, a=26.21$, find $b$.
102. Tables of logarithms. Explanation of the method of looking up logarithms and antilogarithms in tables will not be given here. The student who is unfamiliar with the use of tables is referred to books on elementary algebra or trigonometry for a detailed discussion of this procedure. A four-place table is found on pages 212-213, together with a rule for its use.
103. Exponential equations. An equation in which the unknown occurs in an exponent is called an exponential equation. The use of logarithms is usually required to solve such equations. In these solutions it should be remembered that logarithms are nothing but numbers, and should be treated as such.

## EXAMPLES

1. Solve $2^{x-4}=5$.

Solution. Taking the logarithm of each member of the equation,

$$
\log \left(2^{x-4}\right)=\log 5
$$

By Theorem II, p. 177, $(x-4) \log 2=\log 5$,
or

$$
\begin{aligned}
x & =4+\frac{\log 5}{\log 2}=4+\frac{.6990}{.3010} \\
& =4+2.322=6.322 .
\end{aligned}
$$

It should be kept in mind that in the fraction $\frac{\log 5}{\log 2}$ both numerator and denominator are numbers, and that it is the quotient of these numbers which is called for. $\log _{2}^{5}$ is a very different number from $\frac{\log 5}{\log 2}$ and should not be confused with it.
2. Solve $4^{x^{2}-2 x}=64$.

Solution.

$$
4^{x^{2}-2 x}=4^{3}
$$

Taking the logarithm of each member of the equation,

$$
\left(x^{2}-2 x\right) \log 4=3 \log 4
$$

Dividing by $\log 4$,

$$
x^{2}-2 x=3
$$

$$
(x-3)(x+1)=0
$$

Hence

$$
x=3 \text { or }-1 \text {. }
$$

## EXERCISES

Solve, obtaining results to three figures:

1. $2^{x}=19$.
2. $(3.1)^{x}=90.7$
3. $10^{-x}=20$.
4. $3^{1-x}=21.45$.
5. $5^{x+2}=\bar{i}^{x-8}$.
6. $(2.2)^{3 x-1}=(3.3)^{x+4}$.
7. $2 x^{2}-3 x=16$.
8. $\left(6^{2} x^{2}-4=36^{x}\right.$.
9. $\left(4^{x}\right)^{x-2}=2^{4}$.
10. $2^{x^{2}}=64^{x}$.
11. $a^{3 x-2}=b^{2 x-3}$.
12. $a^{3 x^{2}-7 x+2}=1$.
13. $\sqrt[4]{u^{x}}=\sqrt[3]{a^{x} \sqrt{u^{x-3}}}$.
14. $\sqrt[x]{u^{3}}=\sqrt[1-x]{u^{x}}$.
15. $\sqrt[2 x]{343}=\sqrt[4]{3^{x}}$.
16. $(7.2)^{\frac{1}{x}}=(5.9)^{x}$.
17. $\left(\frac{1}{2}\right)^{x+4}=25^{3 x+2}$.
18. $18^{8-4 x}=(5+\sqrt{2})^{8 x-2}$.
19. $4^{2 x}-8\left(4^{x}\right)+12=0$.
20. $16^{9 x}-16\left(64^{x}\right)+64=0$.
21. $\sqrt[3]{u^{5 x+7}} \cdot \sqrt[4]{u^{8 x+10}}=u^{2} \cdot \sqrt{u^{5 x}}$.
22. $\sqrt[3]{\left(\frac{l}{b}\right)^{x}}=\sqrt[5]{\left(\frac{b}{a}\right)^{11}}$.
23. $\binom{13}{17}^{2 x-5}=\binom{17}{13}^{5 x-9}$.
24. $32^{\frac{x+5}{x-7}}=(.25) 12 S^{\frac{x+17}{x-3}}$.
25. $\sqrt[7 x]{7^{5 x+7}}=\sqrt[5 x]{5^{7 x+5}}$.
26. $S^{8^{x}}=6^{4^{x}}$.
27. $3^{x}-5^{x+2}=3^{x+4}-5^{x+8}$.
28. $9.7^{-x} \cdot(1105 . S)^{x}=57^{x-1}$.
29. $5^{x}+5^{x+1}+5^{x+2}=3^{x}+3^{x+1}+3^{x+2}$.
30. Solve the simultaneous equations:

$$
\begin{aligned}
3^{x} & =y^{2} \\
18 y y^{x}-y^{2 x} & =81 .
\end{aligned}
$$

31. What difficulties are met if one attempts to solve such equations as the following: (a) $2^{x}+3^{x}=5^{x}$; (b) $x^{2}=2^{x}$; (c) $x^{x}=2$.
32. Compound interest. Let $P$ represent the number of dollars on interest and $r$ the rate, expressed in hundredths. Thus if the interest is $6 \%, r=.06$. Then the interest at the end of one year is $r \cdot l^{\prime}$ dollars, and the accumulation at the end of the year is

$$
r^{\prime}+r P=P^{\prime}(1+r) \text { dollars. }
$$

The interest for the second year is $l(1+r) \cdot r$, and the entire accumulation at the end of two years is

$$
P(1+r)+P^{\prime}(1+r) \cdot r=(1+r)\left(r^{\prime}+r P^{\prime}\right)=P(1+r)^{2} \text { dollars. }
$$

Similarly, at the end of $n$ years the accumulation is

$$
A=l^{\prime}\left(1+r^{n}\right)^{n} \text { dollars. }
$$

By means of this formula $A, P, r$, and $n$ are related, and if all but one of these are given, the remaining one can be found.

For example, if $A, P$, and $r$ are known, $n$ can be expressed in terms of these by first taking the logarithm of each side of the equation and solving as follows:

$$
\log A=\log P+n \log (1+r), \quad \text { or } \quad n=\frac{\log A-\log P}{\log (1+r)}
$$

If the interest is compounded semiannually, at the end of the first half year it is $\left(\frac{r}{2}\right) P$, and the accumulation at that time is

$$
P\left(1+\frac{r}{2}\right) \text { dollars. }
$$

Proceeding as in the case where the interest was assumed to be componnded anmally, it is found that the accumnlation for $n$ years when the interest is compounded semianmally is

$$
A=P\left(1+\frac{r}{2}\right)^{2 n} \text { dollars. }
$$

In this case

$$
n=\frac{\log A-\log P}{2 \log \left(1+\frac{r}{2}\right)}
$$

## EXAMPLE

Find the accumulation at the end of 10 years on $\$ 1500$ at $4 \%$, compounded semiannually. Find the limit of error of the computation.

Solution.

$$
\begin{aligned}
A & =P\left(1+\frac{r}{2}\right)^{2 n} . \\
P=1500, \quad r & =.04, \quad 9=10 . \\
A=1500\left(1+\frac{.04}{2}\right)^{20} & =1500(1.02)^{20} . \\
\log 1500 & =3.1761 \\
20 \log 1.02 & =.1720 \\
\log A & =3.3481 \\
A & =2229 \text { dollars. }
\end{aligned}
$$

To determine the limit of error of this computation it is necessary to observe that the limit of error in the table of logarithms is .00005 ; that is, the true value of any logarithm may be greater or less than the one given in the table by not
more than this number. Hence in multiplying log 1.02 by 20 , the possible error is $20 \times .00005=.001$. In the lowarithm 3.1761 there is a further pessible error of .00005 . Hence the total limit of "rror in $\log A$ is .0010 .5 ; that is, the true value of $\log A$ is between 3.3470 and 3.3452 . Roference to the table shows that this amount of error in the logarithm would correspond to an error of 6 in the fourth significant figure of the antilogarithm. Hence the limit of error in the result is 6 dollars. If a result correct to cents is desirel, seven- or eight-phace tables would be necessary.
105. Change of base. As we shall see on page 207, the romputation of logarithms is actually carried out, not for the hase 10 which we ordinarily use in our tables, hut for the base $e=2.5125 \ldots$. In order to pass from logarithms for one base to those for another we need the following

$$
\text { Theorem. } \quad \log _{c} x=\frac{\log _{b} x}{\log _{b} c}
$$

Suppose that the logarithms of all real mumbers have heen fomul for the base $b$.

Let $x$ be a number whose logarithm for the new base, $c$, is desirel.
Suppose that $\quad \log _{c} x=\tilde{z}$; that is, $c^{z}=x$.
Taking the logarithm of each menner of this equation for the base $b$, we have
or

$$
\begin{gathered}
\approx \log _{b} c=\log _{b} x, \\
\approx=\frac{\log _{b} x}{\log _{b} \cdot} .
\end{gathered}
$$

Hence by (2)

$$
\log _{c} \cdot x=\frac{\log _{b} x}{\log _{b} r}
$$

It will be necessary to use the foregoing theorem on page 210 in order to obtain the logarithms for the base 10 from those for the base $e$.

## EXAMPLE

Find $\log _{2} 5$.
Solution. Here

$$
x=5, \quad b=10, \quad c=2 .
$$

Applying (1), we find $\log 25=\frac{\log 5}{\log 2}=\frac{.6990}{.3010}=2.322$.
It is observed that this question is equivalent to the following: Find the power to which 2 must be raised so that the result will be 5 .

## EXERCISES

Find the accumulation on each of the following:

1. $P$ dollars for $n$ years at the rate $r$ compounded quarterly.
2. $\$ 1200$ at the end of 8 years at $5 \%$ compounded annually. Find the limit of error of the computation.
3. \$850 at the end of 12 years at $6 \%$ compounded semiannually. Find the limit of error of the computation.
4. $\$ 1500$ at the end of 10 years at $4 \%$ compounded quarterly. Find the limit of error of the computation.
5. $\$ 75$ at the end of 6 years 8 months at $5 \%$ compounded annually.
6. In what time will a sum double itself at $4 \%$ compounded annually? at $5 \%$ ?
7. At what rate will a sum double itself in 20 years, interest compounded annually?
8. At what rate will a sum treble itself in 15 years, interest compounded annually?
9. In what time will a sum double itself at $5 \%$ compounded semiannually ?
10. A certain society offers a life membership for $\$ 50$, which exempts the member from further dues. Other members must pay $\$ 5$ annually. Counting interest at $5 \%$, show that if a member lives more than 13 years after joining the society, it pays him to take out a life membership.
11. What rate of interest payable annually is equiralent to $5 \%$ payable semiannually?
12. A house worth $\$ 5000$ is let for $\$ 400$ a year, payable at the end of each quarter. If the tenant wishes to pay at the end of the year, how much must the rent be raised in order that the landlord may obtain the same rate of interest as before?
13. Find (a) $\log _{2} 3$; (b) $\log _{3} 8$; (c) $\log _{2.3}$ (11.98).
14. Find the value of the product

$$
\log _{3} 4 \cdot \log _{4} 5 \cdot \log _{5} 6 \cdot \log _{6} 7 \cdot \log _{7} 8 \cdot \log _{8} 9
$$

15. Seventeen is what power of 3 ?
16. To what power must $2 \sqrt{3}$ be raised to obtain $\sqrt[8]{7}$ ?

## CHAPTER XI

## INFINITE SERIES

106. Variables. A letter which, during a given discussion, may take on several distinct values is called a curiuble. A variable need not take on all or even many mmerical values. It is not uncommon to speak of $x$ in the equation $a x^{2}+b x+c=0$ as a variable, although it ean take on only two values and at the same time satisfy the equation.

It should be noted, however, that in considering the function $a x^{2}+b x+c$, as we do, for example, when we plot it, $x$ is a variable which takes on all real values.

In equations like $2 x+3 y=4$, both $x$ and $y$ take on countless values and both are called variables. Usually the values which a variable may take on are limited by some law which is frequently expressed by means of an equation.

In the equation $2 x+3 y=4$ the variation of $x$ and $y$ is limited to those values which satisfy the equation. For example, if $x$ equals 8 , the corresponding value of $y$ is determined by the equation to be -4 .
107. Infinity. If a variable takes on the succession of integral values $1,2,3, \ldots$, we can think of no greatest value of the variable; for when we imagine a certain integer as the last one, we can immediately think of a greater. We express this condition by saying that as the variable takes on the positive integral numbers in orler, it becomes infinite. To say that a variable becomes infinite is a short way of saying that a value of the variable exists which is greater than an arbitrarily chosen number $I /$, however great $I$ may be. Infinity is not a number, and must not be used in operations as if it were. It is merely a name to indicate that a variable has become greater than any number. It is often symbolized by $\infty$.
108. Limits. Consider the set of numbers

$$
\begin{equation*}
\frac{1}{2}, \quad \frac{3}{4}, \quad \frac{7}{8}, \quad \frac{1}{6}, \cdots \tag{1}
\end{equation*}
$$

From the numbers which are written one ean determine as many more as desired following the same law. As one reads toward the
right, the numbers increase, each one being the arithmetical mean of its predecessor and unity. The $n$th term is $\frac{2^{n}-1}{2^{n}}$. However far we contime the set of numbers we never find one which exceeds or even equals 1. But however small a number we may think of, say .01, we can find a number in the set which differs from 1 by less than this number. The number $\frac{127}{27}$ is the first in the set which differs from 1 by less than .01 . If we had thought of .001 , .0001 , or any other small number instead of .01 , we could have found a number in the set further to the right which differed from 1 by less than it. The numbers of this set may be considered as different values which a variable $x$ assumes. We have the following

Definition. If a variable $x$ takes on values in order, such that the difference between $x$ and some fixed number $A$ becomes and remains mumerically less than d, however small d may be taken, then $x$ is said to approach $A$ as a limit.

In the case mentioned, the value we first took for $d$ was .01 , and we saw that $\frac{1}{1} \frac{2}{2} \frac{7}{8}$ differed from the fixed number 1 by less than 01 . And not only this, but all numbers in the set further to the right differ from 1 by even less. As a matter of fact, this set of numbers actually approaches 1 as a limit. This can be proved by showing that for a sufficiently large value of $n$ the value of $\frac{2^{n}-1}{2^{n}}$ differs from 1 by as little as we please.

The reason for including the words " and remains" in the definition may be appreciated if the set of numbers (1) be replaced by a set in which the same numbers are found, except that every alternate number is replaced by the number 2 , thus: $\frac{1}{2}, 2, \frac{7}{8}, 2, \frac{3}{3}, 2, \cdots$. Then the set would not have 1 as a limit, for although a number of the set could be found which differs from 1 by less than any assigned value, yet the very next number of the set differs from 1 by unity. These 2 's may occur in the early part of the set and not affect the approach to a limit, but they cannot appear throughout the whole extent of the set.

The approach of a variable to a limit may be illustrated geometrically by considering the numbers of the set (1) as measuring distances on a line.


We have already stated that if, after taking on a certain finite number of values, the variable always remains less than the distance
$d$ from $A$, however small $d$ may be taken, it apmoaches 1 as a limit. This condition is illnstrated geometrically by a bunching of the points near the point representing the limit.

If, instead of considering the variable $x$, we deal directly with the set of numbers, the foregoing definition may be given in another form, which lends itself more conveniently to symbolic expression as follows:

If, in the set of mumbers, $u_{1}, u_{2}, u_{3}, \cdots, u_{n-1}, u_{n}, \cdots$ a subscript $m$ can be found such that the difference between any $u_{n}$ and $A$ (when $n$ is greater than $m$ ) is mmerically less than il (where $d$ is an artitrarily small positive number, then the set of $u$ 's has $A$ for a limit.

Expressed in symbols,

$$
\text { If } \quad\left|u_{n}-1\right|<d \text {, for } n>m \text {, then } \lim _{n=\infty} u_{n}=A \text {. }
$$

Many variables eannot take on their limiting values. Most, if not all, of the variables which one mects in elementary geometry are of this character. Such limits are sometimes called inaccessible. Other variables do take on their limiting values. For example, the distance from a falling particle to the ground is a variable which approaches and takes on the value zero. Such limits are often ealled accessible. But whether the limit is accessible or not, is of no consequence in the definitions given above.

We are now in a position to see that the fraction $\frac{a}{n}$ approaches zero as a limit if $a$ is a constant and $n$ is a variable which becomes infinite. Consider, for example, the fraction $\frac{2}{n}$. The process of determining whether this fraction approaches zero may be explained elearly by means of the following dialogue, in which Henry clams that $\frac{2}{n}$ does not approach zero, and Johm contends that it does.

Henry. "I sce no reason why this fraction $\frac{2}{n}$ approaches zero as a limit."
John. "You must admit that it does approach zero if, when you name any number as small as you like, I ean find a value of $n$ so large that for my $n$ and all larger values the fraction $\frac{2}{n}$ is less than your small number."

Henry. "Yes, I admit that, for it is in accordance with the definition of the limit of a variable."

John. "Well, then, name a small number."
Henry. "I challenge you to find an $n$ which will make the fraction less than .0001."

John. "If $n$ has the value 100,000 , you will find that $\frac{2}{n}$ is less than your .000I.
Henry. "I see that; but suppose I name . 000001 ?"
John. "Then I would let $n$ hatve the value $10,000,000$."

Henry. "There is no use in continuing this further, for I see that whatever small number, as $k$, I may name, if you take $n$ equal to $\frac{10}{k}$, then the fraction $\frac{2}{n}$ becomes $\frac{k}{5}$, which is certainly less than the $k$ which I named.."

In a manner similar to that outlined in the foregoing dialogue it may be seen that $\frac{a}{n}$ becomes and remains less than any small number $k$ for all values of $n$ equal to or greater than $\frac{2 a}{k}$. Hence the fraction $\frac{a}{n}$ approaches zero as a limit.
109. Infinite series. We are familiar with sums, like $a+b+c$, which have a definite number of terms. We have also used sums, like $x^{n}+u_{1} x^{n-1}+\cdots+u_{n}$, which have an indefinite number, $n$, of terms; but we have always assumed that $n$ has a finite value, so that the operations which are indicated in any such function can actually be performed in a finite length of time. An infinite series is the indicated sum of a never-ending or infinite set of terms. Since we can never write down all of the terms of an infinite series, it is essential that from the few which we do write the law may be apparent by which we can find as many more as we desire.

The infinite series whose terms are $u_{1}, u_{2}, u_{3}, \cdots, u_{n}, \cdots$ is often denoted by $\sum u_{n}$, read "summation $u_{n}$," or by $\sum_{n=1}^{\infty} u_{n}$, read "summation $u_{n}$ from $n=1$ to $n=\infty$." Thus we write

$$
\sum_{n=1}^{\infty} u_{n}=u_{1}+u_{2}+u_{3}+\cdots+u_{n}+\cdots
$$

The $n$th term of this series is $u_{n}$; that is, the subscript is the same as the number of the term. The sum of the first $n$ terms is denoted by $S_{n}$.

Thus

$$
S_{n}=u_{1}+u_{2}+u_{3}+\cdots+u_{n},
$$

and

$$
S_{1}=u_{1}, \quad S_{2}=u_{1}+u_{2}, \quad S_{3}=u_{1}+u_{2}+u_{3}, \text { etc. }
$$

Sometimes an infinite series is written in the form

$$
\sum_{n=0}^{\infty} u_{n}=u_{0}+u_{1}+u_{2}+\cdots+u_{n-1}+u_{n}+\cdots
$$

In this series the $n$th term is $u_{n-1}$, the subscript being one less than the number of the term, and $u_{n}$ being the $(n+1)$ st term of this series. The sum of the first $n$ terms is then

$$
S_{n}=u_{0}+u_{1}+u_{2}+\cdots+u_{n-1} .
$$

Throughout this chapter $n$ will represent any positive integer or zero.

## EXAMPLES

1. Write down the first five terms of the series $\sum_{n=1}^{\infty} \frac{2 n-1}{2 n}$. What
is the 10 th term? the $n$th term?

Solution.

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{2 n-1}{2^{n}}=\frac{1}{2}+\frac{3}{2^{2}}+\frac{5}{2^{3}}+\frac{7}{2^{4}}+\frac{9}{2^{5}} \\
& \frac{2 \cdot 10-1}{2^{10}}=\frac{19}{2^{10}} . \text { The } n \text {th term is } \frac{2 n-1}{2^{n}} .
\end{aligned}
$$

The 10th term is
2. Write down the first five terms of the series $\sum_{n=0}^{\infty} \frac{2 n+1}{(n+1)^{2}}$. What is the Sth term? the $n$th term? the $(n+1)$ st term?'

Solution.

$$
\sum_{n=0}^{\infty} \frac{2 n+1}{(n+1)^{2}}=1+\frac{3}{2^{2}}+\frac{5}{3^{2}}+\frac{7}{4^{2}}+\frac{9}{5^{2}} .
$$

The 8th term is

$$
\frac{2 \cdot 7+1}{8^{2}}=\frac{15}{8^{2}}
$$

The $n$th term is

$$
\begin{gathered}
\frac{2(n-1)+1}{[(n-1)+1]^{2}}=\frac{2 n-1}{n^{2}} \\
\frac{2 n+1}{(n+1)^{2}}
\end{gathered}
$$

## EXERCISES

Write down the first five terms of the following series:

1. $\sum_{n=1}^{\infty} n^{2}$.
2. $\sum_{n=0}^{\infty} \frac{1}{2^{n}}$.
3. $\sum_{n=1}^{\infty} n(n+1)$.
4. $\sum_{n=1}^{\infty} \frac{1}{n!}$.
5. $\sum_{r=1}^{\infty}(2 r)^{2}$.
6. $\sum_{n=0}^{\infty} \frac{n+1}{(2 n+1)!}$.
7. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{1}{2 n-1}$.
8. $\sum_{n=1}^{\infty} \frac{r^{n}}{n!}$.
9. $\sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)}$.
10. $\sum_{n=1}^{\infty}(-1)^{n} \frac{3^{n+1}}{5^{2 n+1}}$.
11. $\sum_{n=2}^{\infty} \frac{2 n-1}{2 n} x^{n-2}$.
12. $\sum_{k=1}^{\infty}(-1)^{k+1} \frac{k}{2^{k}}$.
13. Write down (a) the ith term in the series of exercise 3 ; (b) the Sth term in the series of exercise 6; (c) the 9th term in the series of exercise 10 ; (d) the 10 th term in the series of exercise 12.
14. Find (i) the sum of the first five terms of the series in exercise 2 ; (b) the sum of the first four terms of the series in exercise 7 ; (c) the sum of the first six terms of the series in exereise 5 .
15. How many terms of the series of exercise 2 must be taken in order to make $S_{n}$ differ from 2 by less than .001 ?
16. How many terms of the series of exercise 5 must be taken in order to make $S_{n}$ greater than 1000 ?

Find the $n$th term in each of the following series and express the series in the $\Sigma$ notation:
17. $1+2+3+4+\cdots$.
18. $\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\frac{1}{5^{2}}+\cdots$.
19. $1^{2}+3^{2}+5^{2}+7^{2}+\cdots$.
20. $1 \cdot 2-2 \cdot 3+3 \cdot 4-4 \cdot 5+\cdots$.
21. $1+\frac{1}{1 \cdot 2}+\frac{1}{1 \cdot 2 \cdot 3}+\frac{1}{1 \cdot 2 \cdot 3 \cdot 4}+\cdots$.
22. $x+x^{3}+x^{5}+x^{7}+\cdots$.
23. $\frac{1}{x}+\frac{1}{x^{4}}+\frac{1}{x^{9}}+\frac{1}{x^{16}}+\cdots$.
24. $\frac{3}{5^{2}}+\frac{3^{2}}{10^{2}}+\frac{3^{3}}{15^{2}}+\frac{3^{4}}{20^{2}}+\cdots$.
25. $\frac{x^{2}}{\sqrt{2}}+\frac{x^{4}}{\sqrt{4}}+\frac{x^{6}}{\sqrt{6}}+\frac{x^{8}}{\sqrt{8}}+\cdots$
26. $1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots$.
$27 \cdot \frac{1}{2 \cdot 3}+\frac{2}{3 \cdot 4}+\frac{3}{4 \cdot 5}+\frac{4}{5 \cdot 6}+\cdots$.
28. $1-\frac{2!}{2^{2}}+\frac{3!}{3^{2}}-\frac{4!}{4^{2}}+\cdots$.
29. In the series of exercise 23 , compute $S_{3}$ if $x=2$.
30. In the series of exercise 26 , compute $S_{4}$ if $x=\frac{1}{2}$.
110. Convergence and divergence. An inspection of the two following series indicates that they are of quite distinct types:

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{1}{2^{n}}=1+\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\cdots  \tag{1}\\
& \sum_{n=0}^{\infty} 2^{n}=1+2+4+8+\cdots \tag{2}
\end{align*}
$$

In (1) each term adds only one half the difference between the sum of the preceding terms and 2 . Consequently, however many terms we may add together, we can never obtain a sum which exceeds or even equals 2.

Since there is an infinite number of terms in an infinite series, it would be impossible to compute their sum in less than an eternity of time. But since this is not at our disposal, it is, in strictness, without meaning to speak of the sum of the terms of an infinite series, for such an operation could never be performed. In the case of series (1), 2 is not the sum of any number of terms which we could write down; it is greater than any such sum. But it is approached as a limit by the sums of increasing numbers of terms. In spite of the fact that $\mathcal{z}$ is not really the sum of the infinite number of terms of (1), but the limit of $s_{n}$ as $n$ becomes infinite, nevertheless it is called the sum of the series.

Definition. When the sum $S_{n}$ of the first $n$ terms of an infinite series approaches a limit, as $n$ becomes infinite, the series is said to lie convergent. This limit is called the sum of the series.

In most cases it is a simpler matter to find that this limit exists, and hence that the series in question is convergent, than it is to determine the exact value of the limit.

In series (2) each term is greater than the preceding one, and by adding a sufficient number of them a sum can be obtained greater than any number which we may name.

Deflnition. When the sum $S_{n}$ of the first $n$ terms of an infinite series cloes not approuch a finite limit as $n$ becomes infinite, the series is sail to be divergent.

Consider the series $1+2+3+\cdots+n+\cdots$.
In this case a value of $n$ ean be found so great that the value of $S_{n}$ is greater than any value which can be assigned. Hence $S_{n}$ does not approach a finite limit. In the case of all the divergent series considered in this text, the value of $s_{n}$ becomes greater than any assigned number, provided we take $n$ large enough.

There is another kind of divergent series of which

$$
\begin{equation*}
1-1+1-1+\cdots \tag{1}
\end{equation*}
$$

is the type. This is called an oscillating series, becanse the values of $S_{n}$ oscillate between certain values, but never settle down to a limiting value. In series (1) $S_{n}$ is either zero or 1 , according as $n$ is even or odd.

Theorens. If each term of un infinite series with pasitive terms is greater than a fixed number, however small, the series is divergent.

For a suffieient mumber of terms, each greater than this fixed small number, would add up to a sum greater than $M$, however great $M$ might be.

This theorem assures us that none of the following tests for convergence are necessary unless the terms of the series approach zero as $n$ becomes infinite.
111. Comparison test for convergence. The problem of finding whether a given series converges or not, and that of finding the exact value to which it converges, are quite distinct. We shall give some of the most important methods for attaeking the former problem, but shall content ourselves with computations for obtaining the approximate value of the sum of the series.

In what follows we shall make use of the following
Assumption. If $S_{n}$ is a variable which ahways increases when $n$ increases, lut which never exceeds some finite mumber $D$, then $S_{n}$ approaches a limit $A$, which camot be greater than $D$.

The only type of series for which we have litherto derived any test for convergence is the geometrical series

$$
\begin{equation*}
S=a+a r+a r^{2}+a r^{3}+\cdots+a r^{n}+\cdots=\frac{a}{1-r}, \tag{1}
\end{equation*}
$$

where $r$ is numerically less than 1 and $\pi$ is any real number (see $\S 10$ ).
Consider the two series

$$
\begin{aligned}
& S=1+\frac{1}{2}+\frac{1}{2 \cdot 3}+\frac{1}{2 \cdot 3 \cdot 4}+\cdots+\frac{1}{n!}+\cdots \\
& S^{\prime}=1+\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\cdots+\frac{1}{2^{n-1}}+\cdots
\end{aligned}
$$

An inspection shows that each term of $S$ after the seeond is less than the term of $S^{\prime}$ which is directly below it. Furthermore, the $n$th term of $S$, namely $\frac{1}{n!}$, is less than the $n$th term, $\frac{1}{2^{n-1}}$, of $S^{\prime}$, since

$$
2 \cdot 3 \cdots n>2 \cdot 2 \cdots 2, \text { to } n-1 \text { factors, if } n>2
$$

But $s^{\prime \prime}$ is a geometrical series with the limit 2. Henee we would expect $s$ to converge to a limit not greater than 2 . That this is the rase follows from the following general

Theorem. Let $u_{1}+u_{2}+u_{3}+\cdots$ be an infinte series of positive terms which is to le tested. If a series of pmsitice torms $i_{1}+r_{2}+$ $r_{s}+\cdots$ con be founch, which is knoeln to conver:ge, and is such thut earth term of the u-series is equal to or less thun the correspomiinty term in the $v$-series, then the u-series must emverge, and its sum is equal to or less than the sum of the er-series.

Let the sum of the $r$-series be $A$.
Let

$$
\begin{aligned}
& s_{n}=u_{1}+u_{2}+u_{3}+\cdots+u_{n} \\
& s_{n}^{\prime}=r_{1}+r_{2}+r_{3}+\cdots+r_{n}
\end{aligned}
$$

and
where $n$ is any positive integer. Then since the second series converges to $A$, we have

$$
\lim _{n=\infty} S_{n}^{\prime}=A
$$

Since all of the terms of the $r$-serie's are positive, we have

$$
\begin{aligned}
& S_{n}^{\prime \prime}<1 . \\
& S_{n} \equiv S_{n}^{\prime \prime} . \\
& S_{n}<A ;
\end{aligned}
$$

But, ly hypothesis,
Hence
that is, the sum of any number of terms of the $u$-series is less than a fixed number. Hence by the assumption on page 192 the limit of $\check{S}_{n}$ exists and is not greater than $A$; that is, the $u$-series converges.

It is often necessary to disregard some of the first terms of a series in order to apply this theorem. But since the sum of any finite number of terms must be finite, it is sufficient to show that the series after a certain number of terms converges.

To test a series of positive terms for convergence, we write down the $n$th term of the given series, or the $n$th term of the series which remains after omitting some of the first terms from the given series. Call this term $u_{n}$. Now compare this with $r_{n}$, the $n$th term of a series known to be convergent. If $u_{n} \leqq r_{n}$ for every value of $n$ greater than any particular integer, the $u$-series is convergent. This is called the comparison test for convergence. The $r$-series is called the comparison series. If $u_{n}$ does not turn out to be equal to or less than $c_{n}$, this does
not prove that the $u$-series is not convergent; it merely shows that the $v$-series used is not effective as a comparison series. Any series derived from (1), p. 192, by substituting any real number for a and any positive number less than 1 for $r$ is known to be convergent and can be used as a comparison series. After any series has been proved convergent it can be used as a comparison series for proving other series convergent.

## EXAMPLE

Test the series

$$
S=2+1+\frac{1}{2}+\frac{1}{3^{2}}+\frac{1}{4^{3}}+\frac{1}{5^{4}}+\cdots .
$$

Solution. Disregarding the first two terms, the $n$th term of the remaining series is

$$
u_{n}=\frac{1}{(n+1)^{n}} .
$$

Use as a comparison series the genmetric series (1), p. 192, where $\alpha=1, r=\frac{1}{2}$, and the first term is dropped.

Then

$$
S^{\prime}=\frac{1}{2}+\frac{1}{2^{2}}+\frac{1}{2^{3}}+\frac{1}{2^{4}}+\cdots
$$

This series is known to be convergent and its $n$th term is $v_{n}=\frac{1}{2^{n}}$. We must now show that $u_{n} \leqq v_{n}$ for all values of $n$ greater than some integer; that is, that
or

$$
\begin{align*}
& \frac{1}{(n+1)^{n}} \leqq \frac{1}{2^{n}}, \\
& (n+1)^{n} \geqq 2^{n} . \tag{2}
\end{align*}
$$

This is true for all values of $n>0$, for if $n=1$, (2) becomes $2=2$; if $n>1$, evidently $(n+1)^{n}>2^{n}$. Hence $S$ is convergent.

## EXERCISES

Test the following series:

1. $1+\frac{1}{2^{2}}+\frac{1}{3^{3}}+\frac{1}{4^{4}}+\cdots$.
2. $\frac{1}{5}+\frac{1}{7}+\frac{1}{2 \cdot 2}+\frac{1}{3 \cdot 2^{2}}+\frac{1}{4 \cdot 2^{3}}+\cdots$.
3. $\frac{1}{2}+\frac{1}{2^{4}}+\frac{1}{2^{9}}+\frac{1}{2^{16}}+\cdots$.
4. $\frac{1}{1 \cdot 2}+\frac{1}{3 \cdot 4}+\frac{1}{4 \cdot 5}+\cdots$.
5. $1+\frac{1}{2^{3}}+\frac{1}{3^{3}}+\frac{1}{4^{3}}+\cdots$.
6. $1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\cdots$.
7. $1+\frac{1}{2!}+\frac{1}{3!}+\frac{1}{4!}+\cdots$.
8. $1+\frac{1}{2}+\frac{1}{1+2^{2}}+\frac{1}{1+3^{2}}+\frac{1}{1+4^{2}}+\cdots$.
9. $\sum_{n=0}^{n} \frac{1}{(2 n+1)^{n}}$.
10. $\sum_{n=1}^{\infty} \frac{n}{(n+1)^{n}}$.
11. State an assumption similar to that of the preceding section regarding the limit of a variable which continually decreases, but which remains greater than a fixed number.
12. State and prove a theorem similar to that of the preceding section regarding the convergence of a series, each of whose terins is negative.
13. The Harmonic Series. One of the most important series for the purposes of testing divergence is the Harmonic Series,

$$
\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\cdots
$$

The terms of this series become smaller and smaller and approach zero as a limit. It is difficult to believe at first sight that the sum of terms of this character can add up to a value greater than any number which we can assign. But we can prove the

## Theorem. The Harmonic Series is divergent.

Consider the terms of this series grouped as follows, the successive parentheses containing $1,2,4,8,16, \ldots$ terms respectively:

$$
\left(\frac{1}{2}\right)+\left(\frac{1}{3}+\frac{1}{4}\right)+\left(\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}\right)+\cdots .
$$

Since in the second parenthesis $\frac{1}{3}$ is greater than $\frac{1}{4}$, their sum is greater than twice $\frac{1}{4}$, or $\frac{1}{2}$. Similarly, in the third parenthesis, the sum is greater than four times $\frac{1}{8}$, or $\frac{1}{2}$; that is, by arranging the series in this way we see that it consists of the sum of an infinite number of groups of terms, each of which is greater than $\frac{1}{2}$. Hence the sum of the series does not exist, and the series is divergent.
113. Comparison test for divergence. We tan now compare a series with the Harmonic Series and obtain a test for divergence similar to that for convergence in $\$ 111$. For example, consider the two series
and

$$
\begin{aligned}
& \frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\cdots+\frac{1}{n}+\cdots \\
& \frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\frac{1}{\sqrt{4}}+\cdots+\frac{1}{\sqrt{n}}+\cdots
\end{aligned}
$$

Since the denominator of each fraction in the second series is less than the denominator in the term directly above it, each term of the second series is greater than the corresponding term of the first. But the first series diverges; hence one would expect the second to diverge also. That this is the case appears from the following

Theorem. Let $u_{1}+u_{2}+u_{3}+\cdots$ be an infinite series of positive terms which is to be testerl. If a series of positive terms, $v_{1}+v_{2}+$ $v_{3}+\cdots$, cen be found which is known to diverge, and is such thet each term of the $n$-series is equal to or greater than the corresponding term of the $v$-series, then the u-series must also diverge.

Suppose we have $u_{1}+u_{2}+u_{3}+\cdots+u_{n}+\cdots$
and

$$
v_{1}+v_{2}+v_{3}+\cdots+r_{n}+\cdots,
$$

and suppose that the $r$-series diverges ; that is, that a value of $n$ can be found such that

$$
v_{1}+v_{2}+v_{3}+\cdots+v_{n}>M,
$$

where $M$ is a number taken arbitrarily large.
By hypothesis $u_{k} \equiv r_{k}$ for every integral valne of $k$. From these hypotheses it follows immediately that

$$
u_{1}+u_{2}+u_{3}+\cdots+u_{n} \equiv M ;
$$

that is, that the $u$-series diverges.
The preceding theorem shows that in order to prove that a series is divergent we may show that its $n$th term, $u_{n}$, is equal to or greater than the $n$th term, $v_{n}$, of a known divergent series, for all values of $n$ greater than some integer. This is called the comparison test for divergence.

Besides the Harmonic Series a usefnl one to employ in testing for divergence is the geometrical series in the case where the ratio is greater than unity. This may be written in the form

$$
u+a r+a r^{2}+a r^{3}+\cdots+u r^{n}+\cdots, \quad r>1 .
$$

Here $a$ may be given any convenient numerical value and $r$ any value $>1$. The series is then known to be divergent.

As in the test for convergence it is often necessary to neglect the first few terms in the application of the theorem of this section. In so doing we merely recognize that if a serics from a certain term on diverges, the entire series must diverge.

## EXAMPLE

Test the series

$$
1+\frac{1}{2}+\frac{2}{3}+\frac{3}{4}+\frac{1}{3}+\cdots
$$

Solution. The $n$th term of this series is $u_{n}=\frac{n-1}{n}$.
Comparing this with the $n$th term of the farmonic Series, $v_{n}=\frac{1}{n}$, we will show that

$$
\begin{equation*}
\frac{n-1}{n} \geqq \frac{1}{n}, \tag{1}
\end{equation*}
$$

when $n$ is greater than some particular intoger. This is true when $n>1$; for when $n=2$, (1) becomes $\frac{1}{2}=\frac{1}{2}$, and when $n>2$, evidently $n-1>1$. Henee the scries is divergent.

## EXERCISES

Test the following series:

1. $\frac{3}{2}+\frac{5}{4}+\frac{9}{8}+\frac{17}{16}+\cdots$.
2. $1+\frac{1}{2^{r}}+\frac{1}{3^{r}}+\frac{1}{4^{r}}+\cdots, \quad r<1$.
3. $\frac{1}{2}+\frac{1}{4}+\frac{1}{6}+\frac{1}{8}+\cdots$.
4. $1+\frac{1}{3}+\frac{1}{5}+\frac{1}{7}+\cdots$.
5. $1+\frac{3}{1 \cdot 2}+\frac{5}{2 \cdot 3}+\frac{7}{3 \cdot 4}+\frac{9}{4 \cdot 5}+\cdots$.
6. $\sum_{n=1}^{\infty} \frac{1+n}{1+n^{2}}$.
7. Indeterminate forms. In the sections which follow it will be necessary to consider the limit approached by a fraction when both numerator and denominator become infinite.

Consider, for example, the fraction $\frac{n+2}{2 n+1}$. If $n$ takes on the positive integral values in order, we can find a value of $n$ so large that hoth numerator and denominator of the fraction are greater than any definite number, like 1000 or $1,000,000$, which we can imagine; that is, both mumerator and denominator of the fraction become intinite as $n$ becomes infinite. The limit of the fraction, when written in this form, does not seem to have any tefinite numerical value. But let us divide both numerator and denominator of the fraction by $n$ before we begin to let $n$ inerease in value. We then obtain $\frac{n+2}{2 n+1}=\frac{1+\frac{2}{n}}{2+\frac{1}{n}}$.

If in the fraction in the right member of this equation we let $n$ take on larger and larger values, it appears that
the fractions $\frac{1}{n}$ and $\frac{2}{n}$ approach zero as $n$ becomes infinite, leaving $\frac{1}{2}$ as the value which the original fraction approaches. This fact we write as follows : $\lim _{n=\infty} \frac{n+2}{2 n+1}=\frac{1}{2}$.

Sometimes we can accomplish a similar result by other means. Suppose we have given the fraction $\frac{2 n+4}{n+\ddot{z}}$. If $n$ becomes infinite, both numerator and denominator of the fraction also become infinite. But if one observes that $\frac{2 n+4}{n+2}=\frac{2(n+2)}{n+2}$, and the factor $n+2$ is canceled from numerator and denominator before $n$ begins to take on the increasing values, it appears that the value of the fraction is always 2 , and that this value is entirely independent of what value $n$ may have. Hence $\lim _{n=\infty} \frac{2 n+4}{n+2}=2$.

The point in each of these methods consists in throwing the variable into a position so that the limit of the fraction can be found when the variable finally becomes infinite.

## EXAMPLES

1. Find $\lim _{n=\infty} \frac{n^{2}-7 n+2}{3 n^{2}+1}$.

Solution. Dividing numerator and denominator of the fraction by $n^{2}$, we obtain

$$
\frac{n^{2}-7 n+2}{3 n^{2}+1}=\frac{1-\frac{7}{n}+\frac{2}{n^{2}}}{3+\frac{1}{n^{2}}}
$$

Letting $n$ become infinite, each of the fractions $\frac{7}{n}, \frac{2}{n^{2}}$, and $\frac{1}{n^{2}}$ approaches 0 , and the original fraction approaches $\frac{1}{3}$.

Hence

$$
\lim _{n=\infty} \frac{n^{2}-7 n+2}{3 n^{2}+1}=\frac{1}{3}
$$

2. Find $\lim _{n=\infty} \frac{n^{2}+2 n+1}{n^{3}-3}$.

Solution. Dividing by $\mu^{3}$, we obtain

$$
\frac{n^{2}+2 n+1}{n^{3}-3}=\frac{\frac{1}{n}+\frac{2}{n^{2}}+\frac{1}{n^{3}}}{1-\frac{3}{n^{3}}}
$$

Letting $n$ become infinite, the numerator approthes zero, while the denominator approaches 1 .

Hence

$$
\lim _{n=1} \frac{n^{2}+2 n+1}{n^{3}-3}=\frac{0}{1}=0
$$

3. Find $\lim _{n=\infty} \frac{(n+1)!}{n!}$.

Solution.

Hence

$$
\lim _{n=\infty} \frac{(n+1)!}{n!}=\infty
$$

## EXERCISES

Evaluate the following limits :

1. $\lim _{n=\infty} \frac{n+1}{2 n}$.
2. $\lim _{n=\infty} \frac{n}{n^{2}+1}$.
3. $\lim _{n=\infty} \frac{\sqrt{2 n+1}}{n \sqrt{n}}$.
4. $\lim _{n=\infty} \frac{n!}{(n+1)!}$.
5. $\lim _{n=\infty} \frac{n^{2}-1}{(n+1)^{2}}$.
6. $\lim _{n=x} \frac{3 n^{2}-6}{n^{8}-2 n}$.
7. $\lim _{n=\infty} \frac{(n+1) \sqrt{n+1}}{n \sqrt{n}}$.
8. $\lim _{n=x} \frac{n \sqrt{n}}{(n+1) \sqrt{n+1}}$.
9. $\lim _{n=\infty} \frac{(n+1)^{2}}{n(n+2)}$.
10. $\lim _{n=\infty} \frac{n^{2}(n+1)!}{(n+1)^{2} n!}$.
11. $\lim _{n=x} \frac{5(4 n)^{3}}{4(n+1)^{3}}$.
12. $\lim _{n=x} \frac{\mu^{2}\left(n^{6}-\epsilon^{6}\right)}{n^{2}\left(n^{4}+n^{2} \epsilon^{2}+\iota^{4}\right)}$.
13. $\lim _{n=\infty} \frac{n(1 \cdot 3 \cdot 5 \cdots 2 n-1)}{1 \cdot 3 \cdot 5 \cdots 2 n+1}$.
14. $\lim _{n=x} \frac{2 \cdot 4 \cdot 6 \cdots 2 n+2}{(n+1)(2 \cdot 4 \cdot 6 \cdots 2 n)}$.
15. Ratio test. The test which in many cases is the most powerful and at the same time is the simplest to apply is described in the following

Theorem. Let $u_{1}+u_{2}+u_{3}+\cdots+u_{n}+\cdots$ be un infinite series of positive terms which is to be tested.

1. If $\lim _{n=\infty} \frac{u_{n+1}}{u_{n}}<1$, the series is comergent.
II. If $\lim _{n=\infty} \frac{u_{n+1}}{u_{n}}>1$, the series is diverilent.
III. If $\lim _{n=\infty} \frac{u_{n+1}}{u_{n}}=1$, the test faits to give us any information.
I. Suppose that $\lim _{n=\infty} \frac{v_{n+1}}{u_{n}}=t$, where $t$ is a constant the precise value of which we need not specify further than to say that it is positive and is less than 1. From the definition of the limit of a variable (p. 186) we know that for all values of $n$ equal to or greater than some integer $m$, the variable ratio $\frac{u_{n+1}}{u_{n}}$ differs from its limit by as little as we please. Let $r$ be a number greater than $t$ but less than 1. Then we can find an $m$ so large that for all $n$ 's equal to or

greater than $m$ the variable ratio $\frac{u_{n+1}}{u_{n}}$ will differ from its limit $t$ by less than the quantity $r-t$; that is, each ratio, for values of the subscript greater than $m$, will be less than $r$. Symbolically expressed, $\frac{u_{n+1}}{u_{n}}<r$, when $n \equiv m$. Letting $n$ take on the values $m, m+1, m+2, \cdots$, we have, then,

$$
\begin{aligned}
& \frac{u_{m+1}}{u_{m}}<r, \quad \text { or } \quad u_{m+1}<r u_{m}, \\
& \frac{u_{m+2}}{u_{m+1}}<r, \quad \text { or } \quad u_{m+2}<r u_{m+1}<r^{2} u_{m}, \\
& \frac{u_{m+3}}{u_{m+2}}<r, \quad \text { or } \quad u_{m+3}<r^{\prime \prime} u_{m+2}<r^{3} u_{m} .
\end{aligned}
$$

Adding the inequalities on the right, we have

$$
\begin{aligned}
u_{m+1}+u_{m+2}+u_{m+3}+\cdots & <r u_{m}+r^{2} u_{m}+r^{3} u_{m}+\cdots \\
& <u_{m}\left(r+r^{2}+r^{3}+\cdots\right) .
\end{aligned}
$$

The expression inside the parenthesis is a geometrical series, and since $r<1$, it converges to some limit, say, $L$. Then we have

$$
u_{m+1}+u_{m+2}+u_{m+3}+\cdots<u_{m} \cdot L .
$$

Hence the original series converges (p. 192).
II. If $t$ is greater than 1 , we may take $r$ less than $t$ but greater than 1 , and by the definition of the limit of a variable we can find a value, $m$, of $n$ so great that for it and all greater values the ratio
in question will differ from $t$ by less than the guantity $t-r$ and hence be greater than $r$; that is, $\frac{u_{m+1}}{u_{m}}>r$, where $r>1$.


It follows that $u_{m+1}>r u_{n}$; that is, each term is greater than the preceding one. Hence the series must diverge ( $\$ 110$ ).
III. When $t=1$ we are mathle to determine ly this method whether the series converges or diverges.

The present test fails, for example, for the Harmonic Series, thongh we have proved that the series diverges. It also fails for the series in exercise 5, p. 194, althongh the series is convergent.

## EXAMPLE

Test the series

$$
\begin{aligned}
& 1+\frac{2^{2}}{2!}+\frac{3^{2}}{3!}+\frac{4^{2}}{4!}+\cdots \\
& u_{n}=\frac{n^{2}}{n!}, \quad u_{n+1}=\frac{(n+1)^{2}}{(n+1)!}
\end{aligned}
$$

where $u_{n+1}$ is obtained from $u_{n}$ by replacing $n$ by $n+1$.

$$
\frac{u_{n+1}}{u_{n}}=\frac{(n+1)^{2}}{(n+1)!} \cdot \frac{n!}{n^{2}}=\frac{n+1}{n^{2}}
$$

since $(n+1)!=(n+1) \cdot n!$,

$$
\lim _{n=\infty} \frac{u_{n+1}}{u_{n}}=\lim _{n=\infty} \frac{n+1}{n^{2}}=\lim _{n=\infty}\left(\frac{1}{n}+\frac{1}{n^{2}}\right)=0<1 .
$$

Hence the series is convergent.

## EXERCISES

Determine whether the following series are convergent or divergent:

1. $1+\frac{1}{2!}+\frac{1}{3!}+\frac{1}{4!}+\cdots$.
2. $\frac{1}{2}+\frac{2}{2^{2}}+\frac{3}{2^{3}}+\frac{4}{2^{4}}+\cdots$.
3. $\frac{1}{3}+\frac{2}{3^{2}}+\frac{3}{3^{3}}+\frac{4}{3^{4}}+\cdots$.
4. $1+\frac{2^{2}}{2!}+\frac{3^{3}}{3!}+\frac{4^{4}}{4!}+\cdots$.
5. $1+\frac{2!}{2^{2}}+\frac{3!}{3^{2}}+\frac{4!}{4^{2}}+\cdots$.
6. $\frac{2^{20}}{2}+\frac{3^{10}}{2^{2}}+\frac{4^{10}}{2^{3}}+\frac{5^{10}}{2^{4}}+\cdots$.
7. $1+\frac{1}{2 \sqrt{2}}+\frac{1}{; \sqrt{3}}+\frac{1}{4 \sqrt{1}}+\cdots$.
8. $\frac{1}{2 \cdot 3}+\frac{2}{3 \cdot 4}+\frac{3}{4 \cdot 5}+\cdots$

$$
\begin{gathered}
\text { 9. } \frac{3}{4^{3}}+\frac{3^{2}}{8^{3}}+\frac{3^{3}}{12^{3}}+\frac{3^{4}}{16^{3}}+\cdots . \quad \text { 11. } \sum_{n=1}^{\infty} \frac{3^{n}}{2^{4 n}} \\
\begin{array}{c}
\text { 10. } 1+\frac{1}{2^{3}}+\frac{2^{2}}{3^{4}}+\frac{3^{3}}{4^{5}}+\cdots \\
\begin{array}{l}
13 \cdot 1+\frac{1}{10}+\frac{1 \cdot 4}{10 \cdot 20}+\frac{1 \cdot 4 \cdot 5 \cdot(2 n-1)}{10 \cdot 20 \cdot 30}+\cdots \\
3 \cdot 6 \cdot 9 \cdot 3 n
\end{array} \\
14 \cdot 1+\frac{1}{2^{2}}+\frac{1 \cdot 3}{2!\cdot 2^{4}}+\frac{1 \cdot 3 \cdot 5}{3!\cdot 2^{6}}+\cdots
\end{array}
\end{gathered}
$$

116. Alternating series. Up to the present all of our tests for convergence hold only for series with positive terms. The simplest case where some of the terms of a series are negative is that of an alternating series; that is, a series in which the signs of the terms alternate. For this case we have the

Theorem. If the absolute value of each term of an alternating series is less than that of the preceding term, and if the limit of the $n$th term is zero as $n$ becomes infinite, the series converges.

Given the series

$$
S=a_{1}-a_{2}+\pi_{3}-a_{4}+a_{5}-a_{6}+\cdots,
$$

where the $u$ 's are positive, $\omega_{n+1}<\epsilon_{n}$, and $\lim { }_{n}=0$.
Consider the two following methods of adding up the terms of the series to obtain the sum of the first $n$ and $n+1$ terms respectively.

Assuming first that $n$ is an even integer, we may write

$$
\begin{equation*}
S_{n}=\left(a_{1}-a_{2}\right)+\left(a_{3}-a_{4}\right)+\left(a_{5}-a_{6}\right)+\cdots+\left(\mu_{n-1}-a_{n}\right), \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n+1}=a_{1}-\left(a_{2}-a_{8}\right)-\left(a_{4}-a_{5}\right)-\left(\mu_{6}-a_{7}\right)-\cdots-\left(\mu_{n}-a_{n+1}\right) . \tag{2}
\end{equation*}
$$

Since the a's decrease in value as $n$ increases, each of the parentheses in (2) contains a positive number. But since they are all subtracted from $a_{1}$, the sum of $n+1$ terms of $S$ cannot exceed $a_{1}$, however great $n$ may be.

An inspection of (1) shows that $S_{n}$ is the sum of positive terms, and since it differs from $S_{n+1}$ by $a_{n+1}$, which can be made arbitrarily small, it follows that $S_{n}$ is less than a positive constant, and hence approaches a limit by the assumption on page 192 .

Now the difference between $S_{n}$ and its limit can be made less than any assigned value for a suffiriently large even value of $n$. But since

$$
S_{n+1}=S_{n}+\prime_{n+1}
$$

it appears that $\quad \lim _{n=\infty} S_{n+1}=\lim _{n=\infty} S_{n}+\lim _{n=\infty}{ }_{n=1} n+$
Hence since $\lim _{n=\infty} \alpha_{n+1}=0$, the series $S$ converges when $n$ becomes infinite by taking on all integral values in succession.

In computing the approximate value of the sum of an alternating series by adding together the first few terms, the foregoing method of proof assures us that the error in stnpping the computation with any term, as $a_{k}$, does not exceed the value of the next term, $\alpha_{k+1}$. For the part which is disregarded is an alternating series, and an inspection of (2) shows that the sum of a convergent alternating series camot exceed its first term.
117. Series with positive and negative terms. When the signs in a series are not alternately plus and minus, we may often settle the question of convergence by

Theorem I. A series, $u_{2}+u_{2}+u_{3}+\cdots$, some of uhose terms are negative, is convorgent if the series formed by the absolute values of the terms is convergent.

If the series $u_{1}+u_{2}+u_{3}+\cdots+u_{n}+\cdots$ is given, where some of the terms are positive and others are negative, the series formed by the absolute values of these terms may be denoted by $\left|u_{1}\right|+\left|u_{2}\right|+\left|u_{3}\right|+\cdots+\left|u_{n}\right|+\cdots$. All of these terms are positive quantities.

Thus the series formed by the absolute values of the terms of the series

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{5}-\cdots \text { is } 1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\cdots
$$

Proof. Let the series of absolute values be $a_{1}+a_{2}+a_{3}+\cdots$, and let it be convergent to the number A. It is certain that if in this series some of the signs are changed to minus, the resulting series will converge to some value not greater than $A$; for the sum of the absolute values of such terms must have a definite value. Even if we should change the signs of all the i's, the resulting series would converge to the value - A. But the $u$-series may be obtained by changing the signs of properly selected terms of the series of absolute values; hence the "-series converges.

We can now extend the proof of the ratio test for convergence so that it will apply to the ease where some of the terms of the series are negative.

Theorem II. An infinite series $u_{1}+u_{2}+u_{3}+\cdots$, consisting of positive and neyative terms, converges if

$$
\begin{equation*}
\lim _{n=\infty}\left|\frac{u_{n+1}}{u_{n}}\right|<1 \tag{1}
\end{equation*}
$$

Since $\left|\frac{u_{n+1}}{u_{n}}\right|=\frac{\left|u_{n+1}\right|}{\left|u_{n}\right|}$, it follows that if $\left|\frac{u_{n+1}}{u_{n}}\right|<1$, then $\frac{\left|u_{n+1}\right|}{\left|u_{n}\right|}<1$. This latter inequality is the condition that the series $\left|u_{1}\right|+\left|u_{2}\right|+u_{3} \mid$ $+\cdots$ converges; and if this series converges, then, by Theorem I, the original series converges.

Similarly, we may prove that if $\left|\frac{u_{n+1}}{u_{n}}\right|>1$, the series $u_{1}+u_{2}+$ $u_{3}+\cdots$ diverges.
118. Power series. The infinite series

$$
a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\cdots+a_{n} x^{n}+\cdots
$$

where the u's do not contain $x$, is called a power series in $x$. When the $a$ 's are mumerically given, such a series may converge for certain valnes of $x$ and diverge for others. For example, when the $a$ 's are each equal to 1 , we have the geometrical series, which converges when $|x|<1$ and diverges for other values of $x$. The ratio test may be used to determine for what values of $x$ a given series converges.

## EXAMPLE

For what values of $x$ is the series $x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\frac{x^{7}}{7}+\cdots$ convergent? divergent?

Solution.

$$
\begin{aligned}
u_{n} & =(-1)^{n-1} \frac{x^{2 n-1}}{2 n-1} ; \quad u_{n+1}=(-1)^{n} \frac{x^{2(n+1)-1}}{2(n+1)-1} . \\
\frac{u_{n}+1}{u_{n}} & =-\frac{x^{2 n+1}}{2 n+1} \cdot \frac{2 n-1}{x^{2 n-1}}=-\frac{2 n-1}{2 n+1} x^{2} . \\
\lim _{n=\infty}\left|\frac{u_{n+1}}{u_{n}}\right| & =\lim _{n=\infty} \frac{2 n-1}{2 n+1} x^{2}=\lim _{n=\infty} \frac{2-\frac{1}{n}}{2+\frac{1}{n}} x^{2}=x^{2} .
\end{aligned}
$$

Hence the series will be convergent when $x^{2}<1$, that is, when $-1<x<1$; and divergent when $x^{2}>1$, that is, when $x<-1$ or $>1$.

The ratio test gives no information concerning the convergence of the series when $x=1$ or -1 . A separate investigation is necessary to determine what happens for these values of $x$.

When $x=1$ the series becomes

$$
1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\cdots+(-1)^{n-1} \frac{1}{2 n-1}+\cdots
$$

This is an alternating series and

$$
\lim _{n=\infty}\left|u_{n}\right|=\lim _{n=\infty} \frac{1}{2 n-1}=0
$$

Therefore the series converges by $\$ 116$.
When $x=-1$ the series becomes

$$
-\left(1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\cdots\right) .
$$

This series is also convergent, as it is the negative of the preceding series. Hence the original series is convergent when $-1 \equiv x \equiv 1$ and divergent for all other values of $x$.

## EXERCISES

For what values of $x$ are the following series convergent? divergent?

1. $1-\frac{x^{2}}{2}+\frac{x^{4}}{4}-\frac{x^{6}}{6}+\cdots$.
2. $1-x+x^{2}-x^{3}+\cdots$.
3. $1+r+2!x^{2}+3!r^{8}!+\cdots$.
4. $x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4}+\cdots$.
5. $1-\frac{x}{3}+\frac{x^{2}}{3^{2}}-\frac{x^{3}}{3^{3}}+\cdots$.
6. $x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\cdots$
7. $1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots$.
8. $x-\frac{x^{2}}{\sqrt{2}}+\frac{x^{3}}{\sqrt{3}}-\frac{x^{4}}{\sqrt{4}}+\cdots$
9. $-x-\frac{x^{2}}{2}-\frac{x^{3}}{3}-\frac{x^{4}}{4}-\cdots$
10. $1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots \cdot$
11. $x+\frac{x^{3}}{3}+\frac{x^{5}}{5}+\frac{x^{7}}{7}+\cdots \cdot$
12. $x+\frac{1 \cdot x^{3}}{2 \cdot 3}+\frac{1 \cdot 3 x^{5}}{2 \cdot 4 \cdot 5}+\frac{1 \cdot 3 \cdot 5 x^{7}}{2 \cdot 4 \cdot 6 \cdot 7}+\cdots$.
13. $\sum_{n=1}^{\infty}(-1)^{n+1}(3 x)^{n}$.
14. $\sum_{n=1}^{\infty} \frac{1}{1+x^{n}}$.
15. $\sum_{n=1}^{\infty} \frac{n^{2} \cdot r^{-1}}{2^{n}}$.
16. $\sum_{n=1}^{\infty} \frac{n^{n}, r^{n}}{n!}$, where $p$ is any finite
17. Important special series. In the calculus a general method will be derived for expressing any ordinary function in terms of a series. The rational integral functions are really series with a finite number of terms, but rational nonintegral functions and the functions of trigonometry give rise to infinite series. The most important of these series are the following :

$$
\begin{align*}
e^{x} & =1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots  \tag{1}\\
\log _{e}(1+x) & =x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4}+\cdots  \tag{2}\\
\log _{e}(1-x) & =-x-\frac{x^{2}}{2}-\frac{x^{3}}{3}-\frac{x^{4}}{4}-\cdots  \tag{3}\\
\log _{e}\left(\frac{1+x}{1-x}\right) & =2\left[x+\frac{x^{3}}{3}+\frac{x^{5}}{5}+\frac{x^{7}}{7}+\cdots\right]  \tag{4}\\
\sin x & =x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\cdots  \tag{5}\\
\cos x & =1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots  \tag{6}\\
\sin ^{-1} x & =x+\frac{1 \cdot x^{3}}{2 \cdot 3}+\frac{1 \cdot 3 \cdot x^{5}}{2 \cdot 4 \cdot 5}+\cdots  \tag{7}\\
\tan ^{-1} x & =x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\frac{x^{7}}{7}+\frac{x^{9}}{9}-\cdots \tag{8}
\end{align*}
$$

In the trigonometric functions the unit of angle is the radian in each case. Each of these series has been shown to be convergent for certain values of $x$ in the preceding exercises.
120. Approximate computation of the sum of a series. It is, in general, impossible to find the value of the sum of a power series for a particular value of $x$ in terms of rational numbers, or even radicals. Fortunately it is unnecessary, for we can usually compute the value of the sum to as many places of decimals as we please, and determine the limit of error of the computation. We may find the limit of error by determining a convergent series whose sum is greater than the sum of the series which we neglect by breaking off our computation with any particular term.

This is illustrated in the computation of natural logarithons, that is, of logarithms for the base $e$, by the use of series (4) of the preceding section; namely,

$$
\log _{e}\left(\frac{1+x}{1-x}\right)=2\left[x+\frac{x^{8}}{3}+\frac{x^{5}}{5}+\frac{x^{7}}{7}+\cdots\right] .
$$

This series is used for the computation of logarithms instead of (2) or (3) because it contains only terms with odd exponents, and hence converges much more rapidly than they do.

In this series we make the substitution

$$
\frac{1+r}{1-r}=\frac{n+1}{n} ;
$$

where $n$ is a positive integer.
This gives

$$
\begin{aligned}
n+n x & =n-n x+1-x, \\
2 n x+x & =1, \\
x & =\frac{1}{2 n+1} .
\end{aligned}
$$

Hence $\quad \log _{e}\left(\frac{1+x}{1-x}\right)=\log _{e}\left(\frac{n+1}{n}\right)=\log _{e}(n+1)-\log _{e} n$,
and the series becomes

$$
\begin{align*}
& \log _{e}(n+1) \\
& \quad=\log _{e} n+2\left[\frac{1}{2 n+1}+\frac{1}{3(2 n+1)^{3}}+\frac{1}{5(2 n+1)^{3}}+\cdots\right] . \tag{L}
\end{align*}
$$

By means of this series we may compute the natural logarithm of alay positive integer, $n+1$, if we know the logarithm of $n$ for the base $e$.

In order to find the logarithm of a number for the hase 10 from the logarithm for the base $e$, we apply the theorem on the change of base, $\S 10$; ; namely, $\log x=\frac{\log _{e} x}{\log _{e} 10}$.

We shall find in exercise $14,1.210$, that $\log _{e} 10=2.303$. Hence to find the logarithm of any number for the base 10 we divide its logarithm for the hase $e$ by 2.303 . Since it is simpler to multiply than it is to divide, it is customary to multiply the natural logarithm by $\frac{1}{\log _{e} 10}=.4343$, which is cilled the modulus of the system of common logarithms.

## EXAMPLES

1. Find the sum of the series

$$
x+\frac{x^{2}}{1 \cdot 2}+\frac{x^{3}}{2 \cdot 3}+\frac{x^{4}}{3 \cdot 4}+\cdots+\frac{x^{n}}{(n-1) n}+\cdots,
$$

for the value $x=\frac{1}{5}$, correct to four decimal places.
Solution. Replacing $x$ in each of the first four terms by $\frac{1}{3}$, we obtain

$$
\begin{aligned}
\frac{1}{5} & =.2 \\
\frac{1}{25 \cdot 2} & =.02 \\
\frac{1}{125 \cdot 6} & =.001333 \cdots, \\
\frac{1}{625 \cdot 12} & =\frac{.000133 \cdots}{.221466 \cdots}
\end{aligned}
$$

This gives us . 2215 as the sum of the first four terms.
We will now determine an upper limit to the sum of the infinite series

$$
\frac{x^{5}}{4 \cdot 5}+\frac{x^{6}}{5 \cdot 6}+\cdots,
$$

which the foregoing computation neglects, in order to find out whether the series neglected would affect the fourth place in the sum .2215. We use the principle that decreasing the denominator of a fraction increases the fraction.
llence
by $\S 10$,

$$
\begin{aligned}
\frac{x^{5}}{4 \cdot 5}+\frac{x^{6}}{5 \cdot 6}+\frac{x^{7}}{6 \cdot 7}+\cdots= & x^{5}\left(\frac{1}{4 \cdot 5}+\frac{x}{5 \cdot 6}+\frac{x^{2}}{6 \cdot 7}+\cdots\right) \\
& <\frac{x^{5}}{4 \cdot 5}\left(1+x+x^{2}+\cdots\right) \\
& <\frac{x^{5}}{4 \cdot 5}\left(\frac{1}{1-x}\right)(\text { if }|x|<1) \\
& <\frac{1}{3125 \cdot 20} \cdot \frac{5}{4}=.00002 .
\end{aligned}
$$

substituting $\frac{1}{3}$ for $x$,
Hence the series neglected does not affect the fourth decimal place, and the result .2215 is correct to the required four places.
2. In computing $\log _{e}(n+1)$ by means of series $(L)$ find the limit of error if only the first $r$ terms of the series in the brackets are used.

Solution. The series in brackets is

$$
\frac{1}{2 n+1}+\frac{1}{3(2 n+1)^{3}}+\frac{1}{5(2 n+1)^{5}}+\cdots+\frac{1}{(2 r-1)(2 n+1)^{2 r-1}}+\cdots
$$

where the last term written is the $r$ th term.

The remainder of the series after the $r$ th term is

$$
\begin{gathered}
R_{r}=\frac{1}{(2 r+1)(2 n+1)^{2 r+1}}+\frac{1}{(2 r+3)(2 n+1)^{2 r+3}}+\frac{1}{(2 r+5)(2 n+1)^{2 r+5}}+\cdots \\
<\frac{1}{(2 r+1)(2 n+1)^{2 r+1}}\left\{1+\frac{1}{(2 n+1)^{2}}+\frac{1}{(2 n+1)^{4}}+\cdots\right\} .
\end{gathered}
$$

The geometrical series in the braces has a ratio $\frac{1}{(2 n+1)^{2}}$ which is less than 1 , since $u$ is a positive integer. Hence its sum is (§ 10 )

$$
\begin{aligned}
& S_{\infty}=\frac{1}{1-\frac{1}{(2 n+1)^{2}}} . \\
& \text { Now, since } n \geqq 1 \text {, we liave } \quad 2 n+1 \geqq 3 \text {, } \\
& \frac{1}{(2 n+1)^{2}} \leqq \frac{1}{9} \text {, } \\
& 1-\frac{1}{(2 n+1)^{2}} \supseteqq \frac{8}{9} \text {, } \\
& S_{\infty}=\frac{1}{1-\frac{1}{(2 n+1)^{2}}} \leqq \frac{9}{8} . \\
& R_{r}<\frac{9}{8(2 r+1)(2 n+1)^{2 r+1}} .
\end{aligned}
$$

Now multiplying by 2 , the coefficient of the bracket in $(L)$, we find for the limit of error,

$$
E=\frac{9}{4(2 r+1)(2 n+1)^{2 r+1}} .
$$

In computing the value of a logarithm by means of series ( $L$ ), the error in using only the first $r$ terms of the series in brackets is always less than $E$.
3. Compute the value of $\log _{e} 2$ correct to three decimal places and show that the remainder of the series after three terms does not affect the third decimal place.

Solution. Substituting $n=1 \mathrm{in}$ series ( $L$ ), we have, since log $1=0$.

Now

$$
\begin{aligned}
\log _{e} 2 & =2\left[\frac{1}{3}+\frac{1}{3 \cdot 3^{3}}+\frac{1}{5 \cdot 3^{3}}+\cdots\right] \\
\frac{1}{3} & =.3333 \\
\frac{1}{3^{4}} & =.0123 \\
\frac{1}{5 \cdot 3^{6}} & =\frac{.0008}{.3444} \\
\log _{c} 2 & =\frac{2}{.693}
\end{aligned}
$$

Substituting $n=1, r=3$, in the expression for $E$, we find

$$
E=\frac{9}{4 \cdot 7 \cdot 3^{7}}=\frac{9}{61236}=.00014
$$

Thus we see that the error in neglecting all terms of the series after the third is not greater than .0002 . Hence this remainder does not affect the third decimal place of the result, and $\log _{e} 2=.609$ correct to three decimal places.

## EXERCISES

In the following exercises make use of the series in § 119. In each case show that the terms of the series which are neglected in the computation do not affect the result:

1. Find the value of $e$ correct to three decimal places.
2. Find the value of $e^{.55}$ correct to four decimal places.
3. Find the value of $\log _{e} 2$ eorrect to five decimal places.
4. Find the value of $\log _{e} 3$ correct to four decimal places.
5. Find the value of $\cos 1^{\circ}$ correct to four decimal places.

Hint. $1^{\circ}=\frac{\pi}{180}$ radian $=\frac{3.1416}{180}=.0175$ correct to four places, or $\frac{7}{400}$ radians. Let $x=\frac{7}{400}$ in series (6).
6. Find the value of $\sin 1^{\circ}$ correct to four decimal places.
7. Find the value of $\sin 5^{\circ}$ correct to four decimal places.
8. Find the value of $\cos 5^{\circ}$ correct to four decimal places.
9. Using the results of exercises 7 and 8 , find by division the value of $\tan 5^{\circ}$ to three decimal places.
10. Find the value of $\pi$ correct to two decimal places by letting $x=\frac{1}{2}$ in series (7).
11. Compute correct to five decimal places the value of $\tan ^{-1}(.1)$.
12. The series of exercise 14, p. 202 , gives the value of $\sqrt{2}$. Check this to three decimal places.
13. Compute the logarithms for the base e of the positive integers up to and including ten, correct to three decimal places.
14. Compute the logarithms of the first nine positive integers for the base 10, correct to three decimal places.

## TABLES

Table of Logalithens
Rule for determining the characteristic of the logarithm of a number.
I. The characteristic of a mumber greater than 1 is one less than the mumber of digits to the left of the decimal point.
II. The characteristic of a mumber less than 1 is negative amb mumerically one greater than the momber of zeros luctueen the decimal point and the first siumificant figure.

Rule for determining the mantissa of the logarithm of a number.
Prefix the proper characteristic to the mantissa of the first three significant figures of the given number.

Then multiply the difference betureen this mantissa and the next greater mantissa in the table (culled the tabular difference, columm $D$ of the talle) by the remaining figures of the mmber preceded by a decimal point.

Add the product to the logarithm of the first three figures, taking the mearest decimal in the fourth place.

## Rule for finding the antilogarithm.

Write the mumber of three figures correspoming to the lesser of the two mantissas between which the given mantissa lics.

Sulltract the lesser mantissa from the given mantissit and livide the remainder by the tabular difference to one decimal place.

Annex this figure to the three alrealy foumd and place the decimul point where indicated by the characteristic.

| N | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0000 | 0043 | 0086 | 0128 | 0170 | 0212 | 0253 | 0294 | 0384 | 0374 | 42 |
| 11 | 0414 | 0453 | 0492 | 0531 | 0569 | 0607 | 0645 | 0682 | 0719 | 0755 | 38 |
| 12 | 0792 | 0828 | 0864 | 0899 | 0984 | 0969 | 1004 | 1038 | 1072 | 1106 | 35 |
| 13 | 1139 | 1173 | 1206 | 1239 | 1271 | 1303 | 1335 | 1367 | 1399 | 1430 | 32 |
| 14 | 1461 | 1492 | 1523 | 1553 | 1584 | 1614 | 1644 | 1678 | 1703 | 1732 | 30 |
| 15 | 1761 | 1790 | 1818 | 1847 | 1875 | 1903 | 1931 | 1959 | 1987 | 2014 | 28 |
| 16 | 2041 | 2068 | 2095 | 2122 | 2148 | 2175 | 2201 | 2227 | 2253 | 2279 | 26 |
| 17 | 2304 | 2330 | 2355 | 2380 | 2405 | 2430 | 24.55 | 2480 | 2504 | 2529 | 25 |
| 18 | 2.553 | 2577 | 2601 | 2625 | 2648 | 2672 | 26995 | 2718 | 2742 | 2765 | 24 |
| 19 | 2788 | 2810 | 2833 | 2856 | 2878 | 2900 | 2923 | 2945 | 2967 | 2989 | 22 |
| 20 | 3010 | 3032 | 3054 | 3075 | 3096 | 3118 | 3139 | 3160 | 3181 | 3201 | 21 |
| 21 | 3222 | 3243 | 3293 | 3284 | 3304 | 3324 | 3345 | 3365 | 2385 | 3404 | 20 |
| 22 | 3424 | 3444 | 3464 | 3483 | 3502 | 3522 | 3541 | 3560 | 3579 | 3598 | 19 |
| 23 | 3617 | 3636 | 36.55 | 3674 | 3692 | 3711 | 3729 | 3747 | 3766 | 3784 | 18 |
| 24 | 3802 | 3820 | 3838 | 3856 | 3874 | 3892 | 3909 | 3927 | 3945 | 3962 | 18 |
| 25 | 3979 | 3997 | 4014 | 4031 | 4048 | 4065 | 4082 | 4099 | 4116 | 4133 | 17 |
| 26 | 4150 | 4166 | 4183 | 4200 | 4216 | 4232 | 4249 | 4265 | 4281 | 4298 | 16 |
| 27 | 4314 | 4330 | 4346 | 4362 | 4378 | 4393 | 4409 | 4425 | 4440 | 4456 | 16 |
| 28 | 4472 | 4487 | 4502 | 4518 | 4533 | 4.548 | 4564 | 4579 | 4594 | 4609 | 15 |
| 29 | 4624 | 4639 | 4654 | 4669 | 4683 | 4698 | 4713 | 4728 | 4742 | 4757 | 15 |
| 30 | 4771 | 4786 | 4800 | 4814 | 4829 | 4843 | 4857 | 4871 | 4886 | 4900 | 14 |
| 31 | 4914 | 4928 | $49+2$ | 4955 | 4969 | 4983 | 4997 | 5011 | 5024 | 5038 | 14 |
| 32 | 5051 | 5065 | 5079 | 5092 | 5105 | 5119 | 5132 | 5145 | 5159 | 5172 | 13 |
| 33 | 5185 | 5198 | 5211 | 5224 | 5237 | 5250 | 5263 | 5276 | 5289 | 5302 | 13 |
| 34 | 5315 | 5328 | 5340 | 5353 | 5366 | 5978 | 5391 | 5403 | 5416 | 5428 | 13 |
| 35 | 5441 | 5453 | 5465 | 5478 | 5490 | 5502 | 5514 | 5527 | 5539 | 5551 | 12 |
| 36 | 5563 | 5575 | 5587 | 5599 | 5611 | 5623 | 5635 | 5647 | 5658 | 5670 | 12 |
| 37 | 5682 | 5694 | 5705 | 5717 | 5729 | 5740 | 5752 | 5763 | 5775 | 5786 | 12 |
| 38 | 5798 | 5809 | 5821 | 5832 | 5843 | 5855 | 5866 | 5877 | 5888 | 5899 | 11 |
| 39 | 5911 | 5922 | 5933 | 5944 | 5955 | 5966 | 5977 | 5988 | 5999 | 6010 | 11 |
| 40 | 6021 | 6031 | 6042 | 6053 | 6064 | 6075 | 6085 | 6096 | 6107 | 6117 | 11 |
| 41 | 6128 | 6138 | 6149 | 6160 | 6170 | 6180 | 6191 | 6201 | 6212 | 6222 | 10 |
| 42 | 6232 | 6243 | 6253 | 6263 | 6274 | 6284 | 6294 | 6304 | 6314 | 6325 | 10 |
| 43 | 6335 | 6345 | 6355 | 6365 | 6875 | 6385 | 6395 | 6405 | 6415 | 6425 | 10 |
| 44 | 6435 | 6444 | 6454 | 6464 | 6474 | 6484 | 6493 | 6503 | 6513 | 6522 | 10 |
| 45 | 6532 | 6.542 | 6551 | 6561 | 6571 | 6580 | 6590 | 6599 | 6609 | 6618 | 10 |
| 410 | 6628 | 6637 | 6646 | 6656 | 6665 | 6675 | 6684 | 6698 | 6702 | 6712 | 9 |
| 47 | (6721 | 6730 | 6739 | 6749 | 6758 | 6767 | 6776 | 6785 | 6794 | 6803 | 9 |
| 48 | 6812 | 6821 | 6880 | 6839 | 6848 | 6857 | 6866 | 6875 | 6884 | 6893 | 9 |
| 49 | (900\% | 6911 | 6920 | 6928 | 6937 | 6946 | 6955 | 6964 | 6972 | 6981 | 9 |
| 50 | 6990 | 6998 | 7007 | 7016 | 7024 | 7033 | 7042 | 7050 | 7059 | 7067 | 9 |
| 51 | 7076 | 7084 | 7093 | 7101 | 7110 | 7118 | 7126 | 7135 | 7143 | 7152 | 8 |
| 52 | 7160 | 7168 | 7177 | 7185 | 7193 | 7202 | 7210 | 7218 | 7226 | 7235 | 8 |
| 59 | 7248 | 7251 | 7259 | 7267 | 7275 | 7284 | 7292 | 7300 | 7308 | 7316 | 8 |
| 54 | 7824 | 7332 | 7340 | 7348 | 7356 | 7364 | 7872 | 7380 | 7388 | 7396 | 8 |


| N | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 55 | 740.4 | 7.112 | 7419 | 7427 | 7485 | 7448 | 7451 | 745! | 746\% | 7.474 | 8 |
| 56 | $7 \cdot 182$ | 7490 | $74!7$ | 7505 | 751: | 7520 | 7528 | 75396 | 7513 | 75i) 1 | 8 |
| 57 | 7559 | 7506 | 7574 | 7582 | 7580 | 7597 | 760 | 7612 | 7619 | 7102 | 8 |
| 58 | 763.4 | 76.4 | 7649 | 76.57 | 7664 | 71372 | 7679 | 7686 | 7694 | 7701 | 7 |
| 59 | 7709) | 7716 | 77シ3 | 7781 | 77.38 | 7745 | 7752 | 7760 | 7767 | 7674 | 7 |
| 60 | 7782 | 7789 | 7796 | 7803 | 7810 | 7818 | 7825 | 7832 | 78.99 | 7846 | 7 |
| 61 | 7859 | 7860 | 7868 | 7875 | 7882 | 7889 | 7896 | 7!103 | 7.910 | 7917 | 7 |
| 62 | 7924 | 7931 | 74.38 | 7945 | 7052 | 795)9 | 796\% | 7978 | 7980 | 7987 | 7 |
| (6) | 79093 | 8000 | 8007 | 8014 | 8021 | 8028 | $80: 35$ | 8041 | 8048 | 80.55) | 7 |
| 64 | 8062 | 8069 | 8075 | 8082 | 8089 | 8096 | $810^{\circ}$ | 8109 | 8116 | 8122 | 7 |
| 65 | 8129 | 8136 | 8142 | 8149 | 8156 | 8162 | $816!$ | 8176 | 8182 | 818! | 7 |
| 66 | 8195 | 8202 | 8209 | $8 \div 15$ | 8こ2. | 8228 | 82\% 5 | 8241 | 8248 | 8254 | 7 |
| 67 | 8261 | $8: 67$ | 8274 | 8:80 | 8287 | 8293 | 82390 | 8309 | 8912 | 83111 | 1 |
| 68 | 83.25 | 8331 | 8338 | $8: 34$ | 8351 | 8.557 | 8363 | 8:370 | 8.376 | 8382 | 1 |
| 69 | 8388 | 8395 | 8401 | 8407 | 8414 | 8420 | 8420 | 8432 | 8439) | 8445 | (; |
| 70 | 8451 | 8457 | 84(i) | 8470 | 84\% | 8482 | 8488 | 8494 | 8500 | 8506 | (i) |
| 71 | 8513 | 8.519 | 85.5 | 8.3 .31 | 8537 | 8543 | 8549 | 855.5. | 85001 | 85677 | ${ }^{\text {¢ }}$ |
| 72 | 8573 | 8.579 | 8585 | 8591 | 8597 | 81003 | 8609 | 8615 | 8621 | 8627 | (i |
| 83 | 86338 | 81399 | 8645 | $8(i .51$ | 8657 | 8663 | 8669 | 8075 | 8681 | 8686 | ti |
| 74 | 8692 | 8698 | 8704 | 8710 | 8716 | 8722 | 8727 | 8730 | 8739 | 8745 | $1{ }^{\text {j }}$ |
| 75 | 87.51 | 8756 | 87t2 | 8768 | 8774 | 8779 | 8785 | 8791 | 8797 | 8802 | (i) |
| 76 | 8808 | 8814 | $88: 0$ | 88.5 | $88: 31$ | 8897 | 8842 | 8848 | 88.54 | 8859 | $1 ;$ |
| 77 | 8865 | 8871 | 8876 | 8882 | 8887 | 88! 3 | 8899 | 890.4 | 8910 | 8015 | 6 |
| 78 | $8!2.1$ | $8: 727$ | 8932 | 8938 | 8948 | 89.49 | 80.54 | 8960 | 8! (i) | 8971 | 6 |
| 79 | 8976 | 8982 | 8987 | 8903 | 8998 | 5004 | 9009 | 9015 | 0020 | 90.25 | 5 |
| 80 | 9031 | 9036 | 9042 | 9047 | 9053 | 0058 | 906\% | 9069 | 9074 | 9079 | 5 |
| 81 | $!1085$ | 9090 | ¢09\% | 9101 | 9106 | (1112 | 9117 | 9122 | 9128 | 9138 | 5 |
| 82 | 9138 | 9143 | 9149 | 9154 | 9159 | 9165 | 9170 | 9175 | 9180 | 918 ; | 5 |
| 83 | 9191 | 9196 | 9201 | 9206 | (1212 | (2217 | 9222 | 2207 | 923 | 9238 | 5 |
| 84 | 9243 | 9248 | 9253 | 9258 | 9263 | 9299 | 9274 | 927 ¢ | 9284 | 9289 | 5 |
| 85 | 9294 | 9299 | 9304 | 9809 | 9815 | 9320 | 98.25 | 9880 | 9335 | 9340 | 5 |
| 80 | 93.45 | 93.50 | $0.35 \%$ | 9330 | 9365 | !870 | 0875 | 03880 | 9385 | 9390 | 5 |
| 87 | 0395 | 9400 | 9405 | $9+10$ | 9415 | 9400 | 9425 | 9430 | (1) 4335 | $9+40$ | 5 |
| 88 | 9445 | 9450 | 9455 | 46 | 9.965 | 9469 | 9474 | 0479 | 9.484 | 9489 | 5 |
| 80 | 9494 | 5499 | 0.504 | 9509 | 9513 | 9518 | $95 \pm 3$ | 9528 | 0.533 | 9538 | 5 |
| 90 | 9542 | 9547 | 9.552 | 95557 | 9562 | 9566 | 9571 | 9576 | 9.581 | 9.586 | i) |
| 11 | 9500 | 9.50.3 | 9100 | 9605 | $960!$ | 9614 | 9019 | 9624 | 9028 | 96333 | i) |
| 02 | (1i38 | 9643 | 9147 | !65\% | 96.57 | ! 6161 | 966 | 9671 | 9675 | 9680 | 5 |
| 93 | 9685 | 9689 | ! 194 | 969 | ¢1703 | 9708 | 9713 | 9717 | 972 | 9727 | - |
| 94 | 9731 | 9736 | 9741 | 9745 | 9750 | 9754 | 9759 | 9763 | 976 | 9773 | 5 |
| 95 | 9777 | 9782 | 9786 | 9791 | 979.5 | 9800 | 980.5 | 9809 | 9814 | 9818 | 5 |
| 96 | 9823 | 9827 | 9833: | 08:36 | 9841 | 98.85 | 98.50 | 08.54 | 98.50 | 9863 | 5 |
| 97 | 9868 | 987 | 9877 | 9881 | !ssti | (18400 | 9894 | 0849 | 990:3 | 91908 | 1 |
| 98 | 9012 | 9017 | 91121 | 90.26 | 91930 | ! m: $)$ t | 94030 | 0943 | 9948 | 0095 | $t$ |
| 99 | !9.) 0 | ?ncil | 914 65 | 9649 | 9974 | 61978 | 9983 | 0987 | 0091 | 9996 | $t$ |

## Square Root

To find the square root of a number with an even number of digits to the left of the decimal point, use Table I.

To find the square root of a number with an odd number of digits to the left of the decimal point, use Table II. If the number contains three significant figures, interpolate in order to make the correction for the third place as in the use of the logarithmic tables.

If the decimal point of a number is so placed that by shifting it to the right or to the left over two (or over any multiple of two) digits it comes in one of the places mentioned above, use the table which corresponds to that case.

Thus $\sqrt{24}=4.899 ; \sqrt{2400}=48.09 ; \quad \sqrt{.2 t}=.4899 ; ~ \sqrt{24.3}=4.929$. Each of the foregoing is from Table I. The last requires interpolation.

Each of the following is from Table II : $\sqrt{2.4}=1.549 ; \sqrt{240}=15.49$; $\sqrt{.024}=.1549 ; ~ \sqrt{24300}=155.9$.

TABLE I

|  | 0. | 1. | 2. | 3. | 4. | 5. | 6. | 7. | 8. | 9. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 | 1.060 | 1.414 | 1.73:2 | 2.000 | 2.236 | 2.449 | 2.646 | 2.828 | 3.000 |
| 1 | 3.162 | 3.317 | 3.464 | 3.606 | 3.742 | 8.873 | 4.000 | 4.123 | 4.24 .3 | 4.359 |
| 2 | 4.472 | 4.58 . | 4.600 | 4.796 | 4.819 | 5.000 | 5.099 | 5.106 | 5.292 | 5.385 |
| 3 | 5.477 | 5.568 | 5.65 .77 | 5.745 | 5.831 | 5.916 | 6.000 | 6.083 | 6.164 | 6.245 |
| 4 | 6.325 | 6.403 | 6.481 | 6.557 | 6.6333 | 6.708 | 6.782 | 6.856 | 6.928 | 7.000 |
| 5 | 7.071 | 7.141 | 7.211 | 7.280 | 7.348 | 7.416 | 7.483 | 7.550 | 7.616 | 7.681 |
| 6 | 7.746 | 7.810 | 7.874 | 7.937 | 8.000 | 8.062 | 8.124 | 8.185 | 8.246 | 8.307 |
| 7 | 8.367 | 8.426 | 8.485 | 8.544 | 8.602 | 8.660 | 8.718 | 8.775) | 8.8 .32 | 8.888 |
| 8 | 8.944 | 9.000 | 9.055 | 9.110 | 9.165 | 9.220 | 9.274 | 9.327 | 9.381 | 9.434 |
| 9 | 0.487 | 9.53:) | 9.59 | 9.644 | 0.695 | 9.747 | 9.798 | 9.849 | 9.899 | 9.950 |

TABLE II

|  | .0 | .1 | .2 | .3 | .4 | .5 | .6 | .7 | .8 | .9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 | .316 | .447 | .548 | .632 | .707 | .775 | .837 | .894 | .949 |
| 1 | 1.000 | 1.049 | 1.095 | 1.140 | 1.183 | 1.225 | 1.265 | 1.304 | 1.842 | 1.378 |
| 2 | 1.414 | 1.449 | 1.483 | 1.517 | 1.549 | 1.581 | 1.612 | 1.643 | 1.673 | 1.703 |
| 3 | 1.732 | 1.761 | 1.789 | 1.817 | 1.844 | 1.871 | 1.897 | 1.924 | 1.949 | 1.975 |
| 4 | 2.000 | 2.025 | 2.049 | 2.074 | 2.098 | 2.121 | 2.145 | 2.168 | 2.191 | 2.214 |
| 5 | 2.236 | 2.258 | 2.280 | 2.302 | 2.324 | 2.345 | 2.366 | 2.387 | 2.408 | 2.429 |
| 6 | 2.449 | 2.470 | 2.490 | 2.510 | 2.530 | 2.550 | 2.569 | 2.588 | 2.608 | 2.627 |
| 7 | 2.646 | 2.665 | 2.683 | 2.702 | 2.720 | 2.739 | 2.757 | 2.775 | 2.703 | 2.811 |
| 8 | 2.828 | 2.846 | 2.864 | 2.881 | 2.898 | 2.915 | 2.933 | 2.950 | 2.964 | 2.983 |
| 9 | 3.000 | 3.017 | 3.033 | 3.050 | 3.066 | 3.082 | 3.098 | 3.114 | 3.130 | 3.146 |

## Cube Root

If the cube root of a number with two digits to the left of the decimal point is wanted, use Table I. If the cube root of a number with one digit to the left of the decimal point is wanted, use Table II. If the cube root of a number with three digits to the left of the decimal point is wanted, use Table III.

If the decimal point of a number is so placed that by shifting it to the right or to the left orer three (or any multiple of three) digits it comes into one of the places mentioned above, use the table which corresponds to that case.

Thus $\sqrt[3]{22}=2.802 ; \sqrt[3]{22000}=28.02 ; \sqrt[3]{.000022}=.028122 ; \sqrt[3]{22.0}=2.827$. Each of the foregoing is from Table 1. The lart reguires interpolation.

From Table II we obtain $\sqrt[3]{2.2}=1.301 ; \sqrt[3]{2200}=13.01 ; \sqrt[3]{.00226}=.1312$. The last reguires interpolation.

From Table III we obtain $\sqrt[3]{.22}=.604 ; \sqrt[3]{220}=6.04 ; \sqrt[3]{226000}=60.9$.

TABLE I

|  | 0. | 1. | 2. | 3. | 4. | 5. | 6. | 7. | 8. | 9. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 | 1.000 | 1.260 | 1.44\% | 1.587 | 1.710 | 1.817 | 1.91\% | 2.040 | 2.9819 |
| 1 | 2.154 | 2.294 | 2.289 | 2.35. 1 | 2.410 | $2.46 i j$ | 2.520 | 2.571 | 2.621 | 2.678 |
| 2 | 2.714 | $2.75!$ | 2.802 | 2.814 | 2.884 | 2.924 | 2.5162 | 3.000 | 3.0:37 | 3.072 |
| 3 | 3.107 | 3.141 | S.175 | 3.208 | 3.240 | 3.271 | 3.30\% | 3.3892 | 8.362 | 3.891 |
| 4 | 3.420 | 3.448 | 3.476 | 8.503 | 3.580 | 8.557 | 3.583 | 3.609 | 3.69 .1 | 3.65:9 |
| 5 | 3.684 | 3.708 | 3.739 | 3.756 | 3.780 | 3.803 | 3.826 | $3.84!$ | 3.871 | ?.8.8\%' |
| 6 | 3.915 | 8.9336 | 3.958 | 3.979 | 4.000 | 4.021 | 4.041 | 4.062 | 4.082 | 4.102 |
| 7 | 4.121 | 4.141 | 4.160 | 4.179 | 4.198 | 4.217 | 4.296 | 4.254 | 4.273 | 4.291 |
| 8 | 4.309 | 4.327 | 4.344 | $4.36 \%$ | 4.380 | 4.897 | 4.414 | 4.4.31 | 4.448 | 4.465 |
| 9 | 4.481 | 4.498 | 4.514 | 4.531 | 4.547 | $4.563)$ | 4.579 | 4.50 .5 | 4.610 | 4.626 |

TABLE 11

|  | . 0 | . 1 | . 2 | . 3 | . 4 | . 5 | . 6 | . 7 | 8 | . 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 | . 464 | .585) | .669) | .737 | . 794 | . 848 | . 888 | . 128 | (9\%) |
| 1 | 1.000 | 1.032 | 1.063 | 1.001 | 1.119 | 1.145 | 1.170 | 1.193 | 1.216 | 1.230 |
| 2 | 1.260 | 1.281 | 1.301 | $1.3 \geq 0$ | 1.389 | 1.957 | 1.875 | 1.392 | 1.409 | 1.426 |
| 3 | 1.442 | 1.458 | 1.474 | 1.48 ! | 1.504 | 1.518 | 1.5933 | 1.547 | 1.560 | 1.574 |
| 4 | 1.587 | 1.601 | 1.618 | 1.626 | 1.639 | 1.651 | 1.663) | 1.675 | 1.687 | 1.6918 |
| 5 | 1.710 | 1.721 | 1.732 | 1.744 | 1.754 | 1.765 | 1.756 | 1.786 | 1.7617 | 1.807 |
| 6 | 1.817 | 1.827 | 1.887 | 1.847 | 1.857 | 1.866 | 1.876 | 1.885 | 1.845 | 1.904 |
| 7 | 1.918 | 1.02\% | 1.931 | 1.940 | 1.949 | 1.957 | 1.966 | 1.975 | 1.983 | 1.902 |
| 8 | 2.000 | 2.008 | 2.017 | 2.025 | 2.083 | 2.041 | 2.049 | 2.057 | 2.065 | 2.072 |
| 9 | 2.080 | 2.088 | 2.095 | $\because .103$ | 2.110 | 2.118 | 2.125 | 2.133 | $\underline{2} 140$ | 2.145 |

TABLE 11I

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 0 | 0.000 | .215 | . 271 | .311 | . 342 | . 368 | . 391 | . 412 | . $4: 31$ | . 448 |
| . 1 | . 46.4 | . 479 | . 493 | . 507 | . 515 | . 531 | . 543 | .55 4 | . 56.5 | . 575 |
| . 2 | . 585 | . 594 | . 004 | . 613 | . 621 | .6:30 | . 638 | . 64 ( ${ }^{\circ}$ | (6i.) 4 | . $665^{2}$ |
| . 3 | . $666^{9}$ | . 677 | . 684 | . 691 | . 698 | . 705 | . 711 | . 718 | . 724 | . 731 |
| . 4 | . 737 | . 743 | . 749 | . 755 | . 761 | . 763 | .712 | . 777 | .ix3 | . 788 |
| . 5 | .794 | . 799 | . 804 | .809 | . 814 | . 819 | . 8.1 | .829 | . 834 | . 885 |
| . 6 | . 843 | . 848 | . 853 | . 857 | . 862 | . 8661 | . 871 | . 875 | . 85 | . 884 |
| . 7 | . 888 | . 892 | . 896 | .900 | . 005 | .90! | . 118 | . 017 | . 0.1 | $\therefore 12$ |
| . 8 | . 828 | . 032 | . 836 | . 940 | . 944 | . 947 | . 051 | .0.5 | . 4.88 | . 142 |
| . 9 | .96.) | . 969 | . 978 | .97\% | .980 | . 083 | . 986 | . 90 | . 1903 |  |

## INIEX

(The Humburs refer to paigis.)

## Alseissa, B2

- Irecelerated motions, 30

Accuraty of resuls, 24
didition, proportion by. 9 ; and sulbtrateon, proportion by, !
u-form of gemeral equation, 87
Alternating series, zoz
Alternation, proportion by, !
Angle (complex numbers), 77; of a power, 7!) of a product, $7!$; ol a fluotient, 80 ; wf a root, 82
Sntecorlent, !
Antilogatithm, 211
Arithmetioni progression, 12
Axes, coörlinate, 3:
Axis, of imaginaries, $72,7 t$; of reals, $7: 3,7$

Base, 176 ; change of, 183
lBimomial ennjugate smol, 104
lBinomial quadratic surd, 104
Binmmial 'lheorem, 6
Cardan`s Formulas for the solution of cubies, 102
Change, of base, 183 ; of sign, 116
Check, on solution of puatratics, 41 , $4!$; on solution of eubie. $1: \% 2$
( 1 assitication of mombers, 52
( ©elticients and roots, relations betwern, qualratic, 48; general, 105
('ombinations, 145
(ommon difference, 12
('onnarison test. conversent series, 1!12: diverarent series, 195
(omplex mombers, 52, $\overline{i=2}$; angle of 77 ; conjugate, 75 : equality betwern, 72; graphinal representation of. 7 78,77: in polar form, 78, 79, 81) ; moи-
 (5): polar representation of, 77 ; roons of. 8.2
Complex roots, general equation, 100 ; quarhatice equation, 5.3, 5!)
("omponmal interest, 181
Comdition, cyuations of, 14

Conditional inequalitios rif ; linear, ( 97 ; quathatic, 67
Conjugate linomial sumls, 104
Conjugate complex number: $\boldsymbol{\text { Con }}$
(Conseythent,9)
Conslant, sravitational, 30 ; multiplication of routs ly a, 115
Continuation of sisn, 116
Convergence, 190 ; (ommparison test for, 192: ratiotest for, 1!)!
Convirgent series, 1!1]. 192; sum of, 191; approximate computation, 20 ;
Coimminate axes, 32
Coürlinates, 32
( orrespondence of points to mmbers, 72
Cule roots, tables of, 217
Cubic equation, araphical solution, 134 ; sulution by C'arlans Formulas, $1: 30$
Cubic fumetion, derivative of, 185
('nrves, families of, 58; maximmm am? mininmm joints, 60 . See also Grapl!, Bruation

Decimal places, convention for last significant figure, 178
Degenerate puadratic, is
De Muivre"s theorem, 7!
Depersdent equations, 19)

1) ependent variable, 2!
2) erivative of the enbie fumetion, 10.5 : of the polyomial. 1:3i
Jescartesis rule of sigus, 116 ; fur negative roots. 118
beterminant, levelopment, 151, Iati; development, by minors, 1 tiof cheHems ol, 15l; evalnation, 1tie: minom of, 160 ; of $n$th order, $1 \underset{\sim}{2}$; of secoud order, 5 : 1 : of third order. 152; principal liatronal uf, 151 ; properties of, 157. 158, 15!, 16in; transposition, $15!$
Determinants, solntion of system of limear equations by means of list, 1iin, $16 i$

Development of a leterminant, 1.51, 156 ; by minors, 160
Diagonal. priucipal, 151
biminution of roots of an equation, 119; graphical interpretation of, $1 \because 2$
Discriminant, $5: 3$
Divergence. 1!OH ; comparison thest for, 195 ; ratio test for, 199
Divergent series, 191
Division, by zero, 14, 16. 57 ; syuthetic, 91 ; rule for synthetic. $9: 3$
Double roots of an equation, 102, 137
Elements of a determinant, 1.51
Equal roots of an equation, 53, 5. ; determination of maxima and minima by means of, 60
Equality between complex mmbers, 72
Equation, 14 ; exponential, 180 ; graph of, 24, 32; homogeneous. 167 ; in quadratic form, 44; of condition, 14; with known roots, formation of, 107. See culso Quauratic, General, Linear ; and Culic Equation, Root, Curve, Graph. Ilentity
Equations, dependent. 19 ; families of, 53 ; incompatible. 19 ; system of, 19, $34,154,165,167$
Error in computation, 139
Exponent, fractional, 4; irrational. 175 ; negative, 5 ; zero, 5
Exponential and radical notation, 4
Exponential equation, 180
Exponents, laws of, 4
Extent of table of values, 95
Extraneons roots, 39
Extremes, 9
Factor, rationalizing, 5
Factor Theorem, general equation, (1) ; quadratic equation, 47
Factoring, 1 ; solution of equations by, 37 ; type forms for, I
Falling body, formula for, from rest. 29 ; with initial velocity, 30
Families, of curves, 58 ; of equations, 5 , 3
Fractional exponent, 4
Fractions, simplification of. 3
Function, 24: integral, 87; rational, 87 ; representation of, 25

General epmation. 87: $\alpha$-form. 87; Factor Therorem for, 91; $p$-form. 88 : relation between roefficients and roots. 105. See also Equation. Linot
(ieometrical progression. 12
Geometrical series, 12. 192. 196
(iraph, 24 ; of equation. 32 ; uf function, 94 ; of incompatible equations, 34; of linear equation. 34; uf quarlratic equation, 59; of system of linear equations, 34
Graphical interpretation, of diminntion of roots, 122 ; of linear conditional inequality. 17
Graphical representation of complex numbers, 72,73, i7
Graphical solution, of cubic equation. 134; of quadratic equation. 54, 133; of system of two equations, 34
Gravitational constant, 80
Harmonic series, 195
Homogenenus equation. 167
Homoreneous equations. solution of system of. by determinants. 167
Horner's Method of approximating irrational roots, $1: 4$

Identity, I4
Inaginaries, axis of, i2. it
Imanary numbers, 52 : necessity for. 6: ; operations with. 70,71
Imaginary unit. 69
Inaccessille limit, 187
Incompatible equations, 19; graph of 34
Independent varialle, 29 ; choice of. $3: 3$
Indeterminate forms, 197
Induction, method of complete. 106
Inequalities, operations with. 64
Inequality. 64 ; conditional. 64 ; linear conditional. 67 ; graphical interpretation of. (bit: quadratic conditional, 67; unconditional, 64
Infinite root. 57
Infinite series, see Series
Infinity, 37, 185
Integral function. 87
Integral term. 87
Interest. compound. 181
Inversion, 156 ; proportion by, 9
Irrational exponent, 175
Irrational number. 52 ; necessity for. 60
Irrational roots, Horner's Method of approximation, 124

Linit, 12, 186, $187^{7}$; inaccessible. 187
Linear conditional ineguality, 67
Linear equation. graph of, 34 ; in one variable. 14 ; in two variables, 19
Linear equations, system of, 19 : graphical solution of system of, 34; solution of system of, by determinants, 154, 165.167

Lomation principhe， 123
Logerithm， 175 ；modulus of，2017：of a ןwwer，177；of a product．175；of a gnotient， 178 ；of a rone， 1 isx
Logarithms，operations with， 177 ； tables of， 212

Maxima abll minima，（6）；Actorminat tioll of，by equal roots，（i）
Nouns，！
\inima， 60
Мінッ， 160
Minors，development by，lion
Modulus（complex mumbers），it；of a power， $\mathbf{7}$ ！；of a prownct，7！？of a （ftroticut， 80 ；of a rowt． 82
Modulus（logarithus），207
Motion，accelerated．30；miform，2：3
Multiple roots，104，1：37
Multiplication，by the maknwon．tx； of roots by a constant， 11 F

Negative and positise terms．suries with，202，203
Negative exponent， 5
Nequtive roots，Descartess rule of signs for， 118
Nimber of roots， 46,97
Numbers，classification，52：complex． 52 ；correspontence of to primata， 72 ； irrational，52；pure maginary，52； rational，5\％；real，ise．See ulivo ubore howding＊indirictually

Gue－to－onne correspontence of print． tw mombers， 72
＂prrations，noon complex mombers， 73．is；with incogualities，til：with logerithuns， 177
Wrdinate， 32
Wrigin，3：
Wncillating series．1：3］
l＇arallel lines，：st
l＇amameter， 53
dartial remamoms，sigh of，as indica－ tion of roots，！ 9
Permmations， 142 ；of thines all dif－ feromt， 143 ；with repetitions， 14 ：
p－form of senerat eguation， 88
loints and mumbers，correspmatence between． 72
Pobar form of complex mombers is
lobar represemtation，of complex mon－ bers， 77 ；of division of complex mom． bers．80：of multipheatmon of complax numbers， 7 ：；of prwers of cemplex numbers， $7!$

P＇olymomial，87：ganmat，of wh de－ Eree， $8 \overline{7}$ ；Arrivative of，l：3
lowition alld bugatise terms，serios will，202，20：3
lositive root indiatell hy radical sign， 5
 177；modulus of a， 7 ：
Power s．rics， 204
1rime expression． 1
Principal diagomal， 1.51
Irobability， 148
 177；modulus of ：：i：
 licial，12
l＇roportion，！；by addition，！；by ad－ dition and subtaction，！！by al－ temation，！；ly inversion，！；ly subtraction，！
l＇ure imagimary momber，os
Quadratic comditional inemuthity， 137
Quadratice equation，chanractur of ronts， 52,55 ；check un molution， 41 ：com－ plex roots，5is，5！）；degemerate． 5 ；； determination of maximat and min－ ima by ergal routs．（ite；dincriminant，
 5is． 60 ；extrameons rowts，30；lractor Theorem for， 47 ；formma for soln－
 tion，5！！l：3：：inlinite ron，st；
 $\therefore 3$ ；reat rexts，$: 3$ ；reduced form， 48；mation between rowts and cor efficients，48：rowts．38，3：3．1t．48，
 factoring， 37 ；suluton ly formula． 38 ；special cases，5\％；zero rowt．\％5
Quadratic form， 44
（Luantity， 24
（enticnt，ansle of．80）lugarthm of． 1 is；motulus of，80

Radical， 1 ：and expenemtial monation． 4
landial sims，ennvention of E，
Katio．！12：

Rational funtion．हi
lational inmber， 5 2e

Rathatal trom，87
Ratmolization．is
Rathonalizing fatoor，or

leal mumber， | 2 |
| ---: | :--- |

latal tonts．in：

Reals, axis of, 72. 74
Reducedformof fuadraticeruation, 48
Remainder, partial, !"
Remainder Theorem. 90
Root, angle of, 82 ; cube, tables of, 217 ; $\operatorname{logarithm}$ of a. 178 ; modulus of a. 82 ; positive, denoted by radical sign, 5; square, tables of, 215
Roots, of a complex number, 82 : of an equation, 14 ; of a mmber, 4
Roots of the general equation, binomial quadratic surd. 104 ; complex. 100 ; diminution of $, 119,122$; domble, 102,137 ; existence indicated by sign of partial remainder, : ; ; irmational, Iorner's Methon of approximation, 124 ; multiple, $102,104,137$; multiplication of, by a comstant.115; number, :17; rational, retection of , 111; relation between coetticients and, 105 ; threefold, 102
loots of the quarlutic equation, see Quadratic equation

Series. 188 ; alternating, 202 : comMarison test for, $1!2,195$; convergent, $191,1!2$; convergent. sum of 191, 206; divergent.1:11: geometrical, 152,194 ; harmonic, 195 ; oscillating, 191: power, 204; ratio test for, 199 ; special, lint of, 204 ; with positive and regative terms, 202, 203
Sign, change of, 116 ; continuation of. 116
Sisn, of partial remainder as indication of root, 96 ; rallical, convention for, 5
Significant firme, convention for last, 178
Kigns, Descartes's jule of, 116 ; for negrative roots, 118
Simmlaneons system of equations, 14 , i34. 154, 165, 167

Sohtion, of cubice equation by Cardan": Formulas. 130 ; of quadratic equation by factoring. 37 ; of quadratic equation by formula, 38 ; of quadratir. equation, check on, 40,42 ; of system of equations by determinants, 15t, 165, 167. See also Graphical solution
Square roots, tables of, 215
Straight line, 34
Subtraction, proportion by. 9
Sum of a series, 191; approximatp computation, 206
Surd, binomial quadratic, 104; (")njugate binomial, 104
Synthetic division, 91 ; rule fos. 9.3)
System of effuations, $19,34,154,165$, 167

Table of values, extent of . 95
'lables. of cube roots, 217; of locarithms. 212 ; of square roots, 215
Term, integral. 87 ; rational. 87
Test for convergence, comparison, 192 ; 1"atio, $1!9$
Test for divergence, comparisom, 19.5: ratio, 199
Threefold ronts, 102
Transposition in determinants. 159

Tneonditional ineguality. (ist
Cniform motion, 23

Valnes, extent of table of. 月5
Variable, 29. 53. 18.5; dependent. $2!!$; independent, 24 ; independent, choice of. 33
Variation, ?

Zero, division by, 14 ; expression equal to. 37 ; root equal to. 55
Zero expunent, 5
A


[^0]:    * In this equation the resistance of the air is neglected. The number 16 is the approximate value of a constant depending on the force of gravity.

[^1]:    * Let the student write out these expansions to several terms.

[^2]:    * For a proof of the complete theorem, see Hawkes, Advanced Algebra, p. 177.

[^3]:    * It shonh be kept in mim that a given equalion has the same roots whether the variable is called $x$ or $x^{\prime}$.

[^4]:    * See Hawkes, Advanced Algebra, p. 200.

[^5]:    * J. L. R. Morgan, Elements of Physical Chemistry, 4th ed., p. 5h.

