
\
.^

[H.A.S.C. No. 108-12]

INFORMATION TECHNOLOGY IN 21ST
CENTURY BATTLESPACE

Y 4.AR 5/2 A:

2003-2004/12

Information Technology in 21st

BEFORE THE

TERRORISM, UNCONVENTIONAL THREATS AND
CAPABILITIES SUBCOMMITTEE

OF THE

COMMITTEE ON ARMED SERVICES
HOUSE OF REPRESENTATIVES

ONE HUNDRED EIGHTH CONGRESS

FIRST SESSION

HEARINGS HELD
JULY 24, AND OCTOBER 21, 2003

^^f'^R'^^'TEMDHwr OF oocuME ns
DEPOSITORY

SEP 1 2004

BOSTON PUBLIC LIBRARY

U.S. GOVERNMENT PRINTING OFFICE

WASHINGTON : 2004

For sale by the Superintendent of Documents, U.S. Government Printing Office

Internet: bookstore.gpo.gov Phone: toll free (866) 512-1800; DC area (202) 512-1800

Fax: (202) 512-2250 Mail: Stop SSOP, Washington, DC 20402-0001





0^
[H.A.S.C. No. 108-12]

INFORMATION TECHNOLOGY IN 21ST
CENTURY BATTLESPACE

Y 4.AR 5/2 A:

2003-2004/12

Information Technology in 21st

BEFORE THE

TERRORISM, UNCONVENTIONAL THREATS AND
CAPABILITIES SUBCOMMITTEE

OF THE

COMMITTEE ON ARMED SERVICES
HOUSE OF REPRESENTATIVES

ONE HUNDRED EIGHTH CONGRESS

FIRST SESSION

HEARINGS HELD
JULY 24, AND OCTOBER 21, 2003

DEPOSITORV
""

BOSTON PUBLIC LIBRARY

U.S. GOVERNMENT PRINTING OFFICE

94-542 • WASHINGTON : 2004

For sale by the Superintendent of Documents. U.S. Government Printing Office

Internet: bookstore.gpo.gov Phone: toll free (866) 512-1800; DC area (202) 512-1800

Fax: (202) 512-2250 Mail: Stop SSOP, Washington, DC 20402-0001



TERRORISM, UNCONVENTIONAL THREATS AND CAPABILITIES
SUBCOMMITTEE

JIM SAXTON, New Jersey, Chairman

JOE WILSON, South Carolina

FRANK A. LoBIONDO, New Jersey

JOHN KLINE, Minnesota
JEFF MILLER, Florida

ROSCOE G. BARTLETT, Maryland
MAC THORNBERRY, Texas

JIM GIBBONS, Nevada
ROBIN HAYES, North Carohna
JO ANN DAVIS, Virginia

W. TODD AKIN, Missouri

JOEL HEFLEY, Colorado

MARTY MEEHAN, Massachusetts

JIM TURNER, Texas
ADAM SMITH, Washington
MIKE MrlNTYRE, North Carohna
GIRO D. RODRIGUEZ, Texas
BARON P. HILL, Indiana

SUSAN A. DAVIS, California

JAMES R. LANGEVIN, Rhode Island

RICK LARSEN. Washington
JIM COOPER, Tennessee

Thomas Hawley, Professional Staff Member
Jean Reed, Professional Staff Member
Uyen Dinh, Professional Staff Member

William Natter, Professional Staff Member
Curtis Flood, Staff Assistant

(II)



CONTENTS

CHRONOLOGICAL LIST OF HEARINGS

2003

Page

Hearings:

Thursday, July 24, 2003, Cyber Terrorism: The New Asymmetric Threat 1

Tuesday, October 21, 2003, C4I Interoperability: New Challenges in 21st

Century Warfare 147

Appendixes:

Thursday, July 24, 2003 37
Tuesday, October 21, 2003 179

THURSDAY, JULY 24, 2003

CYBER TERRORISM: THE NEW ASYMMETRIC THREAT

STATEMENTS PRESENTED BY MEMBERS OF CONGRESS

Meehan, Hon. Martin T., a Representative from Massachusetts, Ranking
Member, Terrorism, Unconventional Threats and Capabilities Subcommit-
tee 2

Saxton, Hon. Jim, a Representative from New Jersey, Chairman, Terrorism,

Unconventional Threats and Capabilities Subcommittee 1

WITNESSES

Charney , Scott, Chief Security Strategist, Microsoft Corporation 9

Dacey, Robert, Director, Information Technology Team, General Accounting
Office 5

Lentz, Robert, Director, Information Assurance, Department of Defense, and
DOD Chief Information Officer 6

Spafford, Eugene, Director, Center for Education and Research and Informa-
tion Assurance and Security (CERIAS), Purdue University 3

APPENDIX

Prepared Statements:

Charney, Scott 89
Dacey, Robert 55
Lentz, Robert 43
Saxton, Hon. Jim 41
Spafford, Eugene 107

Documents Submitted for the Record:

[There were no Documents submitted.]
Questions and Answers Submitted for the Record:

Mr. Bartlett 139
Ms. Davis (Susan) 137
Mr. Langevin 139
Mr. Meehan 131

(III)



IV
Page

Questions and Answers Submitted for the Record—Continued
Mr. Thornberry 132

TUESDAY, OCTOBER 21, 2003

C4I INTEROPERABILITY: NEW CHALLENGES IN 21ST CENTURY
WARFARE

STATEMENTS PRESENTED BY MEMBERS OF CONGRESS

Meehan, Hon. Martin T., a Representative from Massachusetts, Ranking
Member, Terrorism, Unconventional Threats and Capabilities Subcommit-
tee 148

Saxton, Hon. Jim, a Representative from New Jersey, Chairman, Terrorism,
Unconventional Threats and Capabilities Subcommittee 147

WITNESSES

Leaf, Lt. Gen. Daniel, Vice Commander, Air Force Space Command 152
Moran, Brig. Gen. Dennis, Director, Information Operations, Networks and

Space, United States Army 155
Rogers, Brig. Gen. Marc, USAF, Director, Joint Requirements and Integration

Directorate, J8, United States Joint Forces Command 156
Stalder, Maj. Gen. Keith, United States Marine Corps, Deputy Commanding
General, First Marine Expeditionary Force 154

Wallace, Lt. Gen. William, Commanding General, Combined Arms Center,

U.S. Army Training and Doctrine Command 150

APPENDIX

Prepared Statements:

Leaf, Lt. Gen. Daniel 196
Meehan, Hon. Martin T 186
Moran, Brig. Gen. Dennis 214
Rogers, Brig. Gen. Marc 224
Saxton, Hon. Jim 183
Stalder, Maj. Gen. Keith 199
Wallace, Lt. Gen. William 187

Documents Submitted for the Record:

[There were no Documents submitted.]

Questions and Answers Submitted for the Record:

Mr. Larsen 241
Mr. Thornberry 237



CYBER TERRORISM: THE NEW ASYMMETRIC THREAT

House of Representatives,
Committee on Armed Services,

Subcommittee on Terrorism, Unconventional Threats
AND Capabilities,

Washington, DC, Thursday, July 24, 2003.

The subcommittee met, pursuant to call, at 10:01 a.m., in room
2118, Rayburn House Office Building, Hon. Jim Saxton (chairman
of the subcommittee) presiding.

OPENING STATEMENT OF HON. JIM SAXTON, A REPRESENTA-
TIVE FROM NEW JERSEY, CHAIRMAN, TERRORISM, UNCON-
VENTIONAL THREATS AND CAPABILITIES SUBCOMMITTEE
Mr. Saxton. Good morning. The Subcommittee on Terrorism,

Unconventional Threats and Capabilities meets this morning to as-

sess the new asymmetric threat of cyber terrorism. In particular,

we would like to have a better understanding of this threat against

the Department of Defense (DOD) information technology (IT) sys-

tems and networks.
Information dominance is a cornerstone of the Department's force

transformation in the 21st century. We have witnessed these re-

markable technological capabilities—from sensors gathering intel-

ligence to sending that information to shooters in the air or on the

ground or both. And both in Operation Enduring Freedom and Op-
eration Iraqi Freedom, these issues were crucial.

This incredible transmission of data was accomplished with
greater accuracy, in a shorter amount of time and with fewer cas-

ualties. Armed with these incredible capabilities, our military

forces have gone into battle with more situational awareness than
any other troops in history.

While new technological advances bring information superiority,

it also brings new responsibilities and new challenges. Technology
evolves rapidly.

While programmers and software developers build more ad-

vanced systems to run more tasks, criminals become more creative

in their methods to break into these systems. Their purpose may
be to steal information, wreak havoc or send out false commands
or information.
Without a defense-wide information assurance policy and imple-

mented practices, the Department of Defense's networks may be
vulnerable to anyone who has a computer, the knowledge and the

willpower to launch cyber attacks.

Information assurance (lA) is a critical issue in the Department
because it operates approximately 3 million computers, 100,000
local area networks and 100 long-distance networks. These systems

(1)



include military service-based, joint defense and intelligence com-
puters and networks are a part of the Global Information Grid
(GIG), part of which is dependent on the commercial civilian sys-

tems.
All of these systems are susceptible to acts of cyber terrorists 24

hours a day. I wholeheartedly agree with Secretary of Defense Don-
ald Rumsfeld that IT is the enabler behind defense transformation.
What we need is the ability to leverage the technology and com-

mercial best practices to ensure the security and integrity of the
Department's networks. This is a major undertaking with extraor-

dinary consequences.
While the subcommittee recognizes the critical efforts and dif-

ficulty of implementing the Defense-wide Information Assurance
Program (DIAP), concerns have been raised that there is not suffi-

cient oversight or management at the Department to achieve the
objectives contained in the program.
The subcommittee is interested to learn more about the Depart-

ment's information assurance policy and the immediate and poten-

tial cyber threats against the Department's IT systems and net-

works. Additionally, the subcommittee is interested to learn about
the procedures or defense mechanisms presently in place at the de-

partment to counter cyber attacks.

Finally, the subcommittee would like to know more about the
processes or best commercial practices that private industry has
implemented to handle cyber security issues and whether these
practices are applicable to the Department. This hearing will at-

tempt to determine what progress the Department has made in im-
plementing its DIAP.
We are also interested to learn what challenges lie ahead for the

Department as it confronts cyber terrorists in cyberspace.

I would like to yield at this point to Mr. Meehan, our ranking
member, for any comments he may wish to make.

[The prepared statement of Mr. Saxton can be found in the Ap-
pendix on page 41.]

STATEMENT OF HON. MARTIN T. MEEHAN, A REPRESENTA-
TIVE FROM MASSACHUSETTS, RANKING MEMBER, TERROR-
ISM, UNCONVENTIONAL THREATS AND CAPABILITIES SUB-
COMMITTEE
Mr. Meehan. Thank you, Mr. Chairman. And I commend you for

holding this hearing. Aiid I join you in welcoming our guests this

morning.
Mr. Chairman, I view information technology or IT as critical to

both the national security and the economic strength of the United
States. You may remember that at a hearing this past April, I

raised this very point and questioned Secretary Stenbit about his

vision of IT for enabling military transformation.
We heard a great many things that day. And many were positive.

Yet we also learned that all is not rosy.

Many of the existing DOD IT systems remain redundant, out-

dated or inefficient. And many are vulnerable to cyber attacks from
terrorists, criminals, hackers and even foreign intelligence services.

That day's testimony also brought forth the importance of the

Department of Defense IT modernization budget, something that



our panel subsequently proposed to cut. This cut, nearly $2 billion,

is currently under consideration before the full House-Senate De-

fense Authorization Conference. And as I have said before, I ques-

tion the wisdom of such a proposal.

Today, we receive further testimony about the increasing nature

of threats to the information systems, the pervasive weaknesses to

the DOD IT systems and the challenges and proposed solutions

that we must consider. I am particularly concerned with the status

of the Department's enterprise architecture and the investment
management controls needed to implement it.

But my concern also includes our Nation's overall approach to

this evolving and growing challenge during this era. I hope that to-

day's guests will help us better understand these issues and also,

I think, assist us in our efforts to plan down the road, for we have
many, many important decisions that must be made, both in terms
of this subcommittee and the full committee. And again, Mr. Chair-

man, I thank you for putting this hearing together.

Mr. Saxton. Thank you, Mr. Meehan. We have one very distin-

guished panel today. We are very pleased to welcome you all here.

And let me just, by way of introduction, say that I would like to

welcome Professor Eugene H. Spafford, who is the director of Pur-

due University's Center for Education and Research and Informa-

tion Assurance and Security.

We also will hear from Mr. Robert F. Lentz, director of informa-

tion assurance. Office of the Assistant Secretary of Defense for Net-

works and Information Integration and the Chief Information Offi-

cer (CIO) at the Department of Defense.
In addition: Mr. Robert Dacey, Director of the General Account-

ing Office technology team; and Mr. Scott Charney, Chief Security

Strategist for the Microsoft Corporation.
Welcome. And thank all of you for coming. I know that you have

obviously made some sacrifices to be with us here today. And we
appreciate your time and effort to get here.

At the outset, I would like to ask unanimous consent that all

members' and witnesses' written opening statements will be in-

cluded in the record. And also I would like to ask unanimous con-

sent that all articles, exhibits and extraneous or tabular material

referred to be included in the record. Without objection on both
counts, so we will begin to hear from our witnesses.

Professor Spafford, if you would like to begin, we would appre-

ciate it.

STATEMENT OF EUGENE SPAFFORD, DIRECTOR AND PROFES-
SOR, CENTER FOR EDUCATION AND RESEARCH AND INFOR-
MATION ASSURANCE AND SECURITY, PURDUE UNIVERSITY

Mr. Spafford. Thank you, Chairman Seixton and Ranking Mem-
ber Meehan and members of the committee. Thank you very much
for inviting me here to speak to you.

This is an area where I have been conducting research and edu-
cation for 20 years. And it is one of great importance to the country
and to me as well, as an individual.

I have provided in my written testimony background and history

of a number of the software threats that can be committed against



our infrastructure, our information infrastructure. And I am not
going to go into detail on all of those here.

I would like to single out two of those issues in particular that
I believe are particularly important. As you know, we have an ex-

tremely well trained, well equipped military. And they demonstrate
their excellence repeatedly on behalf of the country.
However, the technology and the training that they have is very

dependent upon the information technology that they use. There is

computing technology at the heart of the command and control sys-

tems, communications systems, smart weapons systems and the lo-

gistics that provide the material that they need to carry out their

mission.
If that is disrupted, if that is altered, if that is denied, it creates

a great hardship and puts them in harm's way, as well as interfer-

ing with their missions. So of the many issues that face them, I be-

lieve there are two that we should consider especially.

The first is that over the last two decades, we have adopted a
policy, we followed a policy of using COTS products—commercial,
off-the-shelf products—whenever possible. This has had great bene-
fit to our military and to our taxpayers because the software has
developed very quickly. We have been able to get advance software
quickly, deploy it and use it in a cost-effective manner to provide
capabilities that our military might not otherwise have.
There is, however, a downside to our increasing dependence upon

the commercial, off-the-shelf products. Most of those products are
not written to be used in an environment where there is significant

threat.

Today's threat environment is major. We have, as was noted in

your opening remarks, attacks being committed by hackers, by an-
archists, by criminals, probably by foreign intelligence services and,
in some cases, perhaps more active attacks against our resources.

The COTS products have not been developed to be reliable and
robust under those kinds of circumstances, particularly when used
in high-stress environments such as occurs in the battlefield. We
have furthermore gone to a very small set of COTS products for a
majority of our platforms. And this forms a near monoculture.
When a new attack is found that is effective against one of these

products, it sweeps through the entire network, not only the mili-

tary, but government, academia and the public infrastructure. This
should be of great concern to us, that these points of weakness
occur.

And it is not just a few now and then. The Computer Security
Emergency Response Team Coordination Center (CERT CC), the
response center at the Software Engineering Institute (SEI), noted
that last year there were 2,000 vulnerabilities reported for common
COTS products alone.

This means that operators of systems may be in the position of

appljdng three to five security-critical patches per week to every
system under their control. That really is unacceptable for us to be
in a state of high readiness.
The second issue that I believe bears considerable concern is the

fact that we have much of this software and an increasing amount
of this software is being written by individuals that we would not
allow into the environments where it is operated. And the reason



for that is because they are not U.S. citizens. They have criminal
records. They do not have any kind of background check.

A recent study that I saw quoted in a newspaper article said that

80 percent of all of our software companies either currently
outsource to other countries some of their development or are plan-

ning to do so. This is wonderful for the world economy. It is very
good for our U.S. economy.

It provides low-cost labor that allows our companies to compete
better and produce software more effectively. But it also introduces
a tremendous vulnerability to our systems because the software is

being developed, sometimes tens of millions of lines, by individuals

whose motivations and agenda may not be fully known.
We do not have the tools or the technology to fully examine that

software to understand all of the features that may have been
added without our request. As a result, we may be placing some
of our critical operations and their personnel in danger from hidden
logic bombs, Trojan horses and other kinds of mailware that will

have been written into that software.
This is something that we need to be very cautious about and

rethink out policies, as to how we are obtaining software and de-
ploying it.

With that, I will leave any further comments in response to your
questions. And I thank you for your attention.

[The prepared statement of Mr. Spafford can be found in the Ap-
pendix on page 107.]

Mr. Saxton. Thank you very much. Mr. Dacey.

STATEMENT OF ROBERT DACEY, DIRECTOR, INFORMATION
TECHNOLOGY TEAM, GENERAL ACCOUNTING OFFICE

Mr. Dacey. Mr. Chairman and members of the subcommittee, I

am pleased to be here today to discuss the status of efforts by the
Department of Defense to protect its information systems from
cyber attacks.

As you requested, I will briefly summarize my written statement.
Dramatic increases in reported security incidents, the ease of ob-

taining and using hacking tools, the steady advance in sophistica-
tion and effectiveness of attack technologies, dire warnings of po-
tential and more destructive attacks, including combined cyber and
physical attacks, an increasing dependence on and standardization
of information systems continue to evidence the growing threat of
cyber attacks to our infrastructures.
The potential sources of attacks include individuals and groups

with malicious intent, such as crime, terrorism, foreign intelligence
gathering and acts of war, as well as insiders. At the same time,
although there have been some individual agency improvements,
our most recent analysis of audit and evaluation reports for 23
major federal agencies continued to highlight significant informa-
tion security weaknesses that place a broad array of federal oper-
ations at risk.

Concerned that significant weaknesses in federal information se-

curity make them vulnerable to attack, in October 2000, the Con-
gress passed and the President signed Government Information Se-
curity Reform Provisions, commonly known as GISRA, require-
ments that are now permanently authorized and strengthened



through the recently enacted Federal Information Security Man-
agement Act, or FISMA.

In its fiscal year 2002 GISRA report, DOD reported that the De-
partment has an aggressive information assurance posture and
highlighted several initiatives and accomplishments, which include
development of an overall Department-wide strategy that identifies

goals and objectives for information assurance and in the process
of aligning its strategic objectives and the strategy in developing
milestones and performance measures for gauging success; two, the
issuance of numerous information security policy directives, in-

structions, manuals and policy memoranda to establish a Depart-
ment-wide information assurance policy framework; three, complet-
ing certification and accreditation of security controls for a sample
of its networks; and four, significant progress in developing net-
work defense capabilities.

However, DOD's reporting also acknowledges that a number of
challenges remain for the Department in implementing both its

policies and procedures and statutory information security require-
ments, including: completing actions to correct reported material
weaknesses in information assurance; implementing key FISMA re-

quirements for the systems reviewed. And another challenge will

be eventually expanding FISMA reviews to all Department systems
and networks.
Our past work has shown that an important challenge Federal

agencies face in implementing information security management is

ensuring that they have appropriate management structures and
processes in place to strategically manage information security, as
well as ensure the reliability of performance information.
For example, disciplined processes can routinely provide the

agency with reliable, useful and timely information for day-to-day
management of information security. DOD has undertaken its De-
fense-wide Information Assurance Program, or DIAP, to promote
an integrated, comprehensive and consistent information assurance
practice across the Department.
However, as indicated by the GISRA report, DOD's audit commu-

nity indicated that DOD did not yet have a mechanism in place for

comprehensively measuring compliance with department policies.

With the first agency reporting under FISMA expected in Sep-
tember of this year, updated information on the status of DOD's in-

formation assurance efforts will be available for continued congres-
sional oversight.

Mr. Chairman, this concludes my testimony. I would be pleased
to answer any questions that you or other members of the sub-
committee may have.

[The prepared statement of Mr. Dacey can be found in the Ap-
pendix on page 55.]

Mr. Saxton. Thank you very much, Mr. Dacey. Mr. Lentz.

STATEMENT OF ROBERT LENTZ, DIRECTOR, INFORMATION
ASSURANCE, DEPARTMENT OF DEFENSE

Mr. Lentz. Thank you, Mr. Chairman and members of the sub-
committee. I am honored to be here and pleased to have the oppor-
tunity to speak with your committee as the DOD Information As-
surance, or IA, Director about actions the Department of Defense



is taking to address the threats to the security of its network, sys-

tems and information.

We have and continue to make significant progress in our quest
to secure and defend our computer networks. This committee has
been briefed extensively on leveraging information technology to

create a seamless, interoperable, net-centric environment.
I must underscore that our dependence on information tech-

nology is critical. IT and lA go hand in hand. The criticality of pro-

tecting and defending our information has become even more im-
portant as our adversaries see the way we conduct operations, both
in peace time and in war time. In recognition of this, the Secretary
established the protection of U.S. information networks from attack

as another foundational transformation goal.

And Mr. Stenbit, the CIO, recently testified before your commit-
tee and has made lA one of his top three goals. To guide and man-
age the Department's lA portfolio, we established, with strong con-

gressional support, the Defense-wide Information Assurance Pro-

gram, the DIAP.
The DIAP is critical to guiding DOD investments, promoting en-

terprise decisionmaking and interoperability and is responsible for

overseeing policy and architecture development. To enable trans-

formation to net-centric operations, we are executing a comprehen-
sive lA policy framework.
We have also designed an lA strategic plan that provides a cor-

porate blueprint to leverage IT for business and warfighting envi-

ronments and are in the process of developing a comprehensive LA
end-to-end architecture to tie all the pieces together.

In addition, an LA senior, two-star working group has been put
together to provide oversight over all these LA activities. This group
has challenged us to make the policy process more open, visible,

collaborative and, as a consequence, faster.

We are working with the private sector, the academic community
and our closest allies to ensure sound management practices for

governing our vast network. Our lA strategic plan, our road map,
has five major goals.

Protecting information is goal one. This means that all informa-
tion must be protected from end to end and through its life cycle

from our most sensitive nuclear command and control to business
transactions.

DOD has already invested in programs such as public key infra-

structure, biometrics and a common access card program, so that
by the end of the year, nearly all DOD personnel will be outfitted

with a capability for identifying itself and accessing the network.
It is a world-class network. We are also aggressively modernizing
all of our cryptographic systems.
Goal two is defending the system and the network. Specifically,

we must be able to recognize, to react and to respond to threats.

DOD systems and networks are constantly under attack and
must be continuously defended, 24 x 7. Intrusion attempts into

DOD continue to grow. And the speed and complexity of these at-

tacks are increasing. Last year, we successfully defended against
approximately 50,000 attempts to gain root-level access into the
DOD network.
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Goal three emphasizes situation awareness in lA command and
control. We must provide the combatant commanders sufficient vis-

ibility into their network's threats and into their operations to gain
full awareness of their situation at all times. This extends to other
government and private sector partners as well. In addition, our
international allies are closely aligned with us in this strategy.

We must be able to proactively defend our forces, both at home
and globally. The growing sophistication of attacks makes speed of

detection and response absolutely essential.

Goal four is focused on process improvements and research. We
realize DOD is not an island. The net-centric warfare environment
requires innovation.
We have published our lA hardest problems to challenge the re-

search community to help us develop new capabilities. We are also

challenging industry to be more responsible in the security of cur-

rent commercial software products and are aggressively looking at

ways to improve the overall software assurance area. DOD is ac-

tively enforcing security testing.

Lastly and most important is goal five, which focuses on creating
an lA-empowered workforce that is trained, highly skilled, knowl-
edgeable and aware of its role in assuring information. We are
leveraging initiatives to create centers of academic excellence, now
up to 50 universities and colleagues around the United States, as
well as lA scholarships with the goal to improve our recruitment
and retention.

Through efforts like these and our system and security adminis-
trative efforts, we are certifying our system administrators. And we
are beginning to make significant progress overall in empowering
our workforce.
The Federal Information Security Management Act of 2002,

FISMA—as Bob was talking about—is the most influential statu-

tory requirement for DOD with respect to lA. The policies and stra-

tegic plan I described for you are our tools to meet those respon-
sibilities. And we take them very seriously.

In both 2001 and 2002 GISRA reports to Congress, Office of

Management and Budget (OMB) mentioned that training and inci-

dent response areas, within the Department of Defense, we excel.

And in fact, our Incident and Response Center is an integral part
of the federal community's cyber warning network, set up soon
after 9/11.

We have road maps. And we are working diligently to improve
our system certification and accreditation practices and databases
that will help us track those certifications. This is a very important
priority of ours.

The challenges we face are similar to those found throughout the
government and industry and with our allies. Size, global presence,
dynamic technical and operational requirements all contribute to

the complexity of our environment.
But we are adapting. We are making progress. We are managing

the risk and are managing it successfully across all of our national
security missions.
Most important, however, our progress is reflected in our ability

to act as an enabler, not an impediment, in the conduct of net-cen-

tric operations in several theaters around the globe.



I appreciate the opportunity to appear before the subcommittee
and look forward to your continued support and questions. Thank
you.

[The prepared statement of Mr. Lentz can be found in the Appen-
dix on page 43.]

Mr. Saxton. Thank you very much for your statement. Mr.

Chamey.

STATEMENT OF SCOTT CHARNEY, CHIEF SECURITY
STRATEGIST, MICROSOFT

Mr. Charney. Chairman Saxton, Ranking Member Meehan and
members of the subcommittee, thank you for the opportunity to ap-

pear here today. As Microsoft's chief security strategist, I oversee

the development of strategies to implement our long-term trust-

worthy computing initiative, the objective of which is to create

more secure software, services and infrastructures.

At Microsoft, we are deeply committed to cyber security. And we
recognize our responsibility, as well as the responsibility of our in-

dustry, to make our products ever more secure.

It is for this reason that our trustworthy computing initiative is

our top priority and involves every aspect of our company. The
focus of trustworthy computing is on four key pillars: security, pri-

vacy, reliability and business integrity.

The security pillar is most relevant for today's hearing. Here, we
work to create products and services for the Department of Defense
and for all of our customers that are secure by design, secure by
default and secure in deployment.
Secure by design means two things: writing more secure code

and architecting more secure software and services. Secure by de-

fault means that computer software is secure out of the box, wheth-
er it is in a home environment or an IT department.
Secure in deployment means making it easier for consumers,

commercial and government users and IT professionals to maintain
the security of their systems. One thing is clear: no matter the in-

vestment, there will be vulnerabilities in complex software.

Last week one was discovered and patched for Windows Server

2003. While disappointing, all platforms—including Windows,
Linux and Unix—will have vulnerabilities.

Today, however, Microsoft is making unprecedented efforts to

create secure code. And we have also provided a state-of-the-art Se-

curity Response Center.
Notwithstanding the robust nature of our own efforts, we recog-

nize that trustworthy computing and improved cyber security will

not result from the efforts of any one company alone. As described

in more detail in my written statement, we work with industry and
government leaders to make security a reality for the entire indus-

try.

We are also committed to working closely with DOD to support
its information technology and research. For example, we are pro-

viding DOD with patch management solutions and developing tools

to increase DOD's efficiency while properly controlling access to

sensitive information.
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Additionally, using commercial, off-the-shelf applications such as
Microsoft Exchange and Outlook, we are supporting the Defense
Messaging Service.

I would also like to spend just one moment talking about some
of my experiences at the Justice Department. That experience sug-

gests that the government generally, and DOD in particular, faces

new challenges in cyber space.

The notion that only states have access to weapons of war is no
longer correct, at least not if information warfare is considered.
Simply put, we have distributed a technology that is far more pow-
erful than most that have been placed in the public domain.
Although the Defense Department has traditionally focused on

states of concern, it must now concern itself with terrorist groups
and individuals of concern, a far larger pool and one that is harder
to identify and police. Today, an attack upon DOD may come not
only from a foreign nation or a terrorist group conducting informa-
tion warfare, but also from juveniles on the West Coast, as it did

in Solar Sunrise, the case name for a widespread attack against
DOD that appeared initially to come from the Middle East.

To the extent the nation detects a cyber attack but does not
know who is attacking—a juvenile, a criminal, a spy or a nation
state or terrorist group bent on committing information warfare

—

the role of the Department of Defense may not be entirely clear.

In the face of this cyber security challenge, I want to outline a
few specific areas where government policy can be particularly

helpful in promoting cyber security within the government and
throughout our infrastructures. First, the government can lead by
example by securing its own system through the use of reasonable
security practices, such as bu5dng products evaluated and certified

under the common criteria.

We applaud DOD's recent efforts to make clear that its security

policies apply to all software, regardless of development and licens-

ing models.
Second, we support additional federal funding for cyber security

research and development. And it is equally important that the
government maintains a traditional support for transferring the re-

sults of federally funded R&D under permissive licenses to the pri-

vate sector.

Third, government has a critical role to play in facilitating infor-

mation sharing. In short, the government must be an active pro-

vider, as well as an avid consumer of, valuable threat and vulner-
ability information.

In closing, Microsoft is committed to strengthening the security

of our software and services and are equally committed to working
with Congress, DOD, other government agencies and our industry
peers on security issues, whether by offering our views on proposed
regulatory or policy measures or participating in joint public and
private security initiatives.

[The prepared statement of Mr. Charney can be found in the Ap-
pendix on page 89.]

Mr. Saxton. Thank you each very much. We are going to go to

Mr. Meehan first for questions. But at least let me make an obser-

vation, if I may, in thanking each of you for your opening state-

ments. It is impossible to listen without being concerned because
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of the challenges that you have each outlined in a slightly different

way. So it looks like we have a big job ahead of us. And we want
to be partners of DOD in helping to solve or bring into focus—clear

focus—some of these issues that we need to deal with. And so we
look forward to working with you. Mr. Meehan.
Mr. Meehan. Thank you, Mr. Chairman. Mr. Lentz—and actu-

ally, I would appreciate it if all the witnesses could comment on
this question—it is my understanding that large portions of the

commercial off-the-shelf software may actually be produced outside

the United States. The media has reported that software produc-

tion is moving offshore to India, due to cheaper labor costs.

How can we ensure that the software is not corrupted by unscru-

pulous persons or even, in some instances, our allies? And how can
the Department of Defense create secure computing capabilities

using this COTS software that may have been produced outside of

the United States?
Mr. Lentz. Thank you, sir. That is a very important priority of

ours within the Department of Defense and, for that matter,

throughout the entire community.
The President challenged us over a year ago to begin working in

earnest to get a handle on that particular issue. We have a very

aggressive series of working groups going on within the community
as we speak, to identify a very definitive course of action on how
to address that particular problem.

I will tell you that clearly one of the big gaps that needs to be

filled immediately is the need to do more research in this area. We,
I think, have to live with the reality that products and software are

going to be designed overseas. That is the nature of the world we
live in.

But I think by putting in investments in research and tech-

nology, we can develop the right tools and techniques to be able to

allow us to inspect that software—we hope—in a way that we can
have higher confidence in its implementation within DOD or within

other infrastructures. But it is clearly a major concern of ours. And
I will underscore that we have a series of working groups working
throughout the community. And we are going to work with indus-

try and the academic community in order to deal with it.

Mr. Meehan. Mr. Charney, I am interested

Mr. Charney. Yes, as a large software developer, I would like to

address this question. And I might respectfully suggest that we
might be asking the wrong question. And I say that because al-

though most of our core components and our core products are de-

veloped in the United States, if you walked around the Redmond
Campus, you would get quite an international flavor.

And at the same time, we have to remember that Timothy
McVeigh and Aldridge James and Robert Hanssen were all Ameri-
cans. And two of the three had security clearances.

I think the issue might not be where the code is developed, but
rather the quality assurance techniques that are placed around the

code. So one of the things you have to have is very rigorous proc-

esses in place to examine your code, test your code and have qual-

ity assurance built in, so that you know the code
Mr. Meehan. Would you agree that it would be more difficult to

do that with software made outside of the United States?



12

Mr. Charney. It depends on the development process. Although
most of our software is here, if you are getting components from
overseas, for example, and actually reviewing, the vendors review-

ing the quality of the component and testing the component, you
will know what is in your code.

And the difficulty is, as well, that a lot of code developed in the

United States is actually developed by foreigners who are residing

here and doing software development. So it really comes back to

quality assurance for the code.

Mr. Spafford. I would echo Mr. Charney's comments that the lo-

cation where the code is produced is not the only factor. It certainly

has a great deal to do with the parties involved, their training, the

tools available to them.
As an underline to this, it is really going to be, unfortunately, a

question of cost and time. To get higher assurance of software may
require that the U.S. government have a process for obtaining

source code and running extra tests against that code or extra ex-

aminations.
That will undoubtedly cost more to acquire than simply buying

it in bulk and shrink-wrapped packages. However, for mission-criti-

cal applications where we have to depend on that code, I think it

is certainly important that we do so.

The current quality assurance methodologies that are being used
allow literally hundreds of software flaws to slip past. So clearly,

what we are doing now is not going to be sufficient.

Mr. Dacey. I would also echo the comments that it is certainly

a challenge and it does need to be looked at. And certainly, GAO
is working on a request right now from Congress to look at that

in certain areas.

In terms of the process though, there needs to be a quality assur-

ance process built in to provide some reasonable assurance that

something has not gotten in there, whether it is intentional or un-
intentional, into that code. And the challenges of that are, if some-
one else is developing it, coming up with—I agree with Mr. Lentz

—

research and development.
It is very difficult right now to fully analyze the code. And I

think some additional research would be certainly appropriate to

try to find better ways to look at it for these kinds of problems.

Mr. Meehan. Let me ask each of the panelists again, is there

any analysis of terrorist organizations' plans to grow cyber terror-

ism capabilities? In other words, are there terrorist training camps
for computer geeks, designed to raise the skill level of cyber terror-

ists?

Is there any analysis or evidence that any of the panelists could

present to the committee?
Mr. Lentz. Well, I think probably that might be left for a classi-

fied discussion. I think we can provide you more details on that at

a later time.

[The information referred to can found in the Appendix begin-

ning on page 131.]

Mr. Spafford. I will observe that there are bulletin boards and
discussion lists where techniques are taught, where tools are avail-

able, so that anyone—and as Mr. Charney mentioned earlier, even
juveniles spending a minimal amount of time online are able to
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learn some very sophisticated attack methodologies, download
those tools and modify them for their own use.

So we have, perhaps, a virtual worldwide training camp going

on, on a regular basis, of individuals with various motivations

using these tools and techniques, trying them out against our civil-

ian and military infrastructures around the world.

Mr. Meehan. I will stop here.

Mr. Saxton. Thank you. Dr. Spafford, help me with some terms.

If we talk about a system or systems, can you just define for us

what we are talking about when we use the term "system?"
Mr. Spafford. That, sir, is a bit difficult because of the inter-

dependence of communications and distributed processing that cur-

rently occurs. Sometimes, a system will be a stand-alone computer
with memory and input-output devices.

Other times, a system requires the interoperation with other

computers in other locations, such as a sensor network system or

a communications system that requires processing nodes at dif-

ferent locations with wires between them. All of those as a system,

however, behave at their heart as a processor that takes informa-

tion in, manipulates it, puts it out and may have local storage. And
that is about as close as I can come, sir.

Mr. Saxton. Right. Mr. Lentz, DOD systems have grown up in

a, I guess I would call it, appear to have grown up in a kind of a

fragmented way. None of the services has a sj'stem, a single sys-

tem, from what we have been able to understand. And the systems
have grown up as, I guess the term we use around this institution

is a stovepipe effect.

And we know that is true because now, for the first, the Navy
and Marine Corps are trying to develop the Navy-Marine Corps In-

formation System. And that is hard to do because of the frag-

mented nature of the way we develop the system. Do we know how
many systems, following the definition of Dr. Spafford, we have in

DOD?
Mr. Lentz. Yeah, I agree with the doctor. It is a very difficult

question to answer because you have so many different ways to

look at it.

You have local systems that could be on an Air Force base, iso-

lated in one department versus integrated networks that tie mul-
tiple systems together. It is an extremely hard question to answer.
But I do believe
Mr. Saxton. It is hard just to define the term "system," is it not?

Mr. Lentz. It is.

Mr. Saxton. To know what a system is? If it is hard to define

the term system and we have all these interrelated, sometimes
independent, sometimes systems, how do we secure them? If we
cannot get our arms around what the system is and where they are

and how many we have, how do we secure them?
Mr. Lentz. Well, I think the one way that we are addressing

that within DOD is we most recently put out a DOD LA policy. In
fact, it is our capstone policy for information assurance. It was put
out in October of last year.
We identify a number of parameters. And it really comes down

to providing what we call designated approval authorities, or

DAAs, who are responsible for identifying those systems or net-
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works that they beheve they are responsible for within their area

of responsibihty.

And in working with their CIOs, they then will put together the

right template of areas of responsibility. And through that process,

we are enforcing certain security controls that they will have to

make the risk management decisions on.

So we are following this new lA policy. And it has been our top

priority, over the past couple of years, to get this policy out.

And we are very pleased that it is out on the streets. And that

is going to be the mechanism we are going to use to bring all these

pieces together to provide the right governance for the overall net-

work.
Mr. Saxton. Mr. Dacey, is this a problem?
Mr. Dacey. I think one of the challenges is trying to figure out

how you put this group of systems together. Some of the discus-

sions we have had here on interconnectivity are probably the most
challenging because even if you define systems across any agency,

there is likely to be interconnectivity that you have to consider.

So in looking at security, one of the ways in which FISMA is ad-

dressing some of those challenges is to require the development of

different risk levels and minimum standards for each of those risk

levels. And given that, if we have a process where we can at least

identify what the risk level of that system is, which would include

all the relevant data and processing capabilities, then you can bet-

ter understand connectivity.

And you do not want to have situations where you have a high-

risk system attached to a low-risk system and not have good con-

trols between those two. So I think that will be a key effort.

I would note that the Department of Defense, in their policy, ac-

tually has already developed a structure of risk levels, as well as

connectivity agreements, on how those systems can be connected in

a process. So that gets to be the key, is really identifying what is

the sensitivity or risk in these systems and making sure that we
are protecting the boundaries and the interconnectivity of those

systems with others. And I think that is going to be the challenge

for the federal government as a whole.

Mr. Saxton. Mr. Lentz, have we identified all the systems?

Mr. Lentz. It goes back to what I said. We are in the process,

following the policy that Mr. Dacey talked about, which we are

very proud of because it is providing that template.

We have three areas we call mission-critical, mission support and
administrative. And in regards to Dr. Spafford's area, that might

be the template in how to overlay software assurance at some point

in time, in terms of focusing on maybe those three areas.

But the policy lays that out. And that will provide us the road

map in order to be able to pull together, using these designated ap-

proval authorities with the CIOs, what is going to be the overall

way we are managing the network.
Mr. Saxton. Thank you. Mr. Charney, is this an issue that is of

concern in the private sector?

Mr. Charney. Oh, absolutely. I mean, one of the difficulties is

getting your arms around the problem. And what most people focus

on is people, process and technology.
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And this is an oversimplification. But if you think about the

highway system, for example, you have a lot of different entities

that build roads.

You have a lot of different entities that test drivers. You have a
lot of different entities that make sure that cars meet certain

standards.
But at the end of the day, when you think about people, you

want drivers to be trained on how to use the cars effectively. You
want processes in place, like rules of the road, that everyone ad-

heres to. And you want technology that is safe.

And in some respects, that applies to this too. You want users

to be trained on how to use the technology safely. You want IT ad-

ministrators to know how to secure their systems.

You want processes in place, which means you want accountabil-

ity for who is responsible for security. You want a documented in-

formation security program.
And then you want to buy good technology that enables those

people and processes. And you actually have to take each piece and
then make sure that each one is done well.

Mr. Saxton. Thank you.

Mr. Dacey, where do you think we are, in terms of meeting the

goals that need to be met by DOD, with regard to the general sub-

ject of cyber security?

Mr. Dacey. I think in an overall analysis, I would look at the

work that is being done for their FISMA reporting. I think on the

positive side, there has been an acknowledgement of what the chal-

lenges are. There has also been a lot of work that is being done
to implement a security framework, which we have recommended
in our prior report.

So there is certainly quite a bit of effort taking place there. At
the same time, there are a number of challenges, which I think
DOD has acknowledged in their reporting and is setting out this

strategy and currently developing a more detailed plan, I believe,

and guidelines and goals, timeframes, if you will.

So I think those are going to be important to continue to look at

in the process. At the same time, I would like to acknowledge that

DOD has been, given its challenges, DOD has been at the forefront

of many information security initiatives in the federal government.
We have been doing work there over a number of years. And cer-

tainly, they started doing red team testing, which is actively trying

to break into systems, in the early to mid-1990s, before most agen-
cies had thought about it.

They had also developed a process, at least within the Defense
Information Systems Agency (DISA), to set standards and measure
those standards from management, not from the auditor, but man-
agement doing that. So there have been a number of efforts under-
way that have really been at the forefront.

At the same time, the whole government is challenged, as we re-

ported, with security issues.

Mr. Saxton. Thank you very much.
We are going to move to Mr. Larsen now. We are also going to

move to use the five-minute rule at this point. There is obviously

a lot of interest and many members here to ask questions.

So Mr. Larsen, if you would like to begin?
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Mr. Laksen of Washington. Thank you, Mr. Chairman. I want
to thank you for calHng this hearing as well. And given the five-

minute rule, I will be hanging around for another five minutes.

Mr. Saxton. Let me thank you for advocating for this hearing.

This was a great idea. Thank you.

Mr. Larsen of Washington. Appreciate that very much.
First set of questions is for Mr. Lentz. And for the panel, I appre-

ciate all of you taking time to come and help us understand cyber

security at the Department of Defense.

Earlier this year, as Mr. Meehan mentioned, Mr. Lentz, the full

committee—and this is the subcommittee and the full committee

—

proposed and passed a cut of $2 billion out of a $28 billion DOD
IT budget, on the authorizing side. And that got me thinking about
what does that mean for security?

But it also got me thinking about what that may mean for secu-

rity? There was a Frontline documentary entitled, "Cyber Wars"
that ran earlier this year. And I forced some of the committee staff

to sit in my office and watch a portion of it on my computer screen

to sort of bring these issues out about security.

Given the cuts that we proposed on the authorizing side and
some of the concerns that were brought out through this Frontline

documentary, I want to talk about what that might mean—these

cuts might mean—for security. Can you just briefly though start by
giving me your view, your own description, of what the DOD IT

programs play in creating our current joint warfighting capability?

Mr. Lentz. Well clearly, as I said in my opening remarks, IT and
lA go hand in hand. You cannot have one without the other.

When I go and visit the combatant commanders and I see the

combatant commanders using very aged computer systems in order

to operate their systems, it is very troubling. Because you cannot

overlay information assurance on an old age technology.

I talked earlier about public key infrastructure; that is, the com-

mon access card that all DOD employees are going to have very

shortly. You cannot, as an example, allow a Public Key Infrastruc-

ture (PKI) system to be deployed on a Windows 95 system. And
there are lots—still—of Windows 95 systems, IT systems out there.

It just will not work effectively.

So as a result, you need IT modernization to be able to do that.

And as the chairman was talking about, as you have legacy sys-

tems out there, the sooner you get rid of those legacy systems and
move to more modern systems.
As an example, our net-centric enterprise server. It is a very,

very essential program. It is the hub of how we are going to move
information throughout the department to allow the warfighters to

be able to pull information wherever they are going to be around
the world. And we know in this global war on terrorism, that is

going to be the name of the game.
And you have to have a modern IT infrastructure at the applica-

tions level to be able to allow the users to pull that information.

That gives us things like configuration management. It gives us

new ways to put patches—as was mentioned by Mr. Charney

—

down to the lowest echelons of the field. It allows you to manage
it to client level. That is all part of IT modernization.

Mr. Laesen of Washington. I could not agree with you more.
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I want to move forward to one of the questions that emerged
from watching this particular documentary. And it has to do with

one exercise that was done in 1997-1998 in the Department of De-
fense called Eligible Receiver. And the results of that were pub-

lished widely in the public domain.
And also Moonlight Maze, which was not a DOD exercise, you

are probably aware. I was wondering though. Eligible Receiver and
Moonlight Maze got me thinking, if we implanted these cuts, how
might those cuts erode in key Pentagon capabilities to ensure that

there are adequate firewalls or to draw down our ability to keep
pace in the future with hackers? If we are making across-the-board

cuts in DOD IT programs, at what point does that begin eroding

our ability to put in the security to prevent things like Eligible Re-
ceiver or a future Moonlight Maze?
Mr. Lentz. Well, clearly, what Eligible Receiver did—and Eligi-

ble Receiver was one of the red teams that Mr. Dacey was talking

about—and what it does, it attacks the weakest point in any net-

work. And once it goes inside the network, it is the soft underbelly.

And as Dr. Spafford said, the inside problem is probably our
greatest problem. But when an outside entity gets in, it can wreak
havoc within your network, without a strong IT fabric providing de-

fense in-depth mechanisms to be able to stop and deter an adver-

sary, either coming from the outside or from the inside and also to

monitor those activities. And that is one of the keys, to monitor ac-

tivities, to monitor behavior on the network.
The Eligible Receivers of the world, the red teams, are going to

be able to have their day every single time they launch themselves.
And that translates to the adversaries.

Mr. Larsen of Washington. Thank you.

Mr. Chairman, at some point, I would like to come back for an-

other set of questions. Thank you.

Mr. Saxton. Mr. Kline?
Mr. Kline. Thank you, Mr. Chairman. Thank you all for coming

today. I want to follow up a little bit on what the chairman was
discussing earlier about the Navy-Marine Internet, for example.
As the department is moving to put everybody on the same page,

I am wondering if that makes it harder or easier for people to get

into the system?
Mr. Lentz. From my vantage point, I think, by having positive

configuration control at all layers, I think that only makes it more
difficult because it synchronizes all your efforts.

I often like to use the analogy of I coach little kids on a soccer

field. The best way to learn to win on a soccer field is everybody
is in their positions and knowing what to do.

And that is what you do with things like Navy-Marine Corps
Internet (NMCI). It has strong configuration management, a sys-

tem view of that, tying all the pieces together.

And that is the best way to be able to defend your networks.
Mr. Kline. I guess the weakness that seems to occur, sort of in-

tuitively, is if there is only one system, only one Internet, and you
get into it, you have hit everybody; whereas, if you have the sort

of hodgepodge system we have now, you would not hit everybody
at the same time. Is that not so?
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Mr. Lentz. Well, I know Dr. Spafford has written quite a bit on
the idea of the differences between a homogeneous system versus

the other side. I think there needs to be a mix of both.

I think you have to use both techniques in defending your net-

work. That is why you have to modernize at all times, if you know
what I mean. I think it does not do you any good to really have
chaos on your network if you want to plan to defend it.

Mr. Kline. Okay. Assuming that you had a common Internet like

the Navy-Marine Corps Internet, how do you address the prolifera-

tion of sort of individual systems; that is, that there is a system,

an Internet, but each individual sailor or Marine now is running
around with his own laptop and his own BlackBerry and his own
cell phone and so forth. Is that just a matter of discipline and keep-

ing people from using those?
Or would it be impossible then for individual systems to access

that Internet because of its own protections?

Mr. Lentz. Well, first of all, it is something that FISMA advo-

cates and one that we are taking very seriously, which is strong

policy controls and enforcement in governance. That is what it real-

ly is all about.
Mr. Kline. Okay. Thank you. I yield back.

Mr. Saxton. Mr. Thornberry?
Mr. Thornberry. Thank you, Mr. Chairman. Let me thank you

for having this hearing.

Over the past several weeks, in Homeland Security, we have had
three hearings on cyber security. And one of the things that comes
across and one of the reasons it is challenging is because it is a na-

tional security, a homeland security, as well as a legal and eco-

nomic issue and that it is hard to know what level you are dealing

with.
So I guess I would like to ask Dr. Spafford first to just comment

briefly, if you will, on cyber terrorism as a national security con-

cern, not an economic security, not stealing a bunch of credit card

numbers, not slowing down email necessarily. Help us get a per-

spective on why the Armed Services Committee ought to be con-

cerned about that.

In addition, of course, to interfering with the DOD's ability to

conduct warfighting, beyond that, as cyber terrorism, why should

we worry about this?

Mr. Spafford. Well, sir, one of the goals of terrorists certainly

is to disrupt, to spread confusion, to spread terror. And a way to

do that is, in conjunction with a physical event, would be to disable

communications to disrupt processing to reduce the responsiveness

of agencies to provide aid; those agencies being civilian, as well as

some of the military—the National Guard in a state level, for in-

stance, or the military in something of a wide scale nature.

When they construct cyber threats, these may be untargeted.

They can be network, self-propagating kinds of viruses or worms
that, because we have a shared kind of architecture, we have
shared networks, those would spread not only to civilian infrastruc-

ture, first responders, but also into the military systems. Causing
that disruption, using them as platforms and amplifiers, would fur-

ther disrupt those systems and add to their overall goals.

Mr. Thornberry. Thank you.



19

Mr. Lentz, it is estimated that something like 90 percent of DOD
communications go through public backbone or public systems? I

would like to know pretty specifically what communication inter-

action are you having now with the Department of Homeland Secu-

rity about trying to protect those systems and about making sure

that your reliance upon them is protected?

Mr. Lentz. Well, we have and we will continue to have a very,

very strong relationship with organizations like the National Com-
munications System that was previously led by DISA that is now
in Homeland Security. We have a tremendous working relationship

with the National Infrastructure Protection Center (NIPC), which
was formerly in the FBI.
And worked also very closely with Federal Computer Emergency

Response Team (FedCERT) at the federal level. So we have and
will continue to have a very strong relationship with those entities.

In fact, we have put military personnel, as an example, in the

NIPC.
Mr. Thornberry. But do you have daily contact now with the

Department of Homeland Security?

Mr. Lentz. Yes, we do. We work with a number of members of

the department.
Mr. Thornberry. Do you talk to them at all about the research?

Several times it has come up already, about research into various

areas. How is that coordinated? Or are you coordinating at all, the

Department of Defense with the Department of Homeland Secu-

rity? And I realize that is not completely your bailiwick, but
Mr. Lentz. I have had some discussions with them on research

objectives. I have not had and my staff has not had specific deal-

ings with them on the research topics.

But clearly, that is something we have said amongst ourselves,

because the national cyber strategy calls it out, as something that

we have to collaborate on as they become more organized and be
able to deal with these issues.

Mr. Thornberry. Mr. Chairman, I have a number of other ques-

tions that I would like to submit for the record.

But finally, I would like to invite Dr. Spafford and also Mr.
Charney to comment on Mr. Kline's question. Because I think
maybe Dr. Spafford has a slightly different perspective.

But Mr. Charney, you have to worry about this too. If Microsoft

has the position it has, does that not make us more vulnerable? Be-
cause if you break into Microsoft, then you are into all sorts of

things. And so, I think it is a good question that I would appreciate

a little additional perspectives on.

Mr. Charney. I would say that actually reasonable minds are de-

bating whether a homogenous environment or a heterogeneous en-

vironment is better and increases or decreases risk. And to be
frank, I think there are arguments on both sides.

The advantage of a homogeneous environment or more of a
monoculture is that it is much easier to manage. You train your
people on a particular system.

Arid they manage that system. They know all the security set-

tings. They can run tools to make sure they have locked it down.
When you run a lot of different software in the same environment,
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you need different expertise. And sometimes, connecting those dif-

ferent systems raises its own vulnerability.

The flip side is when you have a monoculture, you worry about
the risk that if there is an event that affects a particular product,

it will have a broader impact. And then the flip side about that is,

if that is true and the software vendor is actually very responsive

in providing security, then a single patch may take care of the

problem. So I think at the end of the day, there are both pluses

and minuses. And it is really a question of risk management.
Mr. Spafford. I would basically echo that there are advantages

to having a common platform. The situation here, however, is giv-

ing network access, giving computing access to as many individuals

as we do, including not only our enlisted personnel, but our con-

tractors and others, perhaps family members of some of the mili-

tary, in the cases of communicating with their loved ones remotely,

is in effect the equivalent to giving an automatic weapon to each
one of those individuals without them even knowing that it is an
automatic weapon.
They do not have the training. They do not have the background.

The safety is not in place. And as a result, any one of them be-

comes a potential launching point for a problem. If everybody is

using the same platform, that problem has a farther reach.

So until we get to the point where we have the appropriate train-

ing, we have the appropriate safeguards in place for every one of

those individuals and the reach of what they do is limited, it is per-

haps better to have some partitions in place—some internal fire-

walls, if you will—that may be also brought about not simply by
logical means, but by different vendors and different platforms so

that we do not have a wide-ranging incident.

Mr. Saxton. Thank you very much for those great questions.

Mr. Akin.
Mr. Akin. Thank you, Mr. Chairman. I do not know if you can

answer my question.

I do recall a hearing, I think it was probably 3 years ago or so,

about the fact that one of the most supposedly internally secure of

our government databases or files was rummaged through. Some-
body had accessed it. And we found out 6 months later, or some-
thing like that, that it had been reviewed.

And they had come and gone. And we had not been aware of it

for some time.

Is there some truth to that? Or is that one of those things that

was not supposed to have leaked out?

Mr. Lentz. Yeah, I am not particularly aware of the details of

that particular topic to be able to answer at this point in time. I

am sorry.

Mr. Akin. I do not remember the details. Thank you.

Mr. Saxton. Mr. Rodriguez?
Mr. Rodriguez. Thank you, Mr. Chairman. I want to thank you

also for holding this particular hearing on cyber terrorism.

And I live in San Antonio. And I have the pleasure of also having
the Air Intelligence Agency there. And we also have the Center for

Infrastructure Assurance and Security there at UT at San Antonio.

I am also pleased that we have the Dark Screen project going on.

And maybe later on, we can get a little feedback on what is hap-
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pening with the Dark Screen exercise in San Antonio that has been
occurring.

But I wanted to also share with you that in the process of going

through that Dark Screen that has been going on for about a year,

that there has been some real needs that have come up. And one

of those has been in terms of looking at how both the private and
the public sector—and this goes for Microsoft and the others to

maybe provide feedback—there is a real need to see how we can

dialogue and communicate.
No on is willing to share. We have the Federal Bureau of Inves-

tigations (FBI) participating, the Central Intelligence Agency (CIA).

We have the local government and the mayor, the county govern-

ment, the state. We have the private sector, some of the banks.

And maybe you can also give me some feedback on some current

laws that we need to look at for sharing, both from private to pub-

lic, as to how. And we are even having difficulty within the utility

companies and the water systems and those kind of things, in

terms of that sharing. So I wanted to get some feedback, both from
the private sector and maybe from DOD, on those things, especially

as it relates to current law that we might have to look at, that we
might have to look at changing some of those things.

Mr. Charney. Yes. So I believe everyone in government and in-

dustry agrees that information sharing, especially about threats

and vulnerabilities, is critical. Historically, information sharing has
not been very good. And there is a host of both cultural and legal

reasons for that. From a cultural perspective, governments are

used to holding information closely because of its sensitivity.

And on the industry side, the same can be said. They hold a lot

of information closely because sometimes exposing information has
business risk, especially vulnerability information. If you disclose

vulnerability information without having a patch in place, you real-

ly run the risk that your customers will be injured, as opposed to

helped.

And then there are also legal aspects to information sharing. The
concern for industry was that if we shared information with the

government, it might be released pursuant to a Freedom of Infor-

mation Act (FOIA) request and be put in the public domain.
Some of that has been resolved, of course, by exemptions to the

FOIA for information that industry voluntarily provides to the gov-

ernment in this regard. There are some who want to roll back or

repeal those exemptions. We think they are very important. And
they open up a possibility of greater information sharing.

The other thing I would say is that historically information shar-

ing has occurred when the individuals on both sides—the govern-

ment and industry person—trusted each other and had a relation-

ship. And what industry and government have been working hard
to do, through information sharing and analysis centers and other

industry and industry-government groups, is to basically institu-

tionalize the trust; that is, come up with protocols and methods for

sharing information that are institutional in nature, so they are

not dependent on the personal relationships of the industry and
government member.
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is important that we, of course, continue to protect this information
so that we can share it more freely.

Mr. Rodriguez. I was wondering maybe if DOD, because I know
with Dark Screen, we have had a httle difficulty in terms of that

sharing and that dialogue and in terms of gathering the informa-
tion that is needed.
Mr. Lentz. Yeah, I am not aware of any difficulties in that area.

I know our position has been that we do not believe that additional

legislation is needed in this area. We are quite satisfied with the
current state in that regard.

Mr. Rodriguez. Can I ask you specifically? For example, we
know and we anticipate that if we have problems, one of the first

things of any major attack is going to be through cyber.

And sometimes, that will come in the private sector, which you
might not have any idea that it is coming down. How do we get

access to that? And that has been one of the difficulties.

If they hit, if the intent of a terrorist is to hit the private sector,

DOD will be the last one to know if that is the case, unless there

is some dialogue going on.

Mr. Lentz. Well, I think that is an excellent question. And in

fact, I often will say that a great deal of the events that have af-

fected DOD or the nation at large has actually been detected by the

private sector.

And they in fact have notified DOD very quickly upon their de-

tection of those events. And they have helped us analyze those

events cooperatively. There has not been any impediment for that

sharing of information.

Mr. Rodriguez. You said there had been no impediment?
Mr. Lentz. That is correct.

Mr. Rodriguez. Because I know it is a concern that the private

sector has when they start having difficulties. And I will make the
analogy, because I sit on a higher education board, it is difficult to

get the universities to report how many rapes they have had on
their own campuses.
And so I know how difficult it is for a company to report how

many intrusions they have had or how many difficulties that they
had and when they have come. And so the timing is critical. And
that is important.

I do not know if the GAO wants to make a comment on that. But
I think that that is one of the areas that we really need to make
some inroads.

Would you want to comment?
Mr. Dacey. I just wanted to echo what Mr. Charney said. We

have done a fair amount of work on information sharing and issued

several products which lay out some of the issues. Mr. Charney
summarized most of those issues.

But the other part of that, I guess, is there has been some ac-

tion—a lot of action—both by agencies, by the private sector and
certain provisions of the Homeland Security Act, including a whole
section on Information Sharing Act, which is designed to help fa-

cilitate the communication of information out to the private sector

and sharing information.
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I believe the act calls for reporting by November by the Depart-

ment of Homeland Security on their plans for doing that. So I

think, hopefully soon, we will be seeing some more concrete plans

by the Homeland Security Department.
But they have assumed responsibility for coordinating efforts

with the private sector and the federal government on cyber and
physical threats.

Mr. Rodriguez. Mr. Chairman, I apologize for going over.

Mr. Saxton. Thank you very much, Mr. Rodriguez.

Mr. Bartlett.

Mr. Bartlett. Thank you very much. As a consequence of 9/11,

all of our government agencies and I suspect most of our private

sector entities now have a Continuation of Operation Plan; that is

a COOP plan.

If your main facility is gone as a result of a terrorist act, these

COOP plans assure that you will be able to continue your oper-

ation. I want to use that as an analogy for the cyber concern that

we have this morning.
If the main facility of the FBI, for instance, is analogous to our

computer system, I am concerned if it is possible to have the equiv-

alent of a COOP plan. It seems to me that all we are doing now
relative to this asset and the fact that we just cannot do without

it is the equivalent of putting more guards around the facility,

making the fence higher, having a better system to put out the

fires more quickly after the event occurs. Is it possible to have the

equivalent of a COOP plan? Or are we just through if our comput-
ers and that system do not work?

It appears to me that if it were possible to have a COOP plan

where we could make do in the event that we could not expel the

intruder and reconstitute the system, that we ought to be doing it.

I do not know if that is even doable.

Have we come to the point where, without computers, we just

cannot?
Mr. Lentz. I guess the one comment I would say is that as part

of our certification and accreditation process that we have within
DOD—and I believe it is the same with the national level process

—

when you do a certification and accreditation, one of the things you
have to lay out is COOP issues, continuity of operation, reconstitu-

tion of your resources.

So from a cyber standpoint, we view that as a very critical ele-

ment of any certification and accreditation of a network.
Mr. Bartlett. So is that just starting up another capability at

another site? The presumption here, I think, is that an intruder

could just simply take down our system. If the system is taken
down, you cannot reconstitute the system.

Is there a way of doing what we are now doing without the com-
puters? Or are we just through if we do not have the computers?
Is this the Achilles heel? Is this an insult for which we have no re-

sponse?
Mr. Charney. I guess what I would say is certainly computers

and networks today are a critical asset. And there are a lot of other
critical assets that, you know, if you think what would happen if

the water supply went away or the power supply went away.
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These networks are critical in that regard. But having said that,

there is a lot of resiliency and redundancy built into the network.
And when the networks have been broadly affected, they have been
reconstituted fairly quickly. And so yes, we are heavily reliant on
them. If they went away, it would be really hard to live our lives

as we are used to. And that is why we need to protect them and
build in appropriate redundancy and resiliency.

Mr. Bartlett. Is anybody looking at what we would do if they
went away and were not coming back?
Mr. Charney. I think the answer to that, in terms of having a

disaster relief plan that says there are no computers in the world,
I would be surprised if anyone is planning for that contingency. I

would say probably not.

Mr. Dacey. I would just like to add the point that I think that
continuity of operations is a critical element of information secu-

rity. Obviously, you need to secure your networks and systems to

the extent you can. But in the event of something happening, you
need to be prepared not only to have the plan, but to test it.

In terms of our analysis of the federal agencies as a whole, that
is probably one of the most critical issues is the lack of testing of

these plans—if they exist—to see if they work. So I think that is

important. And I think those plans need to consider the criticality

of those systems.
I think it would be hard to imagine a lot of functions happening

without those systems in place, particularly with the high volume
transactions and real-time nature of many of our commerce and the
things we do. So I think we need to plan to have that capability

to come back.
And that can be done in different ways. That can be done

through a very sophisticated process of concurrent processing so

that if one site goes down, the other immediately takes over.

But that gets into assessing the sensitivity and criticality of

those systems. And your plan needs to take that into consideration.

So if you have a highly critical system that you really need to have,

you better be putting in extremely strong procedures to come back,

not only of the system, but the people that operate and maintain
the system are as important as well.

Mr. Bartlett. That is a bit like putting out the fire quickly. But
it is not really a COOP. So I wonder if the professor has an obser-

vation on this, if you had looked at that, sir.

Mr. Spafford. Very quickly, sir. Taking out all of the computers
would be a very difficult thing to do. However, there are key points

where there are potential threats. They may not be very large at

the moment.
For instance, I believe Mr. Kline noted that we have 90 percent

or so of our communications traffic going through commercial net-

works. If a number of communications satellites or major links

were taken down, that would be very disruptive of our systems. I

am not sure how well we would be able to recover full capacity as

a result of that.

And then to follow up on Mr. Dacey's remark, we have not really

tested many of these things. Our systems and interconnections are

so complex that there are emergent effects that we have not antici-

pated and cannot anticipate until potentially they occur. So I do
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hope that there is considerable planning going into redundant sys-

tems. But we may not know until an incident actually occurs.

Mr. Bartlett. Thank you, Mr. Chairman.
Mr. Saxton. Thank you.

We are going to go to Mr. Meehan and then back to Mr. Wilson.

Mr. Meehan. I think I will submit my question for the record in

the interest of time. I know Mr. Larsen has some questions as well.

But I just want to comment, this has been an excellent panel. The
information has been very, very good. Thank you.

Mr. Saxton. Great staff work.
Mr. Wilson.
Mr. Wilson. Thank you, Mr. Chairman. And thank you all for

coming today. I apologize that I was late.

But what you are doing is so important in working together. This
is very interesting. And I appreciate what you have done to protect

our country.
A question that I have is: is there an analysis of terrorist organi-

zations' plans to grow their cyber terrorism capabilities? And for all

of you, does anyone know if there are any terrorist training camps
for computer experts, designed to raise the skill of cyber terrorists?

Mr. Lentz. I think earlier we talked a little bit about that. And
we can provide you classified information later on for the record on
that particular issue if you would like.

Mr. Spafford. I will reiterate the comment I made earlier that

there is a great deal of information in the public domain on the

networks, even in the bookstores, that anyone can become a terror-

ist effectively, similar to downloading plans on how to make a fer-

tilizer explosive. They can do the same thing in cyber offense.

Mr. Dacey. I would also reiterate the same comments. If some-
one were really intent on doing it, it would not take them a great

deal of effort to become fairly knowledgeable and to be able to use
fairly sophisticated tools—but easy to use tools—to launch attacks.

Mr. Charney. I think we have to assume that, as people become
more computer literate, including our adversaries and terrorist

groups, they will be more prone to use this technology since it has
global reach. And it is very hard to trace back events to their

source.

So there are a lot of reasons this could be a medium of choice

for those kinds of attacks. And we have to prepare for it.

Mr. Wilson. In taking into account what Dr. Spafford said about
public domain, could you share with me your perspectives about
the "Introduction to Hacking" sites on the Internet, which list

known vulnerabilities in computing and communications systems.
And in particular, who would post that? And for what purpose?
Mr. Spafford. Well, there are a number of different motivations

that have been expressed. And talking to some of the individuals,

I believe they are sincere.

There are some individuals who believe that this is the only way
to get vendors to respond to fixing those problems. And historically,

that was true. I am not sure that is the case now. I know some
companies such as Microsoft are very, very aggressive about fixing

problems when they are reported.
A second motivation, some claim, is to make others empowered

so that they can check their own systems that may be different, to
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see if those problems occur in their different configuration. A third
motivation is to make it available for study by researchers or
hobbyists.
And then there are the anarchists who simply wish to cause dis-

ruption, those who wish to embarrass or inconvenience particular
companies, those who hope that it is used as a background for po-

litical activity. And it may be the case that there are some ele-

ments who are introducing these to create background noise so that
they can use that as a cover for targeted attacks against industry
or government.
Mr. Wilson. And finally, is there a relationship between cyber

terrorists and physical attacks? Do any of you have any knowledge
of synchronized acts of terrorism? And is there a correlation be-

tween these acts?

Mr. Lentz. I am not aware of any specific examples that I could
cite at this point in time in that regard.

Mr. Spafford. The potential certainly exists.

Mr. Dacey. Yeah, I think there is a significant potential for those
combined attacks. And in that case, it is possible to either use
cyber to do some damage or to use cyber to actually delay or inter-

fere with the response of the appropriate people to that particular

physical event.

Mr. Wilson. And I think you indicated correctly too, that pos-

sibly cover prior to or simultaneously as to acts occurring. But
thank you all again for being here today. I jdeld the balance of my
time.
Mr. Saxton. Professor Spafford, you seem to be quite good at

putting technical subjects and language into language that we can
understand as la3rmen. So let me ask you a question that has been
talked about by staff here at some length.

It is our understanding that the official request for comment for

the future Internet network layer protocol has proposed some secu-

rity and quality of service features. Could you give us your perspec-

tive on this subject?

Mr. Spafford. The Internet protocols are constantly evolving.

The protocol right now that is at the heart of much of our network
communication was written at a time when there were only a few
thousand machines on the network. It has served admirably in that
regard. But the environment has changed. Now worldwide network
with millions of hosts.

The next evolution of this protocol includes capabilities for mak-
ing it possible to add security to communications. It is not a re-

quirement. It is simply an addition. There are some extra bits in

place. There is some extra capability.

However, that is not backwards-compatible with existing equip-

ment. And as Mr. Lentz noted that we would have to replace a
large number of machines in government use, in commercial use,

to take advantage of those capabilities.

So it is a very valuable step forward. And it probably is not going
to be the last protocol that is suggested because as we grow, per-

haps we will end up with interplanetary networks that will require

yet another addition. That might be nice to think about, perhaps.
But we have to make sure that all of our underlying software

and hardware is compatible with that to take advantage of it. And
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that is actually the biggest step to move in that direction is all of

the legacy hardware that we have out there.

Mr. Saxton. Can you comment on Internet Protocol version 6

{IPv6) in terms of quality of service?

Mr. Spafford. It has extra features to provide some quality of

service, to ensure that we have end-to-end Parallel Access Volumes
(PAVs) with enough capacity to move messages along, to increase

their priority. But that has to be respected at all steps along the

way.
Because of the way we route messages, it is based on good faith

of the behavior of the processors along the way. And if we have net-

work nodes that are being operated by individuals who do not wish
to adhere to that—it is not a requirement, it is a request—then
they are not a firm guarantee. Does that answer your question?

Mr. Saxton. Others like to comment?
Mr. Lentz. I guess two points. And Mr. Stenbit, our CIO, you

probably are aware, just recently put out a policy regarding IPv6.

And I think that was a very visionary step in his direction that rec-

ognizes the importance of that protocol.

And he said by 2008, we are going to be involved in implement-
ing fully that particular protocol. So I think that has put the de-

partment on a firm direction in working with industry and the aca-

demic community to deal with those issues.

And clearly, there are a number of information assurance advan-
tages by moving to IPv6.

Mr. Charney. I can certainly say Microsoft has been supporting
IPv6. But as Dr. Spafford notes, because it is essentially changing
the language of the Internet, it requires everyone to convert.

And although in the interim you try and build some backwards
compatibility through translation essentially between two lan-

guages, that poses its own problems. But we are strongly support-

ive of it. And as Dr. Spafford noted, when the current Internet pro-

tocols were adopted, security was not the primary focus.

Mr. Saxton. Thank you very much.
Mr. Larsen.
Mr. Larsen of Washington. Thank you, Mr. Chairman.
I cannot help but think, in listening to the panel today and lis-

tening to the discussion about the need to replace legacy systems
and upgrade systems to have secure, upgraded systems to help the
joint warfighter, to have security investments to prevent any draw
down of our ability to protect the DOD IT systems, that the cuts

that we authorized in the DOD IT budgets, we could have benefited

from this discussion earlier this year. And I would hope that as we
move forward into next year, that we remember this panel today
as we move forward into the authorizing exercise next year. Be-
cause I think it is the security of the DOD systems, to the joint

warfighter, to the building itself and to everything that is taking
place in the Pentagon building and around the world, we need to

keep what we are hearing today in our minds as we move forward
on that budget exercise next year.

I want to ask Mr. Charney a few questions. And this gets into

the heterogeneity and homogeneity discussion a little bit.

Your response was quality assurance (QA). The answer to devel-

oping code is to make sure that you have a QA system involved as
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you are moving through this. But it occurred to me that your re-

sponse might be more of certainly a private sector response, as op-

posed to considering the specific needs, say, of a defense system
and mission-critical functions. So can you help me out a little bit

in thinking through how you develop a quality assurance system
that looks specifically for things that an Armed Services Committee
or the Pentagon might be looking for? What is in that code to pre-

vent the kinds of problems that would be more detrimental than
not for our joint warfighter and our ability to communicate?
Mr. Charney. Sure. So the Defense Department, in addition to

using commercial, off-the-shelf products, also uses proprietary code
that they specifically hired to be built. And for the companies that
develop code, there are certain things that we found that you need
to do to make sure that that code is secure.

The first thing is you have to give your developers training on
writing secure code because most programmers historically have
been taught to write functional code. And when Microsoft started
training its 8,500 developers in Windows Server 2003, we took our
learnings and actually published it in a book. It is publicly avail-

able because we want to share those learnings.

The next thing is someone is going to write the code. And there
should always be a quality code review process, where other people
review the code of the first programmer. There is a couple of rea-

sons for that. One is the obvious one that you want to look for mis-
takes and do an extensive code review.
But not unlike having two tellers count the money at a bank

ATM machine, having business controls in place make it harder for

someone to put improper, unauthorized code in the code base.

The next thing we found was effective is what we call threat
modeling, which is where you figure out how someone would attack

your code because knowing how the attack may occur gives you an
idea of where you need to batten down the hatches and better se-

cure your code.

And then the third thing in the code assurance area is penetra-

tion testing; basically, having people attack your code as if they
were hackers. We actually do that on three different levels. Each
product group does penetration testing. That is good because they
know their product. It is also bad because they know their product.

And they may not think outside the box.

The second thing is when a group responsible for delivering the

code is testing the code, if they see a problem, it creates a natural
business tension between delivery and non-delivery. So we have a
second group of penetration testers who work for me. I am a cost

center. I report to the chief technical officer, who reports to Bill

Gates.
And then we have a third, we bring outside pen-testers in from

private companies. In addition to all of that security, you also need
business controls in place for the code itself. So when developers
create code, they need to sign the code, digitally sign it. And it has
to basically keep chain of custody over the code in every step from
development to production.
This does a couple of things. One is if there is a problem with

the code, you can figure out where the problem was introduced. It

creates a general deterrence. It allows the code to be quickly identi-
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fied if there is a problem. So it is really a question of building good
code and then putting business controls over the process so you can
ensure its integrity.

Mr. Larsen of Washington. Did the staff get all that? I think
it is important that you run through that because the question I

want to ask Mr. Lentz has to do with one of the GAO's conclusions
about, a lot of advancements have been accomplished in lA within
DOD. But there is still a few gaps, including regular testing, as op-

posed to some of the pilot testing that is taking place.

I was wondering, Mr. Lentz, if you used what Charney said as
a benchmark, how close are we? Arid what do you need from us to

help you get to implementing the plan that you talked about earlier

that you have in place? What do you need from us to help you then
moving forward to implement your plan?
Mr. Lentz. First of all, I would like to compliment Microsoft for

their initiative. I think it is a very solid way to address that par-

ticular problem. One of the things that DOD did—and it was start-

ed at the national level—is we created a formal process using the
international common criteria that has been discussed already in

order to test products.
There is not an lA or lA-enabled product that is going to be in-

stalled in the DOD network today that has not gone through that
process. And through the certification and accreditation process, if

a product is found to not be compliant with that policy, that system
will not be certified. So that is our first step in that regard. And
it is our most significant step.

Mr. Saxton. Mr. Bartlett.

Mr. Bartlett. Thank you very much.
Mr. Chairman, there may be some dispute as to what a large

extra atmospheric nuclear detonation would do to our ground-based
computers. But I think there is no dispute as to what it would do
to the communications satellite. I think it was Mr. Dacey who men-
tioned how critical they were in our communications.

It is my understanding that they are the softest link of our com-
munications net, that a large extra-atmospheric nuclear detonation,
producing a surge of Compton electrons, would take out all of the
satellites that were in line of sight. And those that were not would
shortly die because of pumped Van Allen belts. So they would
decay very quickly.

I have only two or three or so hardened satellites, radiation-hard-
ened satellites, the Milstar satellites. They carry a tiny percentage
of even our military communications, to say nothing of other com-
munications.
And by the way, you cannot launch a new satellite if this hap-

pens because Van Allen belts are still pumped up, will remain so
for a year or so. So to get communications through satellites, you
would have to build some radiation-hardened satellites and launch
those. And clearly, by that time, the Van Allen belts would have
receded and you could now launch conventional satellites.

And by the way, this could all happen with an "Oops, I am
sorry," kind of an event, an accidental launch. And they detonate
the missile high in space so that it is not going to hurt anybody
on Earth. What would we do if that happened? This is the ultimate
in asymmetric terrorist attack, of course?
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Just an "Oops, I am sorry," kind of thing, you know, that was
an accident. But now all of our communications satellites are gone
and will be gone for probably a year or so.

What will we do? And is there a COOP plan for that?
Mr. Lentz. What I would like to respectfully do is take that

question for the record. And we will get back to you on that as soon
as possible.

Mr. Bartlett. Professor Spafford, you, I noted, reflected an in-

terest in this?

Mr. Spafford. I am unaware. But I am not privy to the plans
that have been made like this. I believe it would certainly be quite
disruptive for some time, not only to the military, but certainly to

the civilian population. It would be very difficult to recover from.
Mr. Bartlett. This is not an impossible event. It is a bit like a

fire in your home. That is not very likely to happen. But none of
you would sleep very well tonight if you did not have fire insurance
on your home.

I think that having a plan as to what we would do if this hap-
pened is pretty much the equivalent of investing a bit in a fire in-

surance policy for your home. I am not aware that we have any of
the equivalent of a fire insurance policy for this.

Don't you think that we ought to? Because this is not an impos-
sible event at all. I am not sure it is an even unlikely event in to-

day's world.
Has no one looked at this and been concerned about what would

we do? Now there are an increasing number of countries that could
do this—North Korea.
China now has I think 13 Long March missiles, each tipped with

a 4.4 megaton weapon, we believe pointed at our 13 largest metro-
politan areas in this country. The detonation of just one of those
extra-atmospherically, anywhere around the globe, by the way, it

really does not matter where it happens, it has exactly the same
effect.

Is anybody looking at the consequences of this and what would
we do? If they are not, do you think we ought to?

Yes, sir?

Mr. Spafford. Sir, I would just observe that in addition to com-
munications, our GPS systems used in all our smart weapons and
other systems would also be affected.

Mr. Bartlett. That is all gone, sir, unless they are hardened.
And I do not know whether we have hardened any of the GPS as-

sets or not. I doubt it.

Mr. Dacey. I would just make one side comment. I cannot ad-
dress your central question. But I can say that we did a report last

year, which indicated a need for some further consideration of the
reliance upon commercial satellites by the government.
That does not fix your problem. But at least there were some

issues. And one of the issues raised was that they typically are not
as hardened as the military satellites.

But an5rway, I can certainly provide you a reference to that re-

port, if you are interested.

Mr. Bartlett. As the professor pointed out, not only can you not
talk to each other, you do not even know where you are if the GPS
is gone. It is a whole new world that we could quickly be thrust
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into. And I am concerned that apparently there is little thought
being given to what we would do in that eventuality.

Thank you very much, Mr. Chairman.
Mr. Saxton. Thank you.

Mr. Rodriguez.
Mr. Rodriguez. Thank you very much. Let me start off by just

indicating that I am going to ask the chairman. And I know there

were some comments about initially that there was over 50,000
hits just in the last year.

Maybe we can have, Mr. Chairman, a closed meeting on maybe
the sources and the character and the patterns that we might have.

And we have not had one of those for a while. And talk about some
of those things.

In addition to that, I know that there was a little dialogue about
the importance of the people that are working. I know and I keep
bringing this up. Because we always talk about immigration, you
know, but we have been also a brain drain on the rest of the world.

And out of those 300,000 people that we brought in each year,

right prior to 9/11, a large number of them were in computers. And
I know that DOD has made a tremendous effort at reaching out to

our universities and starting that process.

But I also know that we are way behind. And I was just wonder-
ing, in terms of the fact that I really feel that we need to allocate

more resources for the training and so we can grow our own com-
puter people, instead of bringing them from abroad.
Mr. Lentz. I cannot agree with you more, that this is a very,

very important priority. And funding is always an issue in the edu-
cation and training area.

We are getting ready to issue, this September, the first com-
prehensive information assurance policy directive on education and
training and awareness. It is going to lay out specific requirements
for the schoolhouses, certification standards, the ways we are going
to codify people in particular specialties. We are working with the
Under Secretary for Personnel and Readiness to be able to do that
in the military services. So we are taking that very seriously.

And I agree with you 100 percent. It is absolutely a vital. And
it is the most important goal that we have in our five-point strat-

egy plan.

Mr. Rodriguez. Thank you. Because I know we have to grow our
own. It is okay sometimes to bring them from abroad. But when
it comes to the Department of Defense, we have to make sure that
we can grow our own.
So I think that is critical. And if we can have a closed meeting

on the discussions, I would be interested to see some of the new
occurrences that have been happening. I know one of the patterns
that we have had is that every time we had an international inci-

dent, the number of hits would jump up from just the regular hack-
ers to some organized efforts. And I know that there has been some
worldwide efforts at increasing that.

And then they are educating themselves. And they are getting
tougher and tougher in seeing what we might need to do in order
to be able to cope with that.

So thank you very much, Mr. Chairman.
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Mr. Saxton. Let me just ask a couple of questions and then if

Mr. Larsen has any. We have talked on a couple of occasions today
about the possibility of terrorist groups having so-called training
camps or whatever to teach people these skills necessary for this.

And I understand the answers to that. But a related question is,

with regard to terrorist groups such as al-Qaeda, do they have the
capability or is there any evidence that they have the capability to

employ or coordinate cyber attacks?
Mr. Lentz. Well, clearly, as I think we have discussed on the

panel, the availability of these technologies on the Internet cer-

tainly provides them the technology to be able to wage cyber war-
fare as they so desire. As to the specifics of what they are capable
of doing and how they might do that, I prefer to put that on the
record and give you a more classified report on that.

Mr. Saxton. We will look forward to it. We know they are cre-

ative. And we know that we have to be creative to deal with them.
And sometimes, some of the things that we find ourselves doing
surprise us. General Handy, who is the commander of

FORCECOM, was in my office the other day. And I showed him
this picture on my wall of two of our special operators in Afghani-
stan, working with the Mujahideen, the B-52 overhead and regular
conventional soldiers marching down the road.

And he said, "You know what surprised us the most about Af-

ghanistan was that RC-17s doing air drops were dropping bales of

hay and other things that were necessary to keep our soldiers com-
fortable while they were riding horses." And so we go all the way
from those kinds of things that we have to creatively figure out, as

we deal with terrorists, to the most technically sophisticated things

that are involved in cyber attacks and other technical types of at-

tacks that we might face.

So it is a complicated world. And this is one of the issues that
I think is really important for us to look at. And that is why we
are having the hearing, thanks to Mr. Larsen.
Mr. Lentz, what is the department's plan for an integrated re-

sponse to attacks across multiple networks? Is it possible that an
attack could remove the department's ability to coordinate a recov-

ery effort across sites?

Mr. Lentz. The third goal of our strategic plan deals with situa-

tional awareness and command and control. It is clearly a goal that
we are taking very seriously. And we are putting as many re-

sources into it that we can.

The good news is that with the establishment of strategic com-
mand as the focal point for managing computer network defense
activities and what I believe is probably the most vivid good exam-
ple of what has occurred in the past several years, which is the es-

tablishment of the Joint Task Force (JTF) for computer network
operations, we are able to coordinate across the globe, across each
one of our combatant commands, to be able to respond effectively.

In addition, in my opening remarks, I mentioned we have a very
close partnership with our international partners. So that a virus

that may strike in Australia, as an example, their command center

and their computer emergency response center will notify us imme-
diately upon the indication of that particular event, giving us hours
of notice to be able to react, as an example.
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So this is a global activity, from a command and control stand-
point. And I think we are doing a good job in that regard.

Mr. Saxton. Mr. Dacey, do you want to comment?
Mr. Dacey. We did work on the JTF and the incident reporting

capabilities and handling capabilities back in 2001. But we really

have not done any work since then. So I do not really have any
comments on the current state of efforts. I do know we made sev-

eral recommendations. And the department has implemented or is

in the process of implementing most of those.

Mr. Saxton. Okay. Thank you.
Mr. Larsen.
Mr. Larsen of Washington. Mr. Chairman, I have no more

questions for this setting. I want to really thank you for taking the
leadership in calling this hearing today.

And I want to second what Mr. Rodriguez said about perhaps a
follow up hearing in a classified setting. Because I do have some
additional questions, which I suspect I will get an answer that will

be along the lines of, "Perhaps those are better for another setting."

But I think it is going to be important to have a follow up to get

at some of those questions. And so with that, I again want to thank
you and thank the panel for making their time available and an-
swering the questions of the committee.
Mr. Saxton. Thank you.
Mr. Bartlett has one final

Mr. Bartlett. Thank you, Mr. Chairman. I too would like to

thank you for a very important and timely hearing.
Gentlemen, I have had a concern—I hope a concern I need not

have—that there could be a virus or a worm that lay there dor-

mant until there was a surge in activity, such as would occur dur-
ing an emergency. It would then become active and we could then
be denied our assets just when we needed them most.
Can our security systems detect a dormant virus or a worm? Or

do they have to be squirming before we can see them?
Mr. Charney. There are virus checkers, of course. And if the

worm is a known worm and usually most
Mr. Bartlett. But suppose, sir, that they are there and doing

absolutely nothing. They are just totally dormant, waiting for a
surge in activity.

And they are queued to become active as the surge in activity,

which would occur during an emergency. Then they would become
active and deny us our assets when we needed them most.
Do our security systems have the capability of detecting a virus

or a worm that is doing nothing?
Mr. Charney. Yes. If it is a known worm for which we have a

signature or virus
Mr. Bartlett. But if it is not a known worm for which we have

a signature or virus. It is a new one that they plant in there and
it will stay there quietly, awaiting a surge in activity, at which
time it will become active. Can we or can we not detect that?
Mr. Charney. There are some techniques to detect it. But I

would not say that there are 100 percent certain techniques.
We have seen cases when I was in the Justice Department of

time bombs in systems, things that were set to go off at a certain
date and time. But there have been very, very few cases of what
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we call zero-day vulnerabilities, where something happens in terms
of an exploit, that no researcher or the community was completely
unaware of.

Usually, there is prior awareness. Most exploits happen after the
vulnerability has been widely reported.

And anti-virus vendors constantly update their signature files.

The key is that when the vendors put out these updated signature
files, it is incumbent upon users at all levels to make sure they
download the most current files and run them against their ma-
chines.

Is it possible that there would be a time bomb of unknown pro-

portion that activates? Yes, it is possible.

Mr. Bartlett. Dr. Spafford.

Mr. Spafford. Yes, there are two ways that this could occur.

One would be something external to the installed system, a tradi-

tional kind of virus or worm that has been inserted on to the sys-

tem through the network, for instance, that would then lie dor-

mant.
There are techniques to find that: system configuration scanning

tools, things that know what the system should look like and then
compare to see if there has been any change. It would be found on
some machines, eventually reported into the signature files, as Mr.
Charney was speaking about. And then we would find that that
was there.

The insider problem, however, the one that I referred to earlier,

there could be code that has been added to software that is sup-
posed to be on the system that we do not know is there. And that
could be what is awaiting a trigger.

We do not have any kind of mechanism to look for that. We have
to depend on whoever has produced the software to have done a
good job of quality assurance. And we also have to depend on the
contractors and the people who have installed it and operated it

not to have manipulated it. I would say, for that case, we really

do not have the guarantees in place that you would like to have.

Mr. Bartlett. Thank you. Thank you very much. And thank
you, Mr. Chairman.
Mr. Saxton. Thank you, Mr. Bartlett, for your questions. Let me

just ask one final question, kind of a general kind of a thing. The
Congress of the United States would like nothing better than to say
that we have done a good job in this area. And we have had a cou-

ple of hours worth of conversation here today about a variety of

subjects.

Have we missed an3^hing? Is there something that Congress
should be doing that you are aware of that we are not? Do you
have any suggestions for us?
Mr. Spafford. I made several suggestions in my written testi-

mony. And rather than reiterate those here, they are on the record.

I believe there are some things we could do better. I am pleased,

however, at the efforts that have been represented by industry and
by the government.
We have made great progress in the last few years. But there is

a great more that we can do yet.

Mr. Dacey. I would just like to say that I think holding oversight

hearings like this are very important. And one of the key issues
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with issuing FISMA was that the agencies, including the Depart-
ment of Defense, would be providing annual—and now they are

going to some quarterly reporting on certain information—about in-

formation security.

So I think that will provide an opportunity. It was meant to pro-

vide an opportunity, I believe, for congressional oversight.

And those reports are due out in September for the first year of

the FISMA implementation. And those will provide a gauge and
comparative information from year to year on progress that is

being made.
Mr. Lentz. Yes, sir. I would like to concur with what Mr. Dacey

says completely. The fact that we are having these types of hear-
ings, I think awareness is the number one, I think, advantage that

we have. Making everybody understand what the problems and
challenges are is, I think, the key element of this.

As I mentioned in my opening remarks and Mr. Larsen echoed
that, we are very dependent upon IT modernization for our ability

to be able to protect the network. It is the foundation, the bedrock,
for our success.

And I think having hearings like this, I think, will give us a
chance to be able to emphasize that. And I think the closed door
session will also provide further insight into that.

Thank you.
Mr. Charney. And I too had recommendations in my testimony.

So
Mr. Saxton. Well, thank you very much. Unless there are other

questions, we will thank you for being here today. And your input
has been extremely valuable.
And I would also like to thank Mr. Meehan and Mr. Larsen and

Mr. Bartlett and Mr. Wilson and the other members that took
place, and the staff, who worked so hard to bring this all together.

Thank you very much. I believe it is been insightful. And unless
there is something further, the subcommittee stands in recess. And
we will hopefully see you all again sometime soon.

Thank you.
[Whereupon, at 11:52 p.m., the subcommittee was adjourned.]
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Good morning ladies and gentlemen. The Subcommittee on Terrorism,

Unconventional Threats and Capabilities meets this morning to assess the new

asymmetnc threat of cyber terrorism. In particular, we would like to have a better

understanding of this threat against the Department of Defense information technology

(IT) systems and networks.

Information dominance is a cornerstone of the Department's Force

Transformation in the 21" Century. We have witnessed these remarkable technological

capabilities—from sensors gathering intelligence to sending that information to shooters

in the air or on the ground in both Operation Endunng Freedom and Operation Iraqi

Freedom. This incredible transmission of data was accomplished with greater accuracy,

in a -horter amount of time with fewer casualties. Armed with these incredible

capabilities, our military forces have gone into battle with more situational awareness

than any other troops in history. While new technological advances bnng information

superiority, it also brings new responsibilities and challenges.

Technology evolves rapidly. While programmers and software developers build

more advanced systems to run more tasks, criminals become more creative in their

methods to break into these systems. Their purpose may be to steal information, wreak

havoc, or send out false commands or information. Without a defense-wide information

assurance policy and implemented practices, the Defense Department's networks may be

vulnerable to anyone who has a computer, the knowledge, and willpower to launch cyber

attacks.

Information assurance (lA) is a critical issue for the Department because it

operates approximately 3 million computers, 100,000 local area networks (LANs), and

100 long-distance networks. These systems including military service-based, joint

defense, and intelligence computers and networks are a part of the Global Information

Grid (GIG), part of which is dependent on commercial civilian systems. All of these

systems are susceptible to acts of cyber terrorists rwenty-four hours a day.

I whole-heartedly agree with Secretary of Defense Donald Rumsfeld that IT is the

enabler behind defense transformation. What we need is the ability to leverage the

(41)
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technology and commercial best practices to ensure the security and integrity of the

Departments' networks. This is a major undertaking with extraordinary consequences.

While the subcommittee recognizes the critical efforts and difficulty of

implementing the Defense-wide Information Assurance Program (DIAP), concerns have

been raised that there is not suiUcient oversight and management at the Department to

achieve the objectives contained in the program.

The Subcommittee is interested to leam more about the Department's information

assurance (lA) policy and the immediate and potential cyber threats against the

Department's IT systems and networks. Additionally, the Subcommittee is interested to

leam about the procedures or defense mechanisms presently in place at the Department to

counter cyber attacks. Finally, the Subcommittee would like to know more about the

processes or best commercial practices that private industry has implemented to handle

cyber security issues and whether these practices are applicable to the Department. This

hearing will attempt to determine what progress the Defense Department has made in its

implementation of the DIAP. We are also interested to leam what challenges lie ahead

for the Department as it confronts c>1>er terrorists in cyberspace.
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Thank you Mr. Chairman and members of the Subcommittee. I am honored to be here

and pleased to have the opportunity to speak with your committee about actions the

Department of Defense is taking to address threats to the security of its networks, systems

and information. We have and continue to make significant progress in our quest to

secure and defend our computer networks. My testimony will highlight some efforts we

have initiated, successes we have achieved and the challenges we face.

Secretary Rumsfeld, in one of his initial testimonies before the House Appropriations

Defense Subcommittee, identified six key transformational goals for the Department

around which we focus our defense strategy and develop our force. Leveraging

information technology to create a seamless, interoperable, network-centric environment

is one of those foundation transformational goals. As demonstrated in recent operations,

U.S. Forces have unparalleled battlefield awareness; they can "see" the entire battlefield

while the enemy cannot. They have translated information technology into combat power

beginning the transformation from Platform-Centric to Network-Centric Operations. And

the transfonnation has just begun. A new era of warfare has emerged, one based on the

concept that connections provide greater power, agility, and speed. Multiple connections

enable U.S. Forces to fight and mass combat effects virtually anywhere, anytime, and

with a smaller "real" force. Through connections, smaller forces operating locally can

leverage almost the full weight of global U.S. combat power. However, as our

dependence on information networks increases, it creates new vulnerabilities, as

adversaries develop new ways of attacking and disrupting U.S. Forces. In recognition of

this dichotomy, the Secretary established the protection of U.S. information networks

from attack as another foundation transformational goal.

Emphasizing that transformation is not an event. Secretary Rumsfeld described it as an

ongoing process, a journey that begins with a transformed "leading edge" force, which, in

turn, leads the U.S. Armed Forces into the future. Mr. John Stenbit, Assistant Secretary

of Defense for Networks and Information Integration and the DoD Chief Information )

Officer (CIO), is committed to support our transformation by providing the power of
^

information to that leading edge. To bring power to the edge, he established the
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(2) richly populate with information of value, as determined by the consumer, (3) ensure

the network is highly available, secure and reliable. My role in bringing power to the

edge is to support Mr. Stenbit's goals by guiding and overseeing the Department's

Infomiation Assurance (lA) Program: the strategy, policy and resources required to create

a trusted, reliable network.

No one agency, organization, or person is capable of assuring this vast network of

capabilities — the Department as a whole must assure our Global Information Grid

(GIG). Everyone who uses, builds, operates, researches, develops, tests, and explores

information technology is responsible for lA. Everyone must be aware of his or her role

in assuring the nation's information. A clear and coherent policy framework is required

to achieve that awareness and the synergy it creates. The Department's transformation to

Network-Centric Operations is most prevailing policy driver. For lA, net-centricity is a

transformation of what we do, because the way we protect information and defend

information systems and networks is fundamentally different in a globally interconnected

world.

In October of last year DoD published its capstone directive on lA followed by a

supporting instruction in March of this year. The directive establishes basic policy and
.

assigns responsibilities to achieve lA through what we refer to as a 'Defense-in-Depth'

approach that integrates the capabilities of technology, operations and personnel. The

instruction implements policy by further assigning responsibilities and prescribing

procedures for applying integrated, layered protection of DoD information systems and

networks. These two documents establish the lA framework for the transfoimation from

Platform-Centric to Network-Centric Operations. The new directive and instruction are

comprehensive, focusing on the confidentiality, availability, integrity, authentication and

non-repudiation of information; essentially all lA services not just the traditional

confidentiality aspects.
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These documents set the tone and lay the foundation for all remaining lA policies such as

those for System Certification and Accreditation, Network Ports and Protocol

Management, Computer Network Defense (CND), and CND Response Actions. They

establish management boundaries and responsibilities at the Department level, the

Component level, and the individual system level. They also organize information

systems into 4 types ' in order to better focus accountability for addressing lA during

system development, during operations, in the acquisition of IT services, and in network

interconnections.

The new policies also establish a banded risk model to help information and system

owners determine appropriate target levels of confidentiality, availability, and integrity.

These target levels are expressed as lA Controls, which address security best practices for

general threats and system exposures, federal and DoD policy requirements, and lA

interoperability across the GIG. The intent is to use these lA Controls as standard terms

of reference for metrics and reporting. The Joint Staff has already taken a first step in

that direction by cross-referencing them in the Joint Quarterly Readiness Review (JQRR)

guidance, and we are working to make them the foundation of our FISMA (Federal

Information Secunly Management Act) reporting. DoD's Operational Test and

Evaluation directorate will test the controls during the conduct of 'Red Team'

assessments of newly deployed systems. .

As I mentioned earlier, our lA directive and instruction are the foundation of our lA i

policy framework. That framework is organized into 9 sub-categories (General; I

A

Certification & Accreditation; Security Management; Computer Network Defense;

Interconnectivity / Multiple Security Levels; Network and Web; Assessments; Education,

Training and Awareness, and Other lA (Integration)). The General sub-category

The four types of information systems are: ^ '

'

Enclaves - operational networks and computing centers with IA focus on security management and

administration

AIS Applications - IT acquisition or development initiatives with lA focus on building protection in

Outsourced IT-bas«d processes - acquisition of IT services with IA focus good source selection factors

and allocation of lA responsibilities between service provider and government users

Platform IT Interconnections - network connections of weapons systems and other platforms with

embedded IT (e.g., medical systems, utilities systems) with the lA focus on managing connection risk
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currently contains the lA directive and instruction I mentioned previously. A Handbook

and Manual are in development. We have published policy for our core missions of

Protect and Defend, policies that guide the Computer Network Defense mission. We also

have policies in progress to support other goals and missions. We are making good

progress in the formulation of policies that support multiple goals and missions such as .

Ports and Protocols Management, Interconnectivity, and Assessments. Formal policies ..

covering Identity Management, Public Key Infrastructure, Public Key Enabling, and

Biometrics are not as mature. However, strong acquisition programs and memo policies

support these areas.

There will be major challenges in the maturation of the lA policy framework. Our DoD

lA community is large and diverse, and lA is both pervasive and interdependent upon

many other policies and processes -a particular challenge for the policy formulation

process. There are, however, opportunities to improve the formulation process. We are

examining ways to make the process more open, more visible, more collaborative, and, as

a consequence, faster. A second challenge is the dissemination of new policy along with

the vision and intent behind the policy. Published and draft versions of DoD lA policy

are available online. We have also published Frequently Asked Questions and tutorials

for the two foundation documents, and we are looking at ways to provide an online, web-

based environment that helps users navigate through the lA policy library at the right

level of readership - executive, manager, practitioner. A third challenge that we will

continue to address is the integration of LA into related policies and programs. We have

effort underway to work the integration of lA into the acquisition process to include

designating lA as a Key Performance Parameter in major systems acquisition programs.

We will be expanding that effort to also cover requirements generation. The last and

j)erhaps most important challenge is lA policy change management and the effect of DoD

lA policy changes on Combatant Command, Service and Agency implementing policies

and programs.
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DoD lA policy establishes top level who, what, and the procedural how. DoD has also

developed and is implementing an Information Assurance (lA) Strategic Plan. The plan

defines the Department's goals and strategic objectives for lA, providing a consistent.

Department-wide approach to assuring our information. It was prepared through the
^'^

cooperative efforts of the Combatant Commands, Services, and Agencies (C/S/As) and is

intended to be a living document. We are aligning our investments and strategic

initiatives to the objectives in the plan and are developing milestones and performance

measures to gauge their success. All of this is done in close coordination with the
'

Department's Global Information Grid architects, product and system developers, and

acquisition executives. The Strategic Plan or roadmap has five major goal areas aligned

to the technology, operations and personnel capabilities of our 'Defense-in-Depth'

approach to lA. Each goal has supporting strategic objectives, sub-objectives, timelines

and associated metrics. The goal areas are:

1. Protect Information to safeguard data (as information) as it is being created, used,

modified, stored, moved, and destroyed, at the client (desktop), within the enclave (base

network), at the enclave boundary (interface with global transport network), and within

the computing environment (applications and operating systems), to ensure that all

information has a level of trust commensurate with mission needs. The goal of the

Global Information Grid is to allow information originating from anywhere on the

network to be available throughout the network. Often the originator has little

foreknowledge of who will use this information. Therefore, the new burden on lA is to

ensure that all information is protectable. This means that all information can be /

protected from "end to end" and throughout its life cycle.

DoD has already invested in programs such as Public Key Infrastructure, Biometrics, and

Common Access Control (CAC) Cards to support this goal. By the end of this year, we

expect neariy all DoD personnel to be outfitted with a CAC card for identification and

access to the network. However, more effort is needed to ensure that these tools are

implemented throughout the DoD enterprise. DoD is focusing hard on the use of open

standards and Extensible Markup Language for interoperability both within DoD and
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with industry and the business community. The key is to do that securely. We are

involved intimately with the rest of the Federal government in identification and identity

management efforts. We want to insure that the mechanisms we use in our defense

missions do not have to be duplicated in our interactions with the rest of government.

Coalition, cross security-domain, and collaborative communications require "tagging" of

people and information in order to provide agility for dynamic access control decisions.

Our supporting protection infrastructures (Key Management Infrastnicture, PKI, and

network management systems) must have a higher level of assurance in order to provide

an integrated systems security posture. Achieving this goal requires partnerships and

combined efforts with other components of the security community; physical secunty,

personnel security, and critical infrastructure protection.

2. Defend Systems and Networks by recognizing, reacting to, and responding to

threats, vulnerabilities, and deficiencies, ensuring that no access is uncontrolled and all

systems and networks are capable of self-defense. DoD systems and networks are

constantly under attack and must be continuously defended. To ensure success, defensive

mechanisms must be an integral part of the design and implementation of systems and

networks across the enterprise. In addition, capabilities must be deployed to react and

respond to internal as well as external threats and attacks.

3. Provide Situational Awareness/IA Command and Control (C2) integrating the lA

posture into common operational pictures to provide a shared understanding among

decision makei-s through decision tools that assist in the planning, execution and

monitoring of coordinated actions. Combatant Commanders must have sufficient

visibility of their networks, threats, and operations to gain a full awareness of their

situation. The complex and interdependent nature of our networks and the demands of

Network-Centric Warfare require shared awareness and understanding across the

enterprise. The role of the lA community is to work closely with Combatant

Commanders and key agencies in building the requirements for the Common Operational

Picture and the Standing Joint Force Headquarters (SJFHQ). The DoD must have lA

Situational Awareness and C2 requirements built in if it is to share information, process it
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effectively, gain a shared understanding, and act in a synchronized fashion to respond in

an effective and appropriate manner. This extends to other government and private sector

partners as well as to our international allies to provide us a worldwide situational

awareness critical to proactively defending our forces both at home and globally.

4. Transform and Enable lA Capabilities to develop and deliver dynamic lA

capabilities and to improve inter and intra entity coordination (government to

government, government to industry, and intra-defense) to reduce risk and increase return

on investment. Network-Centric operations demand greater process agility and

integration. As such, this goal focuses on improving the processes integral to developing

and delivering lA capabilities supporting the transfoiTnation of the force. DoD's

processes are generally designed to follow a cycle of deliberate planning, operations, and

disengagement. Decision support processes are designed to function in a time-linear

way. As a result, our responsiveness is often too slow or ill matched to the environment

in which we now operate. The Network-Centric Warfare environment requires

rethinking and innovation in how we reshape the processes of planning, programming,

and resourcing in order to be responsive to ideas that take hold and become marketed in

time frames faster than current processes can accommodate.

The ever-changing and evolving information technology industry stresses DoD's

processes and challenges them to keep pace. Maintaining a competitive edge over our

adversanes demands that we transform the mechanisms used to develop and deliver new

and dynamic capabilities to become more responsive to ever-changing needs. Agility

must be a goal that every process meets to maintain a competitive edge. Continuous

improvement is mandated. This approach places great importance on harvesting and

prioritizing ideas and the rapid development and deployment of concepts and capabilities

to enable constant and continuous preparation, shaping, and execution of our responses to

the environment.
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5. Create an lA-Empowered Workforce that is trained, highly skilled,

knowledgeable, and aware of its role in assuring information. Well-trained people

are the cornerstone of any successful lA/IT program. Given today's threats against IT

systems and networks, it ts important that all personnel understand the critical role of lA

within their daily work activities. In order to maintain a DoD workforce that is

technologically sound, various programs must be instituted to support the lA mission

(i.e., training and education, lA/IT awareness, and recruitment and retention initiatives).

To create an lA-empowered workforce, there are three critical success factors: (1) a need

for constant vigilance, (2) well-equipped lA/IT personnel, and (3) huy-in from key

decision makers. The need for constant vigilance in information security and awareness

is key to deterring threats and mitigating vulnerabilities. Establishing an lA/IT workforce

that is equipped with the proper skill sets and tools allows the Department to create and

implement value-added solutions that are agile and lechnoiogically advanced. We are

also leveraging initiatives to create centers of academic excellence in our colleges and

universities as well as lA scholarships with the goal to improve our recruitment and

retention. Through efforts like these and our System and Security Admmistrator

Certification Program, wc will achieve this goal.

This Strategic Plan is the roadmap for DoD in assuring our information, and it serves as a

guide for all Services and Agencies within the Department. At DoD's enterprise-wide lA

conference last January, then NSC member Howard Schmidt while describing the

National Strategy to Secure Cyberspace pointed to the common themes and

complementary nature of both our documents. We will continue to review our vision,

goals, and objectives for relevancy, cunency, and applicability. Implementing the lA

Strategic Plan requires the involvement of all Combatant Commands, Services, and

Agencies and will require the continued support and commitment of DoD leadership, to

include the IA Senior Leadership Group (senior lA leaders from the Department's

Combatant Commands. Services, and Agencies), the DoD Chief Information Officer, and

the Military Communications and Electronics Board (MCEB). Oversight of the

implementation, reviews, and updates to the Strategic Plan falls to the lA Senior Steering
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Group. My directorate will serve as the Strategic Management Office for the lA

Strategic Plan, and a Goal Lead internal to my organization has been assigned to each of

the five lA goals. The Plan, supported by our policy framework, is a dynamic roadmap

designed to support Secretary Rumsfeld's transformational force.

While the Network-Centric transformation of national defense capabilities is the primary

driver of DoD lA policy and our lA Strategic Plan, we must also address federal and

statutory requirements. These requirements influence how we organize, interact, and

manage. They also tell us that there are many consumers of information assurance

management information - program analysts, budget analysts, auditors - who are not lA

technical specialists. Our challenge in creating a management or command and control

language for Information Assurance is to ensure that it is expansive enough to serve all

audiences - military, technical, business management, and oversight.

The Federal Information Security Management Act of 2002 (FISMA) is perhaps the most

influential statutory requirement for DoD with respect to lA. A strengthened version of

the Government Information Security Reform (GISR) provisions of the FY 2001 Defense

Authorization Act, it requires DoD as well as other agencies to ... provide information

security protections...comply with information security standards... ensure information

security management processes are integrated with agency strategic and operational

planning processes... as well as numerous other responsibilities. The policies and

strategic plan I described for you are our tools to meet those responsibilities. In both the

FY2001 and FY2002 GISR reports to Congress, OMB mentioned areas where the

Department excels. Our lA training program is, "the most comprehensive training

program and processes of any Federal department or agency." The Department has a

fully functional and effective incident response capability. Guidance and procedural

frameworks for detecting, reporting, and sharing vulnerabilities are documented. In fact

our incident and response center is an integral part of the Federal community's cyber

warning network. The report also mentions that DoD has undertaken aggressive action to

improve and expand its information assurance capabilities by implementing the

Information Assurance Vulnerability Alert (lAVA) process to all Services and agencies;

10
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ensuring timely distribution of effective computer security policies and procedures; and

improving DOD business processes to ensure that all systems are protected. We are far

from perfect, however, and are working diligently to improve our system certification and

accreditation practices and the databases that help us track those certifications. That

effort is more than an accounting drill. It is a comprehensive effort to get near real time

visibility of our entire network, manage configuration enterprise wide, distribute changes

and security patches, and perform consequence management when something effects the

operation of our systems and networks.

The challenges we face are the same challenges found throughout government and

industry. Those are the challenges we are addressing in our lA Strategic Plan. Do we

have unique challenges? Yes, but they are not insurmountable. Size, global presence,

dynamic technical and operational requirements all contribute to the complexity of our

environment. But, we are adapting. We are making progress. We are managing the risk

and managing it successfully across all of our National Security missions within DoD.

That success is documented in our GISR, now FISMA reports as well as in our Annual

lA report to Congress. Most important, however, it is reflected in our ability to act as an

enabler, not an impediment, in the conduct of Network-Centric Operations in several

theaters across the globe.

We have come to realize that we will never be able to achieve absolute protection of our

information, systems and networks. However, we also realize that we can effectively

mitigate the effects of challenges to the security of our information, systems and

networks. We have created a robust Computer Network Defense capability within the

Department, a capability that continues to evolve and transform itself in pace with the

evolving and transforming threat.

lA is a journey, not a destination. That may be a hackneyed phrase but it accurately

depicts The lA environment in DoD. All systems are legacy systems as soon as they go

online. The demand for greater bandwidth, functionality, connectivity and other features

is constantly expanding. That demand will be met. Our task within the Department is to

If 11
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insure it is met securely. lA must be baked in and not spread on as an afterthought. We

are stepping up to that challenge. DoD's lA community is intimately involved not only

in the development of protective technologies for space-based laser, advanced fiber optic,

and wireless transport networks but also in the development of end-to end lA

architectures and technologies. From the labeling of information and people for

controlled access to the security of enterprise computing environments, we are working

now to ensure lA is baked in from both the protect and defense perspectives.

I appreciate the opportunity to appear before the Subcommittee and look forward to your

continuing support on this very critical issue. Thank you. j

V •.. ..i.:):
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Implement Statutory Requirements In

DOD

What GAO Found
In its fisca) year 2002 report on efforts to implement information security

requirements under Government Information Security Refonn law, DOD
reported that it has an aggressive information assurance program and
highlighted several initiatives to improve it These initiatives included

developing an overall strategy and issuing numerous departmentwide
information security policy documents. DOD's reporting highlighted

other accomplishments, but acknowledged that a number of challenges
remain for the department in implementing both its policies and
procedures and statutory information security requirements.

DOD reported several material control weaknesses, which included

needu\g to decrease the time necessary for correcting reported

weaknesses and ensuring that computer securitj' policies are enforced and
security capabilities are tested regularly. Further, performance data DOD
reported for a sample of its systems showed that further efforts are needed
to fully implement key information security requirements, such as testing

systems' security controls, throughout the department (see figure).

Although DOD has undertaken its Defense-wide Information Assurance
Program to promote integrated, comprehensive, and consistent practices

across the department and has recently issued both policy guidance and
implementation instructions, it does not have mechanisms in place for

comprehensively measuring compliance with federal and Defense
information security policies and ensuring that those policies are

consistently practiced throughout DOD.

Reported Resulu tw Selectea DOD Intomntlon Security Perfonnance Masiures

iai.
. Unitad St>tM General Accounting OHic*
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Mr. Chairman and Members of the Subcommittee:

I am pleased to be here today to discuss the status of efforts by the

Department of Defense (DOD) to protect its information systems and

networks from cyber attack. DOD's military services and agencies face

many risks in their use of globally networked computer systems to

perform operational missions, such as identifying and tracking enemy
targets, and daily management functions, such as paying soldiers and

managing supplies. Weaknesses in these systems, if present, could give

hackers and other unauthorized users the opportunity to modify, steal,

inappropriately disclose, and destroy sensitive military data

Since 1996,' we have reported that poor information sectirity In federal

agencies is a widespread problem with potentially devastating

consequences. Further, we have identified information security as a

govemmentwide high-risk issue in reports to the Congress since 1997

—

most recently in January 2003.' Concerned that significant weaknesses in

federal computer systems make them vulnerable to attack, in October 2000

the Congress passed and the President signed into law Government
Information Security Reform provisions (commonly known as GISRA/ to

establish information security program, evaluation, and reporting

requirements for federal agencies—requirements that are now
permanently authorized and strengthened through the recently enacted

Federal Information Security Management Act of 2002 (FISMA).*

In my testimony today, I will first provide an overview of the increasing

nature of cyber security threats and vulnerabilities and of the continuing

pervasive weaknesses across the federal government that led GAO to

initially begin reporting information security as a high-risk issue. I will

then discuss the status of DOD's efforts to ensure the security of its

information systems and to implement the statutory information security

requirements, focusing on the performance data that DOD reported to the

Office of Management and Budget (0MB). Rnally, I will discuss some of

'U.S. General Accounting Ofllce, Infomatian Securily: C^iponuiiitks R>r Improved OMB Oversight of

Agency Practices. GAO/AIMEV96-1 10 (Washington, D.C.: Sept 24, 199«).

"US General Accounting OfBce. High Risk Series: Protecting Information Systems Supporting the

Federal Government and the Nation's Critical Inftastnjctiires, GAO03-121 fWashington, DC; January

2003).

'THIeX. Subtitle G—Goyemnent Information Security Ketonri Floyd D. Spence National Defettse

Authortzaoon Act /or fiscal YearlOOI, P.L106J88, October 30, 2000.

' Title IB—Federal bttbrmaUmi Security Management Act of£002, B-Govenunent Act at2002, P.L 1 07-

347, December 1 7, 2002 This act superseded an earlier version of FISMA that was enacted as Title X of

the Homeland Security Act of 2002

Page I GAO-03-1037T DOD Information Secnrity
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Results in Brief

the challenges for the department in establishing an effective information

security management prograun.

In preparing this testimony, we relied on prior reports and testunony on
information security both govemmentwide and for DOD. We also analyzed

reports prepared by the DOD chief information officer and the DOD
inspector general (IG) for fiscal year 2002 GISRA reporting, as well as

recent DOD policy and guidance documents related to information

security. Further, we analyzed OMB's May 2003 report to the Congress on
fiscal year 20O2 GISRA implementation.' We did not validate the accuracy

of the data reported by DOD or 0MB. We performed our work in July 2003,

in accordance with generally accepted government auditing standards.

Protecting the computer systems that support our nation's critical

operations and infrastructures has never been more important
Telecommunications, power distribution, water supply, public health

services, nauonal defense (including the military's warfighting capability),

law enforcement, government services, and emergency services all depend
on the security of their computer operations. Yet with this dependency
comes an increasing concern about attacks from individuals and groups
with malicious intent, such as crime, terrorism, foreign intelligence

gathering, and acts of war. Such concerns are well founded for a number
of reasons, including the dramatic increases in reported computer security

incidents, the ease of obtaining and using hacking tools, the steady

advance in the sophistication and effectiveness of attack technology, and
the dire warnings of new and more destructive attacks.

Although there have been some individual agency improvements, our most
recent analyses of audit and evaluation reports for the 24 m^or
departments and agencies continued to highlight significant information

security weaknesses that place a broad array of federal operations and
assets at risk of fraud, misuse, and disruption. For example, resources,

such as federal payments and collections, could be lost or stolen; sensitive

information, such as taxpayer data, social security records, medical

records, and proprietary business informabon, could be inappropriately

disclosed, browsed, or copied for purposes of espionage or other types of

'Office of Mana^ment and Budget, FY^OOl Report u> Coognss on ftriera/ Government informahon

Seruruj' Reform. May 18, 2003

GAO-03-1037T DOD Inrormation Security
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crime; and critical operations, such as those supporting national defense

and emergency services, could be disrupted.

In its fiscal year 2002 GISRA report, DOD reported that the department has

an aggressive information assurance (lA) posnire and highlighted several

initiatives to improve its lA program.* These initiatives included developing

an overall strategy that identifies goals and objectives for the program and

issuing numerous information security policy directives, instructions,

manuals, and policy memorandums. Further, EKDD's GISRA reporting

highlighted other accomplishments, such as evaluating security controls

for a sample of its networks. However, this reporting also showed that a

number of challenges remain for the department in implementing both its

policies and procedures and statutory information security requirements,

as indicated by the material weaknesses it reported related to its lA

capabilities, and its performance data that showed further efforts are

needed to implement key requirements. For example, specific deficiencies

related to DOD's material weaknesses included the need to decrease the

time necessary for correcting reported weaknesses and to ensure that

computer security policies are enforced and security capabilities are

tested regularly. Also, performance data reported by DOD for a sample of

its systems showed that further effort is needed by the department to

report on all its systems and to fully implement key information security

requirements, such as testing systems' information security controls and

their contingency plans.

Our past work has shown that an important challenge agencies face in

implementing an effective information security management program is

ensuring that they have the appropriate management structures and

processes in place to strategically nuuiage information security, as well as

to ensure the reliability of performance information. For example,

disciplined processes can routinely provide the agency with timely, useful

information for day-to-day management of information seciuity. DOD has

undertaken its Defense-wide Information Assurance Program (DIAP) to

promote integrated, comprehensive, and consistent lA practices across the

department and has recently issued both policy guidance and

implementation instructions. However, as indicated by the Defense audit

commuiuty's assessment of the DOD's fiscal year 2001 GISRA data, DOD
does not have mechanisms in place for comprehensively measiuing

compliance with federal and Deferjse information security policies and

1A refers to *e range o( mfomiaJion security activiUes and fimctlons neetted to protect DOD's

Informatian and systems.
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ensuring that those policies are consistently practiced throughout the

department

Background

Dramatic increases in computer interconnectivity, especially in the use of

the Internet, continue to revolutionize the way our government, our nation,

and much of the world communicate and conduct business. The benefits

have been enormous. Vast amounts of information are now literally at our
fingertips, facilitating research on virtually every topic imaginable;

financial and other business transactions can be executed almost
instantaneously, often 24 hours a day; and electronic mail, Internet Web
sites, and computer bulletin boards allow us to communicate quickly and
easily with a virtually unlinuted number of individuals and groups.

However, in addition to such benefits, this widespread interconnectivity

poses significant risks to the government's and our nation's computer
systems and, more important, to the critical operations and infrastructures

they support. For example, telecommunications, power distribution, water
supply, public health services, national defense (including the military's

warfighting capability), law enforcement, government services, and
emergency services all depend on the security of their computer
operations. The speed and accessibility that create the enormous benefits

of the computer age on the other hand, if not properly controlled, allow

individuals and organizations to mexpensively eavesdrop on or interfere

with these operations from remote locations for mischievous or malicious

purposes, including fraud or sabotage. Table 1 summarizes the key threats

to our nation's infrastructures, as observed by the Federal Bureau of
InvestigaUon (FBI).

Page 4 GAO-03-1037r DOD Infomatioa Security



62

Table 1 : Threats to Critical Infrastructure Observed by the FBI

Threat
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that C£in destroy, intercept, degrade the integrity of, or deny access to

data.' In addition, the disgruntled orgaiuzation insider is a significant

threat, since these individuals often have knowledge that allows them to

gain unrestricted access and inflict damage or steal assets without

possessing a great deal of knowledge about computer intrusions. As
greater amounts of money are trar\sferred through computer systems, as

more sensitive ecorwmic and commercial information is exchanged
electronically, and as the nation's defense and intelligence communities
increasingly rely on commercially available information technology (TT),

the likelihood increases that information attacks will threaten vital

national interests.

As the number of Individuals with computer skills has increased, more
intrusion or "hacking" tools have become readily available and relatively

easy to use. A hacker can literally download tools from the Internet and
"point and click' to start an attack. Experts also agree that there has been

a steady advance in the sophistication and effectiveness of attack

technology. Intruders quickly develop attacks to exploit vulnerabilities

discovered in products, use these attacks to compromise computers, and
share them with other attackers. In addition, they can combine these

attacks with other forms of technology to develop programs that

automatically scan the network for vulnerable systems, attack them,
compromise them, and use them to spread the attack even further.

Along with these increasing threats, the number of computer security

incidents reported to the CERT® Coordination Center' has also risen

dramatically from 9,859 in 1999 to 82,094 in 2002 and 76,404 for just the

first half of 2003. And these are only the reported attacks. The Director of

CERT Centers stated that he estimates that as much as 80 percent of

actual security incidents goes unreported, in most cases because (1) the

organization was unable to recognize that its systems had been penetrated

' Kinjs a prognun that ^tnTects' computer files, usually executable prognms, by Uiaerting a copy of

Itself imo the file. These copies are usually execuietJ when the "Infected" file is kjaded into memory,
aOowing the virus to infect other Ales. Unlike the computer worm, a virus requires human involvement

(usually unwitting) to prtjpagate Drojan /Kvse a computer program that conceals harmful code. A
Trojan horae usually masquerades as a useful program that a user would wish to execute. Wonrr an

independent computer program that teprtxhices by copying Itself f^om ocie system to another across a

network. Unlike computer viruses, worms do not teqiare human involvement to propagate Logic

bombi in programming, a form of sabotage in which a programmer inserts code that causes the

program to perform a destructive action when some tnggenng event occurs, such as l£nmnating the

progranuner's employmenL Sniffer synonymous with packet snilTer. A program that intercepts routed

tiaia and examines each packet in search of specified informaotm, such as passwords transmitted in

deartexL
•The CEBT® CoortUnalion Center (CERT* CO) is a center of Internet security expertise at the

Software Eitgineeriiig Institixe. a federally hmded research and dev«k)pmem center operated by

Carnegie Melkm University.
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or there were no indications of penetration or attack or (2) the

orgaiuzation was reluctant to report. Figure 1 shows the niunber of

incidents reported to the CERT Coordination Center from 1995 through
the first half of 2003.

Figure 1: Intcrmstion Security Incidents Reported to Camegie-Mellon's CERT
Coordination Center from 1985 through the Brst Half of 2003

In thoiiswKto

t995 19M 19*7
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According to the National Security Agency, foreign governments already

have or are developing computer attack capabilities, and potential

adversaries are developiitg a body of knowledge about U.S. systems and
methods to attack these systems. Since the terrorist attacks of September
1 1, 200 1 , warnings of the potential for terrorist cyber attacks against our

critical infrastructures have also increased. For example, in February 2002,

the threat to these infrastructures was highlighted by the ^>ecial Advisor

to the President for Cyberspace Security in a Senate briefing when he

stated that although to date none of the traditional terrorists groups, stich

as al Qaeda, have used the Internet to launch a known assault on the

United States' infrastructiu-e, information on water systems was
discovered on computers found in al Qaeda camps in Afghanistan.* Also, in

""Adminisdative Oversight Are We Ready for A CybeiTcnror Attack?" Testimony before the Senatt

Comniitsee on the Judicial^, SubcommiOee on Adminisoative Overaight and the Courts, by Ricbanl A.

Clarice, Spedal Advieor to the President for Cyberspace Security and Chairman of the President's

Ciidcal In&astmctare Protection Board <Feb 13, 2002).
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his February 2002 statement for the Senate Select Committee on
Intelligence, the director of central intelligence discussed the possibility of

cyber warfare attack by terrorists." He stated that the September 1

1

attacks demonstrated the nation's dependence on critical infrastructure

systems that rely on electronic and computer networks. Further, he noted

that attacks of this nature would become an increasingly viable option for

terrorists as they and other foreign adversaries become more familiar with

these targets and the technologies required to attack them.

Since September 11, 2001, the critical link between cyberspace and
physical space has been increasingly recognized. In his November 2002

congressional testimony, the Director of the CERT Centers at Carnegie-

Mellon University noted that supervisory control and data acquisition

(SCADA) systems and other forms of networked computer systems have
been used for years to control power grids, gas and oil distribution

pipelines, water treatment and distribution systems, hydroelectric and
flood control dams, oil and chemical refineries, and other physical

systems, and that these control systems are increasingly being connected

to communications links and networks to reduce operational costs by
supporting remote maintenance, remote control, and remote update

functions. These computer-controlled and network<onnected systems
are potential targets for individuals bent on causing massive disruption

and physical damage, and the use of commercial, off-the-shelf technologies

for these systems without adequate security erJwncements can
significantly limit available approaches to protection and may increase the

number of potential attackers.

The risks posed by this increasing and evolving threat are demonstrated in

reports of actual and potential attacks and disruptions. For example:

On February U, 2003, the Natiorml Infrastructure Protection Center

(NIPC) issued an advisory to heighten the awareness of an increase in

global hacking activities as a result of the increasing tensiora between the

United Stales and Iraq.'" This advisory noted that during a time of

increased international tension, illegal cyber activity often escalates, such

*Tesnmony of G«orge J Tenel. Director of CenEral InteUigence. before the Senau Select Committee on
InielUgenoe, Feb 6. 2002.

"Tesomony of Richard D. Pethia, Director, CERT Centere. Software Elngineering Insotute. Carnegie

Mellon Univenaly. before the House Commitlee on Goverrupem Refomv SubctMTuniaee on
Government OBctency, Hrvanciai Management ai\d Inicrgovenunental Relations, Novemtier 19. 2002.

"National Infrastructure Protection Center, yjuionaJ In&isCntctun Procecaon Center Encourages

Heightened Cyber Secunty as Ian—U.S. Tensions Increase. Advisory 03-002 (Washington, DC: Feb.

11.2003),
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as spamming, Web page defacements, and denial-of-service attacks.

Further, this activity can originate within another country that is party to

the tension, can be state sponsored or encouraged, or can come from
domestic organizations or individuals independently. The advisory also

stated that attacks may have one of several objectives, including political

activism targeting Iraq or those sympathetic to Iraq by self-described

"patriot" hackers, political activism or disruptive attacks targeting U.S.

systems by those opposed to any potential conflict with Iraq, or even

criminal activity masquerading or using the current crisis to further

personal goals.

According to a preliminary study coordinated by the Cooperative

Association for Internet Data Analysis (CAIDA), on January 25, 2003, the

SQL Slammer worm (also known as "Sapphire") infected more than 90

percent of vulnerable computers worldwride within 10 minutes of its

release on the Internet, making it the fastest computer worm in history. As
the study reports, exploiting a known vulnerability for which a patch has

been available since July 2002, Slammer doubled in size every 8.5 seconds

and achieved its full scanning rate (55 miUion scans per second) after

about 3 minutes. It caused considerable harm through network outages

and such unforeseen consequences as canceled airline flights and

automated teller machine (ATM) failures. P\irther, the study emphasizes

that the effects would likely have been more severe had Slammer carried a

malicious payload, attacked a more widespread vulnerability, or targeted a

more popular service.

In November 2002, news reports indicated that a British computer

administrator was indicted on charges that he broke into 92 U.S. computer

networks in 14 states; these networks betotxged to the Pentagon, private

companies, and the National Aeronautics and Space Administration during

the past year, causing some $900,(K)0 in damage to computers. According

to a Justice Department official, these attacks were one of the biggest

hacks ever against the U.S. military. This official also said that the attacker

used his home computer and automated softwsire available on the Internet

to scan tens of thousands of computers on U.S. military networks looking

for ones that might suffer from flaws in Microsoft Corporation's Windows
NT operating system software.

On October 21, 2002, NIPC reported that all the 13 root-name servers that

provide the primary roadmap for almost all Internet commuitications were

targeted in a massive "distributed denial of service" attack. Seven of the

servers failed to respond to legitimate network traffic, and two others

failed intermittently during the attack. Because of safeguards, most

Internet users experienced no slowdowns or outages.
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In July 2002, NIPC reported that the potentiai for compound cyber and
physical attacks, referred to as "swarming attacks," is an emerging threat

to the U.S. critical infrastructure," As NIPC reports, the effects of a
swarming attack include slowing or complicating the response to a
physical attack. For example, cyber attacks can be used to delay the

notification of emergency services and to deny the resources needed to

manage the consequences of a physical attack. In addition, a swarming
attack could be used to worsen the effects of a physical attack. For
instance, a cyber attack on a natural gas distribution pipeline that opens
safety valves and releases fuels or gas in the area of a planned physical

attack could enhance the force of the physical attack. Consistent with this

threat, NIPC also released an ii\formation bulletm in April 2002 warning
against possible physical attacks on U.S. financial institutions by

unspecified terrorists.

"

In August 2001, we reported to a subcommittee of the House Government
Reform Committee that the attacks referred to as Code Red, Code Red D,

and SirCam had affected millions of computer users, shut down Web sites,

slowed Internet service, and disrupted business and government
operations." Then in September 2001, the Nimda worm appeared using

some of the most significant attack profile aspects of Code Red n and
1999's ii\famous Melissa virus that allowed it to spread widely in a short

amount of time. Security experts estimate that Code Red, Stream, and
Nimda have caused billions of dollars in damage.

Significant Weaknesses Persist in Federal Information Security

To better understand the risks facing DOD systems, it is useful to consider
the overall status of information security for the federal government Our
analyses of information security at m^or federal agencies have shown that

federal systems were not being adequately protected from computer-based
threats, even though these systems process, store, and transmit enormous
amounts of sensitive data and are indispensable to many federal agency
operations. For the past several years, we have analyzed audit results for

"National Intr^sxructun Protection Center, Swannuig AaacJesr InAaslnxtare AoacJcs for Destnicoon
anrf£fan»«ionfWa3hingtDn. D,C : July 2002).

"Natxmal Infrastructure Protection Center, Possjbie Tetronsm Tugeang ofUS F^n*naai Sysum-
tntomuion Bulleurt (K-CKW ("Washmgtoit. DC: Apr. 19. 2002)
TS General ActrounOng Otace. Informaaon Security: Code Rtd. Code Red U, md SirCam AOacks
HlgtUig/n :<letd for Proteose Measures. GAO-OIlOTTf (Washingum. O.C : Aug. 2S, 2001).
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24 of the largest federal agencies and found that all 24 had significant

information security weaknesses."

As reported in November 2002, our latest analyses of reports issued firom

October 2001 through October 2002, continued to show significant

weaknesses in federal computer systems that put critical operations and

assets at risk." Weaknesses continued to be reported in each of the 24

agencies included in our review," and they covered all six m^or areas of

general controls—^the policies, procediires, and technical controls that

apply to all or a large segment of an entity's information systems and help

ensure their proper operation. These six areas are (1) security program

management, which provides the fitmiework for ensuring that risks are

understood and that effective controls are selected and properly

implemented; (2) access controls, which ensure that only authorized

individucds can read, alter, or delete data; (3) software development and

change controls, which ensure that only authorized software programs are

implemented; (4) segregation of duties, which reduces the risk that one

individual cjin independently perform inappropriate actions without

detection; (5) operating systems controls, which protect sensitive

programs that support multiple applications from tampering and misuse;

and (6) service continuity, which ensures that computer-dependent

operations experience no significant disruptions. Figure 2 illustrates the

distribution of weaknesses for the six general control areas across the 24

agencies.

•^.S General Accounting OfBce, Informaaon Securiljr Seiioia WaUinesses PIscx Critical ficdeal

Opentkms and Assets al ask, OACUMmX>aS-92 OVashinglon, D.C.; Sept. 23, 1998); blfonnacion

Secuniy Serious and Widespread Weaknesses Perslsi at fideial Agencies, GAO'AlMI>00-295

(Washington, D.C.: Sept 6, 2000): ComputerSecurity: bnprovemems Needed to Reduce «** to Critkxl

Federal OpeiaoonsandAssets, GAa02.231T (Washington, D.Cj Nov. 9, 2001); and Computer Security:

Progiess Made, but Critical F^denUCIperacions andAssets Remain at Ksk.G\Oi)3-3Cm(yia^it\gUin,

DC. Nov. 19, 2002)

"GAO-OMOar.
"Does not include the [)epaitinent ofHomeland Security thai was created by the Homeland Security

Act in November 2002.
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Figure 2: Computer Security Weaknesses at 24 Major Federal Agencies

Number of agenclee
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Souice Audit rsfions icsuee CicloMr 2001 mraugti Oclo&tr ?002.

Although our analyses showed that most agencies had significant

weaknesses in these six control areas, as in past years' analyses,

weaknesses were most often identified for security program management
and access controls.

For securityprogram management, we identified weaknesses for all 24

agencies in 2002—the same as reported for 2001, and compared to 21 of

the 24 agencies (88 percent) in 2000. Securit> program management, which
is fundamental to the appropriate selection ar.d effectiveness of the other

categories of controls, covers a range of actix-.ties related to understanding

information security risks; selecting and implementing controls

commensurate with risk; and ensuring that controls, once implemented,

continue to operate effectively.
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Foraccess controls, we found weaknesses for 22 of 24 agencies (92

percent) in 2002 (no significant weaknesses were found for one agency,

and access controls were not reviewed for another"). This compares to

access control weaknesses found in all 24 agencies for both 2000 and 2001.

Weak access controls for sensitive data and systems make it possible for

an individual or group to inappropriately modify, destroy, or disclose

sensitive data or computer programs for purposes such as personal gain or

sabotage. In today's increasingly interconnected computing environment,

poor access controls can expose an agency's information and operations

to attacks from remote locations all over the world by individuals with

only minimal computer and telecommunications resources and expertise.

Our analyses also showed service-continuity-related weaknesses at 20 of

the 24 agencies (83 percent) with no significant weaknesses found for 3

agencies (service continuity controls were not reviewed for aiiofiier). This

compares to 19 agencies wiUi service continuity weaknesses found in 2001

cmd 20 agencies found in 2000. Service continuity controls are Important in

that they help ens\u-e that when unexpected events occur, critical

operations will continue without undue interruption and that crucial,

sensitive data are protected. If service continuity controls are inadequate,

an agency can lose the capability to process, retrieve, and protect

electronically maintained information, which can significantly affect an

agency's ability to accomplish its mission. Further, such controls are

particularly important in the wake of the terrorist attacks of September 1 1,

2001.

These analyses of information security at federal agencies also showed
that til? scope of audit work performed has continued to expand to more
fully cover all six msyor areas of general controls at each agency. Not

surprisingly, this has led to the identification of additional areas of

weakness at some agencies. These increases in reported weaknesses do
not necessarily mean that information security at federal agencies is

getting worse. They more hkely indicate that information security

weaknesses are becoming more fully understood—an important step

toward addressing the overall problem. Nevertheless, the results leave no

doubt that serious, pervasive weaknesses persist. As auditors increase

their proficiency and the body of audit evidence expands, it is probable

that additional significant deficiencies will be identified.

Most of the audits represented in figure 2 were performed as part of

financial statement audits. At some agencies with primarily financial

missions, such as the Department of the Treasury £ind the Social Security

Administration, these audits covered the bulk of mission-related

operations. However, at agencies whose missions are primarily

GAO-0S-1037T DOD Information Seeurity
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nonfinancial, such as DOD and the Department of Justice, the audits may
provide a less complete picture of the agency's overall security posture

because the audit objectives focused on the financial statements and did

not include evaluatJor\s of individual systems supporting nonfinancial

operations. However, in response to congressional interest, beginning in

fiscal year 1999, we expanded our audit focus to cover a wider range of

nonfmancial operations—a trend we expect to continue. Audit coverage

for nonfinancial systems has also increased as agencies and their IGs

reviewed and evaluated their information security programs as required by
GISRA.

To fully understand the significance of the weaknesses we identified, it is

necessary to link them to the risks they present to federal operations and
assets. Virtually all federal operations are supported by automated systems
and eleclromc data, and agencies would find it difficult, if not impossible,

to carry out theu' missions and account for their resources without these

iitformation assets. Hence, the degree of risk caused by security

weaknesses is extremely high.

The weaknesses identified place a broad array of federal operations and
assets at risk. For example,

resources, such as federal payments and collections, could be lost or

stolen;

computer resources could be used for unauthorized purposes or to launch

attacks on others;

ser\sitive information, such as taxpayer data, social security records,

medical records, and proprietary business information, could be

inappropriately disclosed, browsed, or copied for purposes of espionage or

other types of cnme;

critical operations, such as those supporting national defense and
emergency services, could be disrupted;

data could be modified or destroyed for purposes of fraud or disruption;

aiKl

agency missiora could be undermined by embarrassing incidents that

result in diminished confidence in their ability to conduct operations and
fiilfill their fiduciary resporvsibilities.

GAO-03-1037TDOD Informabon Security
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Congress Consolidates and Strengthens Federal Information Security

Requirements

Concerned with accounts of attacks on commercial systems via the

Internet and reports of sigruficant weaknesses in federal computer
systems that make them vulnerable to attack, on October 30, 2000,

Congress enacted GISRA, which was signed into law and became efifective

November 29, 2000, for a period of 2 years. GISRA supplemented
information security requirements established in the Computer Security

Act of 1987, the Paperwork Reduction Act of 1995, and ttie Clinger-Cohen

Act of 1996 and was consistent with existing information security guidance

issued by 0MB" and the National Institute of Standards and Technology
(NIST)," as well as audit and best practice guidance issued by GAO."

Most importantly, however, GISRA consolidated these separate

requirements and guidance into an overall framework for managing
information security and established new annual review, independent

evaluation, and reporting requirements to help ensure agency
implementation and both 0MB and congressional oversight. GISRA
assigned specific responsibilities to 0MB, agency heads and CIOs, and IGs.

0MB was responsible for establishing and overseeing policies, standards,

and guidelines for information security. This included the authority to

approve agency information security programs, but delegated OMB's
resporjsibilities regarding national security systems to national security

agencies. 0MB was also required to subnut an annual report to the

Congress summarizing results of agencies' independent evaluations of

their information security programs. 0MB released its fiscal year 2001

report in February 2002 and its fiscal year 2002 report in May 2003.

GISRA required each agency, including national security agencies, to

establish an agencjTvide risk-beised information security program to be

overseen by the agency CIO and ensure that information security is

practiced throughout the life cycle of each agency system. Specifically,

this program was to iiKlude

"Prinmrty 0MB Circuiir A-130. Appendix Ul, "Security of Federal Automaled Informaoon Resources,"

February 19G6.

^Numerous publications made available al hapi//wwwjtijustgov/ including National Institute of

StarKjaids arid Technology, Genenlly Accepted Principles andPractices forSecuhng InformBtion

Technology Systems. MIST Special PubHcation 800-14, September 1996.

"U.S. Ger>eral Accounting Office, Federal Information System Controis Manaai, Volume I—FJnandJ/

Statement Audio. GAO/AJMD-12.19.6 (Washington, D.C.: Januaiy 1999); Intormatian Security

Management Uaminglrom Leading Organijations. GAObfAIMD-SS-BS (Washington, D.C.; May 1998).
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• periodic risk assessments that consider internal and external threats to the

integrity, confidentiality, and availability of systems, and to data

supporting critical operations and assets;

• the development and implementation of risk-based, cost-effective policies

and procedures to provide security protections for information collected

or maintained by or for the agency,

• training on security responsibilities for information security personnel and

on security awareness for agency personnel;

• periodic management testing and evaluation of the effectiveness of

policies, procedures, controls, and techniques;

• a process for identifying and remediating any sigruficeint deficiencies;

• procedures for detecting, reporting, and responding to security mcidents;

and

• an annual program review by agency program officials.
"^

In addition to the responsibilities listed above. GISRA required each
agency to have an annual independent evaluation of its information

security program and practices, including control testing and compliance

assessment. The evaluations of non- national-security systems were to be

performed by the agency IG or an independent evalujitor, and the results

of these evaluations were to be reported to 0MB. For the evaluation of

national security systems, special provisions mcluded having national

security agencies designate evaluators, restricting the reporting of

evaluation results, and having the IG or an independent evaluator perform

an audit of the independent evaluation. For national security systems, only

Uie results of each audit of an evaluation are to be reported to 0MB.

With GISRA expiring on November 29, 2002, on December 17, 2002, FISMA
was enacted as title III of the ^Government Act of 2002 to permanently

authorize and strengthen the information security program, evaluation,

and reporting requirements established by GISRA Among other things,

FISMA also requires ^^ST to develop, for systems other than national

security systems, (1) standards to be used by all agencies to categorize all

their information and information systems based on the objectives of

providing appropriate levels of information security according to a range

of risk levels; (2) guidelines reconunending the types of information and
information systems to be included in each category; and (3) minimum
information security requirements for information and information

systems in each category. In addition, FISMA requires each agency to
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develop, maintain, and annually update an inventory of msyor information

systems (including nujor national security systems) operated by the

agency or under its control. This inventory is also to include an

identification of the interfaces between each system and ail other systems

or networks, including those not operated by or under the control of the

agency.

DOD Highlights Initiatives, But Also Reports Weaknesses

DOD has undertaken several iiutiatives to improve its information

\
security, including the development of an overall lA strategy and the

issuance of information security policy and guidance.'' However,
' information that DOD's CIO and IG submitted for fiscal year 2002 GISRA

reporting showed that a numl)er of challenges remain for the department

in implementing both its policies and procedures and the statutory

information security requirements. These challenges are indicated by the

material weaknesses DOD reported related to its lA capabilities and its

performance data, which showed that further efforts are needed to

implement key requirements.

DOD Efforts to Improve Information Security

Overall, the DOD CIO reported in its fiscal year 2002 GISRA report; that the

department has £in aggressive lA posture and highlighted several initiatives

to improve its lA program. In particular, DOD has developed an overall lA

strategic plan to define the department's goals and objectives and to

provide a consistent departmentwide approach to information assurance.

Further, according to a DOD official, DOD is alignii\g its strategic

initiatives to objectives in this plan and is developing milestones and

performance measures to gauge success.

Specific plan goals include:

• protecting information to ensure that all information has a level of trust

commensurate with mission needs;

• defending systems and networks to ensure that no access is uncontrolled

and that all systems and networks are capable of self-defense; and

"lA refers to th« rai^ of infonnaoon securiQr acavitjes and ftmctions nested to protect DOD's

information and systeins.
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creating an lA-empowered workforce that is trained, highly sldUed,

knowledgeable, and aware of its role in assuring information.

The plan also identified specific objectives for each goal. For example, to

meet the goal of protecting information to ensure that all information has a

level of trust commensurate with mission needs, DOD identified objectives

including defining data protection requirements, applying protection

mechanisms across the enterprise, and developing robust mechanisms that

protect, information. In addition, DOD has developed a complementary
implementation mecharusm for lA known as Defense in Depth that uses a

multilayered approach with defense mecharusms on successive layers at

multiple locations.

Other initiatives highlighted in the DOD CIO's fiscal year 2002 GISRA
report included establishing a number of senior-level Ixxlies that discuss,

brief, and shape the future of LA efforts—such as the CIO Ebcecutive Board
and the Military Corrununications-Electronics Board—and issuing

information security policy directives, instructions, manuals, and policy

memorandums.

During fiscal year 2003, DOD has continued its efforts to implement LK
departmentwide by issuing additional policy and guidance. Specifically, in

October 2002, it issued DOD Directive 8500. 1 to establish policy and assign

responsibility for lA management." FVirther, in February 2003, DOD issued

DOD Instruction 8500.2, which prescribes a framework for implementing
the department's lA program and establishes baseline levels of assurance
for mformation systems.''

Material Weaknesses Identified By DOD
DOD reported eight material weaknesses in fiscal year 2002 for which it

said it is undertaking aggressive action to improve and expand its lA

capabilities. The actions DOD identified to address the eight deficiencies

• completing the implementation of the Information Assurance Vulnerability

Alert process to all services and agencies;

°Depanineiu of DefenK DirecttiT Number 8500.1, In/bmuoon Assunnce (U) (Oct 24. 2002)
"Deparonem of DefenM Inscniction Number 8SO0Z Infonruttton Asswvkt (lA) bnpfemeflcacfon (Feb

6.2000)
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• ensuring that effective computer seciirity policies and procedures are

distributed in a timely manner,

• improving DOD business processes to ensure that all systems are

protected;

• decreasing the time necessary for correction of reported weaknesses;

• ensuring that computer security policies are enforced and security

capabilities are tested regularly;

• ensuring that training is conducted for all network personnel (this includes

awareness training for all personnel to specific network defense training

\ for system and network administrators);

• increasing access security through the use of electronic tokens; and

• increasing security through certificates (for authentication and
nonrepudiation).

DOD Reports Show Further Efforts Needed to Implement Key Information Security

Requirements

OMB's fiscal year 2002 reporting iastructions included new high-level

management performance measures that the sigencies and IGs were
required to use to report on agency officials* performance, such as the

'' number and percentage of systems that have been assessed for risk and
' ^ that have an up-to-date security plaa In addition, OMB's reporting

instructions for fiscal year 2002 stated that agencies were expected to

review all systems annually." 0MB explained that GISRA requires senior— agency program officials to review each security program for effectiveness

at least annually, and that the purpose of the security programs discussed

in GISRA is to ensure the protection of the systems and data covered by
the program. Thus, a review of each system is essential to determine the

program's effectiveness, and only the depth and breadth of such system
'

'

' ~ reviews are flexible.

DOD reported data for most performance measures as required. However,

'.d" ..
•' as agreed with OMB, DOD reported these data for only a sample of its

systems and networks rather than for all systems. As a result, DOD cannot

ensure that these performance measures accurately reflect the information

"Oflice of Management and Budget, 'Reponing Instructions for the Government Informuion Security

Beform Act and Updated Guidance on Security Plans of Action and Milestones." Memorandum for

Heads of Executive Departments and Agencies, Mitchell E. Daniels, Jr., M-02O9, July 2, 2002.
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security status of its thousands of systems or that potential weaknesses for

- - all systems have been identified for correction. Further, reporting on only

a sample of systems limited the usefulness of OMB's analysis of the

govemmentwide status of IT security reported in its fiscal year 2002 report

to the Congress, which considered data for only DOD's sample of systems

in measuring the overall progress by 24 large agencies.

DOD indicated in its report that because of its size and complexity, the

collection of specific metrics required sizable lead time to allow for the

collection and approval process by each military service and agency. For

^^.,. this reason, DOD focused its fiscal year 2002 GISRA efforts on (1) a
'';• sample of 366 of its networks (24 1 unclassified and 125 classified) and

>fr

"

(2) a sample of 155 systems that were selected fi-om the sample of systems
":"""

used for DOD's fiscal year 200 1 GISRA review. Although DOD reponed

performance measure data for both the sample of networks and the

sample of systems, OMB's provided comparative results in its report to

Congress primarily for the sample of 155 systems. However, as discussed

later in this statement, DOD did report that 96 percent of its sample of

networks was certified and accredited.

OMB's fiscal year 2002 GISRA report to the Congress summarized both

agency and overall results for certain key measures for 24 large federal

*i agencies. Subject to the limitation of DOD's data, figure 3 summarizes

i^'
" DOD results for six of these measures for the 155 systems and shows that

most of these measures actually decreased from fiscal year 2001 to fiscal

year 2002. DOD attributed the decreases to inaccuracies in the fiscal year

2001 data. Discussion of these and other measures follow figure 3 and"'"
include a comparison of DOD results to results for other agencies as

presented in our recent testimonies before a subcommittee of the House
Government Reform Committee."

"L'.S. General Accountijie OfiSoe, Infonnsoon Secuhly: Prognas Msde, But CtiMlienges Sematn to

Pwtrct Federal Systems and UK Naaon s Critical U\lnstnictuir& GAO-03-664T (Washington. DC:
Apr 8. 2003). and Information SectuJty Continued BBbrts Seeded to Fuify Imptemetu Statutoiy

ReQuutments. GAOfO^MTT (Wastvinguin. DC: Jun. 24. 2003).
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Figure 3: Reported Results (or Selected OOD Information Security Periormanca
Measures
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Systems Assessed for Risk

Agencies are required to perform periodic threal-based risk assessments

for systems and data. iUsk assessments are an essential element of risk

management and overall security program management and, as our best

practice work has shown, are an integral part of the management
processes of leading organizations." Itisk assessmerrts help ensure that the

greatest risks have been identified and addressed, increase the

imderstanding of risk, and provide support for needed controls. Our
reviews of federal agencies, however, frequently show deficiencies related

to assessing risk, such as security pleuis for m^or systems that are not

"GACVAIMD^^S.
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developed on the basis of risk. As a result, the agencies had accepted an
unknown level of risk by default rather than consciously deciding what
level of risk was tolerable.

OMB's performance measure for this requirement mandated that agencies

report the number and percentage of their systems that have been
assessed for risk during fiscal year 2001 and fiscal year 2002. DOD
reported that for its sample of 155 systems, 68 percent (106) had risk

assessments for fiscal year 2002 as compared to 81 percent (125) for fiscal

year 2001—a decrease of 13 percentage pioints. In comparison, our overall

analyses of reporting for this measure for all 24 agencies (including DOD)
showed that for fiscal year 2002, 1 1 agencies reported that they had
assessed risk for 90 to 100 percent of their systems, and of the remaining

13, 8 reported less than 50 percent

Systems With Up-to-Date Security Plans

An agency head is required to ensure that the agency's information

security plans are practiced throughout the life cycle of each agency
system. In its reporting instructions, OMB required agencies to report

whether the agency head had taken specific and direct actions to oversee
that program officials and the CIO are ensuring that security plans are up
to date and practiced throughout the life cycle of each system. Agencies
also had to report the number and percentage of systems that had an up-

to-date security plan.

Regarding the status of agencies' security plans, DOD reported that for its

sample of 155 systems, 66 percent (103) had up-to-date security plans for

fiscal year 2002—a decrease from the 84 percent (130) reported for fiscal

year 2001. In compansorv our overall analysis for all 24 agencies showed
that for fiscal year 2002, 7 agencies reported that they up-to-date security

plans for 90 to 100 percent of their systems, and of the remaiiung 17

agencies, 9 reported up-to-date security plans for less than 50 percent of

their systems.

Systems Certified and Accredited

As one of its performance measures for agency program official

responsibilities, OMB required agencies to report the number and
percentage of systems that have been authorized for processmg following

certification and accreditation. CeroScadon is the comprehensive
evaluation of the technical and nontechnical security controls of an IT

system to support the accreditation process that establishes the extent to
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which a particular design and implementation meets a set of specified

security requirements. Certification provides the necessary information to

a management official to formally declare that an IT system is approved to

operate at an acceptable level of risk. Accreditation is the authorization of

an IT system to process, store, or transmit information, granted by a

management official that provides a form of quality control and challenges

managers and technical staff to find the best fit for security, given

technical constraints, operational constraints, and mission requirements.

The accreditation decision is based on tJie implementation of an agreed

upon set of management, operational, and technical controls, and by

accrediting the system, the management office accepts the risk associated

with it

DOD has established a standard departmentwide process, set of activities,

general tasks, and a management structure to certify and accredit

information systems and maintain the lA and security posture throughout

the life cycle of the system. A companion manual, the DOD Information

Technology Security CertiScation andAccreditation Process (DITSCAP)
Application Manual, provides implementation guidance to standardize the

certification and accreditation process throughout DOD." The DOD CIO

reported that the department is implementing the DITSCAP process, but

realizes the actual process is complex, lengthy, and costly; and several

internal agencies are exploring efforts to streamline DITSCAP.

DOD reported that for fiscal year 2002, 55 percent (85) of its sample of 155

systems was authorized for processing following certification and

accreditation—a decrease from the 61 percent (95) reported for fiscal year

2001. For this particular measure, DOD also reported that in fiscal year

2002, 96 percent (362) of its 366-network sample was certified and

accredited to operate. In comparison, our overall analysis for all 24

agencies showed that for fiscal year 2002, only 3 agencies reported that 90

to 100 percent of their systems were authorized for processing foUovirlng

certification and accreditation, and of the remaining 21 agencies, 13

reported that less than 50 percent of their systems were authorized,

including 3 that reported that none were authorized.

According to the DOD IG's fiscal year 2002 GISRA report, the certification

and accreditation data reported by the department for fiscal year 2001

included systems that were certified and accredited either under the

DITSCAP or another process. In addition, in ai\alyzing a sample of the

"Depafljnent of Defense. DOD Information Technology Secuniy CertiOcsoon andAccredHaOon

Process (DtTSCAP) AppUcaaon Manual, DOD 8610. 1 M (July 31. 2O0O).
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systems used for the department's fiscal year 2001 GISEIA reporting, the IG

found the certification and accreditation status for some systems was
incorrectly reported.

Security Control Testing and Evaluation

System Contingency Plans

An agency head is responsible for ensuring that the appropriate agency

officials evaluate the effectiveness of the information security program,

including testing controls. Further, the agencywide information security

program is to include periodic management testing and evaluation of the

effectiveness of infonmation security policies and procedures. Periodically

evaluating the effectiveness of security policies and controls and acting to

address any identified weaknesses are fundamental activities that allow an

organization to manage its information security risks cost-effectively,

rather than reacting to individual problems ad hoc only after a violation

has been detected or an audit finding has been reported. Further,

management control testing and evaluation as part of the program reviews

can supplement control testing and evaluation in IG and o\u audits to help

provide a more complete picture of the agencies' security postures.

As a performance measure for this requirement, 0MB required agencies to

report the number and percentage of systems for which security controls

have been tested and evaluated during fiscal years 2001 and 2002. DOD
reported that for fiscal year 2002, it had tested and evaluated controls for

only 28 percent (43) of the 15&-syslem sample—a slight increase from the

23 percent (35) reported for fiscal year 2001. In comparison, our overall

analysis for all 24 agencies showed that for fiscal year 20O2, only 4

agencies reported they had tested and evaluated controls for 90 to 100

percent of their systems, and of the remaining 20 agencies, 10 reported less

than 50 percent.

Contingency plans provide specific instructions for restoring critical

sv'stems, mcluding such items as arrangements for alternative processing

facilities, m case the usual facilities are significantly damaged or cannot be

accessed. These plans and procedures help to ensure that critical

operations can continue when unexpected events occur, such as

temporary power failure, accidental loss of files, or nuyjor disaster.

Contingency plans should also identify which operations and supporting

resources are critical and need to be restored first and should be tested to

identify their weaknesses. Without such plans, agencies have inadequate

Page 24 GAO-03-1037T DOD InforrouiOD Security
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Incident-Handling Capabilities

assurance that they can recover operational capabiBty in a timely, orderly

manner after a disruptive attack.

As another of its performance measures, 0MB required agencies to report

the number and percentage of systems for which contingency plans had

been prepared and had been tested in the past year. DOD reported that of

its 155-system sample, 66 percent (103) of its systems had contingency

plans for fiscal year 2002—a decrease from the 85 percent (131) reported

for fiscal year 2001. However, more significantly, DOD also reported that

for fiscal year 2002, only 21 percent (32) of its sample ofsystems had

contingency plans that had been tested within the past year. In

comparison, our overall analysis for all 24 agencies showed that for fiscal

year 2002, or\ly 2 agencies reported they had tested contingency plans for

90 to 100 percent of their systems, and of the remaining 22 agencies, 20

reported less than 50 percent, including 1 that reported none had been

tested.

Agencies are required to implement procedures for detecting, reporting,

and responding to security incidents. Although even strong controls may
not block all intrusions and misuse, organizations can reduce the risks

associated with such events if they promptly take steps to detect

intrusions and misuse before significant damage can be done. In addition,

accounting for and analyzing security problems and incidents are effective

ways for an organization to gain a better understanding of threats to its

information and of the cost of its security-related problems. Such analyses

can also pinpoint vulnerabilities that need to be addressed to help ensure

that they will not be exploited again. In this regard, problem and incident

reports can provide valuable input for risk assessments, help in prioritizing

security improvement efforts, and be used to illustrate risks and related

trends in reports to senior management

In March 2001, we reported that over the past several years, DOD had

established incident response capabilities for the military services and

enhanced computer defensive capabilities across the department

However, we also identified six areas in which DOD faced challenges in

improving its incident response capabilities, including (1) coordinating

resource planning and priorities for incident response across the

*IJ5 GOTeral Accounting Office. Infonraton Secuno-. Chailenges to Improving DOD's Incident

Response Capabitioes, GACK)1.341 (Wsshlnguwi, DC; Mar. 28, 2001).
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department; (2) integrating critical data from systems, sensors, and other

devices to better monitor cyber events and attacks; (3) establishing a

departmentwide process to periodicUly and systematically review systems

and networks on a priority basis for security weaknesses; (4) ensuring that

components across ihe department consistently and fully report

compliance with vulnerability alerts; (5) improving the coordination and
suitability of component -level incident response actions; and (6)

developing departmentwide performance measures to assess incident

response capabilities and thus better ensure mission readiness. Although

DOD was aware of these challenges and had undertaken some initiatives

to address them, the initiatives were not complete at the time of our

review We recommended that DOD act to address these challenges to

better protect its systems and networks from cyber threats and attacks.

Currently, DOD reports that it has made progress m addressing many of

these challenges.

For fiscal year 2002 GISRA reporting, OMB required agencies to report

several performance measures related to detecting, reporting, and
responding to security incidents. These included the number of agency

components with an incident-handling and response capability, whether

the agency and its ni^or components share incident information with the

Federal Computer Incident Response Center (FedCIRC)* in a timely

manner, and the numbers of Incidents reported. OMB also required that

agencies report on how they confirmed that patches have been tested and

instated in a timely manner.

In its fiscal year 2002 GISRA report, the DOD CIO reported that essentially

all its components have an incident handling and response capability and

that DOD has made significant progress in developing its computer
network defense capabilities, including the January 2001 issuance of DOD
Directive O-8530.1, "Computer Network Defense," which established

computer network defense policy, definition, juid department

responsibibties. The CIO also reported that through its computer network

defense capabiUties, DOD could monitor, analyze, detect, and respond to

unauthorized activity within DOD irtformation systems and computer
networks. In addition, the CIO reported that each of the m^or military

services has a robust computer emergency response team (CERT) and

integrated network operations centers. Further, the report states that the

DOD CERT works closely with FedCIRC on all incidents within the .gov

TedCIRC, fofmerty vrithui the G«nefal Services Adminjstration and now pan or (he Depvonenc of

Homeland Secuniy. was esuMished to provide a central focal point for incident reporting, handling,

prevention and recognition for tlw federal govemmenL
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Internet domain and, along with other service and agency CERTs, shares

incident information with FedCIRC within 10 minutes to 48 hours

depending on the seriousness of the incident. The Joint Task Force for

Computer Network Operations and the DOD CEKT take responsibilily for

incidents within the .mil Internet domain.

In comparison to DOD, our analyses of agencies' fiscal year 2002 GISRA
reports showed that most agencies reported that they have established

incident-response capabilities. For example, 12 agencies reported that for

fiscal year 2002, 90 percent or more of their components had incident

handling and response capabilities, and 8 others reported that they

provided these capabilities to components through a central point within

the agency.

Security Training for Employees and Contractors

Agencies are required to provide training on security awareness for agency

personnel and on security responsibilities for information security

personnel. Our studies of best practices at leading organizations have

shown that such origanizations took steps to ensure that personnel

involved in various aspects of their information security programs had the

skills and knowledge they needed. They also recognized that staff

expertise had to be frequently updated to keep abreast of ongoing changes

in threats, vulnerabilities, software, security techniques, and security

monitoring tools.

Among the p>erformance measures for these requirements, 0MB mandated

that agencies report the number and percentage of employees—including

contractors—who received security training during fiscal years 2001 and

2002, and the number of employees with significant security

responsibilities who received specialized training. In response to these

measures, the DOD CIO reported that it provides departmentwide,

component-level security traiiung and periodic updates for all employees,

but that actual numbers and the percentage of agency employees who
received security training in fiscal year 2002 were not available at the time

of its report. For employees with significant security responsibilities, the

CIO reported that specialized security and technical training is provided to

persons empowered to audit, alter, or affect the intended behavior or

content of an FT system, such as system/network admirustrators and

information systems sectirity officers. Additional training is also provided

for others, such as CERT members, computer crime investigators, and

Web mastera'site managers. However, performance measure data reported

for employees with significant security responsibilities showed that of

Page 27 GAO-03- 1037T DOD Information Secoiily



85

39,783 such employees, 42 percent (16,812) received specialized traitung in

fiscal year 2002—a decrease of 9 percentage points from the 51 percent

reported for fiscal year 2001.

In comparison with other m^or federal agencies, for specialized training

for employees with significant securilj' responsibilities, our analyses

showed that 12 agencies reported 50 percent or more of their employees
with significant security responsibilities had received specialized training

for fiscal year 2002, with 5 of these reporting 90 percent or more. Of the

remaining 12 agencies, 9 including DOD reported that less than half of
such employees received specialized training, 1 reported that none had
received such traiiUng, and 2 did not provide sufficient data for this

measure.

Security of Contractor-Provided Services

Agencies are required to develop and implement risk-based, cost-effective

policies and procedures to provide security protection for ii\fonnation

collected or maintained by or for the agency. In its fiscal year 2001 GISRA
report to the Congress, OMB identified poor security for contractor-

provided services as a common weakness, and for fiscal year 2002
reporting, included performance measures to help indicate whether the

agency program officials and CIO used appropriate methods, such as

audits and inspections, to ensure that service provided by a contractor are

adequately secure and meet security requirements.

For fiscal year 2002 GISRA, the DOD CIO reported that there was
insufficient time and resources to accurately collect requested

performance measure data. The CIO also reported that execution and
verification of contractor services and facilities are managed at the

subagency levels, and that agency program officials use audits or

inspections to ensure that contractor-provided services are adequately

secure and meet statutory information security requirements, OMB policy,

and NIST guidance. The DOD IG did not review the status of contractor-

provided services for compUance with GISRA, but did identify several

reports issued from August 2001 to July 2002 by military service audit

agencies that discussed weaknesses in background investigations.

Screening of contractor or subcontractor employees as a condition for

physical or computer systems access is a recommended safeguard, and
depending on the program or system criticality or information sensitivity,

can range from minimal checks to complete background investigations.

P«g« 28 GAO-t)3- 1037T DOD Infoniutioa Sccarity



86

Challenges to Implementing an Effective Information Security

Management Program

As previously discussed, our past analyses of audit results for 24 of the

largest federal agencies showed that all 24 had significant weaknesses in

security program management, which covers a range of activities related

to understanding infonnation security risks; selecting and implementing

controls commensurate with risk; and ensuring that controls, once
implemented, continue to operate effectively." Establishing a strong

security management program requires that agencies take a

comprehensive approach that involves both (1) senior agency program

\
managers who understand which aspects of their missions are the most

\ critical and sensitive and (2) technical experts who know the agencies'

systems and can suggest ^propriate technical security control techniques.

We studied the practices of organizatioi\s with superior security programs
and summarized our findings in a May 1998 executive guide entitled

Information Security Management Learning From Leading Organizations!^

Our study found that these organizations managed their information

security risks through a cycle of risk management activities. These
activities, which are now among the federal government's statutory

information security requirements, included

• assessing risks and determining protection needs, selecting and
implementing cost-effective policies and controls to meet those needs,

• promoting awareness of policies and controls and of the risks that

prompted their adoption among those responsible for complyir\g with

them, and

• implementing a program of routine tests and examinations for evaluating

the effectiveness of poUcies and related controls and reporting the

resulting conclusions to those who can take appropriate corrective action.

Although GISRA reporting provided performance iirformation on these

areas, it is important for agencies to ensure that they have the appropriate

management structures and processes in place to strategically manage
information security, as well as ensure the reliability of performance

information. For example, disciplined processes can routinely provide the

agency with timely, useful information for day-to-day management of

"GAO<l2-23IT «nd QAOOS^OST.
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infontiaUon security. Also, developing management strategies that identify

specific actions, time frames, and required resources may help to

significantly improve perfonnance.

In January 1998, EXDD announced its plans for DIAP—a program intended

to promote integrated, comprehensive, and consistent LA practices across

the department- In February 1999, the department issued an approved

implementation plan, which described, at a high level, the program's goals,

objectives, and orgaruzational structure, and confirmed its resporisibility

for the planning, coordination, integration, and oversight of Defense-wide

computer security initiatives.

In March 2001, we reported that DIAP had made progress in addressing lA,

but that the department had not yet met its goals for promoting integrated,

comprehensive, and consistent practices across DOD." The program's

progress was limited by weaknesses in its management framework and
unmet staffing expectations. DOD had not established a performance-

based management framework for LA improvement at the department

level. As a result, [X)D was unable to accurately determine the status of LA

across the department, the progress of its improvement efforts, or the

effectiveness of its initiatives. Also, understaffing kept the program from

fulfilUng its central role in planning, monitoring, coordinating, and

integrating E)efense-wide lA activities, and changes in the composition and
authority of other key organizatiorvs interactir\g with DIAP left it without a
consistent and fully supportive environment for Its operations. We
concluded that achieving this program's vision for information superionty

would require the commitment of DOD to proven LA management
practices. To improve progress toward the department's goals, we made
recommendations to the Secretary of Defense in the areas of component
commitments to DIAP and executive-level monitoring of the program. We
also recommended that the DOD CIO institute performance-based

management of DIAP through a defined budget and performance
objectives, and that the program manager take steps to address the

program's unmet goals.

E)OD has made some progress in addressing our previous

recommendations and, as discussed previously, during fiscal year 2003,

DOD issued guidance to establish policy and assign responsibility for LA

management and to prescribe a framework for implementing the

department's LA program and establish baseline levels of assurance for

""U.S GefieraJ Accounting Office, Infbmvxion Secuhty- Progress and Chaiienges eo an Effective

De/enx-mde InfanTiaoon Assurwce Pngram. GAOOl-Xn (Washington. DC : Mm 30.2001)
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information systems. Despite such steps, 0MB reported in its fiscal year

2002 report to the Congress that the overall results of the Defense audit

cormnunity's assessment of the DOD fiscal year 2001 GISRA reporting

reinforced the position that IX)D does not have mechanisms in place for

comprehensively measuring compliance with federal and Defense

information security policies and ensuring that those policies are

consistently practiced throughout the department

In summary, DOD has taken positive steps through its policy and guidance

to establish information security as a priority for the department.

However, as its fiscal year 2002 GISRA reporting showed, further effort is

needed to fully implement statutory information security requirements

departmentwide and to expand future FISMA reporting to all systems.

Significant improvement will likely require DOD to establish

departmentwide processes that routinely provide information for day-to-

day management of information security and to develop management

strategies that identify specific actions, time fitunes, and required

resources. With the first agency reporting under FISMA due in September

2003, updated information on the status of DOD's efforts will be available

for continued congressional oversight

Mr. Chairman, this concludes my written testimony. 1 would be pleased to

ar\swer any questions that you or other members of the Subcommittee may
have at this time. Ifyou should have any questions about this testimony,

please contact me at (202) 512-3317. 1 can also be reached by E-mail at

daceyr@gao.gov.

GAO-03-1037T DOD Information Security
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Chairman Saxton, Ranking Member Meehan, and Members of the Subcommittee:

My name is Scott Charney, and I am Microsoft's Chief Security Strategist. I want to

thank you for the opportunity to appear today to provide our views on cybersecurity and

cyberterrorism. I oversee the development of strategies to implement our long-term

Trustworthy Computing initiative and to create more secure software, services, and

infrastructures. My goal is to reduce the number of successful computer attacks and

increase the confidence of all IT users. Not only do I work on our products and services,

but I also collaborate with others in the computer industry, the U.S. Department of

Defense (DoD), and across the government to make computing more secure for all users.

Earlier in my career, I served as chief of the Computer Crime and Intellectual

Property Section (CCIPS) in the Criminal Division of the U.S. Department of Justice,

where I helped prosecute nearly every major hacker case in the United States fi^om 1991

to 1999.

At Microsoft, we are deeply committed to cybersecurity, and we recognize our

responsibility to make our products ever more secure. We are at the forefront of industry

efforts to enhance the security of computer programs, products and networks, and to
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better protect our critical information infrastructures. We also work closely with our

partners in industry, government agencies, and law enforcement around the world to

identify security threats to computer networks, share best practices, improve our

coordinated responses to security breaches, and prevent computer attacks from happening

in the tlrst place. These efforts accelerated after September 1 1 th and crystallized when

Bill Gates launched our Trustworthy Computing initiative in January 2002.

Today, I want to describe the ways in which we believe industry and government

are working in partnership to promote cybersecurity. First, I will discuss our

commitment to Trustworthy Computing and how it is reflected in our software, our --:

development processes, and our research and development efforts. Second, I will discuss

our efforts to join forces with others within the industry to help guard against cyber

threats and enhance security for governments, businesses, and consumers. Third, I will

address our engagement on cyberterrorism and other cybersecurity issues with DoD.

Fourth, I will describe some of my personal experiences with DoD's efforts to protect

against and to respond to cyberattacks, and how these experiences may inform my work

in support ofDoD missions. Finally, I will offer a few recommendations; steps the

government can take to enhance cybersecurity.

The work of this Subcommittee on cybersecurity, terrorism, and unconventional

threats is crucial to protecting and enhancing DoD's abilities to prevent and respond to

cyberattacks that may impair DoD's capabilities and readiness. We deeply appreciate the

Subcommittee's interest in protecting the Defense Department's civilian and uniformed

personnel, and the computer systems upon which they rely, from the determined and

unceasing efforts of cybercriminals to inflict substantial damage and disruption. We are
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committed to working with DoD, the Congress, and industry partners to reduce DoD's

vulnerabilities to cyberattacks, including cyberterrorism, and to strengthen DoD's

capabilities to prevent, identify, characterize, respond to, and deter attacks.

I. Trustworthy Computing Overview

Trustworthy Computing is our top priority and involves every aspect of the

company. The focus of Trustworthy Computing is on four key pillars: security, privacy,

reliability, and business integrity. The goals of each pillar are not hard to define.

Security involves designing programs and systems that are resilient to attack so that the

confidentiality, integrity, and availability of data and systems is protected. As for

privacy, the goal is to give individuals greater control over their personal data and ensure,

as with the efforts against spam, their right to be left alone. Reliability means creating

software and systems that are dependable, available when needed, and perform at

expected levels. Finally business integrity means acting with honesty and integrity at all

times, and engaging openly and transparently with customers.

The security pillar of Trustworthy Computing is most relevant for today's

hearing. Under this pillar, we are working to create products and services for DoD and

all of its customers that are Secure by Design, Secure by Default, and Secure in

Deployment, and to communicate openly about our efforts.

• "Secure by Design" means two things: writing more secure code and

architecting more secure software and services. Writing more secure code

means using a redesigned software development process that includes training

for developers, code reviews, automated testing of code, threat modeling, and

penetration testing. Architecting more secure software and services means



93

designing software with built-in and aware security, so that security imposes

less of a burden on users and secunty features are actually used.

• "Secure by Default" means that computer software is secure out of the box,

whether it is in a home environment or an IT department. It means shipping

software to customers in a locked-down configuration with many features

turned off, allowing customers to configure their systems appropriately, in a

more secure way, for their unique environment.

• "Secure in Deployment" means making it easier for consumers, commercial

and government users, and IT professionals to maintain the security of their "^-

systems. We have a role in helping computer users help themselves by

creating easy-to-use security technology. Due to the complexity of software

and the different environments in which it may be placed, software will never

be perfectly secure while also being functional. Accordingly, "secure in

deployment" means providing training on threats and how to manage them;

offering guidance on how to deploy, configure, and maintain software

securely; and providing better security tools for users, so that when a

vulnerability is discovered, the process of patching that vulnerability is simple

and effective.

• "Communications" means sharing what we learn both within and outside of

Microsoft, providing clear channels for people to talk to us about security

issues, and addressing those issues with governments, our industry

counterparts, and the public.
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To see all of these principles in action, one need only look at our most recently

released software: Windows Server 2003. In February 2002, we had all 8,500

developers on the Windows Server team stop developing new code to focus on security.

First, they received training on writing secure code. Ne.xt, the software went through a

three-phase "security push" that involved extensive code reviews, developing threat

models to understand where attacks might occur, and, finally, extensive penetration

testing by both Microsoft and contract personnel. This effort, which cost over $200

million dollars and delayed the shipment of Windows Server 2003, was a critical step

forward and represents significant change in our development process. It is also •

significant that we are communicating our methodology to others; for example, software

developers can use some of the same techniques by reading Writing Secure Code from

Microsoft Press.

Last week a vulnerability was discovered and patched for Windows Server 2003.

While disappointing, such occurrences are part of major operating system development.

These systems - in all platforms, including Windows, Linux, and Unix - will always

suffer vulnerabilities. Where we distinguish ourselves is in the processes and systems

used to remediate such events, and part of Trustworthy Computing is ensuring that our

state of the art security response center provides customers with the solutions and updates

they need as quickly and rigorously as possible. . , i

As you can see, the Trustworthy Computing goals are real and specific, and this

effort is now ingrained in our culture and is part of the way we value our work. It is

demonstrated by our enhanced software development process. It is demonstrated by our

continued development of more sophisticated security tools, including threat models and
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risk assessments, to better identify potential security- flaws in our software. It is

demonstrated by our formation of what we believe to be the industry's best security

response center to investigate immediately any reported vulnerability and to build and

disseminate the needed security fix. It is demonstrated by the tools, templates, and

prescriptive guidance, such as configuration guidelines, that we post on our website to

help system administrators secure our software in many different environments. And

perhaps more clearly than anything else, it is demonstrated by our delay in releasing

software for months to continue to improve its security. In short, security is - as it should

be - a fundamental corporate value. We make every effort to address software security in

the initial design, during development, and before a release, and we remain committed to

the security of the software once it has gone to market.

At times, of course, people worry that increased security may lead to an erosion of

privacy. It is important to note that while there may at times be tension between the two,

in most cases security and privacy are not inevitably in conflict. In fact, we think

technology can help protect both simultaneously, especially if companies continue to

innovate. For example, customers have long said that they need new ways to control how

digital information - such as e-mails and word processing documents - is distributed. In

response, we are working on a number of emerging rights management technologies that

will help protect many kinds of digital content and open new avenues for its secure and

controlled use. For example, we are on the verge of releasing Microsoft Windows Rights

Management Services (RMS), a premium service for Windows Server 2003 that works

with applications to help customers protect sensitive web content, documents, and email.

The rights protection persists in the data regardless of where the information goes.



96

whether online or offline. In this way it allows ordinary users and enterprises to take full

advantage of the functionality and flexibility offered by the digital network

environment — from sharing information and entertainment to transacting business—

while providing greater privacy and better distribution control through persistent

protections.
!.

• ': ' t ,7.^

Although we have made major strides, much work on Trustworthy Computing

remains ahead of us. One key piece of that work is the Next-Generation Secure

Computing Base (NGSCB). This is an on-going research and development effort to help

create a safer computing environment for users by giving them access to four core

hardware-based features missing in today's PCs: strong process isolation, sealed storage,

a secure path to and from the user, and strong assurances of software identity. These

changes, which require new PC hardware and software, can provide protection against

malicious software and enhance user privacy, computer security, data protection and

system integrity. We believe these evolutionary changes ultimately will help provide

individuals, government agencies, and enterprises with greater system integrity,

information security and personal privacy, and will help transform the PC into a platform

that can perform trusted operations to the benefit of consumers, odier computer users, and

society as a whole. - .
r- > --._

II. Inter-Industry Security Efforts

Notwithstanding the robust nature of our own efforts, we recognize that ^,: n.

Trustworthy Computing and improved cybersecurity will not result from the efforts of

one company alone. And so, we are working in partnership with industry and

government leaders to make this Trustworthy Computing goal something that is

embraced by the entire industry. To get there, we need stronger standards, as well as a

8
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better articulation and implementation of security best practices. Such efforts can help us

get out of our historically reactive mode and get into a mode where we prevent, detect,

deter and, when necessary, respond by using technology as a tool against cybercrime and

potential cyberterrorism.

In April of this year, we joined four other industry partners (AMD, Intel, IBM and

Hewlett-Packard) in establishing the Trusted Computing Group (TCG), a not-for-profit

organization formed to develop, define, and promote open standards for hardware-

enabled trusted computing and security technologies. The primary goal is to help users

protect their information assets (data, passwords, keys, etc.) from external software attack

and physical theft and to provide these protections across multiple platforms, such as

servers, personal computers, PDAs, and digital phones. With regard to best practices, we

have worked with private and public partners when establishing configuration guides for

systems administrators.

We also helped found the Information Technology - Information Sharing and

Analysis Center (IT-ISAC) and provided its first president. The IT-ISAC coordinates

information-sharing on cyber-events among information technology companies and the

government. Working with other members, we continue to support the IT-ISAC's efforts

to coordinate among members, with the government, and with ISACs for other critical

infrastructiires. Such efforts are critical because this nation's infrastructures were and are

designed, deployed, and maintained primarily by the private sector. The

interdependencies among infrastructure sectors mean that damage caused by an attack on

one sector may have disruptive, unpredictable, and perhaps devastating effects on other

sectors. Voluntary information sharing and industry-led initiatives, supported by
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government cybersecurity initiatives, comprise an essential first line ofdefense against

such threats. DoD has a direct and immediate stake in the success of these efforts

because of DoD's reliance upon privately-operated infrastructures.

We believe that the information sharing engendered to date by the IT-ISAC and

other ISACs is an important step in enhancing public-private cooperation in combating

cybersecurity threats. Yet, there remains room for progress, and we believe that

government and industry should continue to examine and reduce barriers to appropriate

exchanges of information, and to build mechanisms and interfaces for such exchanges.

This effort must involve moving away from ad hoc exchanges and toward exchanges that

are built into business and governmental processes. This will require working toward a

common understanding of the information that is valuable to share; when, how, and to

what extent such information should be shared; how shared information will be used; and

the means by which shared information will be protected. The keystones are trust and

value— if an information sharing "network" provides value and the participants trust it,

then information will be shared. While the appropriate structure and form of this network

are still evolving for both industry and government, we are eager to contribute to a robust

and enduring exchange of information on cybersecurity threats and will continue to work

with government, our industry partners, and the ISAC community toward that goal.

" ' In addition to efforts to coordinate and facilitate information sharing on cyber-

events, we are also working with other industry leaders to propose and institutionalize

industry best practices for handling security vulnerabilities in ways that more effectively

protect Internet users. We are a founding member of the Organization for Internet Safety

(OIS), an alliance of leading technology vendors, security researchers, and consultancies,
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that is dedicated to the principle that security researchers and vendors should follow

common processes and best practices to efficiently resolve security issues and to ensure

that Internet users are protected. Last month, OlS issued for public comment a

preliminary draft of best practices for reporting and responding to security

vulnerabilities. These draft guidelines provide specific, prescriptive guidance that

establishes a framework in which researchers and vendors can work together to improve

the speed and quality of security investigations into security vulnerabilities, then jointly

provide guidance to help users protect themselves and their infrastructures. OIS will

release a revised set of best practices shortly. We view these best practices as an

important step in elevating standards for accountability on all fronts and among

all audiences in managing secunty vulnerabilities.

III. DoD-Specific Security Efforts

As I noted earlier, we are committed to working closely with DoD to support its

information technology and research. We are keenly aware that any cyberattack against

the computer systems of DoD, its allies, or the infrastructures upon which DoD relies

may have significant and potentially devastating consequences for our nation. I would

like to highlight briefly a few of the areas in which we are partnering with DoD to

enhance the security, reliability, and functionality ofDoD networks.

We are supporting our DoD customers in keeping their computer systems up to

date and in compliance with the Department of Defense Computer Emergency Response

Team (DoD CERT) Information Assurance Vulnerability Assessment (lAVA) process.

The lAVA process provides positive control of vulnerability notification and

corresponding corrective actions within DoD. For example, as United States Air Force

Chief Information Officer John Gilligan recently testified before this Subcommittee, the

11
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Air Force is fielding state-of-the art computer network and systems management tools,

much of whose core capabilities are powered by Microsoft software. The Air Force uses

these tools to control and update their systems rigorously and remotely. These

capabilities improve the protection of information and enhance the efficiency of software

distribution and asset management, as well as network and system troubleshooting.

Although patching is a well-recognized problem, we have enabled the Air Force to

realize command-wide implementation of patches and updates for anti-virus software

fixes within hours or a day instead of the days and weeks it used to require. This includes

massive time-savings in complex enterprises such as the Air Education and Training

Command, which consists of 42,000 systems across 13 Air Force bases. Additionally,

the United States Army Medical Command, with our support, reached 100% security-

patch coverage in over 500 Systems in less than one month. We are also engaged with

the Defense Information Services Agency (DISA) on a project that will mirror and make

immediately available to its DoD customers the patches that we make available on the

Internet.

In addition to supporting DoD's lAVA process, we have outlined a framework

that defines the steps necessary to make Microsoft Exchange Server 2003 more secure.

That framework also includes the measures that help our government and DOD

customers deploy and maintain a secure messaging environment. These efforts help to

protect the confidentiality, integrity, and availability of data and systems at every phase

of the software lifecycle. For example, an Exchange Server 2003 implementation for the

Army Knowledge Online Portal enables the Army to provide a platform that supports its

U.S. Defense Message System (DMS). It also supports digitally signing and encrypting

12
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e-mail in applications such as Outlook and the web-based Outlook Web Access. Our

technology is providing the U.S. Army with an opportunity to consolidate servers, and

the U.S. Army expects to use Exchange Server 2003 as one of the center-point

technologies supporting its global messaging and information environment.

We are privileged to be a major contributor to the DMS, the designated messaging

system created by the Defense Information Systems Agency (DISA) for DoD and

supporting agencies. It is a flexible, commercial off-the-shelf (COTS) application using

Microsoft Exchange and Outlook, and it provides messaging and directory services using

the underlying Defense Information Infrastructure (DII) network and security services.

DMS is installed and operational at 270 military installations worldwide and is integral to

today's frontlme warfighters. During Operation Iraqi Freedom, for example, DMS won

praise for its enhanced capabilities to send attachments such as photos, images and other

documents.

DMS provides a message service to all DoD users (including deployed tactical

users) and interfaces to other U.S. government agencies, Allied/Coalition forces and

defense contractors. We have contributed to DMS over the past eight years, streamlining

and hardening the code required to perform unclassified and classified messaging in

support of the DoD and others.

We are also helping DoD meet the unique challenges presented by the number of

DoD networks, the requirements and trust levels of users, and the sensitivity of

information on those networks. Many of today's enterprise customers manage user

access to at least three separate networks: an Intranet, an Extranet, and the Internet.

Together, these multiple networks enable users to share information with those inside and
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outside of their enterprises. The trustworthiness of each of these networks varies

according to the level of trust extended to the networks' users.

For the typical enterprise, trusted hosts - such as firewalls and application

proxies - are responsible for controlling the access among these different networks. The

trusted host model, when correctly configured and maintained, allows enterprises to

secure a small number of network connections and, if necessary, to isolate a network

under attack.

Particularly within the agencies responsible for protecting national security, the

government has elected to keep certain networks completely isolated. These so-called

"air-gapped" networks remain so because it was determined that access to them by an

unauthorized user could result in loss of life or grave damage to national security. Users

of air-gapped networks, who must also access other networks, are typically required to

work at multiple workstations, which impedes their effectiveness.

In addition, the importance and number of these "air-gapped" networks

supporting information sharing for both the war on terror and coalition warfighting

continues to grow. The need for faster, more efficient information sharing, as well as the

need to reduce the hardware footprint, power requirements, and ambient cooling demands

on the user's desktop, is contributing toward the trend of reducing the number of

workstations. For these reasons, there is a growing demand within the U.S. Government,

particularly within the DoD and the U.S. intelligence community, to provide access to

muhiple networks through a reduced number of workstations. One possible solution is to

provide increased functionality and usability through multiple windows on a workstation

that would securely access multiple networks in a compartmentalized fashion.

14
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We are actively engaged with the government on this important security topic and

are currently reviewing technical approaches. We are also in discussions with the

government on future technical capabilities that will provide rigorous security

mechanisms to protect sensitive information while enabling greater information sharing.

Our industry colleagues are also working with the government in this field. In the years

ahead, these industry-government collaborations will increase the level of the

government's cybersecurity while enhancing the government's overall effectiveness.

IV. Reflections on DoD's Efforts to Protect against Cyberterrorism

My experiences at the Justice Department suggest that the government generally,

and the Department of Defense in particular, have great bureaucratic challenges ahead.

Throughout our history, citizens have relied upon government to protect public safety and

national security. But all threats are not the same, and we have created different

organizations and mechanisms for addressing different threats. To protect citizens

against crime, we hire, train and equip law enforcement personnel. To protect us against

those who would steal our military secrets or attack our vital national interests, we rely

upon the intelligence community, both affirmatively to collect foreign intelligence, and

defensively to engage in counterintelligence techniques. Finally, to address the military

threat posed by another state, we fund a military, supporting personnel, equipment and

weapons. In short, depending upon the threat, we deploy a different resource, and each

resource plays by its own set of rules.

This traditional model works, however, only when one can identify the nature of

the attack; specifically, who is attacking and for what reason. This traditional model fails

in the Information Age because when computers come under attack, the '^vho" and

"why" are, and may remain, unknown.
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The notion that only states have access to weapons of war is no longer correct, at

least not if information warfare is considered. Simply put, we have distributed a

technology that is far more powerful than most that are placed in the public domain.

Traditional vigilance regarding states that support terrorism or political unrest, or are

otherwise considered "rogue" (i.e., "nations of concern") is now supplemented by threats

from "individuals of concern," a far larger pool, and one that is harder to identify and

police. As a result, an attack upon DoD may come not only from a foreign nation

conducting information warfare, but also from juveniles on the West Coast, as it did in

Solar Sunrise, the case name for a widespread attack against DoD that appeared, at least

initially, to come from the Middle East. To the extent the nation detects a cyberattack but

does not know who is attacking - a juvenile, a criminal, a spy, or a nation-state or

terrorist group bent on committing information warfare - the role of the Department of

Defense may not be entirely clear.

V. Policy Prescriptions
i

In the face of this challenge, it remains clear that, in cyberspace, "an ounce of

prevention is worth a ton of cure." But while the efforts outlined above can address

many of the security challenges that DoD faces, technology, process, and people alone

cannot provide a complete answer. A comprehensive response to the challenges of

cybersecurity depends on technology, process, people and appropriate public policy and

how these four elements interact with, complement, and reinforce one another. I want to

outline a few specific areas where government policy can be particularly helpful in

promoting cybersecurity within the government and throughout our infrastructures.

First, the government can lead by example by securing its own systems through

the use of reasonable security practices and buying products that are engineered for
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security. Where appropriate— such as for national security agencies and other agencies,

issues, and services for wiiich security is of the utmost importance — tlie government's

acquisition policies should include purchasing products whose security has been

evaluated and certified under the internationally-recognized (and U.S. -supported)

Common Criteria for Information Technology Security. We believe that policies

requiring the acquisition of software that has received appropriate Common Criteria

certifications should be developed and applied consistently and evenhandedly, and we

applaud DoD's recent efforts to make clear that its security policies apply to software that

has been developed under all business, development, and licensing models. Such efforts

to procure only security-engineered products, and specifically such clear support for the

Common Criteria, will help strengthen the government infrastructure. In doing so, the

government also will help establish appropriate security practices, which ultimately are

necessary to enhance the protection of critical infrastructures.

Second, sustained public support of research and development can play a vital

role in advancing the IT industry's security efforts. Accordingly, we support additional

federal funding for cybersecurity research and development (R&D), including university-

driven research. The public sector should increase its support for basic research in

technology and should maintain its traditional support for transferring the results of

federally-funded R&D under permissive licenses to the private sector so that all industry

participants can further develop the technology and commercialize it to help make all

software more secure.

Third, government has a critical role to play in facilitating information sharing.

Government sharing its own information with industry is essential to improve the security
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of software, to protect critica) infrastructures, and to build the value for all participants of

the information sharing network. In short, the government must be an active provider as

well as an avid consumer of valuable threat and vulnerability information.
, ; ; , ^

:

Conclusion .
-

.
. y^i. , .

We are committed to strengthening the security of our software and services, and

are equally committed to working with Congress, DoD, other government agencies, and

our industry peers on security issues, whether by offering our views on proposed

regulatory and policy measures or by participating in joint public and private security

initiatives. In the end, a coordinated response to cybersecurity risks - one that is based

on dialogue and cooperation between the public and private sectors - offers the greatest

hope for promoting security against cyberattacks and for fostering the growth of

information networks that sustain and enhance government's capabilities and

effectiveness. .:

Thank you. ;
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Introduction

Thank you Chairman Saxton and Ranking Member Meehan for the opportunity to testify at this

hearing. Threats from malicious software have been steadily growing over the last 1 5 years and

currently present a substantial danger to information systems used by the U.S. military, the civil-

ian government, industry, academia, and the general public. So many of those systems are inter-

connected and dependent on each other that threats to one segment often spread to all the others.

Because malicious software uses victim computers to perpetuate the attack, it presents an as>Tn-

metnc threat to which US. computer systems are particularly vulnerable. In this testimony 1

will present a short primer on vanous types of malicious software, their history, their operation

and threat, and some of the defenses we can deploy. I wish to stress at the outset, however, that

the threat is significant, and the major strategies being taken by government to address this threat

are palliative rather than truly preventative.

By way of introduction, I am a professor of Computer Sciences at Purdue University, a profes-

sor of Philosophy (courtesy), a professor of Communication (courtesy) and the Director of the

Center for Education and Research in Information Assurance and Secunty. CERiAS is a campus-

wide multidisciplinary Center, with a mission to explore important issues related to protecting

computing and information resources. We conduct advanced research in several major thrust ar-

eas, we educate students at every level, and we have an active community outreach program.

CERJAS is the largest such center in the United States, and we have a series of affiliate university

programs working with us in Illinois, Iowa, North Carolina, the District of Columbia, Ohio, Vir-

ginia, and New York State. CERJAS also has a close working relationship with a dozen major

commercial firms and government laboratories.

In addition to my role as an academic faculty member, I also serve on several boards of technical

advisors, including tliose of Tripwire, Arxan, Microsoft, DigitalDoors. Unisys, and Open Chan-

nel Software; and I have served as an advisor to Federal law enforcement and defense agencies, in-

cluding the FBI, the Air Fore? and the NSA. I am currently a member of the Air Force Scientific

Advisory Board, and 1 have been nominated for membership on the President's Information

Technology Advisory Committee. I have been working m information secunty issues for 25

years, and working with malicious software for over 15 years.
.

,

I began this document by listing my affiliations with ACM and CRA. This testimony is not an

official statement by either organization, but is consistent with their overall goals and aims.

ACM is a nonprofit educational and scientific computing society of about 75,000 computer sci-

entists, educators, and other computer professionals committed to the open interchange of infor-

mation concerning computing and related disciplines. USACM, of which 1 serve as the co-chair,

acts as the focal point for ACM's interaction with the U.S. Congress and government organiza-

tions. USACM seeks to educate and assist policy-makers on legislative and regulatory matters

of concern to the computing community. The Computing Research Association is an association

of more than 180 North American academic departments of computer science and computer engi-

neering, industry and academic laboratories, and affiliated professional societies. The CRA is
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particularly interested in issues that affect the conduct of computing research in the USA. Both

organizations stand ready to provide expertise and advice upon request.

Definitions and History'

Computers are designed to execute instructions one after another. Those instructions usually do

something usefiil — calculate values, maintain databases, and communicate with users and with

other systems. Sometimes, however, the instructions executed can be damaging and malicious in

nature. When that happens by accident, we call the code involved a softwarefault or bug— per-

haps the most common cause of unexpected program behavior. If the source of the instructions

was an individual who intended that some abnormal behavior occur, then we consider this mali-

cious coding; various authorities have sometimes referred to this code as mahvare and vandal-

ware. These names relate to the usual intent of such software.

There are many distinct programmed threats that are characterized by the way they behave, how

they are triggered, and how they spread. Coupled with these characteristics are a number of dif-

ferent methods of deployment and behavior. In recent years, occurrences of malware have been

described almost uniformly by the media as computer viruses. In some environments, people

have been quick to report almost every problem as being caused by a virus. This is unfortunate,

as most problems are from other causes (including, most often, operator error or coding faults).

Viruses are widespread, but they are not responsible for many of the problems attributed to

them.

The term computer virus is derived from and is analogou;: to a biological virus. The word virus

itself is Latin for poison. Biological viral infections are spread by the virus (a small shell contain-

ing genetic material) inserting its contents into a far larger host cell. The cell then is infected and

converted into a biological factory producing replicants of the virus.

Similarly, a computer virus is typically a segment of computer code or a macro that will copy it-

self (or a modified version of itself) into one or more larger "host" programs when it is activated.

When these infected programs are run, the viral code is executed and the virus spreads further.

Sometimes, what constitutes a "program" is more than a simple application; startup code, word

processing document macros, spreadsheets, and window systems also can be infected.

Viruses cannot spread by infecting pure data; pure data files are not executed. However, some

data, such as files with spreadsheet input or text files for editing, may be interpreted by applica-

tion programs. For instance, text files may contain special sequences of characters that are exe-

cuted as word processor commands when the file is first read into the program. Under these cir-

cumstances, the data files are "executed" and may spread a virus. Data files may also contain

"hidden" macros that are executed when the file is used by an application, and this too may be in-

fected. Technically speaking, however, pure data itself cannot be infected.

' Portions of this lext are derived from my article Virus in Inlemel Beseiped: Countering Cyberspace Scofllaws:

Dorothy and Peier Denning, eds , Addison-Weslcy, 1997
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The first use of the term virus to refer to unwanted computer code was by Gregory Benford. As

related by Dr Benford m correspondence with me' , he published the idea of a virus m 1970 in

the May issue of Venture Magazme . His article specifically termed the idea "computer virus" and

described a program named Virus— and tied this to the sale of a program named Vaccine to de-

feat It All this came from his expenence as a programmer and research physicist at the (then)

Lawrence Radiation Lab in Livermore. He and the other scientists noticed that "bad code" could

self-reproduce among lab computers, and eventually get onto the ARPANet. He tried wnting and

launching some "viruses" and they succeeded with surpnsing ease. Professor Benford's friend,

the science fiction author David Gerrold, later incorporated this idea into a series of short stories

in the early 1970s that were later merged into a novel in 1972: When Harlie Was One .

Fred Cohen more formally defined the term computer virus in 1983. At that time. Dr. Cohen was

a graduate student at the University of Southern California attending a secunty seminar. Some-

thing discussed m class inspired him to think about self-reproducing code. He put together a

simple e.xample that he demonstrated to the class. His advisor. Professor Len Adieman. sug-

gested that he call his creation a computer virus. Dr. Cohen's Ph.D. thesis and later years of re-

search were devoted to computer viruses.

Actual computer viruses were being written by individuals before Cohen, although not named

such, as early as 1980 on Apple 11 computers. The first few viruses were not circulated outside

of a small population, with the notable exception of the "Elk doner" virus released in 1981 on

Apple U systems.

Although Cohen (and others, including Len Adieman) have attempted fomial definitions of a

computer virus, none have gamed widespread acceptance or use. This is a result of the difficulty

in defining precisely the characteristics of what a virus is and is not. Cohen's formal definition in-

cludes any programs capable of self-reproduction. Thus, by his definition, programs to copy files

would be classed as "viruses" because it is possible to use them to copy themselves! This also

has led to confusion when Cohen (and others) have referred to "good viruses" — something that

most others involved in the field believe to be an oxymoron.

Other forms of self-reproducing or malicious software have also been written. Although no for-

mal definitions have been accepted by the entire community to describe this software, there are

some informal definitions that seem to be commonly accepted.

[Back doors. Trapdoors] Back doors, often called trapdoors, consist of code written into

applications to grant special access by circumventing the normal methods of access

authentication. They have been used for many years, and are generally wntten by appli-

cation programmers who are seeking a method of debugging or monitonng code that they

are developing. This usually occurs when a programmer is developing an application that

' Later reiterated in a leller to the editor of the New York Times, published in December of 1994
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has an authentication procedure, or a long setup requiring a user to enter many different

values to run the application. To debug the program, the developer may wish to gam

special privileges, or to avoid all the necessary setup and authentication. The programmer

also may want to ensure that there is a method of activating the program should some-

thing go wrong with the authentication procedure that is being built into the application.

The back door is code that either recognizes some special sequence of input, or is trig-

gered by being run from a certain user ID. It then grants special access.

Back doors become threats when they are used by unscrupulous programmers to gain un-

authorized access, or when the initial application developer forgets to remove the back

door after the system has been debugged, and some other individual discovers its exis-

tence

[Logic Bombs] Logic bombs are one of the oldest forms of malicious code. They usually

are embedded in programs by software developers who have access to the code. A logic

bomb is code that checks for a certain set of conditions to be present on the system. If

those conditions are met, it executes some special function that is not an intended func-

tion of the code m which the logic bomb is embedded, and is not desired by the operator

of the code.

Conditions that might tngger a logic bomb include the presence or absence of certain files,

a particular day of the week, or a particular user running the application. It might examine

to see which users are logged in, or which programs are currently in use on the system.

Once triggered, a logic bomb may destroy or alter data, cause machine halts, or otherwise

damage the system. In one classic example, a logic bomb checked for a certain employee

ID number and then triggered if the ID failed to appear in two consecutive payroll calcu-

lations. A logic bomb embedded in a military system could be designed to disable to dis-

rupt operations on a certain date, or if the code was being used in a particular country.

Of significant concern today is the significant use of commercial, off-the-shelf (COTS)

software that has been produced, wholly or in part, outside the U.S. and/or using untrust-

worthy personnel. Many software vendors have notonously poor source code control

and testing procedures (viz., the large number of bugs and attacks against their products).

Thus, logic bombs or hidden trapdoors included in their products are unlikely to be no-

ticed or found. Software is regularly being used in mission-critical military and law

enforcement tasks that has been produced under the control of individuals who would

be prohibitedfrom personally participating in those tasks. We do not adequately screen

that softwarefor unwanted, dangerous code. Many of us who work in information secu-

rity see this as a major threat to U.S. national security.

[H^orms] Worms are another form of software that is often referred to by the term virus,

especially by the uninformed. "So-called "cyberpunk" novels such as Neuromancer by
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William Gibson refer to worms by the term "virus." The media has also often referred in-

correctly to worms as viruses. The recent Slammer, CodeRed and ILoveYou incidents

were all caused by software that is more correctly described as a worm.

Unlike viruses, worms are programs that can run independently and travel from machine

to machine across network connections; worms may have ponions of themselves running

on many different machines. Worms do not necessaniy change other programs, although

they may carry other code that does, such as a true virus. It is this replication behavior

that leads some people to believe that worms are a form of virus, especially those people

using Cohen's formal definition of virus (which also would classify automated network

patch programs as viruses).

In 1982. John Shoch and Jon Hupp of Xerox PARC (Palo Alto Research Center) de-

scnbed the first computer worms. They were working with an experimental, networked

environment using one of the first local area networks. While searching for something that

would use their networked environment, one of them remembered reading The Shockwave

Rider by John Brunner, wntten m 1975. This science fiction novel descnbed programs

that traversed networks, carrying information with them Those programs were called

tapeworms m the novel. Drs. Shoch and Hupp named their own programs worms, be-

cause they saw a parallel to Brunner's tapeworms. The PARC worms were actually use-

ful — they would travel from workstation to workstation, reclaiming file space, shuning

off idle workstations, delivering mail, and doing other useful tasks.

The Moms Internet Worm of November 1988 is often cited as the canonical example of a

damaging wonn program. That worm clogged machines and networks as it spread out of

control, replicating on thousands of machines around the Internet.

Few computer worms were wntten between 1988 and 1998, especially worms that have

caused damage, because they were not easy to write by those inclined to want to wnte

them for malicious purposes. Worms required a network environment and an author who

was familiar not only with the network services and facilities, but also with the operating

facilities required to support them once they reached a target. However, that dynamic be-

gan to change as vendors, particularly Microsoft, began to supply network applications

with high-level macro interfaces, a could then use high-level macro constructs to wnte

worms and viruses, and the network particulars were handled by the underlying applica-

tions (e.g.. Outlook and Word).

[Trojan Horses] Trojan horses are named after the Trojan horse of myth and legend.

Analogous to their namesake, they resemble a program that the user wishes to run— a

game, a spreadsheet, or an editor. While the program appears to be doing what the user

wants, it actually is doing something else entirely. For instance, the user may think that

the program is a game. While it is printing messages about initializing databases and ask-
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ing questions about "What do you want to name your player''" and "What level of diffi-

culty do you want to play?" the program can actually be deletmg files, reformatting a

disk, or otherwise altering information. All the user sees, until it's too late, is the interface

of a program that the user thmks he wants to run.

Trojan horses have been, unfortunately, common as jokes within some programming envi-

ronments. They are often planted as cruel tricks on web sites and circulated among indi-

viduals as shared software. Note that the activity of a trojan is not necessarily damaging,

but usually is unwanted.

[Spyware] Advertisers are continually seeking new ways to get their ads in front of po-

tential buyers, and to collect information that could be used m marketing. One of the

more annoying methods of doing this is to insert software into a user's operating system

or browser that continually presents the user with pop-up ads. A quieter, but poten-

tially more dangerous form of such software is spyware - software that records mforma-

tion about WWW sites visited and sometimes even as much as keystrokes typed. This

information is then sent to a central monitoring site for analysis.

Most users are unaware that they have downloaded and installed spyware as pan of the

software they may be obtaining for other purposes. Usually, the purveyors of spyware

include generic legal permission statements in the online license agreements that are pre-

sented to users when downloading software. Users seldom read these, or understand the

full impact of what they rrean.

Note that spyware used on sensitive systems may indeed be operated by actual spies,

but disguised as commercial spyware!

[Roofkits. exploit scripts] When new faults ("bugs") are discovered in widely-deployed

software, some individuals race to develop tools to exploit those flaws. These tools often

contain sophisticated interfaces and documentation so as to enable unsophisticated users

to employ them. These tools are then posted on newsgroups and WWW sites for open

download. What results are widespread break-ins to sites where the patches for the af-

fected flaws have not yet been applied.

The name rootkit derives from the goal of hacking into most Unix systems: obtaining ac-

cess to the rool account' . As some of these tools are written in simple scripting lan-

guages, the untrained people who employ them are known as script kiddies.

These kits and scripts are wntten by a vanety of individuals. Some are well-meaning in-

dividuals who believe they are producing tools to help others determine vulnerabilities in

' The Unix rool account is the superuser account. It is so named because the supcruser owns the root of the file sys-

tem rather than owning a particular named account
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their own systems. Some are simply antisocial individuals with ill-specified agendas,

such as to cause embarrassment to particular software vendors. Often these exploits are

an attempt to gain some form of notoriety in the marketplace.

\DDOS. bois] Systems that are designed to flood sites with more network traffic than

they can handle are known as denial of ser\-ice attacks, or DOS systems (not to be con-

fused with MS-DOS or PC-DOS, the early PC programs). These first became a problem

in late 1996. To heighten the effectiveness of these attacks, and to further obscure their

origin, software has been constructed to create slave programs (robots, or bois) on com-

promised systems around the Internet. These bots maintain contact with a control chan-

nel, usually an Internet Relay Chat connection' . When the controller of the bots issues a

command, all of the bots participate in a distributed denial of service attack, or DDOS.

There are a number of automated tools that scan large numbers of systems for vulnerabili-

ties, compromise those systems, and then install bots for DDOS attacks. It is not un-

usual for thousands of machines to participate in DDOS attacks. The attacking hosts are

difficult to trace, and the resultmg network traffic can flood (or crash) multiple systems

for hours or days at a time. One figure derived in 2001 using statistical methods suggests

that thousands of these are occurring each week, although not all are severe enough to be

noticed by victims.

Threats and Risks

The malware threat to U.S. systems, and the military in particular, is significant. Software is at

the heart of most advanced weapon systems, command and control, communications, mission

planning, and platform guidance. Intelligence, surveillance, and logistics all depend on massive

computational resources. Less known but equally cntical are the embedded processors and

SCADA (system control and data acquisition) controllers that are used to adjust everything from

flood control gates to utility distribution to building A'C controls. Disruption or compromise of

any of these systems can significantly damage our national defense and public safety.

The U.S. military is highly trained and equipped. We have outstanding personnel and equipment.

However, those personnel and their equipment are more dependent on correctly-functioning

computational resources and communication than any military force in history. That we have

equipped them with a computational infrastructure — in hardware and software — that is largely

the same as anyone can buy from a major supermarket or mail-order house means that the core of

their technical superiority is available for hands-on study by our opponents. Worse, a large

hobbyist and civilian population is actively seeking weaknesses and attacks against exactly the

same platforms used by our military, and they are sharing theirfindings on global mailing lists

and WWW sites. Antagonistsfrom lone fanatics to nation-states large and small have access to

detailed information enabling them to construct effective n-eapons that target our JT systems.

' Internet Relay Chat, or IRC. is form of distributed conferencing that allows users to exchange messages and files

without any centralized cunlrol It is similar to instant messaging.
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The traditional model of secunty holds that three qualities need to be protected: confidentiality

of infomiation, integrity of data and software, and availability of service and data. The threats

are counter to these, namely observation or disclosure of sensitive information, alteration or de-

struction of data or software, and denial or degradation of service. Traditional viruses target pri-

manly integnty. DDOS tools target availability. Spyware accesses data and compromises confi-

dentiality. Rootkits and backdoors provide access to pnvileged data and software on the system,

thus compromising both confidentiality and integnty.

Currently, threats occur from a spectrum of antagonists At some level, there are undoubtedly

agents of foreign intelligence services and cnminal organizations seeking information and mapping

weaknesses. The level of this threat may not be accurately known because of the level of

"noise" generated by the scnpt kiddies and widespread DDOS attacks. Repeated experiments

by groups such as the Honeynet Project have revealed widespread, automated scanning for target

systems. Often a new, unpatched system will be compromised and a bot or backdoor installed

within 15 minutes of it being placed online in the United States 1 have heard of attack intervals

as low as 90 seconds.

In addition to ongoing probes, marketing activities generate significant background noise. Unso-

licited e-mail ("spam") accounts for as much as 70% of all network traffic in some environments.

Some W WVV-based probes are the consequence of visiting commercial sites. Some pop-up ad-

vertisements are permanently installed on systems through the installation ofnew run-time soft-

ware, added without the user's permission. We are also seeing instances of adveni~ements that

are actually worm programs. These worms install themselves on end-user machines and then

proceed to send out spam e-mail using the new host, including copies of themselves.

The majority of these attacks are undoubtedly not directed against the U.S. as an entity, but the

sheer volume of such traffic makes it difficult to distinguish actual hostile traffic from more be-

nign activity. At the least, the volume of probes and spam is a significant degradation of service,

thus meeting the definition of one form of "attack." it is well within the realm of possibility that

this traffic is being used as camouflage by hostile actors.

There is a significant threatfrom simple failure that must not be overlooked. The complexity of

our systems is increasing, and software (particularly commercial off-the-shelf or COTS products)

are not developed to be robust in the face of active attacks and degraded environments. These

factors may combine to cause unanticipated failures, with consequences beyond the ken of the

operators. As more of this technology gets pushed into the hands of the individual warfighters,

the likelihood of unanticipated and uncompensated failure will increase unless care is taken to

simplify and harden the platforms. Use ofCOTS products optimized for running games and

surfing the WWW is not likely to provide the necessary protection.

The insider threat is not being given enough consideration. At sites where strong network border
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guards are in place and software is generally protected, a trusted insider can introduce dangerous

malware that is designed to degrade or halt cnticai systems, silently corrupt data (e.g., change tar-

geting and mapping information used in precision weapons), or disclose classified information.

By being introduced on the inside, the software does not need to be wntten to overcome special-

ized protections, but only needs to establish itself on critical systems. This introduction can

occur as a result of compromised software from a vendor or contractor, from a visitor or contract

worker, from a disaffected or compromised employee or serviceman, or from coalition personnel

with interests not in complete alignment with the US.

Enabiers

Where malware has flounshed is in the weaker secunty environment of the "personal computer."

Personal computers were onginally designed for a single dedicated user— little, if any, thought

was given to the difficulties that might arise should others have even indirect access to the ma-

chine. The systems contained no secunty facilities beyond an optional key switch, and there

was a minimal amount of security-related software available to safeguard data.

Today, however, personal computers are being used for tasks far different from those originally

envisioned, including managing defense databases and participatmg in networks of computer sys-

tems. Unfortunately, their hardware and older operating systems are still affected by the as-

sumption of single trusted user access, and this allows computer viruses to spread and flourish

on those machines. The population of users of PCs further adds to the problem, as many are un-

sophisticated and unaware of the potential problems involved with lax secunty and uncontrolled

shanng of media.

Over time, the problem of viruses has grown to significant proportions. In the 17 years after the

first infection by the Brain virus in January 1986, the number of known viruses has grown to

around 90.000 different viruses affecting Intel/Microsoft platforms. At any one time, approxi-

mately 500-1000 of those viruses are actually "in the wild" and pwsing a threat. The problem has

not been restncted to the IntelAVindows PC, and now affects all popular personal computers.

However, there are under 60 viruses that have ever been found for the Macintosh platform, and

about a dozen for Unix-based platforms. This dispanty refiects a number of factors, not least of

which IS the underlying software architecture of the operating systems in use.

Viruses may be wntten for any operating system that suppons shanng of data and executable

software, but all mainframe viruses reported to date have been experimental in nature, wntten by

senous academic researchers in controlled environments. This is probably a result, m part, of the

greater restnctions built into the software and hardware of those machines, and of the way they

are usually used. It may also be a reflection on the more technical nature of the user population of

these machines.

Eight years ago we saw the emergence of the macro virus. This is a virus wntten in a high-level

macro language and attached to word-processing documents or spreadsheets. When an infected
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document is opened on any computer platform supporting the software the macro is activated

and spreads itself to other, similar documents on the system. As these documents are shared

across nenvorks, the macro viruses spread widely.

Ongmally discussed as a theoretical issue' , the first "in the wild" version appeared in late 1995.

Microsoft distributed a CD-ROM to developers with the first virus for the Word program in-

cluded by an unknown party. No public account has ever been given by Microsoft of how the vi-

rus came to be on the CD-ROM, or what they might have done to trace the author. The virus,

since named the CONCEPT virus, quickly established itself and began to spread. Within 18

months, over 700 macro viruses had been circulated, and several vendors were indicating that

macro viruses were the most commonly reported virus problem at customer sites. Macro and

high-level viruses have become the most prevalent m the years since that time.

Unfortunately, macro viruses are here to slay. Users are loathe to do without their custom mac-

ros. Multimedia mail makes enclosure of infected documents simple and distnbution even sim-

pler. Increasing use of active content in WWW pages and automated downloads suggests that

the problem will get worse as time goes on.

One of the biggest enablers of maiware is the homogeneous nature of computing environments,

especially in the military and government. Systems have been purchased with cost or compati-

bility as the defining cntena, and this has often included reuse of old software, hardware, and

training. Thus, there has been a steady tendency to obtain systems from a limited set of vendor

familie: Because cost is an issue, COTS software is almost always at the base of these choices,

despite the fact that COTS is not wntten for high reliability or security. Furthermore, the in-

stalled systems have their defenses set to lower than optimal to accommodate legacy software

and peripherals that were designed for less-protected predecessor systems. The result is an in-

frastructure that has widespread vulnerabilities— a monoculture — and that is susceptible to

widespread attack. If a vulnerability is discovered against one of these systems, there is an ex-

tremely high probability that it can be spread to many other systems in the same enterprise.

Consider this quote from a study' released by the Air Force Scientific Advisory Board in April

2000: "COTS software is not secure. ... It is strongly recommended that COTS products, par-

ticularly software, not be used for critical applications."

The poor quality of most software is perhaps the biggest enabler of attacks against IT systems.

Major, widespread attacks are enabled by the presence of significant fiaws in deployed software.

Those flaws are often the result of poor design and improper coding. Our studies have shown

that over 70% of all published flaws in the last few years were caused by faulty coding practices

that have been known for years, and often decades. Consider that the CERT/CC reponed slightly

under 2000 new vulnerabilities in the first half of 2003; that suggests that perhaps 1400 reported

' The laie Dr. Harold Highland and I each made presentations on macro viruses at security conferences in 1991. Un-

fonunately. those conferences were never attended by representanves of the major software riims.

* Ensuring Successful Implementation of Commercial Items in Air Force Systems.
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vulnerabilities (and all associated attacks) in that time were preventable by using known good

methods of development.

Traditionally, code has been shipped without adequate testing or care taken in the design. Ven-

dors have felt compelled to ship software with known flaws so as to compete "in Internet time"

where time to market has been the most important critenon for success. Customers have largely

accepted poor quality software rather than buy competmg products that may cost more (and

thus reflect the cost of producing higher quality code); the U.S. govenunent is a prime example of

this practice. The continual focus on lowest cost rather than ultimate fitness for use has discour-

aged companies from investing in better software engineering methods, and has also contributed

to the increasing use of off-shore development and maintenance operations. Meanwhile, vendors

have largely been immune from liability lawsuits despite negligent behavior. In fact, the software

vendor community has sought to immunize itself from liability through mechanisms such as the

UCITA' legislation put forward at the state level

The result is that vendors of higher quality, safer software have found themselves serving a

shrinking market - they face a significant penalty for spending extra resources to make their code

reliable. Meanwhile, the typical system administrator may be faced with the prospect of install-

ing and configunng as many as five critical security patches /^er week to the systems under her

control. Each of these patches has the potential to disable 3rd-party software that is mission

critical. However, the consequence of not installing a patch may well be a system break-in, or

contamination of the system from a network worm, thus requiring a complete system scrub and

rebuild. All of this is at the expcMse of the system operator. Unfortunately, this increased cost

of operation is not included in the evaluation of pnce when the original purchase is made. Nor

are the costs of of virus protections, firewalls, scarmers, and other secunty tools that are not part

of the base system but required to safely operate these complex systems.

To be fair, the vendors with a poor reputation for software quality simply have been reacting to

the market. They are in business and must be competitive in the marketplace. As such, meeting

customer pressure for low-cost, high-complexity code is what enables them to succeed. The fault

for code quality problems lies with the consumers as well as the developers. Some companies

have become quite sensitive to these problems and have initiated extensive programs to effect a

change in quality control and security awareness. Microsoft's inititive in this respect is particu-

larly notable.

Increased connectivity is also to blame for the magnitude of the current threat. Systems are con-

figured so that every machine has network access. This is needed to provide for remote backups,

access to patches, and user access to WWW browsing and e-mail. Unfortunately, that same ac-

cess allows users without training to import and execute software and documents with macros.

Once "inside" the secunty perimeter, malicious software can spread widely.

UCITA IS the Uniform Computer Inforrnalion Transactions Act, an update of the Uniform Commercial Code that

has been opposed by consumer advocates, professional associations, slate attorney generals, (he ABA and ALA, and

many others Its primary champions are large software firms

- //-
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Defenses and Outlook

There are several methods of defense against viruses. Unfortunately, no defense is perfect. It

has been shov^'n that any sharing of wntable memory or communications with any other entity

introduces the possibihty of virus transmission. Funhermore, Cohen, Adieman, and others have

shown proofs that the problem of wnting a program to exactly detect all viruses is formally un-

decidable: it is not possible to write a program that will detect every virus without any error

Defense against malware generally takes one of four forms, or as is more often the case, some

combination of these four;

[Activitv monitors] .Activity monitors are usually programs thai are resident on the sys-

tem. More general monitonng is now called intn/sion detection, although it actually de-

tects more than intrusions. These systems monitor activity, and either raise a warning or

take special action in the event of suspicious activity. Thus, attempts to alter the inter-

rupt tables in memory, send out many e-mail messages in a short amount of time, or to

rewnte special portions of the disk would be intercepted by such monitors. This form of

defense can be circumvented by malware that activates earlier in the boot sequence than

the monitor code. Many rootkits and viruses contain code that is designed to alter the

operating system so as to hide from activity monitors.

[Scanners] Scanners have been the most popular and widespread form of malware de-

fense. A scanner operates by reading data from disl' and applying pattern matching op-

erations against a list of known virus patterns, if a match is found for a pattern, a virus

instance is announced. Other forms of scanners look for known signs of rootkits or intru-

sions, and also may look for known vulnerabilities that might be exploited by such soft-

ware. It is usually the case that virus scanners are separate programs from the more gen-

eral form of security scanners.

Scanners are fast and easy to use, but they suffer from many disadvantages. Foremost

among the disadvantages is that the list of patterns must be kept up-to-date. New viruses

are appearing by as many as several dozen each day. Keeping a pattern file up-to-date in

this rapidly changing environment is difficult. Although it is unlikely that any given user

will encounter any particular virus, a single activation by a machine in a cntical environ-

ment can be devastating.

A second disadvantage to scanners is one of false positive reports. As more patterns are

added to the list, it becomes more likely that one of them will match some otherwise le-

gitimate code. A fiirther disadvantage is that some self-altering viruses cannot easily be

detected with scanners.

To the advantage of scanners, however, is their speed. Scanning can be made to work rea-
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sonably quickly Scanning can also be done ponably and across platforms, and pattern

files are easy to distribute and update. Furthermore, of the new viruses reported each

week, few will ever become widespread. Thus, somewhat out-of-date pattern files are

still adequate for most environments. It is for these reasons that scanners are the most

widely-used form of antivirus software.

A variation on scanners that is used by some vendors is heunstic scanning. In this case,

new code is examined instruction by instruction to determine if it matches any known

pattern of behavior that is common to viruses or other malicious software. This tech-

nique can be effective against previously unseen virus code, but it also tends to have a

high false positive rate, thus requinng manual intervention.

[Integrity checkers/monitors] Integnty checkers are programs that generate checkcodes

(e.g., checksums, cyclic redundancy codes (CRCs), secure hashes, message digests, or

cryptographic checksums) for monitored files. Penodically, these checkcodes are recom-

puted and compared against the saved versions. If the companson fails, a change is

known to have occurred to the file, and it is flagged for further investigation. Integrity

monitors run continuously and check the integnty of files on a regular basis, integrity

shells recheck the checkcode prior to every execution.

Integrity checking is an almost certain way to discover alterations to files, including data

files. As viruses must alter files to implant themselves, integnty checking will find those

changes. Furthermore, it does not matter if the virus is known or not — the ntegnty

check will discover the change no matter what causes it. Integnty checking also may find

other changes caused by buggy software, problems in hardware, and operator error.

Integnty checking also has drawbacks. On some systems, executable files change when-

ever the user runs the file, or when a new set of preferences is recorded. Repeated false

positive reports may lead the user to ignore future reports, or disable the utility. It is also

the case that a change may not be noticed until after an altered file has been run and a vi-

rus spread. More importantly, the initial calculation of the checkcode must be performed

on a known-unaltered version of each file. Otherwise, the monitor will never report the

presence of a virus, probably leading the user to believe the system is uninfected.

Several vendors build self-checking into their products. This is a form of integnty check

that is performed by the program at various times as it runs. If the self-check reveals

some unexpected change in memory or on disk, the program will terminate or warn the

user. This helps to signal the presence of a new virus quickly so that further action may

be taken.

[Border guards, firewalls, proxies] These are software/hardware combinations that are

placed at gateways and borders of networks to examine all traffic into a network. These
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systems look for known attacks, viruses, and other dangerous content. Some also scan

for prohibited hems such as pornographic pictures. When content is found, it is inter-

dicted.

Border scanners are a help m many environments, but they fail when scanning encrypted

contents, such as in encrypted e-mail and VPNs (virtual pnvate networks, or tunnels).

They also fail against previously unseen content, or when users actively seek to circum-

vent them. This often happens when a user is seeking to obtam prohibited material, and

unknowingly brings in a trojan horse artifact.

There are some experimental systems that seek to measure untoward network behavior and iso-

late machines that are behaving in an anomalous manner. Automated measures at a larger scale

may be necessary to cope with the increasing virulence and speed of malware. Consider:

• The Brain virus, introduced in 1986, required 5 years to reach its maximum level of spread.

This was to approximately 50,000 machines, and resulted in perhaps $5 million m damages

according to some estimates.

• The Melissa macro worm, released 13 years later, spread to approximately 150,000 sys-

tems over a period of four days. Damage was estimated to be in the vicinity of $300 mil-

lion.

• The ILOVEYOU macro worm, released in May 2000 spread to as many as 500,000 sys-

tems m a little over 24 hours. Damage was estimated to be as much as $10 billion.

• The Code Red and Nimda worms in October/November 2001 exploited flaws with pub-

lished fixes but still managed to compromise 500,000 systems in 14-16 hours. Several bil-

lion dollars in damages were estimated.

• The Sapphire/Slammer worm at the beginning of this year, also exploiting flaws with

known patches, reached us maximum spread of 75,000 systems in 10 minutes. It was

doubling every 8 seconds. It caused over a billion dollars m damages (approximately

$13,000 per machine; $1.7 million per second).

Faster propagation of malicious software is possible, especially if some preplanning is done, and

it is started by multiple entities. Greater damage is also possible.

If no more computer viruses were written from now on, there would still be a computer virus

problem for many years to come. Of the thousands of reported computer viruses, several hun-

dred are well-established on vanous types of computers around the world. The population of

machines and archived media is such that these viruses would continue to propagate from a rather

large population of contaminated machines.

In addition to the virus problem is the ongoing problem with DDOS, rootkits, trojan horses, and

other attacks. The CERT/CC recorded over 82,000 major attack reports for 2002. In the first

half of 2003 they have reported over 76,000. Analysts at Symantec Corporation have esti-
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mated thai worldwide there were over 80,000 network intrusion attempts m 2002, and over 800

miUion attempted virus infections. At the current rate of growth, these are expected to reach

100,000 and 1 20 miHion, respectively, this year. These are not salutary trends.

Defense against Trojan horse programs, rootkits, and logic bombs is generally limited to intrusion

detection systems, firewalls and code inspection. Intrusion detection systems examine log files

and/or network traffic to detect known patterns belonging to known attacks or suspicious activ-

ity. New attacks, or gradual attacks are often not detected. Firewalls then provide the next level

of protection by denying access to certain network services and ports based on policy and need.

Unfortunately, users often circumvent these protections with "tunnels" or "proxies" because the

firewalls prevent access to desired services. Additionally, tuning of the firewall policies is not

simple, and small mistakes or oversights often lead to problems. And finally, if there are flaws in

services that are supposed to be exposed to the outside network, the firewalls provide no protec-

tion.

Code scanning is a class of techniques used to ensure that software imported to a machine is free

of malicious code. This may constitute scanning with automated tools to look for known flaws,

or it may involve a more formal procedure of examination such as is done with the Common Cn-

teria. Unfortunately, these examinations are often limited in scope, require some cooperation of

the software vendor, require significant time and expense to complete, and are not designed to

search for all possible flaws. As the examinations are not earned out after each upgrade and

patch. It is still possible to insert malicious code into otherwise protected systems. With some

commercial operating systems with applications and database systems installed composing close

to 100 million lines of source code, any examination process using current technology is bound to

be incomplete.

Unfortunately, there appears to be no lessening of computer virus and hacking activity. Many

new V ruses are appeanng every day. Major flaws and corresponding attacks are reported every

few days. Some of these are undoubtedly being written out of cunosity and without thought for

the potential damage. Others are being wntten with great purpose, and with particular goals in

imnd — both political and criminal.

Legal Issues

It is very difficult to track computer viruses once they have established themselves. Some luck

may be had with tracking a computer virus to its authors if it is found very early after its release.

To date, there have been only about seven publicized cases of authors being arrested, tned, and

convicted for releasing viruses or similar malware In most cases, the convictions carried only a

fine and a suspended sentence. For this to he the only visible punishmentfor over 20 years of

virus-writing anJ almost J 00.000 viruses written speaks to the difficult}' ofcoping with the prob-

lem within established legal structures. The little experience we have had with these cases also

suggests that the convictions did little to dissuade others from writing viruses.
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The same problem occurs with ihe variety of software break-ins that occur. Each case currently

requires mvestigators with training beyond the norm, access to specialized forensic labs, and

(often) cooperation of agencies m foreign junsdictions. Investigation and then prosecution of

computer crimes is vastly underfunded and understaffed m the U.S. today. Each case is expen-

sive to pursue, and often the damages do not justify it. When juveniles are involved, or transna-

tional jurisdictions, there is even less incentive to pursue such cases. The result is a lack of de-

terrence, and this leads to a continuing high level of attack against critical systems. These attacks

draw away resources, and help mask more sinister activities that may be occurring.

The writing of computer malware is not a cnme in most places. It is arguable whether writing a

virus or attack tool should be a crime, exactly as constructing a bow and arrow is not innately a

crime in most jurisdictions. It is the use of the item, and the state of mind of the user that deter-

mine the criminality. As such, it is probably the case that the deliberate release of a computer vi-

rus should be considered criminal and not simply the wnting of the virus. Laws should reflect

that difference. However, lawmakers have discovered the same difficulty in clearly defining a vi-

rus that researchers have encountered. An overbroad definition such as Cohen's would make the

authoring and release of almost any software illegal; the presence of bad laws hurt the situation

more than help it, especially when some of the same techniques are used in writing protective

software and building test platforms.

The difficulties posed by laws against writing any kind of software is best illustrated with what

has happened with regards to copyright. As more content has been developed for use with com-

puters and networks, there has been a greater concern for protecting intellectual property repre-

sented by that content. Content owners have stndently lobbied for greater and greater protec-

tions for their on-line property. Unfortunately, the evolution of the law has led to unintended

consequences for those of us working in secunty. In particular, I have heard of several instances

where research into novel forms of information secunty have been curtailed because patent hold-

ers have threatened researchers. University faculty members do not have the resources to fight

such threats.

More recently, provisions of the Digital Millennium Copyright Act (DMCA) have led to faculty

being threatened with lawsuits for publishing their secunty research, and some faculty (Fred Co-

hen and myself included) have decided to curtail or stop our research in some areas of security

because of the potential for us to be arrested or sued. This is particularly true in the area of

software threats — the very same tools and techniques necessary to reverse-engineer and protect

against malicious software are seen as a threat by many in the entertainment and content provi-

sion industries Legislation against technology instead ofagainst infringing behavior can

only hurt our progress in securing the infrastructure.
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Some Recommendations

There are several actions that can be taken to reduce the threat of computer malware in the gov-

ernment and mihtary. All of these can be derived by exammmg the problems that confront us.

Among those that have the highest likelihood of makmg a difference. 1 would include:

1. Explicitly seek to creating heterogeneous environments so that common avenues of attack

are not present. This may require some extra expense al first, but eventually it may lead to

increased compliance with standards, increased innovation, and increased choice in the mar-

ketplace, thus lowenng costs while increasing security. If real standards (rather than de

facto standards) are developed and followed, interoperability should not be a concern.

2. Complementary to the previous recommendation is giving thought to different architec-

mres. Rather than a computer on each desktop, thm-clieni technologies based on a mid-

size computer in a centralized location can provide all the .same mission-cntical services,

but remove many of the dangerous aspects of distnbuted PCs. For instance, patches need

only be applied in one location, and there is a greatly reduced possibility of untrained users

loading untested media or software.

3. Rethink the use of COTS software in mission-critical circumstances — the lowest cost is

not necessarily the most fit for use. At the least, investigate better methods of screening

and testing such software to ensure that it does not contain hidden, unwanted code. At the

same time, hold the vendors to a higher standard of care and responsibility for what is in

their code.

4. Rethink the need to have all systems connected to the network. Standalone systems may

not receive all of the latest patches as soon as they cone out. However, that alacrity may

not be needed as those systems can no longer be attacked over the network.

5. Require greater efforts to educate personnel on the dangers of using unauthorized code, or

of changing the settings on the computers they use. It is still often the case that personnel

will turn off security features because ihey feel it slows them down or gets in their way.

Unfortunately, this can lead to significant vulnerabilities

6. Revisit laws, such as the DMCA, that cnminalize technology instead of behavior. It is ex-

tremely counterproductive in the long run to prohibit the technologists and educators from

building tools and studying threats when the "bad guys" will not feel compelled to respect

such prohibitions.

7. Provide increased support to law enforcement for tools to track malware, and to support

the investigation and prosecution of those who write malicious software and attack sys-

tems. This includes support for additional R&D for forensic tools and technologies.

8. Do not be fooled by the "open source is more secure" advocates. Whether source is open

or proprietary is not what makes software reliable. Rather, it is the care used to design and

build It, the tools used to construct and test it, and the education of the people deploying

It. In fact, some Linux distributions have had more secunty flaws announced for them in

the last 18 months than several propnetary systems. However, some open source soft-

ware, such as OpenBSD and Apache, appear to be far more reliable than most propnetary

counterparts. There is no silver bullet for problems of quality and secunty.
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9. initiate research into the development of metncs for security and risk. Acquinng systems

based on cost as the primary cnterion is not reasonable for mission-critical applications.

We need to be able to difierentiate among different vendor solutions, and set standards of

performance.

10, Establish research into methods of better, more affordable software engineering, and how to

build reliable systems from untrusted components 1 5-20 years ago the decision was made

to cede research in this arena to the commercial sector, believing the market would drive in-

novation That has not happened. The military needs to reengage in this domain to ensure

that their unique and their critical needs are met

I I . Emphasize the need for a systems-level view of information security. Assuring individual

components does little to assure overall implementation and use. This requires trained

persorvnel with an understanding of the "big picture" of IT security. Too often those who

design and specify the systems do not understand how they are actually used. ...or mis-

used.

12. Establish better incentives for secunty. The current climate in many military commands

and government agencies is to penalize operators for flaws, thus leading many of them to

dread enhancement and exploration of better security.

1 3. Increase the prionty and fijnding for basic scientific research into issues of security and

protection of software. Too much money is being spent on upgrading patches and not

enough is being spent on fundamental research by qualified personnel. There are too few

researchers in the country who understand the issues of information secunty, and too

many of them are unable to find funding to support fundamental research. This is the case

at our military research labs, commercial labs, and at our university research cer/ers.

14. Most importantly, reexamine the issues of the insider threat to mission critical systems -

from obtaining software produced by uncleared personnel offshore and in this country,

from using COTS products that are not designed for security and reliability, and from ac-

cess and operation by untrained or unsupervised personnel.

Conclusion

It is clear that we have deficiencies in our cyber defenses. Malicious and incorrect software pose

particular threats because of their asymmetric potential — small operators can exercise large and

devastating attacks on our defenses. The situation cannot be remedied simply by continuing to

spend more on newer models of the same systems and defenses that are currently deficient. It

will require vision and willingness to make hard choices to equip our military with the defensible

IT systems they deserve.

1 will be happy to expand on any of these points, now or in the future.

Thank you again for the opportunity to testify.
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QUESTIONS SUBMITTED BY MR. MEEHAN
Mr. Meehan. Is there an analysis of terrorist organizations' plan to grow their

cyber terrorism capabilities? Are there "terrorist training camps" for computer geeks

designed to raise the skill level of the cyber terrorists?

Mr. Lentz. [The information referred to is classified and is retained in the sub-

committee files.]

Mr. Meehan. As the Department of Defense is growing increasingly dependent
upon commercially based information technology, I believe the Department will be

left exposed and vulnerable to internal and external attacks. I would like to hear
from each of you, what specifically is being done to ensure a secure system using

commercial technologies?
Mr. Lentz. As DOD's dependence on information networks increases, it creates

new vulnerabilities, as adversaries develop new ways of attacking and disrupting

U.S. Forces. In recognition of this challenge, the Secretary of Defense identified pro-

tection of U.S. information networks from attack as one of his key transformational

goals. No one technology, operation, or person is capable of assuring or protecting

the Department's vast networks and information. In combination, however, they are

parts of an integrated DOD lA strategy, Defense-in-Depth, in which layers of de-

fense are used to achieve a balanced overall Information Assurance posture. To take

advantage of rapid advances of rapid advances in information technology the De-
partment maximizes the use of COTS and balances this with layered security.

Even with a solid Defense-in-Depth strategy in place, a fundamental precept is

our maintenance of confidence in the security and trustworthiness of the products

we use to implement that strategy. New vulnerabilities in the equipment we use,

both government and COTS, are identified daily. Operationally, through the Depart-

ment's lA Vulnerability Alert (lAVA) process and attendant alerts, bulletins, and
technical advisories, users are made aware of the vulnerabilities and associated

fixes. The lAVA process serves us well, minimizing the disruption of DOD networks
during recent cyber incidents that caused widespread disruption elsewhere. Other
operational constructs like our tiered Computer Network Defense system enables us
to respond to incidents and limit potential damage.

Reactive measures must be balanced with proactive measures. New IT products

and systems must be 'bom secure'; designed, tested, and validated against specific

security requirements. The concept of 'born secure' combined with an aggressive vul-

nerability management program incorporating the lAVA process, gives us the ability

to proactively reduce our exposure to known vulnerabilities and maintain the capac-

ity to respond to evolving vulnerabilities. To help DOD consumers select commercial
off-the-shelf IT products that meet their security requirements and to help manufac-
turers of those products gain acceptance in the global marketplace, the National In-

stitute of Standards and Technology (NIST) and the National Security Agency
(NSA) established a program under the NIAP to evaluate IT product conformance
to international standards. Although no product will ever be totally secure, we can
incorporate security into their design and through comprehensive security test and
evaluation gain a reasonable sense of the risk we assume when we use them.
A significant cybersecurity improvement over the next decade will be found in en-

hancing our ability to find and eliminate malicious code in large software applica-

tions. Beyond the matter of simply eliminating coding errors, this capability must
find malicious software routines that are designed to morph and burrow into critical

applications in an attempt to hide. In partnership with the Department of Home-
land Security (DHS) we are initiating an effort to develop tools and techniques to

examine effectively and efficiently either source or executable software. One goal is

to examine the potential benefit of a truly National Software Assurance Center.
This center would have representatives from academia, industry. Federal Govern-
ment, national laboratories and the national security community all working to-

gether and sharing techniques to solve this growing threat.

We also need the ability to trust the hardware platforms we use for critical appli-

cations. Most microelectronics fabrication in the USA is rapidly moving offshore.

DOD and NSA are working on a Trusted Microelectronics Capability to ensure that
state-of-the-art hardware devices will always be available for our most critical sys-
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terns. The most critical element in any Defense-in-Depth is the human factor. DOD,
again in partnership with DHS, is working with government, industry and academia
to develop exacting, nationally recognized security standards and certifications for

lA/IT professionals as well as staffing standards to support our critical systems and
networks.
Mr. Meehan. Earlier this year, news reports stated that North Korea had a pro-

gram to train in attacking information systems—specifically, cyber terrorism. Yet,
some sources have stated that cyber terrorism is over stated and the threat is not
as great as a physical destruction. Could you please tell the committee what the
threat really is?

Mr. Lentz. [The information referred to is classified and is retained in the sub-
committee files.]

Mr. Meehan. Mr. Lentz (of DOD), and I would appreciate if all the witnesses
could comment on this question. It is my understanding that large portions of com-
mercial off the shelf (COTS) software may actually be produced outside the U.S. The
media has reported that software production is moving offshore to India due to

cheaper labor costs. How can we ensure that COTS software is not corrupted by un-
scrupulous persons or even our allies? How can DOD create secure computing capa-
bilities using COTS software that may have been produced outside the United
States?
Mr. Lentz. Ensuring that COTS software is not corrupted by unscrupulous people

is a difficult task that warrants considerable effort by all federal agencies. Both for-

eign and domestic produced software products are vulnerable to having malicious
code. Several existing Department of Defense initiatives address these concerns:
Software Protection Initiative, Software Producible Initiative, Anti-Tamper Initia-

tive, and the recently established Software Assurance program.
Through the Software Assurance program, DOD in conjunction with DHS will

focus on identifying and specifying organizational software assurance processes and
software-enabled technologies that are required to ensure systems and network ca-

pabilities are secure through a spectrum of threats ranging from vulnerabilities to

cyber attacks. The program is initially analyzing software assurance problems and
is organized into sub-working groups with representation from many DOD organiza-
tions, including the National Security Agency. The four working groups are: Secu-
rity Process Capability Evaluation (process focused). Counterintelligence (CI) Sup-
port, Technical Security Evaluation (product focused), and User Identification of

Protected Assets.

A significant cybersecurity improvement over the next decade will be found in en-
hancing our national capabilities for finding and eliminating malicious code in large

software applications. There is little coordinated effort today to develop tools and
techniques to examine effectively and efficiently either source or executable soft-

ware. We believe that this problem is significant enough to warrant a considerable
effort coordinated by a National Software Assurance Center. This center should
have representatives ft"om academia, industry, Federal Government, national lab-

oratories and the national security commtmity all working together and sharing
techniques to solve this growing threat.

QUESTIONS SUBMITTED BY MR. THORNBERRY
Mr. Thornberry. Specifically, how is DOD working with the Department of

Homeland Security (DHS) to share cyber vulnerability, threat, warning and recovery
information? How many DOD personnel are currently assigned to DHS in support
of the cyber security mission?
Mr. Lentz. The Department of Defense (DOD) works with the Department of

Homeland Security (U.S. DHS) to share cyber vulnerability, threat, warning and re-

covery information through the United States Strategic Command's
(USSTRATCOM's) Joint Task Force-Computer Network Operations (JTF-CNO). The
JTF-CNO, as the operational component of USSTRATCOM, is responsible for co-

ordinating and directing the defense of the DOD computers and computer networks.
The JTF-CNO represents the DOD's present operational relationship with DHS on
cyber issues. The JTF-CNO communicates with the Information Analysis and Infira-

structure Protection Directorate, National Cyber Security Division (formally the Na-
tional Inft-astructure Protection Center) of the U.S. DHS on explicit cyber issues
that threaten or may perhaps impact adversely United States national security in-

terests and objectives. Currently, the JTF-CNO is able to share cyber vulnerability,

threat, warning and recovery information with U.S. DHS in a secure and rapid
method. JTF-CNO maintains a 24/7-watch desk that monitors the cyber environ-
ment with the ability to respond swiftly and collaborate with U.S. DHS on a broad
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range of cyber issues. This close collaboration includes the watch officers and ana-

lysts between the CERT-CC, DOD CERT, and Federal CERT to share threat and
vulnerability information.

DOD continues to cooperatively support DHS stand-up, particularly in cyber relat-

ed efforts through the National Infrastructure Protection Center (NIPC) and Na-
tional Communication System (NCS) program. The DOD element of the NIPC, fund-

ed by Congress for FY03, consisted of up to 53 positions. DOD and DHS are cur-

rently developing a Memorandum of Agreement to address long-term DOD person-

nel working with DHS.
Mr. Thornberry. What is the relationship between DOD cyber research, develop-

ment, and cyber research and development efforts in DHS and other parts of gov-

ernment?
Mr. Lentz. DOD participates in the Information Security (INFOSEC) Research

Council (IRC) that is a collaborative effort between the DOD, the Intelligence Com-
munity, and other Federal Civil Agencies to include DHS. The IRC serves as the

principal forum to deconflict and focus INFOSEC research issues on common 'hard

problems.' The 'hard problems' list was last published in 'draft' format 21 Sept 1999,

is scheduled for review beginning in October 2003 and will publish a new list in

April of 2004.
Mr. Thornberry. It appears that DOD is extremely dependent on commercial

products and infrastructure on their own communications. Some estimates say that

about 90 percent of DOD communications ride the public backbone—to include data

and voice. How is DOD working with the private sector to improve physical and
cyber security? How is DOD working with the Department of Homeland Security

—

who has broader infrastructure responsibilities? What processes and coordination

mechanisms are in place or being developed to share threat and warning informa-

tion that DOD may have with private industry and the DHS?
Mr. Lentz. Extensive relationships have been developed with the private sector

over the years to address the collection, handling, processing, and dissemination of

industry data within the DOD. Many of these relationships were accelerated during
the Y2K effort. One such group, the Network Security Information Exchange
(NSIE), was established in 1991 to provide a confidential environment to share in-

formation on network intinisions. Once critical supporting infrastructure assets are

identified, vulnerability assessments are then conducted to provide the warfighter,

and their supporting Service or agency, measures of operational risk. These assess-

ments include partnerships with industry to understand the specific commercial
service networks "outside the fence" of DOD facilities and installations that DOD
depends on to accomplish its missions. In many cases, the remediation activities

necessary to reduce vulnerabilities and risk involve close partnerships between DOD
and industry to mutually assure availability of required infrastructure commodities
and services.

One of the key roles and responsibilities of the OASD{HD) is to serve as the cen-

tral point of coordination between DOD and the Department of Homeland Security

(DHS), of which CIP is a major effort. The DOD has actively supported the stand
up of DHS with a small contingent of personnel working in the National Infrastruc-

ture Protection Center (NIPC). Additional DOD personnel have also been tempo-
rarily assigned to the Information Analysis & Infi-astructure Protection section. The
National Communications System (NCS), which manages the infrastructure, has re-

cently been moved from DOD to DHS and DOD maintains an extensive, cooperative

relationship with the NCS.
Additionally, DOD and DHS are collaborating on a first time ever CIP strategy.

This strategy will provide guidance on addressing the CIP program, and will be
used as the baseline for the development of a Counterintelligence (CI) strategy.

There also exists a partnership with DHS on developing a common operational pic-

ture capability to mutually work towards supporting the event analysis and deter-

mining the effects of an action on other critical infrastructure assets from a regional

and national perspective. With a better operational picture of critical assets and
their relationships, better decisions can be made.
With respect to sharing threat and warning information, the CERT CC through

the Carnegie Mellon has become the primary mechanism for sharing between indus-
try, DOD, and DHS. The CERT CC maintains a knowledgebase, accessible via the
Internet, which is a proprietary collection of security information compiled by net-

work and computer security analysts. Sensitive threat and warning information
within the CERT CC knowledgebase is available to the DOD CERT via authorized
digital certificate access. DOD CERT and CERT CC have been sharing threat and
warning information since March 1998, through both classified and nonclassified
channels.
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Mr. Thornberry. What is the role of the National Security Agency in supporting
Information Assurance? Are they only permitted to support DOD? Should they have
a broader responsibility within the Federal Government to include DHS? What ex-

pertise and skills could NSA bring to the broader national cyber security problem?
Mr. Lentz. The NSA's Information Assurance Directorate (LAD) is responsible for

providing information assurance products, services, processes, and policies that pro-
tect national security information systems.
NSA's IAD has technical and policymaking responsibility regarding the protection

of national security telecommunications and information processing systems across
the broad spectrum of departments and agencies within the Executive Branch.
NSA has a 50-year history of developing and deploying communications and now

cyber security products and services. NSA has gained a deep understanding of and
respect for the challenges the nation faces and must overcome to secure cyberspace.
There is little difference between the cybersecurity that is required for a system
processing classified information and one that controls a segment of the nation's
critical infrastructure. Both systems require the element of assurance or trust. In-

formation must be protected across the entire spectrum. It is vitally important that
the Homeland Security and National Security communities continue to build link-

ages as both communities work to protect our nation's information and infrastruc-
ture.

NSA has broad responsibilities in providing for the security of national security
telecommunications and for information systems processing national security infor-

mation. These responsibilities include: evaluating systems vulnerabilities; acting as
a focal point for ciyptography and Information Systems Security; conducting Re-
search and Development; reviewing and approving security standards and policies;

conducting foreign liaison; assessing overall security posture; prescribing minimum
security standards; contracting for information security products provided to other
Departments and Agencies; coordinating with the National Institute of Standards
and Technology (NIST); and providing NIST with technical advice and assistance.
Mr. Thornberry. What is the amount of the DOD's R&D budget for cyber secu-

rity—classified and unclassified? What percentage of the total R&D budget (includ-

ing percentage of information technology and total R&D budgets) does it represent?
Is it sufficient? Does each of the services conduct cyber security R&D? How is this

coordinated within DOD and how is technology transferred from research to oper-
ational use?
Mr. Lentz. DOD's R&D budget for cyber security or Information Assurance (lA)

in FY03 is $647 million. That amount is 14.9% of the total IT R&D budget and 1.4%
of the overall DOD R&D budget. Additional resources can always be used but must
be balanced with computing requirements that are both urgent and compelling. We
believe we have achieved that for this fiscal budget.

Services and agencies conduct LA R&D to satisfy enterprise requirements and
those peculiar to their environment. Their collective efforts are coordinated through
the Department's INFOSEC Research Council (IRC). Members, including the Office

of Undersecretary of Defense for Acquisition, Technology, and Logistics, each Serv-
ice, the Defense Advanced Research Projects Agency (DARPA), and the National Se-
curity Agency meet bi-monthly to discuss and coordinate security (lA) related ef-

forts. The Defense-wide Information Assurance Program (DIAP), charged with co-

ordination and oversight of IA activities within DOD, meets with IRC regularly with
member organizations independently providing a bridge between the research orga-
nizations and DOD elements requiring cyber security products and services.

There are several mechanisms in place to determine a developed technology's suit-

ability for DOD use. These include Advanced Concept Technology Demonstrations
(ACTD), Small Business Innovation Research/Small Business Technology Transfer
(SBIR/STTR), DOD Pilots, and DOD Joint Operational Tests. Once a technology is

proven operationally sound, the technology can be transitioned into the department
via one of several established procurement channels including development of a
DOD acquisition program, establishment of the technology as an Enterprise Solu-
tion Initiative (ESI), or transference of the technology to the commercial sector for

development of a DOD-procurable Commercial-Off-The-Shelf product.
Mr. Thornberry. How is DOD's threat warning information shared with the rest

of government? How are various watch centers coordinating their efforts? How does
DOD obtain threat and warning information fi-om the rest of government? Does
DOD receive vulnerability and threat information from industry? How is this infor-

mation flow coordinated?
Mr. Lentz. DOD has solid relationships with industry partners and external

agencies through USSTRATCOM and the JTF-CNO. These industry partners and
external agencies comprise groups from the intelligence community (IC), federal law
enforcement agencies, and the Information Analysis and Infrastructure Protection
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Directorate of the U.S. DHS. The JTF-CNO also coordinates with the Federal Com-
puter Incident Response Center (FEDCIRC), through U.S. DHS. The National Com-
munications System (NCS) located in the DISA headquarters' compound, is the

principal conduit for information sharing with private sector and Internet service

providers. The Computer Emergency Response Team-Coordination Center located at

Carnegie Mellon University has the responsibility of supporting the users on the

Internet other than the DOD. By coordinating with the Infrastructure Coordination

Division, also through U.S. DHS, DOD has the means to receive and pass informa-

tion vdth the Information Sharing and Analysis Centers (ISAC). These are industry-

run centers, chartered by Presidential Decision Directive 63 (PDD 63), that coordi-

nate information on vulnerability and remediation within specific critical infrastruc-

ture sectors.

The CERT CC has emerged as the world's premier clearinghouse for vulnerability

information. DHS has just announced an expanded role for the CERT CC with the

creation of a US CERT to provide a national-level center to coordinate the cyber re-

sponses of the national, state, and local governments.
Mr. Thornberry. What are the missions and functions of the DOD Joint Task

Force Computer Network Operations? What is their chain of command? What is

their relationship with the Strategic Operations Command, the Joint Staff, the As-

sistant Secretary for Homeland Security and others? Are they coordinating their na-

tional security mission with homeland security?

Mr. Lentz. The mission of DOD's Joint Task Force - Computer Network Oper-
ations (JTF-CNO) is: to coordinate and direct the defense of DOD computer systems
and networks across the DOD. This includes working with all Combatant Com-
mands, Military Services and Defense organizations. The JTF-CNO actively per-

forms this mission 24 hours a day, seven days a week. The JTF is a subordinate

command of the United States Strategic Command (USSTRATCOM), which was
charged by the President with the DOD Computer Network Defense (CND) mission

in the Unified Command Plan, dated Oct 02. JTF-CNO also has the complementary
mission of Computer Network Attack (CNA).
The JTF-CND mission is to defend DOD computer networks and systems from

any unauthorized event whether it be a probe, scan, virus incident, or intrusion. The
CNA mission is to coordinate, support and conduct, at the direction of the President,

computer network attack operations in support of regional and national objectives.

JTF-CNO maintains watch 24 hours per day, seven days a week, and is located

in Arlington, VA. It is co-located with the Defense Information Systems Agency
(DISA) Global Network Operations and Security Center (GNOSC) and DOD Com-
puter Emergency Response Team (DOD CERT). This co-location helps optimize the

commander, JTF-CNO's ability to monitor the status of DOD information networks
and conduct operations across the defense information infi-astructure.

With this correlated information, the JTF-CNO assesses the impact to network
operations and military operations, identifies courses of action that will restore the

network, coordinates the necessary actions with the appropriate DOD or non-DOD
organizations, prepares a plan to execute and, with approval, executes that order.

The JTF-CNO can direct appropriate actions through its four military service com-
ponents and the DOD CERT.

In addition, the JTF-CNO through the DOD CERT is our primary point of contact

with industry in responding to Internet incidents. JTF-CNO also works closely with

a co-located Law Enforcement/Counter Intelligence Center. This Center, manned by
representatives from all the service investigative agencies, ensures our technical

and operational responses to cyber attacks are coordinated with the corresponding
criminal investigations.

Mr. Thornberry. Within each of the services and for DOD, is there formal cyber
security training for managers, users, and systems administrators? Who provides

the training? How is it managed and updated? Is it standardized? Is it adequate?
Mr. Lentz. Each service has formal cyber security training for their system ad-

ministrators. The initial training is provided through service schools. Additional
training is offered via on-line courses and distributive training products. At this

time, training provided by the services is not standardized across the DOD but we
are working toward that goal. We continue to develop the baseline DOD information
assurance standards and requirements.
Training requirements are based on existing DOD policy guidance, service re-

quirements and information systems in use. For example, DOD policy provides spe-

cific responsibilities for various levels of the lA Workforce including managers and
technical support (privileged access). In addition to formal training, training is

available via the Defense Information Systems Agency's (DISA) Information Assur-
ance Support Environment website. Distributive training products, web based tools,

videos and classroom training opportunities are available through DISA's program.
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They are available to anyone with access to DOD information systems and the train-

ing programs address a variety of Information Assurance topics.

A policy memorandum has been published requiring all personnel with primary
responsibilities for the security of systems and networks, Designated Approval Au-
thorities (DAA), to certify completion of a DAA training package that is provided
by DISA. This DOD training standard meets existing requirements and is evaluated
for adequacy on a regular basis. Current policy also establishes basic training re-

quirements for managers, technical personnel (System Administrators), and users
with access to DOD information Systems. Awareness training is provided annually
for all DOD users.

Additional formal cyber security training requirements for all information assur-
ance managers and technical (systems administrators) workers are drafted and
pending formal staffing and publication. These training requirements will use com-
mercial certifications to establish baseline requirements for each category and level

of the DOD LA workforce including military, civilian (including foreign nationals),
and contractors. Using "approved certifications" will standardize the training re-

quirements for each LA Category, function and level. Analysis of the approved cer-

tifications and workforce effectiveness will allow continuous evaluation of the effec-

tiveness of the certifications. In partnership with the Department of Homeland Se-
curity, DOD is working towards establishing national certification program stand-
ards that will ultimately be adopted not only by DOD and other federal agencies,
but also by private industry.

Mr. Thornberry. There has been much discussion over whether cyber security
standards are needed and should be developed. What is DOD's position? Is it pos-
sible to develop standards within DOD and would it make a difference if there were
not broader national or international standards?
Mr. Lentz. There cannot be a coordinated effort to address cyber security without

standards. As no single technology, operation, or person is capable of assuring or

Erotecting the Department's vast networks and information, we use all three in com-
ination to form an integrated DOD Information Assurance strategy. One of the piv-

otal underpinnings of that strategy is the development, use and enforcement of

standards in each of the three areas.

In October 2002, the Department published its capstone lA policy, DOD Directive
8500.1, "Information Assurance" followed in February the following year by amplify-
ing policy in DOD Instruction 8500.2, "Information Assurance (LA) Implementation."
The directive establishes basic policy and the instruction implements policy by fur-

ther assigning responsibilities and prescribing procedures for applying integrated,
layered protection of DOD information systems and networks. In addition to the
capstone policy we have a comprehensive Computer Network Defense (CND) policy

and amplifying instruction to guide operational issues. Other policies, or high level

frameworks and standards, are scheduled for release within the next year to define

Wireless Communications security. Certification and Accreditation of Systems and
Networks, Vulnerability Management and Assessments, Interconnection and Data
Transfer between Security Domains, Ports and Protocols Management and many
others. These policies were developed with considerable government, industry, and
academic involvement.
With respect to commercial-off the-shelf (COTS) Information Assurance products,

we have developed standard security requirements or Protection Profiles to describe
the security attributes of the products we need. Those requirements are written
using the Common Criteria, an international security language, and products are
tested in internationally certified laboratories to those criteria. We use standard se-

curity configuration guides developed by NSA and the Defense Information Systems
Agency (DISA) to ensure software applications are used securely. Some of those
guides are derived from commercial best practices.

In addition, DOD actively participates in standard groups with industry and our
international partners to influence and support communications and network stand-
ards that have significant security implications. Examples include the recent deci-

sion to transition to IPv6 by fiscal year 2008 and the incorporation of a high-speed
Internet Protocol encryption standard for GIG/BE requirements.

In the area of CND we have not only guiding policy but also specific standards
for the Identification, Promulgation, Use, and Reporting of system vulnerability in-

formation; Computer Emergency Response Team (CERT) operations and certifi-

cation; the Use of Penetration Testing during the conduct of exercises; and LA Read-
iness Metrics and Reporting Procedures. Working with the Department of Homelemd
Security (DHS) and industry we are developing standard staffing and personal LA/
IT security certifications.

We co-exist in a global network environment with a heavy reliance on COTS prod-
ucts to create the infrastructure. Without standards we would not be able to lever-
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age the efforts of the government and civil sectors both nationally and internation-

ally.

Mr. Thornberry. Since DOD is so reliant on information technology and the in-

frastructure and with network centric concepts being more fully developed, which
rely on a robust, survivable network, what is DOD doing to more fully protect its

information and physical infrastructure?

Mr. Lentz. The DOD Information Assurance Directorate has published Instruc-

tion 8500.2, "Information Assurance Implementation", that sets confidentiality, in-

tegrity and availability controls used in the protection of information. This policy

also lays out the survivability of information that should be tied with the continuity

of operation and continuity of government plans. Other recent policy issuance in-

cludes ports and protocol management and the wider use of public key encryption.

The DOD CIP Program under the ASD(HD) has led the DOD effort to identify

and evaluate cyber and physical assets essential to the mobilization, deployment,
and sustainment of U.S. military operations. Once the critical supporting infrastruc-

ture assets are identified, vulnerability assessments can then be conducted to pro-

vide the war fighter, and their supporting Service or agency, measures of oper-

ational risk. This information adds valuable input to the LA requirements genera-

tion process. The mission priorities, interdependencies, and vulnerability assess-

ments can serve as a catalyst for vulnerability remediation or mitigation decisions,

the implementation of mechanisms to reduce or minimize operational impacts, and
the development of operational risk management protocols. In many cases, these re-

mediation activities involve close partnerships between the military and industry to

mutually assure availability of required infrastructure commodities and services.

Mr. Thornberry. Does DOD conduct cyber exercises in which its cyber oper-

ational posture has been degraded or wiped out? For example, during fleet training

or exercises, do battle groups simulate loss of communications, and assess the mis-

sion impact if they are unable to send or receive targeting information within the

battle group or from national authorities? If so, what have been the results of these

exercises and how has that impacted force operations in both a service and joint

context?
Mr. Lentz. DOD conducts numerous exercises to simulate experimental and real

world events to test the effects of cyber operational posture. Exercises such as Apol-

lo CND (in 2000) and Millennium Challenge 2002 validate the operational methods
used to protect and defend DOD networks from attacks. Command and control

structure and procedures are specifically examined during these exercises, by test-

ing cyber operations both real and simulated. U.S. Strategic Command
(USSTRATCOM) is working closely with the other Combatant Commands to inte-

grate CND capabilities into future exercises and real-world operations. Lessons
learned from these exercises are used to develop and refine the planning, command
and control, and communication processes for future joint operations.

QUESTIONS SUBMITTED BY MS. SUSAN DAVIS

Ms. Davis of California. Can you describe the security that the Navy Marine
Corps Intranet provides? Is it a secure network? Should other services adopt a simi-

lar model?
Mr. Lentz. Overall, the NMCI Information Assurance (lA) approach addresses the

fundamental components of DOD's Global Information Grid (GIG) lA strategy (peo-

ple, operations, and technology). This is done through the employment of a defense
in depth strategy, mandatory requirements for Certification and Accreditation, DOD
PKI, National Information Assurance Partnership (NIAP) approved products, secu-

rity specific Service Level Agreements (SLAs), security assessment teams, and Com-
mercial Off the Shelf (COTS) security products based on best commercial practices.

The Department of the Navy (DON) has retained the right to exercise essential com-
mand authority over network operations for Defense Information Warfare (IW) ac-

tivities. Also, the NMCI contract has retained DON approval authority of key com-
ponents, to include security architecture, security critical product selections, net-

work connectivity plan, and security procedures.
Although the use of commercial best practices is encouraged, there are certain

mandatory security requirements defined in the NMCI contract that must be ad-

hered to, such as:

• Use DOD Public Key Infrastructure (PKI) that is interoperable with DOD
PKI.

• Implement strong Authentication: DOD PKI Certificates stored on a cryp-

tographic smart card (the DOD Common Access Card) will be required for network
access.
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• Certify and accredit (C&A) in accordance with the DOD Information Tech-

nology Security Certification and Accreditation Process (DITSCAP)
• Map DITSCAP requirements into the NMCI implementation strategy to en-

sure that both are accomplished in a timely and cost-effective manner
• Use NIAP approved LA and lA-Enabled products
• Use Defense Information Systems Network (DISN) Security Accreditation

Working Group (DSAWGVSecret and Below Interoperability (SABI) approved prod-

ucts for interconnecting Secret and Below networks
• Implement a sensor grid based intrusion detection architecture for Computer

Network Defense (CND) that is fully interoperable with the current DON CND in-

frastructure.
• Use Government-run Security Assessment Teams (Red Teams and Green

Teams).
• Use Defense-in-Depth, which is multiple protection technologies installed in

a layered system of defenses
• Incentives performance on LA: DON Teams will provide independent assess-

ments of the security posture of the NMCI network. The NMCI vendor will receive

a monetary reward based on their performance on these assessments.
• Train using on-Une web based LA training, which is available to all NMCI

users

NMCI implements a wide range of mechanisms (policies, documentation, proc-

esses, and tools) that fully support LA and interoperability of NMCI with the DOD
GIG. NMCI enables secure, seamless, global end-to-end connectivity for Naval and
Joint warfighting and business functions. We believe this approach lays the ground-
work for significant improvement in secure interoperability with the Joint DOD
community. In fact, NMCI has undergone an Operational Assessment to ensure that

it is interoperable with the JCS, other Services, IT-21 and Marine Corps Enterprise

Network. NMCI is designed to provide confidentiality, integrity, authenticity, identi-

fication, access control, non-repudiation, survivability, and availability of the infor-

mation and information technology (IT) systems in a Joint network centric warfare
environment. We believe other services have seen many benefits in the DON's ap-

proach to LA with respect to NMCI.
Ms. Davis of California. Secretary Lentz, I'd like to follow up on a line of ques-

tioning from one of my colleagues relating to NMCI. He seemed to infer that NMCI
was not a secure network because sailors may possess and use their own electronic

devices. Are sailors allowed to connect their own systems, such as a personal laptop

or Blackberry, to NMCI? If so, what security precautions are taken? Does NMCI
provide laptops and Blackberry hardware and services as part of the contract?

Mr. Lentz. DON personnel are not allowed to connect personally owned equip-

ment such as computers and portable digital assistants (PDAs) to NMCI, in accord-

ance with DOD and DON policy. These policies are enforced by not allowing non-

NMCI registered computers and PDAs to log on to NMCI, even if they are physically

plugged into the NMCI network in violation of the policy. A NMCI user cannot load

software on a NMCI computer.
The NMCI contract does provide a Contract Line Item Nvunber (OLIN) for port-

able and Blackberry hardware and services.

Ms. Davis of California. You mentioned in your testimony today that DOD suc-

cessfully defended against some 50,000 attacks. That's great work! Were there any
successful attacks?
Mr. Lentz. DOD has experienced some intrusions of limited success although

none have had an impact on our operations. Almost all of the successful intrusions

come during the period of risk between the time when vulnerability is first discov-

ered and the time we can apply patches or anti-virus updates across the entire De-
partment. Our network operators have extensive measures for detecting and con-

taining the intrusions and our criminal investigation agencies are increasingly suc-

cessful in finding and prosecuting intruders.
Ms. Davis of California. What is NORTHCOM doing to protect our critical in-

frastructure?
Mr. Lentz. NORTHCOM began an effort earlier this year to identify and assess

all the infrastructure assets used for NORTHCOM Command and Control (C2) mis-
sions, i.e., the connectivity to all of their supporting/subordinate commands in the
areas of voice, VTC, data, and satellite communications, both secure and non-secure.

There is also a pilot project to facilitate information sharing with civil authorities

that, so far, connects DOD installation security personnel in the National Capital

Region, allowing them to share data regionally about suspicious activities, bomb
threats, etc. for purposes of Force Protection. In addition, the upcoming Joint War-
rior Interoperability Demonstration (JWID) 2004-05 is focused on NORTHCOM and
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the HLS missions. Plans are in full swing to demonstrate products and technologies

that can support all facets, including CIP.

QUESTIONS SUBMITTED BY MR. BARTLETT

Mr. Bartlett. Mr. Chairman, there may be some dispute as to what a large extra

atmospheric nuclear detonation would do to our ground-based computers. But I

think there is not dispute as to what it would do to the communications satellite.

I think it was Mr. Dacey who mentioned how critical they were in our communica-
tions.

It is my understanding that they are the softest link of our communications net,

that a large extra- atmospheric nuclear detonation, producing a surge of Compton
electrons, would take out all of the satellites that were in line of sight. And those

that were not would shortly die because of pumped Van Allen belts. So they would
decay very quickly. I have only two or three or so hardened satellites, radiation-

hardened satellites, and the Milstar satellites. They carry a tiny percentage of even
our military communications, to say nothing of other communication. And by the

way, you cannot launch a new satellite if this happens because Van Allen belts are

still pumped up, will remain so for a year or so. So to get communications through
satellites, you would have to build some radiation-hardened satellites and launch

those. And clearly, by that time, the Van Allen belts would have receded and you
could not launch conventional satellites.

And by the way, this could all happen with an "Oops, I am sorry," kind of an
event, and accidental launch. And they detonate the missile high in space so that

it is not going to hurt anybody on Earth. What would we do if that happened? This

is the ultimate in asymmetric terrorist attack, of course. What will we do? And is

there a COOP Plan for that?
Mr. Lentz. The nuclear effects on satellites have been a concern of the Depart-

ment of Defense for more than three decades. Throughout the Cold War, Depart-

ment scientists and engineers studied the effects of atmospheric and exo-atmos-

pheric nuclear detonations and provided recommendations to our operations and ac-

quisition communities. Hardening satellites to ensure continued operations in a nu-
clear environment was a major Cold War effort and remains part of our space pro-

tection posture. Since the impact of nuclear detonations is highly scenario depend-
ent, the Department continues to work with both the operations and acquisition

communities to develop mitigation strategies as well as to field appropriate, cost ef-

fective measures for protecting space systems. The continued proliferation of missile

technology has required the Department to constantly monitor emerging threats and
reassess its mitigation strategies for the ftiture.

QUESTIONS SUBMITTED BY MR. LANGEVIN

Mr. Langevin. One of the most concerning problems in information security is the
issue of patch management. Every plan to increase our cybersecurity puts this at

the top of its priority list. How does the DOD handle patch management across the

agency? Is in-house testing done to ensure they will not adversely affect systems?
Do you have any requirements or standards vendors must comply with when they
issue patches? How can we in general better deal with this issue?

Dr. Spatford. I am only familiar with some aspects of how DOD handles patch
management, so I am not able to answer most of this question.

As a general issue, consideration should be given to purchasing and deploying sys-

tems that do not need such frequent patching. Systems that have single uses (such
as running a WWW server) might be better hosted on a server appliance that does
not need patches to email, DB, or word processing software. This will reduce the
number of patches, as well as reduce the number of attack points. This is simple
engineering: a component with 100 breakable parts is less likely to fail than a com-
ponent with 5000 breakable parts.

Additionally, purchases should take into account the security history of platforms
that could be used for various purposes. For instance, consider platform A and plat-

form B (different OS's sold by different vendors, possibly on different hardware).
Both support email, a WWW browser, and other common applications, and either

could be used to support a set of DOD missions, given some inital customization
and training. But suppose platform A has had 100 serious security flaws with patch-
es over the last 3 years, and platform B has had only 30. Additionally, platform A
has 50,000 potential viruses and worm programs that can attack it, but platform
B has only 20. If so, then serious thought should be given to purchase of platform
B even if the up-front purchase cost is more than platform A. Buying platform B
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should result in reduced expenses in maintenance, reduced security vulnerabilities,

and increased productivity over the lifespan of the platform. It should also apply
market feedback to both of the vendors. Currently, vendors are rewarded for offer-

ing a cheaper product even if it is less safe.

Mr. Lentz. The Department of Defense (DOD) established the Information Assur-
ance Vulnerability Management (lAVM) program in 1998. lAVM is a comprehensive
distribution process for notifying Combatant Command, Military Service's and De-
fense Agencies about vulnerability alerts and countemieasures information. The
LAVM provides positive control of vulnerability notification and corresponding cor-

rective action for DOD networks. The lAVM program is one of the key means of

ensuring the security of DOD computers and consequently isan area to which we
devote considerable attention. The DOD Computer Emergency Response Team
(CERT) at Defense Information Security Agency (DISA) assesses all announced vul-

nerability and determines specific actions required to address the vulnerability.

Based on various factors such as the number of vulnerable systems in DOD, the

likelihood that the vulnerability will be exploited, and the availability of a patch,

the DOD CERT will recommend mandatory patching, optional patching, or issue a

situational awareness alert. The Joint Task Force - Computer Network Operations
makes the ultimate decision to order mandatory patching within a given time period

after balancing the risk against any operational impact of devoting manpower and
resources to the patch. DOD has established extensive policy and guidance for these

processes in information assurance and computer network defense directives and in-

structions.

So far in 2003, DOD has issued 12 orders for mandatory vulnerability patching

from over 1583 identified vulnerabilities. These are patches that must be installed

immediately and often cover multiple vulnerabilities. Additional bulletins and
advisories have been issued for patches that should be considered for installation

during the normal patch management. Vendors are responsible for the quality of

their patches; however, DOD routinely advises Combatant Commands, Military

Services and Defense Agencies to test patches to ensure compatibility with their

particular fielded configurations. Patches installed to critical systems such as com-
mand and control systems and messaging systems are subject to rigorous testing by
their program managers.

Fiscal year 2003 initiatives with DOD-wide cooperation in this area focus on im-
proving the ability to automatically apply patches across large networks and auto-

matically verify patch compliance. The complexity of our networks, with over 3 mil-

lion computers and a wide variety of operational configurations, makes this impor-

tant effort a tremendous technical challenge. Nonetheless this is a challenge to

which we are committed to finding a solution.

Mr. Dacey. At the subject hearing, we discussed the status of efforts by the De-
partment of Defense (DOD) to ensure the security of its information systems and
to implement the statutory information security requirements of government infor-

mation security reform law.^ Our testimony and the responses to the questions con-

sidered performance data that DOD reported to the Office of Management and
Budget (0MB) for fiscal year 2002 pursuant to this law. We did not validate the

accuracy of the data reported by DOD. We have not specifically reviewed the patch

management process for DOD, which would include such items as whether in-house

testing is done and whether DOD has any requirements or standards that vendors

must comply with when they issue patches. However, in its fiscal year 2002 report

pursuant to government information security reform law, the department reported

that it operates the Information Assurance Vulnerability Alert program to manage
vulnerabilities in its operating systems and software and to take steps to alert users

and to fix these weaknesses. This program notifies the services and agencies about
identified software weaknesses and defines the proper patches to fix the problems.

DOD also reported that this program has aided in mitigating some of the risk and
problems associated with viruses and is a key ingredient to a successful information
security program.
An update on DOD's patch management program should be provided in its upcom-

ing fiscal year 2003 information security report, which the Federal Information Se-

curity Management Act now requires that federal agencies submit to 0MB and the

Congress'-^ DOD's report, which 0MB has requested be submitted by October 1,

1 Title X, Subtitle G—Government Information Security Reform, Floyd D. Spence National De-

fense Authorization Act for Fiscal Year 2001, PL. 106-398, October 30, 2000.
2 Title III^Federal Information Security Management Act of 2002, E-Government Act of 2002,

P.L. 107-347, December 17, 2002. This act superseded an earlier version of FISMA that was
enacted as Title X of the Homeland Security Act of 2002.
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2003, is to specifically include information on how DOD confirms that patches have

been tested and installed in a timely manner.
Agencies can implement effective patch management programs. As we reported in

our recent testimony on patch management,^ effective patch management practices

have been identified in security-related literature ft-om several groups, including the

National Institute of Standards and Technology (NIST), Microsoft,^ patch manage-
ment software vendors, and other computer-security experts. Common elements

identified include the following:

• Senior executive support. Management recognition of information security

risk and interest in taking steps to manage and understand risks, including ensur-

ing that appropriate patches are deployed, is important to successfully implement-

ing any information security-related process and ensuring that appropriate re-

sources are applied.
• Standardized patch management policies, procedures, and tools.

Without standardized policies and procedures in place, patch management can re-

main an ad-hoc process—potentially allowing each subgroup within an entity to im-

plement patch management differently or not at all. Policies provide the foundation

for ensuring that requirements are communicated across an entity. In addition, se-

lecting and implementing appropriate patch management tools is an important con-

sideration for facilitating effective and efficient patch management.
• Dedicated resources and clearly assigned responsibilities. It is impor-

tant that the organization assign clear responsibility for ensuring that the patch

management process is effective. NIST recommends creating a designated group
whose duties would include supporting administrators in finding and fixing

vulnerabilities in the organization's software. It is also important that the individ-

uals involved in patch management have the skills and knowledge needed to per-

form their responsibilities, and that systems administrators be trained regarding

how to identify new patches and vulnerabilities.

• Current technology inventory. Creating and maintaining a current inven-

tory of all hardware equipment, software packages, services, and other technologies

installed and used by the organization is an essential element of successful patch
management. This systems inventory assists in determining the number of systems
that are vulnerable and require remediation, as well as in locating the systems and
identifying their owners.

• Identification of relevant vulnerabilities and patches. It is important to

proactively monitor for vulnerabilities and patches for all software identified in the

systems inventory. Various tools and services are available to assist in identifying

vulnerabilities and their respective patches. Using multiple sources can help to pro-

vide a more comprehensive view of vulnerabilities.
• Risk assessment. When a vulnerability is discovered and a related patch

and/or alternative workaround is released, the entity should consider the impor-
tance of the system to operations, the criticality of the vulnerability, and the risk

of applying the patch. Since some patches can cause unexpected disruption to enti-

ties' systems, organizations may choose not to apply every patch, at least not imme-
diately, even though it may be deemed critical by the software vendor that created

it. The likelihood that the patch will disrupt the system is a key factor to consider,

as is the criticality of the system or process that the patch affects.

• Testing. Another critical step is to test each individual patch against various

systems configurations in a test environment before installing it enterprisewide to

determine any impact on the network. Such testing will help determine whether the

patch functions as intended and its potential for adversely affecting the entity's sys-

tems. In addition, while patches are being tested, organizations should also be
aware of workarounds, which can provide temporary relief until a patch is applied.

Testing has been identified as a challenge by government and private-sector offi-

cials, since the urgency in remediating a security vulnerability can limit or delay
comprehensive testing. Time pressures can also result in software vendors' issuing

poorly written patches that can degrade system performance and require yet an-
other patch to remediate the problem. For instance, Microsoft has admittedly issued
security patches that have been recalled because they have caused systems to crash
or are too large for a computer's capacity. Further, a complex, heterogeneous sys-

tems environment can lengthen this already time-consuming and time-sensitive

process because it takes longer to test the patch in various systems configurations.

^U.S. General Accounting Office, Information Security: Effective Patch Management is Critical

to Mitigating Software Vulnerabilities, GAO-03-1138T (Washington, D.C.: Sep. 10, 2003).

''Microsoft Corporation, Solutions for Security, Solutions for Management: The Microsoft Guide
to Security Patch Management (Redmond, WA; 2003).



142

• Distributing patches. Organizations can deploy patches to systems manu-
ally or by using an automated tool One challenge to deploying patcles appropriately
is that remote users may not be connected at the time of deployment, leaving the
entity's networks vulnerable from the remote user's system because they have not
yet been patched.

• Monitoring through network and host vulnerability scanning. Net-
works can be scanned on a regular basis to assess the network environment, and
whether patches have been effectively applied. Systems administrators can take

f)roactive steps to preempt computer security incidents within their entities by regu-
arly monitoring the status of patches once they are deployed. This will help to en-
sure patch compliance with the network's configuration.
Mr. Langevin. From what the panel can tell, is there sufficient information shar-

ing taking place between researchers who discover most vulnerabilities, companies
who created the products and DOD? Does the DOD actively work to foster an envi-

ronment where researchers and companies could work together? How does CERT/
CC (Computer Emergency Response Teams Coordination Center) fit into your strat-

egy?
Dr. Spafford. I cannot answer this question definitively because I do not have

sufficient information of the amount of sharing that is performed. However, I can
provide a subjective answer: I run the country's largest academic center for informa-
tion security, and we have been unable to establish any meaningful connection with
DOD in the last few years. Many of my peers at other academic institutions also

report spotty or non-existant contact as well. To be fair, our work is largely more
research-oriented than mission support that is needed by DOD. It is also true that
without financial support for the universities involved it would be difficult or impos-
sible for most academic centers to undertake new efforts. There is also the issue
that many of our students are not US nationals. However, the lack of meaningful
contact with relevant DOD entities does not allow those of us in academia to explore
those areas where we might be of assistance.

Mr. Lentz. Considerable information sharing occurs among DOD Agencies, Serv-
ices, CERT/CC and many technology vendors. The DOD fosters relationships and
works extensively with many of the nation's top lA technology researchers and com-
mercial vendors. The DOD lA community is sought out for support and guidance
on all areas of information assurance. This sharing exists at many levels and at

varjring degrees of intensity.

- The Information Assurance R&D community is particularly successful,

throug:h avenues such as the Information Security (INFOSEC) Research
Council. This collaborative effort between the DOD, the Intelligence Commu-
nity, and other Federal Civil Agencies serves as the principal forum to

deconflict and focus INFOSEC research issues on common 'hard problems.'
Research efforts can then be worked with academia and industry to solve the
government's needs.

- The Information Assurance Technical Framework Forum (lATFF) is a Na-
tional Security Agency (NSA) sponsored outreach activity created to foster di-

alog amongst U.S. Government agencies, U.S. Industry, and U.S. Academia
seeking to provide their customers solutions for information assurance prob-
lems.

- The Center for Internet Security (CIS) is a not-for profit cooperative organiza-
tion of government, industry and academia members who develop security

benchmarks to improve the security of network products. The CIS has worked
with DISA, NSA, and NIST to incorporate their security technical guidance
in their benchmarks.

- Through work in standards forums, such as the Internet Engineering Task
Force, DOD works with researchers to jointly address security concerns.

- DOD has significant efforts with NIST on commercial algorithm development,
evaluation and certification of commercial LA products, and development of

guidelines for securing Federal Government IT systems.

The CERT CC is the primary mechanism for sharing vulnerability information be-
tween industry and DOD. The CERT CC is a FFRDC funded by the DOD to provide
this service to the DOD CERT and to industry. CERT/CC also works closely with
NSA's National Security Incident Response Center during the identification, diag-
nosis and remediation of significant INTERNET security incidents.

Mr. Dacey. Although we have not specifically reviewed efforts by researchers who
discover most vulnerabilities, companies who created the products, and DOD to

share information and work together, our recent patch management testimony dis-

cussed two critical vulnerabilities in widely used commercial software products and
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the steps taken by the Federal Government and the private sector security commu-
nity to collaboratively respond to the threat of potential attacks against these

vulnerabilities. First, in June 2003, Last Stage of delirium Research Group notified

Microsoft about a security vulnerability in Microsoft's Windows Distributed Compo-
nent Object Model Remote Procedure Call interface. ^ This vulnerability would allow

an attacker to gain complete control over a remote computer and was exploited by

both the Blaster and Welchia worms in August 2003. Within hours of being notified,

Microsoft verified the vulnerability and issued a security bulletin in July that pub-

licly announced the critical vulnerability and provided workaround instructions and

a patch. In addition, the CERT® Coordination Center (CERT/CC),6 the Federal

Computer Incident Response Center (FedCIRC),'' and the Department of Homeland
Security (DHS) all issued advisories. Second, in July 2003, Cisco Systems, Inc.,

which controls approximately 82 percent of the worldwide share of the Internet

routers^ market, issued a security bulletin to publicly announce a critical vulner-

ability in its Internet operating system software, and provide workaround instruc-

tions and a patch. This vulnerability could allow an intruder to effectively shut

down unpatched routers, blocking network traffic. Cisco had informed the Federal

Government of the vulnerability prior to public disclosure, and worked wdth dif-

ferent security organizations and government organizations to encourage prompt
patching.

A variety of resources is available to provide information related to vulnerabilities

and their exploits, including the CERT/CC. This organization has a research pro-

gram, one goal of which is to try to find ways to improve technical approaches for

identifying and preventing security flaws, limiting the damage from attacks, and en-

suring that systems continue to provide essential services in spite of compromises

and failures. Other efforts include Microsoft's recently initiated Trustworthy Com-
puting strategy to incorporate security focused software engineering practices

throughout the design and deployment of its software. Microsoft is also reportedly

considering the use of automated patching in future products.

Mr. Langevin. I'd like the panel to give their opinion on how DOD might help

DHS and other federal agencies improve their information security?

Dr. Spafford. Sharing best practices is helpful. Sharing histories of

vulnerabilities and defenses could be helpful. Sharing some training and awareness
materials might be helpful. However, many of the same problems faced by the civil-

ian agencies are still problems in the DOD. It is also the case that threats and oper-

ational parameters are often different, and this suggests that the proper solutions

may also be different. Thus, it is not clear how much usefiil guidance can be given.

Mr. Lentz. DOD is currently engaging on several information security initiatives

with DHS. They include:

• DOD-DHS Partnership to lead expansion of the 'Consensus-based Security

Benchmark Development' across the public & private sectors

• DOD-DHS Partnership to collaborate on identification of 'Information Assur-

ance Hard Problems' and Partnering on Research & Development Invest-

ments
• DOD-DHS Partnership on development of International Agreements to Share
Cyber-Waming Information

• DOD-DHS Partnership to develop national lA/IT Training and Certification

Standards for lA/IT professionals

• DOD-DHS Partnership to develop and promote a Federal Software Assurance
Initiative focused on state-of-the-art capabilities to discover the presence of

mal-ware in commercial or government developmental software

^The Distributed Component Object Model allows direct communication over the network be-

tween software components. The Remote Procedure Call is a protocol of the Windows operating

system that allows a program from one computer to request a service from a program on an-

other computer in a network, thereby facilitating interoperability.

^The CERT® Coordination Center (CERT/CC) is a center of Internet security expertise at the

Software Engineering institute, a federally funded research and development center operated by
Carnegie Mellon University. CERT/CC is a major center for analyzing and reporting

vulnerabilities, as well as for providing information on possible solutions.

''Formerly within the General Services Administration and now part of the Department of

Homeland Security, FedCIRC was established to provide a central focal point for incident re-

porting, handling, prevention, and recognition for the Federal GJovemment.
"Routers are hardware devices or software programs that forward Internet and network traf-

fic between networks and are critical to their operation.
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• DOD-DHS Partnership to conduct a comprehensive review of the National In-

formation Assurance Partnership (NIAP) process to examine its efficacy and
extensibihty to the Federal and Civil environments

• DOD is also actively engaged with DHS on the Committee for National Secu-
rity Systems (CNSS) and is working extensively on E-Gov initiatives such as
E-Authentication.

Mr. Dacey. DOD should continue working with DHS to help respond to informa-
tion security incidents and threats. For example, according to its fiscal year 2002
government information security reform report, the DOD CERT (computer emer-
gency response team) works closely with FedCIRC on all incidents within the .gov

domain. In addition, DOD's Joint Task Fcrce for Computer Network Operations and
the DOD CERT take responsibility for incidents within the .mil domain, but report-
edly also work closely with FedCIRC on significant cyber incidents, sharing threat
information and providing analytic support. As another example, elements of DHS,
the Federal Bureau of Investigation's Counterterrorism Division, the Director of
Central Intelligence's Counterterrorist Center, and DOD are participating in the re-

cently established Terrorist Threat Integration Center, which is intended to fuse
and analyze all-source information related to terrorism. Appropriate DOD intel-

ligence elements are to participate fully in the center, providing information, and
contributing to anal3rtic efforts.

DOD can also assist DHS and other federal agencies in improving their informa-
tion security by sharing information on practices and technologies successfully de-
ployed by DOD, as well as the results of DOD research and development efforts.

For example, the Federal Information Security Management Act requires NIST to

develop federal information security standards and guidelines, including minimum
information security requirements for information and information systems. In de-

veloping these standards and guidelines, NIST is required by the act to consult with
other agencies, specifically including DOD, to assure use of appropriate information
security policies, procedures, and techniques.
Mr. Langevin. Mr. Lentz, do you foresee DOD and DHS working together on in-

formation security? Would that be advantageous? What does the rest of the panel
believe?

Dr. Spafford. Based on what I know and have observed, I believe we are only
partially prepared. We have too many vulnerable systems being run by ill-trained

personnel. We have some incident response capability, but it is not large enough in

scope, nor sufficiently advanced technically.

If an attack were to occur, not only would it be directed at military and civilian

parts of the government, but also at the civilian infrastructure. The success of Sap-
phire, Blaster, and other small bits of malware illustrate the patchwork responses
that are currently in place and of mixed effectivness. A carefully-crafted attack
using a previously undisclosed vulnerability could be quite severe in scope and ef-

fect.

I also do not believe we have the means to reliably find intruders or authors of

malware, except in exceptional cases. There is too little in the way of forensic tools

and technology available. There are too many systems with insufficient audit trails

to determine what happened.
There is too much unknown code being run to be certain where an attack oc-

curred. And the list goes on. There are hundreds, if not thousands, of attacks per
year against Pentagon systems alone. How many are currently investigated and
prosecuted? How many authors of malicious viruses that degrade military and civil-

ian systems are tracked and prosecuted? If history is any guide, the majority of

these people committing these acts are amateurs and thus should be easier to find

than those who would perpetuate a major, malicious cyberattack.

Is it an issue of changing priorities? Yes, it is a matter of funding, technology,

and will. In my original written testimony I provided a list of steps that should be
taken to improve the security of DOD and government systems. Those are all issues

of priorities.

Mr. Lentz. DOD is currently engaging on several information security initiatives

with DHS. They include:

• DOD-DHS Partnership to lead expansion of the 'Consensus-based Security
Benchmark Development' across the public & private sectors

• DOD-DHS Partnership to collaborate on identification of 'Information Assur-
ance Hard Problems' and Partnering on Research & Development Invest-

ments
• DOD-DHS Partnership on development of International Agreements to Share
Cyber-Waming Information
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• DOD-DHS Partnership to develop national lA/IT Training and Certification

Standards for lA/IT professionals

• DOD-DHS Partnership to develop and promote a Federal Software Assurance
Initiative focused on state-of-the-art capabilities to discover the presence of

mal-ware in commercial or government developmental software

• DOD-DHS Partnership to conduct a comprehensive review of the National In-

formation Assurance Partnership (NIAP) process to examine its efficacy and
extensibility to the Federal and Civil environments

• DOD is also actively engaged with DHS on the Committee for National Secu-

rity Systems (CNSS) and is working extensively on E-Gov initiatives such as

E-Authentication.

Mr. Dacey. As emphasized in our written statement,^ as greater amounts of

money are transferred through computer systems, as more sensitive economic and
commercial information is exchanged electronically, and as the nation's defense and
intelligence communities increasingly rely on commercially available information

technology, the likelihood increases that cyber attacks will threaten vital national

interests. Government officials remain concerned about attacks from individuals and
groups with malicious intent, such as crime, terrorism, foreign intelligence gather-

ing, and acts of war. The disgruntled organization insider is also a significant

threat, since these individuals often have knowledge that allows them to gain unre-

stricted access and inflict damage or steal assets without possessing a great deal

of knowledge about computer intrusions. In addition, intrusion or "hacking" tools

have become readily available and relatively easy to use. Also, the growing number
of flaws discovered in software code increases the potential that these

vulnerabilities may be exploited to launch attacks against specific targets or to dis-

tribute attacks widely through viruses and worms.
Over the last several years, we have made numerous recommendations concerning

critical infrastructure protection (CIP), which involves activities that enhance the

security of the cyber and physical public and private infrastructures that are essen-

tial to our national security, national economic security, and/or national public

health and safety. Although improvements have been made, further efforts are

needed to address the following critical CIP challenges:
• developing a comprehensive and coordinated national plan to facilitate CIP
information sharing that clearly delineates the roles and responsibilities of

federal and nonfederal CIP entities, defines interim objectives and milestones,

sets timeframes for achieving objectives, and establishes performance meas-
ures;

• developing fully productive information sharing relationships within the Fed-
eral Government and between the Federal Government and state and local

governments and the private sector,

• improving the Federal Government's capabilities to analyze incident, threat,

and vulnerability information obtained from numerous sources and share ap-

propriate, timely, useful warnings and other information concerning both
cyber and physical threats to federal entities, state and local governments,
and the private sector, and

• providing appropriate incentives for nonfederal entities to increase informa-
tion sharing with the Federal Government and enhance other CIP efforts.

Finally, determining who is responsible for a cyber attack can be difficult because
groups or individuals can attack remotely from an3rwhere in the world, over the
Internet, other networks, or dial-up lines, and they can disguise their identity, loca-

tion, and intent by launching attacks across a span of communications systems and
computers. Among others who investigate such attacks, the FBI's Cyber Division co-

ordinates, supervises, and facilitates the investigation of federal violations in which
the Internet, computer systems, or networks are exploited as the principal instru-

ments or targets of terrorist organizations, foreign government-sponsored intel-

ligence operations, or criminal activity. These and other investigative activities have
identified those thought responsible for some cyber attacks. For example, at the end
of August 2003, an arrest was made of an individual for allegedly developing a vari-

ation of the Blaster worm.
Mr. Langevin. Mr. Lentz, I understand that DOD is undertaking a program

whereby all users must demonstrate knowledge of information security protocols be-

^U.S. General Accounting Office, Information Security: Further Efforts Needed to Fully Imple-
ment Statutory Requirements in DOD, GAO-03-1037T (Washington, D.C., Jul. 24, 2003).
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fore they are given access to parts of the DOD network. Has this process begun yet?
Can you tell us how it will work?
Mr. Lentz. DOD policy requires all DOD employees and contractors with access

to any DOD Information System to participate in annual Information Assurance
user training. Policy also requires all personnel with primary responsibilities for the
security of systems and networks, Designated Approval Authorities (DAA), to certify

completion of a DAA training package.
We are in the process of establishing Information Assurance certification require-

ments for all DOD employees and contractors with "privileged access" to any DOD
Information System (including out-sourced support systems). Policy memorandums,
a Directive, and a Manual have been drafted and are in various stages of develop-
ment or staffing. These provide detailed requirements to the Components, Services
and Agencies to identify ail Information Assurance Workforce personnel by category,
function, and level including full-time and part-time/embedded duty positions. After
identifying each position requirement, they must then ensure the incumbent passes
a commercial certification specifically approved for their LA category, function, and
level. The implementation plan for these policies will require gradual compliance
over a 4-5 year period.

In partnership with the Department of Homeland Security, DOD is working to-

wards establishing national certification program standards that will ultimately be
adopted not only by DOD and other federal agencies, but also by private industry.
Mr. Langevin. I'd like to hear the panel's thoughts about whether or not we truly

prepared for the possibility of large-scale cyber attacks? If not, what more needs to

be done—is it a question of changing priorities? Do we currently have the means
to physically find an intruder, whether it's a skilled individual or a rogue nation
or terrorist group?
Mr. Lentz. In the cyber world, DOD actively defends its networks everyday

against probes, scans and intrusions. Our experience with defending our network
against these frequent but generally small-scale attacks makes us well postured to

deal with large-scale attacks. For example, the DOD has sustained and successfully

defended against large Distributed Denial of Service attacks. These attacks have at-

tempted to flood DOD networks and ultimately prevent network communications.
However, the combination of predictive intelligence, defense-in-depth strategy and
immediate, coordinated defensive action across the DOD has prevented these at-

tacks from interfering with military operations. Our defense-in-depth concept em-
ploys technical and procedural means of defending our networks at every level from
the desktop to major commercial Internet providers. By combining good security

procedures with anti-virus software, patch management, network sensors to track
malicious traffic and firewalls with router features to block malicious traffic, we
have demonstrated that we can continue to react quickly and effectively to any scale

of cyber attack. The widespread use of vulnerability assessments further enhances
our understanding and sensitivities to potential attack points. STEATCOM, the
newly assigned commander of network defense activities, has made network readi-

ness a top DOD priority.

Determining the identity of intruders is one of the hardest problems the entire

computer network industry faces. Intrusions are investigated as criminal offenses

and we are becoming increasing successfully prosecute them. Because cyber crime
is growing worldwide problem, there is increasing willingness on the part of law en-

forcement agencies throughout the world to assist us. While DOD does not have the
resources to investigate and prosecute all intrusions, 188 cases were closed last year
and 189 are currently under investigation.. Attributing intrusions to governments
or terrorist groups has proven especially difficult. Once we trace back an intrusion

to a country where we do not have close law enforcement or intelligence connections,

finding the identity and affiliation of a person sitting behind an Internet address
is extremely difficult.



C4I INTEROPERABILITY: NEW CHALLENGES IN 21ST
CENTURY WARFARE

House of Representatives,
Committee on Armed Services,

Subcommittee on Terrorism, Unconventional Threats
AND Capabilities,

Washington, DC, Tuesday, October 21, 2003.

The subcommittee met, pursuant to call, at 11:17 a.m., in room
2212, Rayburn House Office Building, Hon. Jim Saxton (chairman
of the subcommittee) presiding.

OPENING STATEMENT OF HON. JIM SAXTON, A REPRESENTA-
TIVE FROM NEW JERSEY, CHAIRMAN, TERRORISM, UNCON-
VENTIONAL THREATS AND CAPABILITIES SUBCOMMITTEE
Mr. Saxton. Good morning, ladies and gentlemen. Let me apolo-

gize. We just finished a vote. And so we are a little bit late getting

started. But we will try to expedite the process here so we can
move through this at a smart pace.

Good morning, ladies and gentlemen. The Subcommittee on Ter-

rorism, Unconventional Threats and Capabilities meets this morn-
ing to assess command, control, communications, computer and in-

telligence systems—C4I—interoperability issues and lessons

learned from Operation Iraqi Freedom (OIF). We are also inter-

ested to learn more about how these issues present new challenges

in the 21st century.
Ensuring that systems work effectively together is a key issue for

the Department of Defense as it transitions the military into a

lighter, faster, more lethal force in the battlespace. Information
technology plays a critical role in the department's transformation.

The objective is to decrease the decision making time process to

effectively shorten the sensor-to-shooter time to deliver rounds on
targets. Network centric warfare (NCW) is an essential element in

the department's transformation.
The foundation of NCW is to use technology—computers, data

links, networks—to connect members of the armed services, ground
vehicles, aircraft and ships into a series of highly integrated local

and wide-area networks capable of sharing critical data informa-
tion on a rapid and continuous-time basis. NCW's components in-

clude: interoperability of various command, control, communica-
tions, computers, intelligence, surveillance, and reconnaissance
(C4ISR) systems.
NCW eliminates stove-pipe systems, parochial interests, redun-

dant and non-interoperable systems, and optimizes capital plan-
ning investments for present and future IT systems. The sub-

(147)
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committee supports the department's initiative to attain the goals
of NCW by implementing network-centric activities and programs.
To provide our warfighters the most accurate real-time informa-

tion, they must have the latest command, control, communications,
computer and intelligence systems to receive and move that data
over secure communication links. The key is to have this informa-
tion move seamlessly within a chain of command and between the
service commanders.
During OIF, the United States had over 170,000 military person-

nel in theater. With such a large number of people involved in op-
erations that spanned several countries, it was imperative to have
real-time C4I interoperability between the services at every level to

coordinate missions, air-strikes, troop movements and to prevent
fratricide.

Interoperability is more than just the individual C4I and weapon
systems that move the information to leverage firepower. Inter-

operability also includes procedures and techniques.
But most importantly, interoperability is about people and how

warfighters can obtain real-time access to intelligence and informa-
tion to make informed decisions in battle. Information, access to it

and how fast it can be delivered now determines combat power.
There are several C4I interoperability issues that should be ad-

dressed during today's hearing. These include Battle Command On
the Move—the integration of command and control (C2), intel-

ligence, logistics, force protection and weapon systems, bandwidth
constraints and satellite communications and coalition interoper-

ability.

These fundamental issues need to be addressed as the U.S. mili-

tary transforms to meet and defeat conventional and asymmetric
threats in the 21st century battlespace.

I would at this time like to yield to my friend, Mr. Meehan, for

any comments he may wish to make.
[The prepared statement of Mr. Saxton can be found in the Ap-

pendix on page 183.]

STATEMENT OF HON. MARTIN T. MEEHAN, A REPRESENTA-
TIVE FROM MASSACHUSETTS, RANKING MEMBER, TERROR-
ISM, UNCONVENTIONAL THREATS AND CAPABILITIES SUB-
COMMITTEE
Mr. Meehan. Thank you, Mr. Chairman. I am impressed by the

success of our extensive military operations in Iraq. And I share
your view that this success represents really the culmination of in-

tensive investment in advanced command and control systems.
I returned recently from a trip to Iraq. And despite some mis-

givings about the way we are attempting to stabilize and rebuild,

I can personally attest to the professional dedication of the men
and women in uniform.
As for equipment and information systems, it is clear that the

joint success of Operation Iraqi Freedom are the direct results of

investments made 5 to 10 years ago. That said, I also recognize
that many of the past and present shortcomings, as well as recog-

nize the future challenges.
Information fusion is perhaps the greatest challenge, particularly

in the intelligence collection and dissemination architecture. Yet,
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the delivery of actual intelligence from the point of collection to the

people who need to use it is a necessary and vital component of

battlefield success.

There are many challenges as well. And I hope that this hearing

serves, Mr. Chairman, the purpose of increasing our focus on the

appropriate investments, whether they are financial or intellectual.

And I look forward to the testimony of the panelists and thank the

chairman.
[The prepared statement of Mr. Meehan can be found in the Ap-

pendix on page 186.]

Mr. Saxton. Thank you, Mr. Meehan.
We only have one panel of witnesses for our proceedings this

morning. I want to welcome our panel of witnesses who will testify

on the importance of C4I interoperabihty following combat oper-

ations in Iraq.

They are: Lieutenant General William Wallace, commander of

the U.S. Army's V Corps. He was responsible for the capture and
occupation of Baghdad during Operation Iraqi Freedom.
His headquarters synchronized the decisive execution of the 3rd

Infantry Division, the 101st Airborne Division, the 3rd Armored
Calvary Regiment and the 82nd Airborne Division, the 2nd Cavalry
Division, the 4th Infantry Division and the 1st Armored Division,

along with the associated combat support and combat service sup-

port under the 3rd Corps Support Command. Presently, General
Wallace is commanding general for Combined Arms Center, U.S.

Army Training and Doctrine Command in Fort Leavenworth, Kan-
sas.

Also, Lieutenant General Daniel Leaf, served as director of Air

Component Coordination Element with the Coalition Land Forces

Component commander in Kuwait and Iraq during Operation Iraqi

Freedom. General Leaf served as the Joint Forces Air Component
commander's representative to the land component commander. He
worked with the Coalition Forces Air Component commander to de-

velop the air and space strategy and coordinated close-air-support

missions with the Army.
General Leaf acted as the coordinating authority between the

land and air commanders. Presently, General Leaf is vice com-
mander for U.S. Air Force Space Command.
Major General Keith Stalder served and continues to serve as the

deputy commanding general of the 1st Marine Expeditionary Force
(MEF), the command element for all Marine air, ground and com-
bat service support operations during Operation Iraqi Freedom.
During command operations, he was responsible for the MEF's rear

headquarters.
From this vantage point. General Stalder was able to assess the

effectiveness of the corps' C4I systems operating within the MEF
and those networked to higher headquarters, sister services and co-

alition partners.
Brigadier General Dennis Moran, who served as U.S. Central

Command (CENTCOM's), J-6 and was responsible for all programs
that provide command, control and communications (C3), support
to the commander of CENTCOM and his staff during OIF. In addi-

tion, he was responsible for the integration of all C3 support re-

quired by the ground, air and sea components of CENTCOM.
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General Moran also provided the planning and execution of the
communications architecture for Operation Enduring Freedom, as
well as Operation Iraqi Freedom. Presently, General Moran is the
director of Information Operations, Networks and Space for the
U.S. Army.

Brigadier General Marc Rogers is the director, Joint Require-
ments and Integration Directorate, J-8 for the U.S. Joint Forces
Command. He is responsible for integrating the national military
strategy with the Department of Defense's (DOD) planning pro-
gramming and budgeting system.
His directorate conducts reviews of future capabilities require-

ments outlined by the combatant commanders. The directorate fo-

cuses on the degree of interoperability among all force components
and then validates emerging technology for testing through experi-

mentation and demonstration.
At the outset, I ask unanimous consent that all members' and

witnesses' written opening statements be included in the record. I

also ask unanimous consent that articles, exhibits and extraneous
or tabular material referred to be included in the record. Without
objection, so ordered.
General Wallace, you may proceed, sir.

Thank you very much, all of you, for being here. And thank you
for your patience.

STATEMENT OF LT. GEN. WILLIAM WALLACE, USA, COMMAND-
ING GENERAL, UNITED STATES COMBINED ARMS CENTER
AND FORT LEAVENWORTH
General Wallace. Good morning, sir. Yes, sir. Good morning,

Mr. Chairman and members of the committee.
My name is Lieutenant General William Wallace. I currently

serve as the commander of the Combined Arms Center, where we
support the Army Training through our four core missions of doc-

trine development, leader development, collective training and bat-

tle command.
I am pleased to be before the committee today. Your leadership

of our country and support of our military are greatly appreciated.
And I am honored by this opportunity to contribute to your endeav-
ors.

I have submitted a full statement to the committee, which, as

you have already said, will be made part of the record. I will now
give a very brief opening statement.

I am the U.S. Army Training and Doctrine Command's proponent
for battle command. I hope to be of assistance to you by sharing
my Operation Iraqi Freedom experience and insights from the per-

spective of the former V Corps commander during our operations
to liberate the country of Kuwait—or Iraq.

I would suggest to you that we enjoyed great success in C4I com-
patibilities and joint network enhanced fighting during the recent
fight. But there is still some work to be done.

I believe we need to push the goodness gained by network en-

hanced operations down to the tactical level. I believe that we need
to design and field tactical command posts capable of Battle Com-
mand On the Move. And finally, I think we need to put some effort

into overcoming what I refer to as the "digital divide" that exists
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between the combat soldier and the information that he needs to

fight in complex terrain and against a determined enemy.
With regard to command post, I believe we are capable of fielding

Battle Command On the Move capabilities. Stationary command
posts, in my judgment, do not support large-scale maneuver war-

fare.

I believe commanders should be untethered from fixed command
post structures. And I believe that our experience in Iraqi Freedom
proved that Battle Command On the Move works.

My own command post, a small number of vehicles, a small num-
ber of soldiers, was linked to the battlefield by commercial narrow
and wide band satellite connections that enabled me to observe the

fight through the use of a system called C2PC, command and con-

trol personal computer. That computer and that network allowed

us to see both my formations, those of the Marine Expeditionary

Force and those of the coalition forces on the move during the

course of the fight.

We also had the capability of a thing called Blue Force Tracking,

which has received some accolades during the course of the fight,

which gave us the granularity to see individual vehicles during the

course of the battle. All of that linked together with a capability

to provide long-range voice communications through wide band tac-

tical satellite communications enabled us to maintain Battle Com-
mand On the Move capabilities from my command post.

I would suggest that that capability needs to be pushed down
further in the chain of command in our command post structure,

so that organizations from battalion all the way to corps could

enjoy that kind of connectivity. I believe that mobile satellite net-

work command posts can have a smaller footprint on the battle-

field.

I believe it is feasible to give some traditional command post

functions to distant sanctuary command posts or even home station

operation centers and, in so doing, enhance the deployability of our

formations, reduce the drain on strategic lift. I also believe that

smaller command posts, because of the size of their footprint,

would be more survivable based on the smaller physical presence

on the battlefield.

My experience also suggests that terrestrial-based communica-
tions limit our warfighting capability under conditions of complex
terrain. Near real-time satellite network connectivity, in my judg-

ment, is the key to gaining enhanced situational awareness effec-

tiveness in that kind of terrain.

In summary, Mr. Chairman, Operation Iraqi Freedom proved the
effectiveness and potential of network enhanced warfare. We know
it works. Applying lessons that we learned, we can improve our C4I
capabilities by discarding technology and concepts that did not
work and pursuing those that did.

The Battle Command On the Move concept works. We just need
to build a command post structure that supports it.

I believe satellite-based communications work. But we need to

enhance our ability to take advantage of the available bandwidth
and better manage the bandwidth that is available to push the syn-
ergy of the network enhanced operations down to the tactical level.
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I believe that once we overcome the digital divide, then we can
push the synergy of the network and the enhanced operations that
that holds to the heroic soldier in the dirt. I would also suggest to

you that we also need to understand and always remember that,

regardless of the improvements that we gain and the networks that
we build, warfare in the 21st century will remain lethal, up close

and personal and that the American soldier, sailor, airman and
Marine, supported by family and nation, will continue to be our
most treasured and lethal weapon. Their bravery, heroism, sacrifice

and compassion will continue to be our impression.
Thank you, Mr. Chairman and committee members, for the op-

portunity to appear before you today. I stand ready to answer your
questions.

[The prepared statement of General Wallace can be found in the
Appendix on page 187.]

Mr. Saxton. General Wallace, thank you very much.
We will move now to General Leaf.

STATEMENT OF LT. GEN. DANIEL P. LEAF, USAF, VICE
COMMANDER, UNITED STATES AIR FORCE SPACE COMMAND
General Leaf. Thank you, Mr. Chairman, members of the sub-

committee. I am also honored to be appearing before you today, es-

pecially with such a distinguished panel of friends and fellow joint

warfighters.
I cannot improve much on the basic precepts of your statement,

Mr. Chairman, and Mr. Meehan's or General Wallace's. I would
like to offer a few amplifications of my thoughts, in addition to the
written statement that you have already accepted into the record.

My experience in Operation Iraqi Freedom was from a unique
perspective of an airman with a land component. It was also some-
what unique because I had worked for the previous 3-plus years as
the director of operational requirements—later operational capabil-

ity requirements—for the Air Force; and thus, was involved in the
formulating of the requirements and the basis for interoperability

for the Air Force side of capabilities.

That was further improved upon, that view was improved upon,
by an opportunity to travel throughout Operation Enduring Free-

dom, at the behest of the chief of staff of the Air Force, General
Jumper, and Secretary Roche, to look at our kill chain, improving
the timeliness of our time-sensitive and other targeting actions and
ensure that we had as much network centricity and machine-to-
machine communication as possible, not to eliminate the
warfighter, not to eliminate the human element of combat, but to

enable it.

From that perspective and some Goldwater-Nichols-mandated
joint service, I think I had a unique seat, working for General
McKiernan. My statement stresses the importance of the human
element of warfare, not just at the soldier, sailor, airman and Ma-
rine level, but at the operational level, where the component com-
manders executed the combatant commanders' plan, I would say,

brilliantly.

They did it as true joint teammates. And that was fundamental
to the success on the battlefield. General Wallace, your component,
the Special Operations Component and our maritime forces.
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That cannot be replaced by machines. It can only be improved
upon. And I think it important to capture that, as we also capture

the technical lessons learned and acknowledge the areas where we
have room for improvement.
We have improved, as noted, because of investment. We have

also improved because of innovation.

We have invested heavily in C4I systems. And we have inno-

vated through joint experiment, joint exercises and taking what we
have learned there and getting it to the field.

And specifically, we have transitioned 32 of 70 initiatives from
Joint Expeditionary Force Experiment (JEFX) to the field in time
for Iraqi freedom. That innovation and timely application of tech-

nology to the warfighters' problem is essential if we are going to

succeed at the pace of change we face in the modern world.

We have a good structure now for examining interoperability. All

of our acquisition programs at level two or higher require a key
performance parameter for interoperability.

Those parameters have to include critical information exchange
requirements. In the Air Force, in fact, while I was director of re-

quirements, made it mandatory not just for Acquisition Category
(ACAT) level two and higher, but for all acquisition programs.
That is a very good measure for setting a foundational level of

interoperability. We must be careful not to over-legislate interoper-

ability or we will reach paralysis. We will not be able to turn initia-

tives and equipment advances fast enough to get them to the field.

Additionally, we have to be aware that there is some danger in

homogeneity. Our components—and they are not Air Force compo-
nents, it is an air component; it is not an Army component, it is

a land component; and I know you all are well aware of that

—

bring unique capabilities to the fight.

We need to make them conceptually and technically interoper-

able without making them totally alike. Because their differences

in capability, their are differences in approaches bring a broad
spectrum against the enemy and enable victory.

I believe we demonstrated that. We do have room for improve-
ment, particularly in avoiding fi^atricide, blue on blue and improv-
ing the situational awareness of the warfighter.

In terms of fratricide, zero is the only good score. And we are not
there yet. We will continue to work that. The Army-led Blue Force
Tracker initiative is an example of potential advances we can make
in that area.

Additionally, I think, when it comes to bandwidth and the use
of the available spectrum, we do not just need to improve our user
equipment, as General Wallace accurately noted, we have to im-
prove our awareness of the utilization of the spectrum. Just like we
need an operationalized picture of air activity and land activity and
maritime activity and space activity, we must have a picture, that
operational commanders can use, of bandwidth utilization, avail-

ability and, in some cases, waste, so that they can set and imple-
ment priorities that lead to the efficient use of what bandwidth is

available.

I look forward to your questions. And again, I am honored here
to represent our Air Force with these great joint warfighters. I look
forward to your questions.
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[The prepared statement of General Leaf can be found in the Ap-
pendix on page 196.]

Mr. Saxton. Thank you very much, general.

General Stalder, we are going to move over to you now. Let me
apologize for mispronouncing your name in my opening statement,

sir.

STATEMENT OF MAJ. GEN. KEITH STALDER, USMC, COMMAND-
ING GENERAL, FIRST MARINE EXPEDITIONARY BRIGADE
AND DEPUTY COMMANDING GENERAL, FIRST MARINE EXPE-
DITIONARY FORCE
General Stalder. No problem, sir. It happens quite frequently,

actually.

Thank you, Mr. Chairman and members of the subcommittee. I

appreciate this opportunity to discuss the First Marine Expedition-

ary Force's experiences and observations from Operation Iraqi

Freedom.
I served as the deputy commanding general throughout the oper-

ation. And I returned from Iraq last month.
Thank you very much for your support of our armed forces. Com-

mand and control systems generally were very effective and con-

veyed commanders' intent, reports, orders, intelligence and over-

lays well. They supported constant communications between and
among the MEF commander, our subordinate commanders and the

joint and combined units and headquarters that made up our force.

During Operation Iraqi Freedom, the MEF performed many of its

tasks and missions in the time-proven tradition of the Navy-Marine
Corps team. But the Marine Corps had never operated and con-

ducted sustained operations in combat so far inland until now.
Our command and control facilities and equipment required tac-

tical and operational flexibility and mobility greater than envi-

sioned. The system performed remarkably well under the very

harsh conditions we encountered.
The Marine Corps installed, operated and maintained the largest

and most complex architecture in our history. It required 80 per-

cent of the Marine Corps' communications assets and the aug-

mentation of commercial satellite resources as well.

We supported both Marine and British coalition forces. And
while there were challenges and there are needed improvements,
the overall consensus from commanders at every level was that

communications and interoperability worked well.

No amount of technology can eliminate the human dimension of

war. Our best command and control system is still a well-trained

Marine.
With me today is Colonel George Allen, who served as the MEF

assistant chief of staff for communications during Operation Iraqi

Freedom. I am honored to appear here before you today and look

forward to your questions.
Thank you.
[The prepared statement of General Stalder can be found in the

Appendix on page 199.]

iClr. Saxton. Thank you very much, sir.

General Moran.
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STATEMENT OF BRIG. GEN. DENNIS MOHAN, USA, DIRECTOR
OF INFORMATION OPERATIONS, NETWORKS AND SPACE, OF-
FICE OF THE CHIEF INFORMATION OFFICERyG-6, DEPART-
MENT OF THE ARMY
General MORAN. Mr. Chairman, members of the subcommittee,

thank you for the opportunity to provide testimony describing Op-
eration Enduring Freedom and Operation Iraqi Freedom C4I les-

sons learned, based on my experiences as the director of command,
control, communications and computers or what is better known as

the CENTCOM J-6.
And I need to add, it is an absolute professional pleasure to be

here, not only with these great warfighters, but in front of this

committee, with the important work that you have to do.

Prior to 9/11, the US Central Command Area of Operation was
an economy of forces theater that supported relatively small head-
quarters. The communications architecture to support the missions
was austere, consisting of tactical satellite communications and a
small amount of commercial satellite supporting widely dispersed
sites.

During Operation Enduring Freedom, the communications archi-

tecture grew, literally and figuratively, in support of uncharted lo-

cations and C2 requirements. As the plan for Operation Iraqi Free-

dom came together, US CENTCOM leveraged lessons learned from
Operation Enduring Freedom concerning force numbers and C4 re-

quirements. And the architecture changed dramatically.

Lessons learned from operations in Southwest Asia centered on
three main topics: Beyond Line-of-Sight Communications; Battle

Command On the Move; and coalition information sharing.

The first lesson I will address is beyond line-of-sight communica-
tions. As General Wallace has already stated, the required dis-

tances between command posts greatly exceeded the capabilities of

the current military multi-channel line-of-sight communications
equipment.

Solutions developed or adapted were hybrid military-commercial
systems that proved invaluable in providing required critical com-
munications links.

The second lesson learned was that of the speed of maneuver
that produced distances well beyond—distances between lower ech-

elon units that exceeded the capabilities of today's tactical radio
systems. The Army, in response to this, fielded Blue Force Track-
ing and Force XXI Battle Command Brigade and Below, FBCB2,
systems that would allow V Corps to execute Battle Command On
the Move and maintain better situational awareness.
The last lesson learned I will mention concerns coalition forces.

The coalition forces require an unprecedented amount of informa-
tion to maintain an adequate level of situational awareness. US
CENTCOM, in coordination with the Office of the Secretary of De-
fense—Network and Information Integration, Nil, developed a coa-

lition information sharing system called CENTRIXS, Coalition En-
terprise Regional Information Exchange System.
This system provided command and control computer applica-

tions to allow the British and Australian tactical headquarters to

receive the information they required.
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In conclusion, the Army continues to take an analytical look at
the lessons learned from Operation Enduring Freedom and Oper-
ation Iraqi Freedom, to determine what adjustments will improve
near-term combat capabilities, as well as to better position itself for

future successes. What is clear is the need to invest in both emerg-
ing technology and emerging operational concepts that will make
our forces more combat effective.

The warfighter requires a global, interoperable, integrated net-

work, which supports distributed planning and decentralized exe-

cution. The services are working to ensure that improvements of
the joint C4I architecture and the systems to support that vision.

Mr. Chairman, I look forward to your questions.
[The prepared statement of General Moran can be found in the

Appendix on page 214.]

Mr. Saxton. General, thank you very much.
And now we will go to General Rogers.

STATEMENT OF BRIG. GEN. MARC ROGERS, USAF, DIRECTOR,
JOINT REQUIREMENTS AND INTEGRATION DIRECTORATE,
J8, UNITED STATES JOINT FORCES COMMAND
General Rogers. Mr. Chairman, distinguished members of the

committee, good morning. I am pleased to appear before you today
to discuss 21st century challenges to command and control for joint

warfighting.
United States Joint Forces Command, under the command of Ad-

miral Ed Giambastiani, continues to advance our Nation's joint ca-

pabilities through concept development and experimentation, ad-
vancing interoperability, integrating joint capabilities, providing
joint force training, providing trained joint forces to combatant
commanders.
My personal focus at Joint Forces Command is on improving

joint command and control effectiveness by working to improve and
resolve interoperability issues and to integrate service and joint

command and control capabilities. Our battle management com-
mand and control efforts are aimed at providing an integrated,

interoperable and networked joint force.

The primary goal is to give our people the best capabilities to

plan, coordinate, control, direct and assess joint operations. And as
you said in your opening remarks, Mr. Chairman, it is all about
people, what real people have to do in real combat situations, some-
times under stress, at all levels of the operation.

I want to thank the committee for your continued support of our
armed forces and specifically for the soldiers, sailors, airmen and
Marines and their families who make sacrifices every day on behalf
of this nation. They are the ones who deserve our best efforts. And
I look forward to working with the committee toward that end.

I look forward to your questions, sir. Thank you.

[The prepared statement of General Rogers can be found in the
Appendix on page 224.]

Mr. Saxton. Thank you very much, General Rogers.

We will move at this point to see what kinds of questions we can
drum up for you fine folks. And we will start with the ranking
member, Mr. IVIeehan.

Mr. Meehan. Thank you, Mr. Chairman.



157

General Rogers, the Department of Defense has several planned
information architectures, including the Global Information Grid
(GIG), the Army's twin T, the Navy's FORCEnet and the Air

Force's C2 constellation. One might expect various architectures to

address functional issues. But the current split—it seems to me,
along service boundaries—raises the question of parochialism that

is inconsistent with today's joint cyber environment.
Is there an overall DOD information architecture? And are these

various information architectures compatible? And will they con-

vert?
General Rogers. Sir, I would address that question two ways:

one, in terms of parochialism or any perceived parochialism, I will

tell you that, in my hat, trying to improve joint interoperability and
integrating joint capabilities, I have received nothing but enthu-
siastic engagement from the services. I was pleasantly surprised
when I went to Joint Forces Command and found that every serv-

ice is far beyond what may have been perceived from a few decades
ago.

And all are interested in ensuring that their future command
and control architectures are joint from the beginning in terms of

architectures that need to be net-centric and be able to operate in

the GIG, within the GIG construct.

In terms of legacy systems, all are interested in one second facet,

and that is the ability to maintain a capability while we transition

to full net-centric capability. And to that end. Joint Forces Com-
mand has partnered with the Office of the Secretary of Defense,
specifically the undersecretary for acquisition, test and logistics, to

build a battled management command and control road map, which
is specifically aimed at, over the next several years, attempting to

migrate various service systems to an interoperable structure.

I hope that answers your question.

Mr. Meehan. So there is an overall DOD information architec-

ture. And, over the next several years, if I understand the answer,
these various information architectures will converge and become
compatible?
General Rogers. That is our hope, sir. It is a tremendous chal-

lenge, as you can imagine. But that is our hope, is that we will be
able to bring together a number of integrated architecture—we call

it integrated architectures—to achieve the net-centric capabilities

in the future.

Mr. Meehan. Thank you, general.

General Moran, how did CENTCOM physically provide the infra-

structure for information interoperability in Operation Iraqi Free-

dom? And was this task tantamount to building a DOD intranet in

Iraq?
General MoRAN. Sir, what we were focused on providing to the

warfighting forces were a number of communications capabilities

—

secure voice, non-secure data, secure data and video teleconfer-

encing. Those were the four services that we knew had to be deliv-

ered to almost every level of command and control.

And so what we did, in coordination with the Army, the Air
Force, the Navy and the Marine Corps, is to develop a communica-
tions architecture, which used predominantly military and commer-
cial satellites, that brought bandwidth to command post locations
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throughout the theater, which deUvered those services and created

the secure and the non-secure internet that you just referred to in

your question and also gave the commanders the capabihty to com-
municate, via voice, both within the theater and then back to the

Continental United States or to Europe or to the Pacific, and also

the capability to do secure video teleconferences from many places

on the battlefield, either within the theater or back to the Con-
tinental United States, Europe or to the Pacific.

Mr. Meehan. General, what physical infrastructure was most
successful?

General Moran. First of all, the military infrastructure, the

green boxes that we had invested in over time in the Air Force and
the Army, the Marine Corps, was extremely successful. So the ca-

pabilities, which our soldiers, sailors, airmen and Marines train on
every day provided the baseline of communications that the com-
mand posts needed.
But the commercial communications, the commercial satellite

communications that we brought into the theater, were needed be-

cause our military communications did not have the full capacity

necessary to meet all of the needs for secure voice, secure data,

non-secure data and video teleconferencing for those command
posts. So we made complete and very successful use of the military

system that we had already been fielded.

And we were able to leverage commercial, state-of-the-shelf ar-

chitecture—or state-of-the-shelf equipment, commercial equipment,
to meet those needs that were beyond the capabilities of our mili-

tary system.
Mr. Meehan. Let me ask the general, what IT investment did

CENTCOM make into the region that provided for this robust net-

working capabilities during the conflict?

General MORAN. I am going to key on your word "investments."

There were some operational things that we did—and let me speak
to those first—that demonstrate that the department attempted
and did, in fact, give Central Command all of the satellite capabil-

ity that was possible with military satellites.

We, in fact, moved a number of military satellites so that they
were in a better position to satisfy our forces, both within Afghani-

stan and Iraq. And we even, through agreements with Australia,

leased a satellite, which also provided some communications spe-

cifically for Afghanistan, but gave us some capacity then that was
available to us in Iraq.

From an investment perspective, we invested in Ku commercial
satellite terminals that were transportable; in other words, they

could be picked up and moved from location to location. And we in-

vested in state-of-the-shelf data communications systems that are

available from companies like SISCO or other commercial compa-
nies. And we invested in telephone switches and computers that

gave us and created the capability for the services' data, voice and
VTC that the commanders and the warfighters required.

Mr. Meehan. Thank you, general.

Last question. General Wallace and maybe General Stalder, how
did Blue Force Tracking work, with respect to your troops and Ma-
rines? And what is the difference between Blue Force Tracking and
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combat identification? And are we going to need both for a future

operation?
General Wallace. Sir, first let me explain to you my perspective

on Blue Force Tracking. First of all, I think it was an extraor-

dinarily successful fielding. But it was a relatively thin fielding to

the formation.
On average, the U.S. Army divisions that received Blue Force

Tracking only got about 150 systems per division. And that was
based on limitations in satellite capability and just the physical ca-

pability to produce those numbers and get them in the field in a

relatively rapid fashion.

The Blue Force Tracking systems were put primarily in com-
mander's vehicles or vehicles that we assumed would be in close

combat with the enemy, such as reconnaissance units. The system
itself, the Blue Force Tracking system itself, worked very well.

It was satellite based. It provided to those folks that did have
Blue Force Tracking visual signals as to where they were in rela-

tionship to the formation in which they were moving. It also gave
them real-time view of other Blue Force Tracking-equipped vehicles

and equipment, regardless of where they were in the formation.

What Blue Force Tracking did not do, because of the level of

fielding, it does not give you individual vehicle views because of the
thin fielding that I mentioned a moment ago, which leads to your
second question with regard to situational awareness and potential

for fratricide avoidance.
It is my judgment that Blue Force Tracking provides the ability

to deny fires to occur. But it does not clear fires. And by that, I

mean you do not have any guarantee that a Blue Force Tracking-
equipped vehicle is, in fact, having a malfunction in that system.

So to answer the latter part of your question, in my judgment,
there is going to have to be some kind of identification friend or

foe system that complements Blue Force Tracking. But it, in and
of itself, I do not believe is a solution.

General Leaf. May I, Representative Meehan? I would like to

concur with General Wallace and add to that a little bit.

Blue Force Tracker is part of the overall combat identification

matrix. But it does not, as he noted, give specific ID. And it is not

of the fidelity or latency, at this point, to enable, for example, dan-
ger close expenditure of organs where friendly forces are at risk.

Because of its potential, however, the secretary of the Air Force
and the chief of staff of the Air Force visited Air Force Space Com-
mand some weeks ago and gave us strong direction to look at how
we can improve, enhance and expand the role of Blue Force Track-
er, as part of our overall situational awareness.
There are ways to reduce the latency by using an atmospheric

relay, as opposed to a satellite relay. There are ways—money, prin-

cipally—to expand the fielding of systems that we can and should
look at doing that, as we integrate it into an identification friend

or foe and other means of combat identification that can technically

identify enemy or friendly systems.
So we see, in the Air Force, while the Army continues its leader-

ship of Blue Force Tracking initiatives, a great need for our serve
to step up to it as part of combat identification and to expand its

utilization.
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Mr. Meehan. General Stalder.

General Stalder. Sir, I concur with General Wallace's comments
on their experience in the use of Blue Force Tracker. We had two
different systems. We used the MTS 2011, which is referred to ge-

nerically as Blue Force Tracker.
And we also used the Marine Corps' program of record system,

which is called MDAC. We fielded 319 MDAC, 177 Blue Force
Trackers to Marine units and 47 Blue Force Trackers to UK units.

That coverage allowed us to function and operate much in the
same manner as our colleagues in V Corps did, by pushing those
systems to the most forward elements and those elements that
might come in contact with the enemy in a situation where it re-

quired us to have as good a situational awareness as possible, as

to the disposition. It was by no means complete coverage.

With respect to Blue Force Tracker, it is certainly useful and ad-

ditive to the combat identification problem. But it is by no means
a complete solution. It does not have the fidelity. And the shooter,

who is ultimately the one who will make the decision on whether
or not to engage a target, does not have the information they need
from Blue Force Tracking system to do that with the precision that
we would all like.

Mr. Meehan. Thank you very much. And thank you for your out-

standing answers. And thank you for the great work that you do
for the country.
Mr. Saxton. Thank you, Mr. Meehan.
I move now to the gentleman from Minnesota, Mr. Kline.

Mr. Kline. Thank you, Mr. Chairman. Thank you, gentlemen, for

being here. And thank you for a terrific job in Iraq, just a terrific

job.

We are all so proud. And I know you know that. And you are
proud of your troops and your airmen and your Marines. But we
are also.

In every operation that I ever participated in back in my days
in uniform, whether it was real or training, there was always an
after-action in which we stood up and concluded that command, in-

deed, was perfect—because obviously we were the commanders

—

but we did not have enough intelligence and the communications
was terrible.

I am hearing a little bit different story from you today. We just

heard that Blue Force Tracking was a little thin and needed to be
improved.

I would like to hear, particularly from the ground force com-
manders in either order, what else was broken. What could you not
do that you really felt that you needed to do, in the sense of com-
munication of control and com?
General Wallace. Sir, I will take a whack at it. Several things

come to mind.
First of all, we realized early in the fight the importance of non-

terrestrial communications, specially wideband technical satellite

or SATCOM communications. There was insufficient frequencies al-

located to provide that technical satellite communications to all the
formations that needed it.

As I recall, the V Corps had allocated about eight frequencies, as

I recall, several of which did not work because of what is referred
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to as "low look angle;" that is that you cannot acquire the satellite

with a high degree of efficiency, and therefore, the satellite commu-
nications channel is corrupted.

Second, we had problems with some of the frequencies them-
selves, with corrupted channels on the satellites. And as I recall,

three or four of the frequencies that we were allocated were just

not usable for the purposes that we needed them.
Has to do with the comment that I made during my opening

statement, with regard to frequency and bandwidth management.
I think we have to do a better job in that regard to provide to he
who needs it the frequencies and the spectrum and the bandwidth
that they need at the time that they need it.

Mr. Kline. Excuse me, where does that management need to

take place?
General Wallace. I believe it takes place at the joint head-

quarters level, because they alone are responsible for the band-
width within the theater. And they alone have the responsibility

for providing the bandwidth to all the components.
Mr. Kline. So in this case, CENTCOM itself?

General Wallace. Central Command, with the recommendations
from the component commanders, in my judgment.
The second thing that we made great inroads on but need to con-

tinue to work on is the notion of Battle Command On the Move.
From my command post, we could move. And in fact, I could have
real-time visualization of both the enemy and friendly locations, lo-

cation of artillery, the fans of fire of those artillery systems.
What we could not get on the move, however, was real-time sat-

ellite imagery or real-time pictures from UAVs, for example. We
had to stop, elevate our antennas for larger bandwidth to receive

the streaming video from the GBS system in order to get those pic-

tures.

Further, although I could get that at my command post by going
to a short halt and erecting those antennas, it was very difficult

to push those images down to lower levels of command. The bri-

gade level command posts generally did not have that capability.

And certainly, the battalion level command posts did not.

So I think one of the things that we need to work on in the fu-

ture and one of the things we saw limitations in was being able to

get information that was available to us at higher echelons of com-
mand down to the lower echelons of command, where it is most
needed and where the most gi*anularity is necessary to fight the
fight.

Mr. Kline. And that is, since time began, that is a problem. Is

that an equipment issue?
General Wallace. In my judgnient, it is both an equipment

issue. It is a bandwidth allocation and management issue. And it

is also the design of the command posts, to make them smaller and
more mobile, so they can accept the feeds that we are providing
them. And the command posts can continue to move with the for-

mations that they are a part of and still take advantage of the in-

formation that is available, but presently we are unable to push
down to them.
Those would be my initial remarks, with regard to your question,

sir.
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Mr. Kline. Thank you.
General Stalder.

General Stalder. Sir, I will make a couple of comments on
things that I think need more work. I would not characterize these
as irretrievably broken.
Mr. Kline. Certainly, there were times when you just could not

talk and it had to drive you crazy? It always has. I am just tr3ring

to find out if that is still there and what it is.

General Stalder. Sir, there were rarely times when we were ab-
solutely and completely out of communications, either at the MEF
headquarters level or down at the lower levels. Everything General
Wallace told you with respect to Command On the Move was cer-

tainly true of our forces.

But in terms of creating any major friction points or rubs, we did
not experience any major problems like that. We experienced one
issue that gave us cause for concern.
A couple of nights into the war, misplaced our command post to

Talil in Southern Iraq. And we had only one means of communicat-
ing with them. Ordinarily, we have two or three. That caused us
some concern.
Command of the operation was passed back to me in Commando

Camp at Kuwait very briefly. The cause of the concern was the
weather. A sandstorm was occurring at that point that nobody had
remembered anything the like of in all of Iraq's memory.
And at the MEF level, that was the only time when I was very

concerned. But we maintained communication and we continued
the battle.

So that is my perspective from our experience.
Mr. Kline. I see my time has expired. But how did you maintain

communications? What was the
General Stalder. We did it with satellite communications.
Mr. Kline. SATCOM. Okay.
Okay, I am allowed another minute or so here. If you have some

more "it did not works."
General Stalder. Sir, these are the things that I think need

work. I would characterize them that way. I will not spend a lot

of time on each one.

Combat identification needs work. General Wallace spoke to the
digital divide, communication on the move and beyond line-of-sight

communication and bandwidth. The integration of our combat sup-
port.

By those applications, I mean Theater Battle Management Care
Systems, Advanced Field Artillery Tactical Data System
(AFATDS), Asset Tracking and Accountability Control System
(ATACS), Airborne Seperation Assurance System (ASAS), IOC. I

apologize for the alphabet soup. But all of those systems are only
marginally interoperable.

They are legacy systems. And improvements certainly are in the
offing. But in terms of capability for the warfighter, that would be
very valuable.
The applications that we support coalition operations with, need

work, centric-specifically. While well suited for higher levels of

command, it is not as responsive at the tactical level, in terms of

communicating the mass amounts of information and data that are



163

required to be shared with the coaHtion warfighting partner at the
coalition level.

And finally, human intelligence is always something that will be
extremely valuable. As the MEF, with the V Corps, began our at-

tack on Baghdad and ultimately the capture occurred, our human
sources in that portion of the battlespace were extremely limited.

Mr. Kline. Right. Let me, just one more, if I might, Mr. Chair-
man, because we have talked about assignment of frequencies and
bandwidth. General Moran, you were the J-6?
General MORAN. Yes, sir.

Mr. Kline. Presumably, you were involved in that allocation?

General MoRAN. Absolutely.
Mr. Kline. I am not accusatory. I am just trying to

General MoRAN. The issue that General Wallace is talking about
and if I had to say what was broken is there simply was not
enough bandwidth at all levels of command to give the warfighters
at the battalion—at the brigade level—the kinds of information
they needed to be more effective. The current suite of satellites

that we had and we utilized that did an extremely good job of pro-

viding adequate bandwidth down to the division level, when you
went from the division level down the brigade, down to the battal-

ion and then even further down to the companies, there just were
not sufficient systems, as General Wallace alluded to, in a suffi-

cient bandwidth, to provide them all of the information they needed
to be effective.

So what are we doing to fix that? First of all—and again, I am
speaking from my Army position, where I am in the Army staff

now—as we look at the lessons learned that we have from Iraqi

Freedom, the first thing that it is doing is validating the architec-

tures—the communications architecture, the command and control

architecture—that we have in oar future combat system,; albeit

that that system is not going to be delivered for a number of years.

But it validates the technologies that we are trjdng to place down
at the combat vehicle level, the lowest level, is going to give them
the kind of information that they are going to require to be more
effective.

If you tie the investments that we are making in the JTRS radio,

the Joint Tactical Radio System, and if you tie that to the invest-

ments that we are making in the wide band gap filler satellite sys-

tem, which will be coming on board in about 2 years, you look at

the investments that we are making in the advanced DHF satellite

system, with the ground terminals that will be in these formations,
we are moving in the right direction to take that bandwidth
starved formations and pushing bandwidth down to those organiza-
tions.

And the last step, which will be the least further out, is the need
to continue in the investments in the transformational communica-
tions architecture, which is really going to give us, because of the
kinds of technology we will get in that satellite constellation, give
us the real capability that we will require, the objective capability,

for Battle Command On the Move, where we will be able to move
operational information, intelligence information, logistics informa-
tion—I do not want to say freely, but certainly with much greater
ease than we have now.
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What we in the Army are doing right now is examining the pro-

grams that exist in the fiscal year 2005 budget. And we are making
decisions that must be approved by the Army leadership, must be
approved by the Department of Defense leadership and finally, will

be presented to the Congress next year, which will show the
changes that we would like to make in systems that will overcome
the deficiencies that have been identified in Iraqi Freedom and our
war in Afghanistan.
Mr. Kline. Thank you. And I presume there is multi-service dis-

cussion and collaboration in that effort?

General MORAN. Sir, you are absolutely right. And General Rog-
ers mentioned the joint battle management command and control

road map, which is a Joint Forces Command and a DOD level ef-

fort to synchronize, across time and across domains, all of the com-
mand and control systems within the Joint Force. And they recog-

nize the information that must be at the joint level.

But as General Leaf stated, it recognizes the unique require-

ments that the Air Force, the land component and the naval com-
ponent has, so we can satisfy not only the needs of the Joint Force
commander, but meet the needs of that specific commander that is

in the air, on the land or in the sea.

Mr. Kline. Thank you very much. And thank you, Mr. Chair-
man, for your indulgence.
Mr. Saxton. Thank you, Mr. Kline.

Mr. Larsen, please.

Mr. Larsen. Thank you, Mr. Chairman. Got a set of questions.

I am not quite sure who to start with. But I may start with Gen-
eral Wallace.
We talked ahead of time a little bit about a few of these things.

But I wanted to ask you about the question of digital divide. And
I hope we do not—this committee—lose sight of the point you are

making about the digital divide between operational level and tac-

tical level.

But I would like you to discuss, if there is a digital divide be-

tween us and our coalition partners, our ability to share informa-
tion on the ground, as is needed—and not that it is wrong for us
to get too far ahead of any other country in terms of our tech-

nology, but what that might do for our ability to work in a coalition

setting in the battlefield?

General WALLACE. Yes, sir. My judgment is that there will be a
separation in capability between our forces and those of whatever
coalition that we might operate as a part of. And I think the opera-

tive word is "any coalition."

We need to be prepared to operate to the same degree of effi-

ciency with our British friends and Australian friends who may be
more advanced than others in their command and control and IT
technology. My judgment is that the only way to truly solve that

problem is to recognize the importance of liaison teams that are
sent out from our headquarters to become part of coalition head-
quarters and share with them the information that we have avail-

able to us.

I think it is probably unrealistic for us to expect those coalition

allies, because of the level of spending that they have within their
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own defense budgets, to buy the same capabilities that we our-

selves enjoy.

Mr. Larsen. I want to ask a question of maybe General Rogers.

And maybe someone else can chime in as well.

In our background, an issues statement that was given to the

committee, I want to just highlight a few statements that were
made. We have to have the ability to move data over secure lines.

We depend upon the security of our information technology infra-

structure in order to move this data from command down to the

tactical level.

The network itself, as a result, becomes a weapon. The fact that

we have this network becomes a weapon.
Earlier this year, in our defense authorization debate, we cut

about $2 billion out of the IT programs overall in DOD, largely just

across the board. We did not really, I think, have a full consider-

ation of the impacts of what that might mean on the security of

our technology infrastructure within the department.
So that is sort of a context for the question for General Rogers

and anybody else that wants to answer it. What if we faced a more
technologically capable enemy than we did in Iraq?

What if our enemy perhaps certainly was not as far down the

road as we are, in terms of our ability to integrate information

technology into our warfighter, but they still had the ability to get

inside our systems, get inside our—not past our front lines, but
sort of get inside our fiber optic lines and inside our satellite com-
munications?
What are we doing to prepare for that?

General Rogers. Sir, I will tell you, you hit on a number of areas

that we have been wrestling with at Joint Forces Command. And
a couple of your observations I believe we would share, one being

that the network can in some ways be viewed as a weapon system.

I will say that one thing we have learned about collaborative ca-

pability is that you build a collaborative information environment,
it is more than just an application or an ability to communicate.
It becomes an extension of the commander's operating environ-

ment.
And he needs to know how to control it, protect it, maintain

unity of command within it, maintain unity of effort and hide it,

so to speak. The network itself that he is going to have available

needs to be one that is self-healing. We hope we can achieve that.

And he needs to know and his communications, his knowledge
managers, need to know how to manage those things; damage con-

trol, if you will. And yet, subordinate units need to be enabled to

continue operations.

All of these things point us down, as when we look to the future

and know that we need to work with coalitions, share information,

we need to attack aggressively the issue of multilevel security.

There are some policy issues that would come to play there as well.

I will tell you that there is a lot we do not know about how to

fight inside a fully networked or a net-centric environment, across

the board, top to bottom, horizontal, in coalition. And I largely

think it is just because we just now got here in the information
age.
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There is so much that we are learning every day about what it

means to be able to communicate on that scale and to have that
much data flowing around the battlefield—up, down, horizontally

—

and train people on what to do with all of that and how to function
v^thin all of that, keeping in mind that while our technology has
surprised us all with what we have been able to achieve, the same
human brains in it are the ones who marched on Moscow back in

history. Napoleon. And about 50 years from now, I do not think our
human brains are going to be much different.

The question is how you enable those human brains, different

levels in command and control structure, with all of this IT capabil-

ity, to execute those functions that I mentioned in my opening
statement—that planning and coordinating, directing, controlling,

assessing, keeping situation awareness, et cetera.

General Leaf. If I may, Representative Larsen, from an Air
Force Space Command perspective, but based on my experience
leading a wing in Operation Allied Force, observing Enduring Free-
dom and serving in Iraqi Freedom, the inter-weaving of space capa-
bilities in everything we are discussing today is so apparent. Not
so apparent, I think, is the subtle assumption we have begun to

make of space superiority.

They are not invulnerable, our space capabilities. And we have
to remember that.

We have come to assume, just as we in some ways assume there

will be air superiority, that we will have space superiority. It is in-

cumbent upon Air Force Space Command and all our other provid-

ers of space capabilities that we recognize the importance, the
as3rmmetric—in a positive sense—nature of those space capabilities

and ensure that we are prepared to guarantee their availability to

the joint warfighter, sailor, airman, soldier or Marine.
Mr. Larsen. General Stalder.

General Stalder. I would offer that security is at least some-
what a function of having multiple paths of communications. And
that is very important as we build our architecture.

My anecdote about the opening days of the war and the bad
weather illustrates that pretty effectively. So even legacy systems
that provide that multiple path capability and flexibility are going
to be important as a defense against security threats in the future.

The other thing that provides us with some security or measure
of security are the tactics, techniques and procedures that make up
our command and control process. These are integrated planning or

rapid planning, mission orders, commander's intent, appreciation

for the single battle, freedom of action of subordinates, LNOs and
high tempo operations as well.

Mr. Saxton. Thank you, Mr. Larsen. Good question.

Mr. Thornberry.
Mr. Thornberry. Thank you, Mr. Chairman.
General Rogers, I want to go back to where Mr. Meehan started.

He asked you, as I understood it, if there is an overall IT architec-

ture for the department. And as I understood your answer, you
said everybody wants to work together and that there are several

architectures that you are working to make sure are compatible.

I do not mean to play semantics, but I am trying to understand
whether there is one overall architecture, department-wide, that
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brings everything together, kind of hke a master plan. So that

when the services have various items that they are looking to pur-

chase or obtain, then you can compare it with the master plan and
see whether that fits together.

I am thinking a document that we could even see. Is there that

sort of one, overall master plan that brings it all together?

General Rogers. Sir, to my knowledge, we are not there yet.

That is our vision.

And this is, as I mentioned earlier, we just now got here in the
information age. It is not an excuse. It is just that discoveries hap-
pen every step of the way.
And I think the vision is we would love to have one, single, over-

arching architecture that everyone could fit in. It calls for a degree
of standards that allows services to design to and field systems
that would be seamlessly integrated into that architecture.

It calls for a data management strategy and data standardiza-

tion. You can extend from that all of the other pieces to it.

At the current time, we are working hard on joint operating con-

cepts that drive such architectures. And as you may be familiar, it

is a cascading effect between the operational architectures, systems
architectures, technical architectures—all driven by what you have
to do from your concept of operations and above that, your operat-

ing concepts.

So I hope that answers your question.

Mr. Thornberry. No, it does. And I appreciate your candor. I

think one of the concerns this subcommittee has had is that we
have lots of things moving along, buying things, but without kind
of an overall picture of how it all fits together. We may be going
back and trying to find some sort of fixes to bring even these newer
things back into the overall system in the future.

It does not mean that you stop everything until you have the
plan. But I think it is something that we are concerned about and
that we need to be aware of.

I want to ask about one other issue. All of you talk about the

limits on bandwidth and certainly with satellite communications.
I suspect everybody agrees that we will need more—not less—in

the future. Part of the problem General Leaf talked about is the
importance of space and getting things up.

General Moran, let me ask you. Admiral Cebrowski's Office of

Force Transformation is involved in an experiment where they are

going to launch a fast, cheap, small satellite for tactical use by
PACOM next year. And the hope is that this will be an example
of what we can do to dramatically improve the assets—enhance the

assets—in space quickly, cheaply.
The other side of it is it may be a threat to some of the more

entrenched space-launched systems. My question is, number one,

are you aware of what Force Transformation is doing? And second,
are you aware of this project that they are funding?
General MORAN. Sir, I am aware of it. I know that there is a

project, but I cannot speak too much to the details.

But I can tell you that there has always been discussion, particu-

larly within the Department of the Army, of how do we get cheap
satellites? How do you get either low-Earth orbit satellites or high
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UAVs or other systems that can loiter over the battlefield to meet
the information and the bandwidth requirements we have?

I can tell you that, as we look at the operational architecture, the
systems architecture for the future combat system, within the
Army, from a communications perspective, we are going to rely on
UAVs of some form to do exactly what you are describing, which
is an attempt at the part of the battlefield that we are talking
about that is bandwidth-starved, to give them an airborne capabil-

ity for that network that will give them the connectivity they re-

quire.

Mr. Thornberry. General Leaf, are you aware of Admiral
Cebrowski's office and what they are trying to do?
General LEAF. Yes, sir, I am.
Mr. Thornberry. My concern is, if it works well, is it something

that the services or Space Command will help make sure gets

taken up and, you know, get the ball and run with it? Or is it going
to, even if it works well, could it be starved because it threatens
some other existing program?
General Leaf. Sir, from my perspective, the one word answer

would be absolutely. We are very much aware of the need for re-

sponsive space capabilities, not just responsive space launch, but
improving the affordability to make it more responsive, improving
and thus decreasing the time it takes to integrate any payload with
the launch vehicle, our mobility on orbit, the ability to move these
capabilities around and provide them in a focused manner.
And given that we have discussed the need for space superiority,

there may be a requirement to replenish on-orbit capabilities if

they are somehow addressed by a threat. So we are taking a very
open mind and have several initiatives within the command, in-

cluding an operationally responsive space lift study that will turn
into a full-blown initiative as we work through the 2006 bomb, if

we gain department and congressional approval of that expendi-
ture, of course.

But we understand the need to be responsive and to be more
flexible. And we are working very hard to do that.

Mr. Thornberry. Well, I think there are some others who are
working very hard to do that too. If we want to look
General Leaf. Yes, sir, absolutely.

Mr. Thornberry [continuing! . For answers wherever we find

them.
Mr. Chairman, thank you. I have some other questions I would

like to submit for the record.

Mr. Saxton. Absolutely. Thank you very much, Mr. Thornberry.
Mr. Cooper.
Mr. Cooper. Thank you, Mr. Chairman.
General Wallace, I appreciate your heroism, not only having com-

manded the V Corps, but also in your willingness to speak your
mind during that conflict. I am worried that, as we discuss tech-

nology here today, the best communications system in the world
will not work well if the speaker on one end is not willing to speak
the truth.

I am worried that you are widely viewed as having been put out
to pasture at TRADOC for having spoken the truth during your
command. So to me, the message for our troops, young and old,
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should be: the truth comes first, regardless of what your superiors

may think of it.

I hope, as we discuss communication, truth will not be omitted
from the discussion because, to me, it is supremely important.

My colleague, Mr. Larsen, mentioned what if we faced an enemy
that was more sophisticated? As you well know, we spend more in

a day than Iraq spent on its military in a year.

Are we hardening our systems so that they will meet threats

from more technologically adept nations? I know it is something
that people are willing to discuss. Are we hardening the systems?
Are they robust? Can they defeat jamming or other electronic inter-

ference?
General Moran. Sir, let me try to address that from an Army

perspective. As we develop our operational requirements for com-
munications systems, we look at the threat environment that they
are going to exist in.

And we try to determine, based on our best military judgment,
what is the appropriate technology to invest in to meet the oper-

ational requirement. And the requirement for Electromagnetic
Pulse (EMP) hardening has always been one that has been ad-

dressed, for example, in the MILSTAR program, and the need for

there to be, on the ground, a terminal, a voice terminal, a data ter-

minal that will exist in a nuclear environment that can provide the

last-ditch communications.
We also know that some of our communications will not exist in

that kind of an EMP environment. But I think it is a judgment of

risk that the Army leadership in specific makes as they are gaug-
ing the risk of that kind of an environment against the afford-

ability of that.

Another risk that we are very much concerned about is the cyber
threat. And we are very much concerned in all of our communica-
tions on how vulnerable our computer systems are, how vulnerable
are our telephone switching systems? How vulnerable are those

systems to hackers?
And we are finding from day to day that the threat is much more

capable than we had anticipated. And so we continue to make and
work with industry to do common sense-type of mitigation efforts

to give our systems—computer systems, communications systems

—

protection from that type of threat.

General Leaf. Congressman Cooper, if I may, from the air per-

spective, I would like to echo General Moran's thoughts. We strike

a balance in hardening because it is technically challenging. It is

expensive. And it is weighty. It adds mass, especially to orbital sys-

tems.
So we try to take a broad-based approach to guaranteeing the ca-

pabilities are available. Some of that is simply situation awareness.
We are working very hard to expand our situation awareness, the
threats to communications, such as jamming and other actions an
enemy might take.

And operationally, through establishing 8th Air Force under
Lieutenant General Carlson as our 10 focal point for the Air Force
to give a good operational awareness of cyber threats. And that has
become very important.
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But we need to harden when able and when required. But also

look at offensive and defensive measures that will guarantee our
capabilities are available.

Mr. Cooper. I know it is a challenge because the technology in

this area is moving so fast. In fact, I think if someone were watch-
ing this back home and hearing all this technical discussion, they
would say, "Hey, our FedEx trucks are tracked."

I understand Blue Force Tracking used part of that system. And
it may have been the most successful part of the technology. If

FedEx can do it, I am glad that our military can catch up and keep
up with commercial technology that is available.

Also, when they hear about the need for pushing pictures up or
down, you know, now the youngest teenager seems to have a pic-

ture cell phone. It works pretty darn well, photographing all sorts

of things. They are probably wondering why our military does not
have something like that when it is ubiquitous in the regular com-
mercial market here in this country.

And when people hear line-of-sight radio discussed, they prob-
ably wonder, "Why would anybody ever want that?" So I worry that

we are perhaps behind the curve due to military procurement, time
delays, things like that. Because the commercial market, it seems
to me, is always going to be faster.

Are there ways that you can keep tabs on absolutely the latest

developments in the commercial marketplace, so that we can get

those promptly in the hands of our troops?
General Leaf. Mr. Cooper, I think we do, sir. We have a good

awareness of what is occurring in the commercial market. We work
hard to transition commercial off-the-shelf initiatives, recognizing
that our requirements are more stringent.

FedEx does a great job of tracking their packages and their vehi-

cles. But again, when we have the lives of our warriors on the line

in danger close situations, that may not be of appropriate fidelity

or latency to expend ordinance based on that situation awareness.
The need for sharing imagery is driven by what we do with that

imagery, not the mere presence of a picture. If we are going to have
an imagery that is usable for stereoscopic viewing and precise men-
suration of coordinates to derive latitude, longitude and elevation

in 3-D—and that requires stereoscopic viewing—so that we again
can expend lethal force based on that imagery in part, that is a
much bigger picture than what I might send to my daughter at the

University of California to show her what her mom and dad are up
to.

Sometimes those images are good enough. And sometimes, the

timeliness is good enough.
We have to recognize that it is not always real time. It might be

right time. It is not always the perfect picture. It might be the

right picture.

That is not so much, I do not think, an awareness of the commer-
cial marketplace, sir, as defining our requirements in genuine
terms—what is needed versus wanted—and continuing to build our
information age, discipline, the doctrine, tactics, techniques and
procedures that General Wallace alluded to.

We have room for growth there. But we are aggressively pursu-
ing it.
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Mr. Cooper. I hear the phrase, "state-of-the-shelf technology, I

cannot help but think: you wait until it is on the shelf? Aren't you
working with the investors and manufacturers long before it hits

the shelf, so that the robust military variant can be available as

soon as possible?

General Leaf. Absolutely. We have a very strong interface in a
variety of venues with industry, through industrial associations at

our development centers, our product centers and simply through
our informal contacts with industry as well.

And American industry, by and large, has been very forthcoming
with bringing their innovations to us, sometimes with purely a
profit motive, but at least they are bringing us the initiatives.

General Wallace. Sir, if I might add, during Iraqi Freedom, we
were actually provided, in each of our headquarters, a number of

commercially produced satellite telephones that were securable,

that were off-the-shelf items, that helped maintain communications
in times when other, more conventional communications systems
were either not available or had failed us for one reason or another.

Mr. Cooper. You mean like INTELSAT?
General Wallace. I forget the name of the gizmo, but it was a

little black phone.
General Moran. The Iridium, sir.

General Wallace. The Iridium phones, yeah. And it gave us a
secure capability.

General Stalder. Sir, over in I MEF, we worked in a partner-

ship with our industry colleagues and the Marine Corps Systems
Command to develop and deploy what became the Marine Expedi-
tionary Force Command Operations Center. It worked very, very
well.

And we sent it into Kuwait in about mid-January. And it rep-

resented some of the best thinking and the best technology that all

those partners could put together. And it worked extremely well.

Mr. Cooper. Thank you, Mr. Chairman.
Mr. Saxton. Thank you, Mr. Cooper. Great question.

Mr. Wilson.
Mr. Wilson. Thank you, Mr. Chairman. And thank you all for

your service. It is really encouraging to find out the success of the
developments, say, of the broad band capability, 42 times that
which we had in 1991. And I am familiar, we have read articles

today and it has been discussed, about problems.
But I am very hopeful. Additionally, I appreciate the attitude

about fratricide. I retired 2 months ago as the JAG officer.

And that was one of my assignments, of course, fratricide inves-

tigation. And I agree that we should be working to zero.

Also, I was concerned though, during my service, the level of

communication—as the JAG officer, obviously they do not expose
us to everything. But I was really startled.

We used the SINCGARS system. And the people in communica-
tions loved it. But it seemed like, to me. General Wallace, as you
identified the satellite telephones, to me a secure satellite phone,
I was hoping would be ultimately universal.
And so I appreciate you raising that issue.

This afternoon. General Leaf, a question: how successful were
our joint operations with coalition airborne assets? Did we have
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C4I interoperability with coalition airborne assets during missions?
Or did we merely stay out of each other's way?
General Leaf. In Operation Iraqi Freedom, we had coalition

members integrated at the combined Air Operations Center. I had
RAF officers on my staff of the air component coordination element,
with coalition forces land component headquarters.
And the interoperability at the staff level was very good. Now we

had the same interoperability when I was a wing commander in

Operation Allied Force, with the combined mission planning cell at

Aviano.
But there was this, to some degree, a separation of assets in the

fight. And the major missions were predominantly U.S. only.

The integration of coalition assets, particularly the RAF and the

Royal Australian Air Force, in the fight, I think was greater in this

conflict than ever before. I believe we have made great strides in

taking the planning together to actually fighting together.

Mr. Wilson. And it sure was appreciated, to have their support
in the coalition.

General Leaf. Yes, sir.

Mr. Wilson. General Moran, will the proposed common oper-

ational picture allow a more efficient engagement of U.S. and coali-

tion troops?
General MoRAN. Oh, yes, sir. Let me give you an example. Be-

cause we had an integrated common operational picture, we were
capable of knowing where our special operating forces were, where
our ground forces were. And also overlaid on that was the capabil-

ity to, based on analysis, to lay down where the enemy was sus-

pected to be.

And using the command and control systems that we use for

time-sensitive targeting, because we were enabled with a common
operating picture, that we knew where people were on the ground,

commanders were able to make rapid decisions when a target of

opportunity presented itself, to be able to, using those command
and control systems, determine if there was a risk for a blue-on-

blue. And once they determined that there was no risk, they were
able to very quickly pass the instructions to the Air Force or to an-

other weapons system to engage that target.

That quick response of sensor-to-shooter was enabled because we
knew where our forces were, where we were and where the enemy
was. So it was certainly a combat multiplier.

Mr. Wilson. And it seemed so successful, I want to just con-

gratulate all of you on that.

And General Rogers, are the services committed to the net-cen-

tric warfare and interoperability? Or are technical solutions taking

a backseat to parochial interests?

General ROGERS. Sir, I am lucky to be in a central seat to get

a view of that. And at General Forces Command, as we work to-

wards battle command and control solutions, I work with flag offi-

cers from every service and with the more technical officers at

lower levels.

All of them have a strong interest in being able to operate in an
integrated manner and a net-centric environment. And my main
problem is I cannot keep up with the demand from the services for

involvement in their projects.
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I am working to resolve that, using some of this very technology
that was used in Operation Iraqi Freedom, to make us, in a peace-

time environment, more effective at solving these problems by inte-

grating us into collaborative environments, et cetera, with the serv-

ices, so that as we attack these problems, we do them together.

But bottom line, sir, is I see zero pushback from the services. The
main interest is that they have the capability to deliver their serv-

ice-specific core competencies when they come to the battle.

And that is what we are aiming to help them do. They want to

be on the team. That is my own personal problem, is keeping up
with the demand to provide them the joint help.

General MORAN. Sir, let me, if you do not mind, let me just give

you an example where the services have voted with their pocket-

book. And it is the joint tactical radio system.
That is a program which is going to be fielded to the land force,

both the Marines and to the Army. It is going to be in air frames,
both in the Army, the Air Force and the Navy. And it is going to

be aboard ships.

And it is a progi'am which has got a joint program office and
where all of the services have brought their requirements, their

operational requirements. Those have been vetted. We have deter-

mined what the technical solutions are. And we are moving for-

ward with an investment strategy to put that radio, that will be
a common radio, but at the same time, meeting the unique commu-
nications requirements that each of those services have and will

make interoperability much easier to achieve for the joint force

commander.
General WALLACE. Sir, if I might, I think most of our discussion

today just kind of demonstrates our commitment on the part of all

the services. I can speak from my perspective. Not only are we
committed to net-centric or net-enabled warfare, but we want more
of it.

That is why we are talking about bandwidth and frequency man-
agement. That is why we are talking about increased situational

awareness for Battle Command On the Move, as well as fratricide

avoidance.
That is why we are talking about joint-capable systems and not

going our own way. And I just think, specifically from the Army
perspective, but I think on behalf of all the other services, we are
into it.

We are interested in it. And we just want more of it.

Mr. Wilson. Well, again, I want to thank you for your service.

I am excited for you to be in the service as technology is expanding
exponentially and how this can help our troops be more effective

and safe.

Thank you very much.
Mr. Saxton. Thank you, Mr. Wilson.
General Wallace, you just gave me a great segue into the ques-

tion that I wanted to ask. You said that what we have is great. We
just need more of it. Or words to that effect.

And that is good. That is very encouraging.
My question, I guess, is this—it goes along the same line—as I

look back to the last major conflict in the Gulf, 1990 and 1991, we
had a level of capability with regard to systems and communica-
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tions, et cetera. And now today, a little more than a decade later,

we have evolved to something that few people could probably
dream about in the 1990, 1991 theater.

And it gives me rise to question what we will look like some
years ahead; five years ahead or ten years ahead. Because you are
all involved very much on a daily basis with these kinds of ques-
tions, project for us, if you could—let's not try to jump 10 years
ahead. That is impossible.

Let's just say 4 or 5 years ahead. What do you see us looking
like, in terms of capability?

General Leaf. Sir, I would offer, Mr. Chairman, that given that
5 years from now, we will have, by and large, the same systems
that were used in Operation Iraqi Freedom, some new systems,
what we will see is an improvement in machine-to-machine com-
munication to increase the timeliness of data, decrease the error

rate.

We will see better and more prolific user equipment. We will see

concepts for integration that are formalized. They were developed
by the component commanders and their major subordinate com-
manders, like General Wallace in Iraqi Freedom, and worked well.

But we will formalize those concepts. And I suspect that there
will be a move towards multi-faceted situation awareness.
Because what we have spoken today about is kind of one dimen-

sional. We could not even get it in 1990 or 1991, whether it was
imagery, an ATO, whatever the information was.
Now we can get it. We have better access to it. It is more avail-

able, even with the digital divide.

But what we want to do is consolidate, amalgamate, fuse dif-

ferent sources of information, whether it is to build a picture from
historical data or to recognize the nature of a changing situation.

So I would hope that that is where we are headed within 5 years,

sir.

General Wallace. Sir, if I might, I would agree with General
Leaf, if you look forward 5 years, I do not see any dramatic
changes in the equipment that is fielded to the force. I think what
we will see are dramatic changes in our awareness, as based on re-

cent experience, awareness on the part of all the services of the
great goodness of network solutions and the great goodness of joint

application of power across all the services.

I think that our emphasis over the near term needs to be on
training of formations and leaders and development of young lead-

ers who can take advantage of what we have seen in the recent

past and advance those advantages in the future, so that we are

creating both units and leaders that are very adaptable to any situ-

ation on the battlefield, using the technologies that are available

in the very near term.
General Stalder. Sir, I would add to some of that discussion by

saying that in 5 years, I would hope that we could get to a much
lower level of digital architecture in the fighting units and reduce
that digital divide that both General Wallace and I have spoken to,

at least to some degree.
There is a lot of potential in the Unmanned Aerial Vehicle (UAV)

world that, over 5 years' time, I would hope we would start to un-
derstand and see more use of. The integration of these combat sup-
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port applications certainly could be done within 5 years in a way
that would make the warfighters—air and ground—function much
better together, both in planning and execution.

I think you will see continued improvements in joint tactics,

techniques and procedures. The relationships and experiences that
have come from this war will propel all the services to do more of

that and improve on the already good things that they have done.
And hopefully, those systems that are coming in—joint tactical

radio and so on—will arrive, if not sooner, earlier so that we can
pick up on some of these problems, rather than waiting more than
5 years to solve it.

Mr. Saxton. General Rogers.
General Rogers. Sir, I believe that regardless, the globe will

move ahead and we will be more and more connected. The informa-
tion age will not go backwards. We will be more and more con-

nected.

And we will have to acknowledge that our adversaries will be
able to use that same environment and they will. So we must learn
how to operate within that environment better than them, that will

take all of these tactics, techniques, procedures, training and capa-
bilities that have been discussed here.

And I think one of the challenges will be keeping in mind that,

in order to execute, it is always going to be about the people with
mud on their boots and jet fuel dripping on their back and those
kinds of things and being able to provide the command and control

to enable those people the best. I think we will make headway in

certain areas, such places as standing Joint Forces Headquarters
capability to be more ready to command and control of joint oper-

ations.

And I think that we will fill a huge gap at the operational level

that is comparable to what General Wallace talks about. Battle
Command On the Move, deployable joint force command and con-

trol capabilities. We have not had any existing standard, joint task
force headquarters facility, that is deployable to this date.

So we have had to build a different one every time. And those
kind of capabilities will be necessary to operate in an environment
where there will be more information than ever flowing around the
battlefield.

And to give you an example, in World War I, the point-to-point

communication capability was about 30 words a minute. In World
War II, it was about 60.

In Vietnam, it was a little over 100. It was about 192 K in Desert
Storm. I think it was on the order of 800 megab3^es in this oper-
ation. And by 2010, it is projected to be 1.5 trillion words per
minute flowing around the theater.

That is the equivalent of the Library of Congress every minute.
And buried in there somewhere is the information that a battalion
commander or a squad leader or a component commander or a joint

force commander needs.
So you can see, we have a lot of work to do to figure out how

to manage that and operate within it. It will take some investment
to get us there.

I think we are up to it. Our problem generally is that every time
we look out ahead a couple of decades and imagine what might be,
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we just advance the clock a few years and it moves forward a little

quicker.

Mr. Saxton. Thank you.

General Moran. Sir, I think you will see great improvements in

bandwidth management to make that bandwidth more effective.

And really what that translates to is exactly what General Rogers
just talked about, is the more efficient movement of information
and getting it down to the soldier, the sailor, the airman and the
Marine that needs it to make a decision as he or she is engaging
the enemy.
And I think where the challenge is going to be is in the battle

command systems and how we fine tune those systems so they can
present to the soldier, sailor, airman. Marine a relevant common
operational picture that he or she can make a decision on.

Mr. Saxton. You each sound as if you are saying a couple of

things. One is that these systems are going to continue to evolve
and that the systems that are out there today will continue to

evolve closer together.

Is that right? Is that a fair conclusion?
General MORAN. I think so, sir.

Mr. Saxton. Can we expect that maybe we could get some kind
of an overall architecture plan of how this can be expected to hap-
pen in the foreseeable future? You know, Mr. Larsen mentioned
that we reached out, under the leadership of the chairman of the
full committee and myself, a few months ago and reduced by 10
percent, across the board, $2 billion—I guess it was not 10 percent,

$2 billion across the board—expenditures.
And we did it for two reasons. One was that we did not under-

stand where all of this was leading. And we have a better picture

now.
And the second was we needed to get people to talk to us. And

when we decided that $2 billion should be cut, a lot of people came
and talked to us. And we are starting to understand this a whole
lot better now.
But one of the things that we still have not been able to do is

to get a plan laid out, where we can see how at least your vision

is that things are going to evolve together. That seems to us to be
really important.
And I am wondering if we can expect, based on what you are

saying, that all seems to be happening, but we have trouble seeing
the overall architectural plan. Can you help us with that somehow?
General Wallace.
General Wallace. Yes, sir. We can. [Laughter.]
Damn, that is something we all want. I mean, a single, joint ar-

chitecture that makes life easier for all of us is something that we
all aspire to. The road map to getting there, I leave to the techni-

cians on my far right and my far left.

But from a perspective of a warfighter, regardless of service, I

think that is something we all want to get to—a single, joint archi-

tecture which allows us all to communicate and share information
and make decisions in a coherent manner for the
Mr. Saxton. I am asking these questions just for information,

not to be contrary. Why is it so hard?



177

General Leaf. Mr. Chairman, I think it is difficult for a purely
technical reason; and that is, capturing in what we now know as

an architecture both present and future. It is very difficult because
architectures, as you fully appreciate, are extraordinarily intricate.

To capture where we are and then capture, first on a service

level, where we are going and then integrate that with the overall

joint view. I know the Air Force has a warfighting integration di-

rectorate. Air Force XI, and a Chief Information Officer (CIO) who
worked hand in glove to develop that. And we are speaking to the
other services.

I would suggest that, knowing that the Army, Navy, Marine
Corps and Air Force are working that, that through the leadership
of Joint Forces Command and the Joint Chiefs of Staff (JCS) J-6,
we should be able to bring you such a road map, if not a complete
finished architecture.

But I will defer to General Rogers. That is more work for him.
Mr. Saxton. He is going to thank you.
General Rogers. And it is a lot of work, sir. To amplify a bit on

what General Leaf said, this is an immensely complex challenge.

It goes back to what I have said a couple of times here.

It just becomes obvious to me, several times a week. We just now
got this far in the information age and realizing these types of ca-

pabilities. And we make new discoveries every day about what it

means to us.

And it is not like we can just throw up an architecture out there.

It is based on what real people have to do from the trenches all

the way to the top, of reaching back to decision levels here in

Washington and at senior levels coalition.

And when you try to look at how you are going to operate the
capabilities you want to deliver operationally and then try to build
your systems and technical architectures for that, it becomes a
mind-exploding experience. And the ability for hundreds or thou-
sands of people across the services and in the joint commands to

pool together to work this problem has still not worked out all the
details.

I think it is going to be a huge challenge to achieve the single

architecture. But I do not for a minute believe it is unachievable.
As I mentioned before, every time we think about something in

the out years, and think it is X amount of time away, just the very
fact that we conceived of it and put a little brain time on it, we
just advanced the clock. So I cannot tell you exactly when we will

achieve that nirvana vision, but I have great hopes for it.

It is a challenging dilemma.
General Moran. Sir, again, speaking from my current hat within

the Army, I can lay out for you, in excruciating detail, first of all,

what we understand is the DOD architecture, the global informa-
tion grid with its three components of GIG bandwidth expansion,
the Network Centric Enterprise Services (NCES) and the trans-
formational communications architecture.
And I can show you, over time, how the fiiture combat systems,

the war fighter information network terrestrial and the other sat-

ellite initiatives that the Army is investing in, along with the other
services, I can show you how all that stitches together with the Of-
fice of the Secretary of Defense (OSD) global information grid.
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And I can also show you, through the joint battle management
command and control road map, how the Army battle command
systems must be stitched together with the Air Force, the Marines
and the Navy and also satisfy the unique requirements for our spe-

cial operating forces. So the architecture that you are looking for,

I believe does exist. But I am afraid I am not in a position to speak
for Mr. Stenbit and be the one that delivers it to this committee.
But I do feel that there is a vision that certainly we in the Army

are operating in, and ensuring that our systems are interoperable

certainly with the other services, but also are going to be able to

leverage the investments that DOD is making with the Defense In-

formation Systems Agency in both terrestrial and space-based sys-

tems.
Mr. Saxton. Okay. Well, we do not have the advantage of seeing

what you do every day. We have the advantage of having occasions

like this when we get to talk about it a little bit.

And we are wanting to be supportive obviously because the capa-
bilities that we have been able to collectively demonstrate have
been very impressive. But we need to recognize where we have
been and take note of where we have been and recognize what that
means, going forward. And those of us who would, looking at this

situation, still think an overall plan would get us there in a more
effective, efficient, financially efficient way.
So to the extent that we can work with you to understand or at

least gain a better understanding of this evolution which we think
is taking place together, it will help us out a whole lot and help
us make resources available to you to make even further progress.

Anything else? Mr. Wilson.
Well, we want to thank you for being here with us today. This

has been extremely informative. The members asked great ques-

tions and you gave great answers. And we appreciate that.

And we look forward to seeing you again in the future. And keep
up the great work.
[Whereupon, at 1:05 p.m., the subcommittee was adjourned.]
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Good moming ladies and gentlemen. The Subcommittee on Terrorism,

Unconventional Threats and Capabilities meets this moming to assess command, control,

communications, computer, and intelligence systems (C41) interoperability issues and

lessons learned from Operation Iraqi Freedom (OIF). We are also interested to learn

more about how these issues present new challenges in 21" century warfare.

Ensuring that systems work effectively together is a vital issue for the Department

of Defense as it transforms itself into a lighter, faster, more lethal force. Information

technology (IT) plays a critical role in the Department's transformation. The objective is

to decrease the decision making time process—to effectively shorten the sensor-to-

shooter time to deliver rounds on targets.

Network centric warfare (NCW) is an essential element of the DepTtment's

transformation. The foundation ofNCW is to use technology—computers, data links,

networks—to connect members of the armed services, ground vehicles, aircraft, and ships

into a series of highly integrated local and wide-area networks capable of shanng critical

tactical information on a rapid and continuous real-time basis.

NCW's components include: interoperability of various command, control,

communications, computers, intelligence, surveillance, and reconnaissance (C4ISR)

systems. NCW eliminates stove-pipe systems, parochial interests, redundant and non-

interoperable systems, and optimizes capital planning investments for present and future

IT systems. The Subcommittee supports the Department's initiative to attain the goals of

NCW by implementing network-centnc activities and programs.

To provide our warfighters the most accurate real-time information, they must

have the latest command, control, communications, computer, and intelligence systems to

receive and move that data over secure communication links. The key is to have this

information move seamlessly wqthin a chain of command and between the service

commanders.

During OIF, the United States had over 1 70,000 military personnel in theater.

With such a large number of people involved in operations that spanned across several

countries, it was imperative to have real-lime C41 interoperability between the services at

every level to coordinate missions, air-strikes, troop movement, and to prevent fratncide.

(183)
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Interoperability is more than just the individual C4I and weapon systems that

move information to leverage firepower. Interoperability also includes procedures and

techniques. But most importantly, interoperability is about how people—warfighters

—

can obtain real-time access to intelligence and information to make informed decisions in

battle. Information, access to it, and how fast it can be delivered now determines combat

power.

There are several C4I interoperability issues that should be addressed during

today's hearing. These include battle corrmiand on the move—the integration of C2,

intelligence, logistics, force protection, and weapon systems, bandwidth constraints and

satellite communications, and coalition interoperability. These fundamental issues need

to be addressed as the U.S. military transforms to meet and defeat conventional and

asymmetric threats in the 21^ Century battlespace.

Today, we are pleased to have Lieutenant General William Wallace, Lieutenant

General Daniel Leaf, Major General Keith Stalder, Brigadier General Dennis Moran, and

Brigadier General Marc Rodgers testify before the subcommittee on the importance of

C4I interoperability following combat operations in OIF.

Lieutenant General Wallace commanded the U.S. Army's S"' Corps—which
was responsible for the captiu-e and occupation of Baghdad. His headquarters

synchronized the decisive execution of the 3"^ Infantry Division, the lOT' Airborne

Division, the
3'^'' Armored Calvary Regiment, the 82"'' Airborne Division, the 2""^ Cavalry

Division, the 4th Infantry Division, and the 1'' Armored Division, along with the

associated combat support and combat service support under the 3rd Corps Support

Command. Gen. Wallace then assumed responsibility for all of Iraq upon his transition

to the Commander, CJTF-7. Presently, Gen. Wallace is Commanding General for

Combined Arms Center, U.S. Army Training and Doctrine Command, Fort Leavenworth,

Kansas. -

Lieutenant General Leaf served as Director, Air Component Coordination

Element with the Coalition Land Forces Component Commander in Kuwait and Iraq.

Lieutenant General Leaf was the Joint Forces Air Component Commander's

representative to the land component commander. He worked with the Coalition Forces

Air Component Commander to develop the air and space strategy and coordinated close-

air-support missions with the Army. General Leaf acted as the coordinating authority

between the land and air commanders. Presently General Leaf is Vice Commander for

U.S. Air Force Space Command.

Major General Stalder served and continues to serve as the Deputy Commanding
General of the 1st Marine Expeditionary Force (MEF), the command element for all

Marine air, ground, and combat service support operations during OIF. During command
operations he was responsible for the MEF's rear headquarters. From this vantage point.

General Stalder was able to assess the effectiveness of the Corps C4I systems operating
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within the MEF, and those networked to higher headquarters, sister services and coahtion

partners.

Brigadier General Moran served as U.S. Central Command (CENTCOM's) J-6

and was responsible for all programs that provide command, control, and

communications (C3) support to the Commander ofCENTCOM and his staff In

addition, he was responsible for the integration of all C3 support required by the ground,

air and sea components ofCENTCOM. General Moran also provided the plannmg and

execution of the communications architecture for Operation Enduring Freedom (OEF)

and OEF. Presently, General Moran is the Director of Information Operations, Networks,

and Space for the U.S. Army.

Brigadier General Rogers is the Director, Joint Requirements and Integration

Directorate, J-8 for U.S. Joint Forces Command (JFCOM). He is responsible for

integrating the national military strategy with the Department of Defense's planning

programming and budgeting system. His directorate conducts reviews of future

capabilities requirements outlined by the combatant commanders. The directorate

focuses on the degree of interoperability among all force components and then validates

emerging technology for testing through exj)erimentation and demonstration.

Welcome, Gentlemen.
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Meehan Opening Statement C4I

Hearing 10-21-03

Thank you Mr. Chairman.

1 am impressed by the success of our offensive military operations in Iraq,

and I share your view that this success represents the culmination of

extensive investment in advanced command and control systems. I returned

recently from a trip to Iraq. Despite serious misgivings about the way we
are attempting to stabilize and rebuild Iraq, I can personally attest to the

professional dedication of the men and women in uniform. As for

equipment and information systems, it is clear that the joint successes of

Operation Iraqi Freedom are the direct result of investments made five to 10

years ago. That said, however, I also recognize many of the past and present

shortcomings as well as the future challenges.

Information fusion is perhaps the greatest challenge - particularly in the

intelligence collection and dissemination architecture.

Yet the delivery of actionable intelligence from the point of collection to the

people who need to use it is a necessary and vital component of battlefield

success.

There are many other challenges as well, and I hope this hearing serves the

purpose of increasing our focus on the appropriate investments, whether they

are financial or intellectual. 1 look forward to the testimony. Thank you.
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Mr. Chairman, Members of the Committee. My name is Lieutenant General William

S. Wallace, Commanding General for the Combined Arms Center, U.S. Army Training and

Doctrine Command (TRADOC), Fort Leavenworth, Kansas. I appreciate the opportunity to

testify on a very broad area of military capability labeled "Command and Control,

Communications, Computers, Intelligence" or what we mercifully call C4! interoperability in

acronym.

As the commander of the Combined Arms Center, one of my focus areas is Battle

Command (BC). I am the TRADOC's proponent for BC. Also, it was my privilege to

command U.S. Soldiers in our nation's recent invasion of Iraq and the removal of Saddam

Hussein's repressive regime. Relying on that experience and my current role with BC, I

will focus my testimony on "what worked" and "what did not work" in regards to the C41

interoperability in context of Operation Iraqi Freedom (OIF).

It's important that you understand that my perspective of OIF is quite different than

those heard earlier this month from Admiral Giambastiani and Brigadier General Cone.

Their study focus was on the joint/operational level of OIF. As V Corps Commander, my

view was considerably more from the tactical level - the pointy end of the spear.

Inherent at this tactical level is the prosecution of maneuver warfare; characterized

by mobile, widely dispersed, high operational tempo, and simultaneous execution on a

very fluid and non-linear battlefield. More so than at the operational level of warfare, the

tactical level requires C4I technologies that are untethered from fixed architectures. The

tactical level requires mobile command posts and communication networks that can
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support a corps in the attack. Quite frankly, it is at the tactical level that we face our

greatest C4I challenges to achieve the capabilities envisioned for the future force.

It's also important that you know the painstaking efforts that V Corps and the

Department of the Anrty (DA) undertook in preparation for OIF in regards to C4I. In August

2002, the Army had a myriad of different automation architectures supporting command

and control (C2). They ran the gamut from digital screens to plywood boards covered with

maps and acetate.

In recent years Force XXI units, such as 4"' ID, received the lion's share of C4I

initiatives and were fully digitized. Europe and specifically V Corps, was in the midst of our

own C2 redesign to leverage digitization to enhance C2 capabilities. Likewise, the XVIII

Airborne Corps had employed its own unique automation solutions to enhance C2. The

rest of the Army, especially the Reserve, National Guard, and combat service support

(CSS) force structures, had little or no digitized C2 capabilities.

The force configuration necessary for decisive operations in Iraq allocated

underneath V Corps was comprised of units representing diverse and sometimes

incompatible C4I architectures. In order to fight within a cohesive framework of C4I

interoperability, the Army quickly prioritized efforts to patch, modify, and standardize the

existing architectures of the deploying units.

Led by U.S. Army TRADOC, an army of smart guys with resources descended upon

us adapting the V Corps framework for managing our C2 redesign and C4I integration.

We had to get the assembled force on the same sheet of "041 music" in terms of hardware,
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software, and tactics, techniques, and procedures. We focused on developing solutions

for Battle Command on the Move (BCOTM), Common Operational Picture (COP), Blue

Force Tracking (BFT), joint fires integration, integrated air picture, combat service support;

clear voice command net, and collaborative tools.

After seven months of intense C4I integration efforts of fielding, testing, training,

evaluating, and fixing, V Corps crossed the line of departure on March 20*' commencing

the ground war. While not perfect, we had come a long way in terms of C4I. The effort I

just described was nothing short of Herculean, a tribute to military men and women, and

exceptional support from our civilian and contractor work force.

In spite of its success, this experience was very painful and we must prepare better

before crossing the next line of departure. In fact, building upon the lessons learned from

OIF, the Army is committed to leveling the C4I playing field across the current force. And

because we are a nation at war, the priority of effort is going to those units preparing for

the next rotations into Afghanistan and Iraq.

Now, what worked? OIF was characterized by rapid task re-organization across all

echelons to enable exploitatktn of enemy vulnerabilities, and execution of branch, sequel,

and follow-on operations. We made aggressive road marches and maneuvers at

distances and tempos unheard of in previous campaigns, separating lower echelon

combat units beyond Line of Sight (LOS) connectivity to their higher HQs. From my

assault command post, we accomplished joint, operational, and tactical collaboration and

coordination at the battle's forward edge.
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OIF provided a substantial glimpse into the advantage of waging network enhanced

warfare, even as it revealed the limitations of our developing C4I capabilities. The

situational awareness of commanders at every level during OIF exceeded that of any

modem war. Satellite-based Blue and Log Force Tracking with email exchange

capabilities enabled synchronization of command and staff tasks at theater, operational,
.

and tactical levels.

Single channel tactical satellite (TACSAT) at the Corps and divisional levels

enabled broadcast C2 without regard to terrain or distance. Some would say the ground

war was won on TACSAT. Using satellite-based Blue Force Tracking, leaders on the

ground were able to successfully control the furious fight, receive changes to missions,

achieve situational awareness, and navigate unfamiliar terrain using digitized map sheets

that displayed Blue Force locations in near-real time.

I saw more of the fight than I expected to be able to see from my Command and

Control Vehicle {C2V). Enabled with satellite based communications my assault command

post was mobile, responsive, connected, and allowed me to be where I could best

influence the fight anywhere on the battlefield. In the digital environment of my

headquarters, the Common Operational Picture provided exceptional situational

awareness because of our joint interoperability with higher headquarters.

Having the ability to track the theater air picture and theater ballistic missile

launches added to our awareness and provided systems redundancy. Being able to track

the adjacent 1 " Marine Expeditionary Force (IMEF) on the same screen with the same

"iconology" and graphic control measures was essential.
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What worked? Outstanding system products like the Command and Control

Personal Computer (C2PC), Blue Force Tracking (BFT), Automated Deep Operations

Coordination System (ADOCCS), Air Missile Defense Work Station (AMDWS), and the

Advanced Field Artillery Tactical Data System (AFATDS) enabled us to achieve an

unprecedented level of combined and joint arms synergy. Time Sensitive Targets were

deconflicted in a matter of minutes using a Theater-wide Joint Fires Coordination

Information System.

For example, through the eyes of the Unmanned Aerial Vehicle (UAV), transmitted

by Global Broadcasting System, we could observe an enemy artillery battery firing on our

troops, then coordinate over Tactical Voice and single channel TACSAT for its subsequent

destruction by Air Force, Marine, or Naval aircraft in close support of the ground campaign.

What didn't work? As I marveled at how leveraging this information technology

gave me unparalleled control of my battle formations, I also observed subordinate leaders

on the tactical field struggling with the limitations of their static, terrestrial based networks.

Despite the introduction of Battle Command On the Move (BCOTM) capabilities that I

enjoyed in my assault command post (CP), the vast majority of tactical leaders and CPs

enjoyed few on the move capabilities. Most were tethered to a CP and largely dependant

upon line of sight communications.

Case in point. At the corps level the G2 could see individual fighting positions

defending a critical bridge because we had a UAV leading the lead formations. But we

could not get the data down to the unit who was taking the objective because all the CP's
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were moving. It was a deliberate attack at the corps level, but a movement to contact at

the battalion level.

Not having satellite capability, most tactical CPs received connectivity services from

Mobile Subscriber Equipment (MSE). What capability MSB provides is done so at the

Warfighter's expense, as he must trade considerable strategic lift, force protection, key

terrain, tactical flexibility, time of installation, and C4I capability in retum for what is largely

intra-Corps voice and data service for stationary commeind posts that take hours to install.

The Army's MSE tactical network does not effectively support high tempo, 21^ Century

maneuver warfare. It must be replaced as quickly as possible.

The Army must exploit the BCOTM principles proven in OIF. We must invest in the

redesign of CP structures to enable commander centric operations on the move, while

taking advantage of the power of the network. Mobile, satellite networked CPs would have

a smaller footprint. Their satellite-enhanced connectivity could feasibly allow for some

traditional CP functions to be performed from a distant sanctuary or possibly from Home

Station Operation Centers. The CP's smaller footprint could improve its deployability while

saving the combatant commander significant amounts of strategic lift. Those enhanced

CPs would have improved survivability by offering a smaller physical presence on the

battlefield.

No matter how perfect a future network and CP we build, it won't do us much good

until we fix the overarching problem of bandwidth management. Limited bandwidth was a

major issue during OIF. While fixed command and control installations reliably use high-

bandwidth communications, the communications architecture for mobile or semi-mobile
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CPs at the tactical level is too fragile and not robust enough to support our needs. It

effected collaboration, information sharing and in some cases, the Commander's ability to

command. In an environment where competition for limited bandwidth is fierce, we must

seek efficiencies through a more sophisticated management solution. The time to fix

bandwidth problems is now, before we deploy to the next fight.

Once the Army overcomes satellite bandwidth constraints, we can aggressively

address the "Digital Divide" that exists between the operational and the tactical levels of

war. We can extend the power of the network down to the tactical level. Despite our

efforts to realize network enhanced warfare since Desert Stonn, the trigger puller on the

ground still can't tap into the network and realize its benefits. In OIF, this was most

pronounced in dissemination of intelligence infomnation. Despite all the incredible products

at the disposal of my assault CP, we could not get relevant photos, imagery, or joint data

down to the soldier level in near-real time. The opportunity to exploit intelligence to our

advantage, to the advantage of the fire team in contact was lost.

Empowerment of the Soldier on the ground is also crucial to realizing Army

concepts of future warfare in complex terrain. To fight in urban areas for example, our

junior leaders require a high degree of specificity about the terrain and the enemy. Today,

we can't effectively push information down to help the squad leader fight. Terrestrial

based communications limit our warfighting ability under conditions imposed by complex

terrain. Yet full motion video (FMV) taken from a UAV pushed down to the battalion or

company level would give the Soldier on the ground the ability to see the enemy from

multiple viewpoints in relation to the individual enemy fighting positions. With near-real
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time, satellite network connectivity, our junior leaders fighting in complex terrain can

leverage the power of the network and enjoy increased situational awareness.

In summary, Operation Iraqi Freedom proved the effectiveness and potential of

networked enhanced warfare. We know it works. Applying lessons learned, we can

rapidly improve our C4I capabilities by discarding technology and concepts that did not

work and pursuing those that did. The Battle Command on the Move concept works, but

we need to build the Command Posts to support it. Satellite based communication works;

but we need more bandwidth to push the synergy of network enhanced operations down to

the tactical level. Once we overcome the "Digital Divide," when we can connect the

synergy of network enhanced operations to the soldier in the dirt, we can be confident that

we have done our very best to ensure his success on the modem battlefield.

But please understand and always remember that regardless of the improvements

we gain and the networks we build, warfare in the 21*' Century will remain lethal, up close,

and personal. The American Soldier, supported by family and nation, will be our most

treasured and lethal weapon. His bravery, heroism, sacrifice and compassion will continue

to be our inspiration.
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Mr. Chairman and members of the Committee:

On behalf of the outstanding men and women of the United States Air

Force, thank you for this opportunity to appear before you today. It is a

privilege to testify on Command, Control, Communications, Computer and

Intelligence (C4I) Interoperability: New Challenges in 21"' Century Warfare.

I had the honor to help defend this great nation during Operation Iraqi

Freedom (OIF) as Director, Air Component Coordination Element with the

Coalition Forces Land Component Commander in Kuwait and Iraq. I want to

thank all of you for your continuing support to the armed forces.

The Armed Services have made remarkable advances in interoperability.

Since Operation Desert Storm, we have solved several major problems-timely

sharing of tasking orders, common situational awareness tools and improved

communications. We embrace a common operating environment that enables

communication among component commanders and coalition forces through

classified computer networks and video teleconferences. These advances are

mandated to us through the joint community and codified in Chairman of the

Joint Chiefs of Staff Instructions (CJCSI) . Our requirements are driven by

key performance parameters to ensure interoperability.

Beyond technical interoperability is what I label "conceptual

interoperability.' The secret to success in OIF was the working relationship

between the Coalition Forces Air Component Commander, General Michael

Moseley, Coalition Forces Land Con^onent Commander, Lieutenant General David

McKieman, Coalition Forces Maritime Component Commander, Vice Admiral

Timothy Keating, and the Commander of Special Operations, Brigadier General

Gary Harrell. This team of commanders demonstrated the understanding and

appreciation for the missions and assigned tasks of each service in coalition

warfare. They understood conceptual interoperability is more than the

capabilities of individual weapons systems and the associated tactics,

techniques and procedures

.
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Conceptual interoperability is when we foster teainwork. As a warrior,

trust is crucial . We have learned the hard lesson that we must cooperate to

overcome the competing priorities in warfare with overlapping and integrating

capabilities. The commanders in OIF balanced their individual perspectives

to achieve the objectives established by the President. For example. General

Moseley knew that destroying enemy air defenses was paramount to the 3'^''

Infantry Division's march to Baghdad. He directed the systematic destruction

of Iraqi surface-to-air missile systems through the "kill chain" process.

Coalition forces would find, fix, track, target, engage and assess through

persistent air and space superiority. This enabled the land component

freedom to operate their forces and achieve tactical advantage over opposing

ground forces.

Finally, I must acknowledge that C4I Interoperability is a product of

smart, young troops in the field. Their innovative use of technology in a

disciplined manner is vital to our success. Our ability to use software to

chat and collaborate with each other improves our lethality. As an example,

FalconView software is a simple map program that runs on a standard personal

computer. It not only allows aircrews to mission plan at the tactical level

but also allows us to share flight routes, threats and imagery with the other

components improving situational awareness.

We recognize we must continue to move forward through service

partnerships. We are committed to partnerships at the most senior service

levels to cultivate good behavior patterns amongst all ranks. We are also

committed to developing new technologies. Blue Force Tracking is a possible

joint tool to help with combat identification of friends or foes. As we move

forward in the 21" Century, our interoperability is necessary to meet the

challenges of tomorrow. We appreciate your continued support. ^.

Again, I am honored to appear before you and look forward to your

questions.
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Mr. Chairman and members of the House Armed Services Committee, thank you for this

opportimity to appear before the committee to discuss the First Marine Expeditionary Force's

experiences and observations fi-om Operation Iraqi Freedom (OIF).

I. INTRODUCTION

As discussed in previous Marine Corps testimony to the House Armed Services

Committee, the I Marine Expeditionary Force (I MEF) is structured according to Marine Corps

doctrine as a Marine Air/Ground Task Force (MAGTF). The MAGTF consists of four integrated

elements; a command element, a ground combat element, an aviation combat element, and a

combat service support element. I MEF is composed of the MEF command element, the First

Marine Division, the Third Marine Air Wing, and the First Force Service Support Group. This

combined-arms team trains as a MAGTF, deploys as a MAGTF, and is employed across the

spectrum of conflict as a MAGTF. The MAGTF is an inherently flexible, scalable force that can

be sized to meet any contingency. The MAGTF that participated in OIF consisted of the MEF's

four organic subordinate commands, listed above, and expanded to include the 1^' (UK) Armored

Division, Task Force Tarawa (formed around Z*"* Marine Expeditionary Brigade, fix>m Camp

Lejeune, NC), the 1
S"" and 24* Marine Expeditionary Units, the 11* Marine Expeditionary Unit

Command Element, the 1st MEF Engineer Group, and several attached units from the United

States Army. In its totality at the height of OIF, I MEF consisted of over 86,000 Marines,

sailors, and soldiers. During OIF, I MEF was directly subordinate to the Combined Forces Land

Component Command (CFLCC - 3d US Army). Despite the size and complexity of this force, I

MEF's success during OIF once again reinforced the flexible, scalable nature of the MAGTF

concept.
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II. MAGTF COMMAND AND CONTROL

C4I is first and foremost about people and enhancing their ability to accomplish the

mission in a complex, rapidly changing, and dangerous environment. The Marine Corps' view

ofCommand and Control (C2) is based on the common understanding that all Marines have of

the nature of war and our warfighting philosophy. It takes into account both the timeless features

of war, as we understand them, and the TTP's, processes, and hardware available to prosecute

the battle. Our doctrine provides for fast, flexible, and decisive action in a complex environment

characterized by friction, uncertainty, fluidity, and rapid change. Since we recognize that

equipment is but a means to an end and not an end in itself, our doctrine is independent of any

particular technology. In fact, the cornerstone ofMAGTF C2 is not equipment at all, but rather

the individual Marine. No amount of technology can reduce the human dimension of war.

Central to this doctrine are the concepts ofthe single battle, mission-type orders, and

integrated planning. The single battle concept provides a focal point for MAGTF planning and

execution; it emphasizes that all elements of the MAGTF engaged in either the deep, close, or

rear fight execute according to the MAGTF Commander's desired endstate. Mission command

and control relies on the use of mission-type orders, by which commanders assign missions and

explain the underlying intent (Commander's Intent), but leave subordinates as free as possible to

choose the manner of accomplishment. Mission C2 leverages centralized, integrated planning

and decentralized execution at the maneuver unit level. Integrated planning includes subordinate

command planners in the MAGTF planning team to ensure a common understanding of the

mission requirements and thorough coordination. It leverages limited planning time to allow

disparate elements of the MAGTF to plan concurrently. These central concepts empower



203

subordinate commanders to exercise maximum initiative, capitalize on situational opportunity,

and maintain the tempo ofMAGTF operations.

III. C2 SYSTEM HIGHLIGHTS

Effective MAGTF C2 systems are characterized by their flexibility, ability to support

expeditionary operations, robustness and redundancy, interoperability, and the ability to provide

reach-back to organic, theater, and national agencies. Development of an effective system will

result in shared situational awareness of the mission, the enemy situation, friendly actions and

locations and the environment. This merging of shared information is ofien referred to as a

Common Operational Picture (COP). It allows greater initiative, speed, and freedom of action.

Command and Control systems effectively employed during OIF were able to convey

Commander's Intent, disseminate orders, reports, overlays, and intelligence, and support

constant communications among and between the M£F Commander, his subordinate

commanders, and higher and adjacent units. Detailed planning between elements of the MEF

staff and the subordinate commands enabled stable and redundant communications throughout

the conduct of OIF, despite unprecedented network complexity and operational distances.

Specifically, the MEF C2 architecture easily incorporated Task Force Tarawa, and the 15* and

24* MEU's into a cohesive whole. Combining the well-planned and scalable architecture with

proven tactics, techniques, and procedures, 1 MEF C2 supported the successful accomplishment

of the Marine Corps' mission during OIF.

In order to support these C2 systems, the MEF and its major subordinate commands

incorporated several recently fielded communication technologies. Among these were the

Secure Mobile Anti-Jam Reliable Tactical-Terminal (SMART-T), the Tactical Data Network
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(TDN) gateway, the Digital Technical Control (DTC) facility, and the Deployable KU Earth

Terminal (DKET). Overall, these new technologies were a great success story and contributed

significantly to the MEF and Major Subordinate Command (MSC) Commander's ability to

command and control forces in combat.

The SMART-T, a HMMWV-mounted mobile satellite terminal, designed and fielded to

provide a satellite communication path to the regimental level, exceeded all expectations. With

this expeditious satellite terminal, regimental commanders were able to stop, set up, and establish

secure tactical phone connectivity with the Division Commander, often within 10 to 15 minutes.

The employment ofthe TDN/DTC combination and its inherent multiplexing capability

enabled the MEF to establish the most complex and extensive communication architecture the

Marine Corps has ever employed in combat. From the start ofcombat operations on 20 March

2003 to the cessation ofmajor combat operations on 1 May 2003, this system completed 2.5

million tactical telephone calls, over 240 video and audio teleconferences, over 700 video

TS/SCI video teleconferences over the Joint Military Intelligence Communications System, and

innumerable secure and unsecure e-mail transmissions. Leveraging these new communications

technologies, the MEF Commander was able to conduct twice-daily teleconferences with his

subordinate Commanders, and the MEF Staff was able to conduct nimierous daily video

teleconferences with CFLCC (our higher headquarters), and with the MEF Home Base Staff at

Camp Pendleton.

The TDN/DTC combination also facilitated the Secure Internet Protocol Router Network

(SIPRNET), which supported the MEF's primary Command and Control Applications, including

the Global Command and Control System (GCCS), the Intelligence-Operations Systems (lOS),

and Command and Control PC software (C2PC). One great leap in capability the MEF gained
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since the days of Desert Stoim was the addition of Blue Force Position-Location Information

(PLI). Unit PLI, when aggregated across the force, showed the location of selected units in real

time, permitting commanders at all levels the ability to watch the battle unfold. GCCS, lOS, and

C2PC received and processed data from Blue Force Tracking (BFT) devices such as the Marine

Corps' Mounted Digital Automated Communications Terminal (MDACT) and a system called

MTS-201 1 both ofwhich produced unit blue force PLI. This data, when added to the enemy

position-location information delivered by the intelligence community, was the basis for the

COP for the MEF.

Additional intelligence dissemination was accomplished through the use of the Trojan

Spirit II (TS), which was fielded down to the regimental level. TS enabled the regiments to cany

with them a rapidly deployable Secure, Compartmented Intelligence communications system

with which they could pull theater and national data and analysis products that would have

otherwise been unavailable.

Comphmentary to the Trojan Spirit was the Global Broadcast System (GBS). This

system relieved the burden on our transmission and data networks by providing additional

bandwidth, thereby enabling the MEF to receive various intelligence products such as real time

video and imagery products.

Other warfighting information was disseminated between the MEF, higher headquarters,

and other commands via web-based technologies. This information, including operational orders

and overlays, daily intelligence data, and reports, provided the conunon information frameworic

for the MEF. This critical technology lowered internal friction by reducing required reports and

allowing warfighters to focus on leading Marines instead of answering requests for information

from higher headquarters.
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I also want to highlight one of our big successes, which was the creation of a deployable

MEF Combat Operations Center. This center provided operational flexibility to the MEF

commander and fulfilled our C2 requirement for a mobile, expeditionary, survivable, and

effective command post. We are working with our Systems Command who helped us construct

this command post to incorporate lessons learned into our program of record, the Unit Operation

Center (UOC).

Marine Command and Control must be expeditionary in order to succeed. Traditionally

coming from the sea, the Marine Corps has never conducted sustained combat operations so far

inland. Our Command and Control facilities and equipment required tactical and operational

mobility greater than that previously envisioned or expected and performed remarkably well

under the extremely harsh environmental conditions of Kuwait and Iraq. Particularly noteworthy

were the sustained performance of our satellite and terrestrial transmission systems.

Interoperability of our C2 systems was critical due to the joint natin^ of this operation and the

introduction ofUK forces. One application that greatly aided interoperability across the joint

force was the use ofC2PC software. This software, which displays and manages the COP,

creates and disseminates operational overlays and other graphics, and provides a common

baseline for warfighters, was deployed at every echelon ofcommand from CENTCOM down to

the individual Battalion to include UK forces.

The robustness of our network allowed us to establish reach-back. Reach-back is the

ability to use the communication network to draw critical information from sources far from the

forward edge of the battlespace. Reach-back, to both airfields and command posts in Kuwait and

national assets in CONUS, was a requirement for the MEF command element. It was planned

for and incorporated into the overall MEF C2 architecture. This robust commxmications
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architecture engineering, and availability ofSATCOM (i.e. commercial and military) greatly

increased our reach-back capability. This gave us the edge by enabling support from our home

base at Camp Pendleton, CA and national agencies in CONUS. Future operations will require a

greater need for satellite communications and expanded use of both military and commercial

satellite systems. Our recent fielding of the Lightweight Multi-band Satellite Terminal (LMST)

provides us with the capability to leverage both commercial and military satellite systems with a

single terminal.

IV. C2 SYSTEMS IN EXECUTION

I MEF validated its C2 philosophy and systems architecture prior to combat operations

through the conduct of three Command Post Exercises (CPXs). Exercises Lucky Warrior 1 and

2, and Internal Look thoroughly tested our C2 architecture and systems in simulated combat

conditions in the CENTCOM AOR. More importantly, they helped I MEF develop the close

working relationship required for combat with our higher, adjacent, and attached units.

Although we planned, established and refined the most complex and advanced C4I

system the Marine Corps has ever used, it remains clear that our best "C2 System" was our

Marines. Upon reaching our staging areas, 1 MEF sent liaison cells (including operations, fire

support, and intelligence Marines) with conmiunications and C2 equipment to our attached UK

forces, our adjacent Army units, and our Higher Headquarters. These trusted liaison officers

fulfilled the critical role of communicating the MEF Commander's intent at all echelons. In

particular, the liaisons to the attached First UK Division brought robust C2 systems and

communications support that provided the primary method to communicate situational awareness

data, such as the Common Operational Picture (COP), cleared intelligence products, and all the
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other benefits that a complete connection to the SIPRNET brings. These liaisons also provided

real-time friendly force Position-Location Information (PLI) to the UK Forces. This data,

overlaid on the UK's own paper-map based processes, provided the common Situational

Awareness required across the force. Finally, these liaisons provided a crucial targeting

intelligence function both to and from the UK. It is clear that no C2 system can take the place of

a Marine who won't take no for an answer.

During major combat operations, the MEF Command Post maintained operational tempo

by displacing three times, moving a total distance of 700 kilometers, while never losing positive

Command and Control of assigned forces. In fact, our C2 systems were so robust that we easily

passed conunand and confrol functions from Jalibah, Iraq to Commando Camp, Kuwait during

the worst Iraqi sandstorm in 20 years. As further evidence of our flexible C2, the First Marine

Division Command Post moved nineteen times during combat operations. Meanwhile the Third

Marine Air Wing established twenty-two Forward Aiming and Refueling Points and supported

six airfields in both Iraq and Kuwait simultaneously. The Force Service Support Group

conducted six Command Post Displacements. Finally, Task Force Tarawa and both 15* and 24*

MEUs were well integrated into the force and conducted similarly effective operations

throughout their battlespace.

Logistics convoys traveled over unprecedented distances in this theater, stretching our

C4I architecture to its physical limits. As an example, reaction forces were in some

circumstances limited by the range of line-of-sight communications. Logistics operations were

supported by a combination of Iridium satellite phones. Blue Force Tracker Systems, and an

extensive terrestrial communications infrastructure built as the MEF moved toward Baghdad.
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V. OBSERVATIONS

The Marine Corps installed, operated and maintained the largest and most complex C4

architecture in the history ofthe Marine Corps, which required 80% of the Marine Corps'

communication assets and augmentation ofcommercial satellite resources. These assets

supported both Marine Corps and British coalition forces. The scheme of maneuver, distances

covered and speed of advance imposed significant demands on all echelons of the MAGTF and

required a rehable and flexible command and control architecture.

The overall consensus from commanders at every level was that communications worked

very well. Most noteworthy was the sustained performance and reliability ofmany of the newly

fielded communication systems despite an extremely challenging environment. Critical data

services were provided using the newly fielded Tactical Data Network (TDN) and both voice and

data circuits were routed using the Digital Tech Control (DTC) facility. With the increased

demand on beyond line of sight communications systems such as Iridium Satellite phones and

the TRC-170 radio systems, the newly fielded SMART-T provided critical bandwidth within the

MAGTF. The SMART-T in particular was essential in providing voice and data services

between the Division Headquarters and subordinate units. Most of these systems remained on

line for the entire duration of the operation from the initial deployment of forces through combat

operations and retrograde.

The systems providing the COP were critical in unifying situational awareness

information across the MEF. However, these systems began to reach their limit. Specifically, as

the number of tracks increased to beyond several thousand, our systems began to get saturated.

The Global Command and Control System (GCCS) must be upgraded to accommodate the

increased number of tracks.

10
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Combat Identification (CID) remains problematic, but it continues to be our top concern.

The MEF continues to have an enduring requirement for an active Combat Identification (CID)

system that enables our Marines to identify friendly forces from foes or non-combatants at the

point of decision. CID components are distinguished from those systems that provide Battlefield

Situational Awareness in that CID must be applied to each Marine and vehicle and work from

the shooter to the potential target. CID must have both an air-to-ground and ground-to-ground

component. We must continue to press for an end-to-end joint solution.

Another system employed was the MTS-201 1 , Blue Force Tracking device, which

allowed adjacent Marine, Army and UK units to see the current position of adjacent units. While

the MTS system was a success because of its satellite-based communications pathway, it uses

commercial satellite and encryption capabilities that are pending National Security Agency

(NSA) certification. As a result, it could not be seamlessly integrated into our COP. Therefore,

MTS-equipped units could only see other MTS unclassified feeds, eliminating their ability to see

classified track data.

The M-DACT, our program of record for blue force situational awareness/blue force

tracking, provided a secret high capability and visibility of the entire COP. However it was

dependent on the Enhanced Position-Location Reporting System (EPLRS), which is a line of

sight data radio. Due to the size and scope of the MEF operational area and the rapid advance of

our maneuver units we exceeded the line of sight capabilities of the EPLRS network. Because of

the vital role EPLRS plays in our tactical data network, we are developing a beyond line of sight

EPLRS bridge called the Ship-To-Objective-Maneuver (STOM) Bridge. This bridge will extend

the reach of this vital tactical data network. In addition to this effort the Joint Requirements

Oversight Council has directed the Army to lead a joint effort to identify the most effective and
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efficient means to achieve Joint Blue Force Situational Awareness (JBFSA). The Marine Corps

is actively involved with this effort and heads the programmatic development efforts to support

this initiative.

As operational planning commenced it became evident that the network being developed

would require the latest in computing technologies. We had new systems (e.g. TDN) being

fielded with commercial components that required upgrading to satisfy our expanded

requirement from the original specifications. Too often, the length of time to field a new piece

of hardware is excessive. We must continue to refine our acquisition process to increase its

flexibility to accommodate new technology enhancements and changing requirements.

Like all US Forces undergoing transformation, the MEF is getting more digital with

every passing day. This transformation requires us to also transform how we train our Marines

to keep pace with these advancing technologies. Training our Marines must continue to be the

priority as we move forward into this dynamic net-centric environment. Our Training and

Education Command recently established a C4 Center of Excellence to provide a training

continuum for our Marines to keep pace with the advancing technologies.

Digital communications on the move is another area that cj^itured our attention.

Specifically, mobile units require Situational Awareness and threat intelligence data. Equally

stressing is the digital divide, the line between those larger units that have large bandwidth

satellite connectivity and those disadvantaged smaller units that have only line of sight

communications. The Future fielding ofSATCOM systems like the Mobile User Objective

System (MUOS), Transformational Communications, and Joint Tactical Radio System (JTRS)

will help reduce the Digital divide between those forces at the MEF and Major Subordinate

12
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Commands, while providing much better data to those maneuver elements that need it most at

the fighting edge.

Significant progress has been made and continues in the joint requirements arena to

develop joint concepts of operations and architectures - that's the good news. However, a

number of difficult legacy interoperability challenges still remain to be overcome. Here are a

few examples we faced, but successfully conquered through some hard work and compromise.

The Theater Battle Management Core System (TBMCS) allowed the MEF and 3"* Marine Air

Wing to process the Air Tasking Order (ATO) in real time. Having visibility on individual

missions permitted a greater control of the effects of airpower, delivering better results more

quickly. While this system provided a dramatic improvement from Desert Storm in the ability to

disseminate, view and manipulate the ATO, TBMCS was not completely integrated with other

fire support systems. Specifically, ATO information was inconsistent between air and ground

systems. Additionally, TBMCS was difficult to set up and use. Also, the Army's All-Source

Analysis System (ASAS) did not share intelligence information with the Joint-standard USMC's

T0Sv2. As a result, the USMC had to field an ASAS terminal into our inteiligence section in

order to effectively share and exchange information. Further, the CFACC used a third system,

the Intelligence Targeting System that was not fully compatible with either the Army or Marine

Systems. Similarly, AFATDS, a system designed for fire support at the Division level and

below, was pressed into service as the primary fire support system at the CFLCC level. At Corps

and above level, AFATDS functionality is limited by system design. Instead the MEF used

ADOCS to get the fiinctionahty the MEF required.

Operating with our coalition partners offered unique challenges as well. Although the

current coalition information sharing system of choice (i.e. CENTRIXS) allowed us to exchange

13
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information, technical and procedural obstacles impaired our operational effectiveness. We must

continue to pursue multi-level seciu-e solutions that allow us to seamlessly operate with our

coalition partners in the future without requiring multiple networks. The alternative is to provide

them access to our classified networks.

VI. SUMMARY

The application of C4I contributed to the success of I MEF during OIF. More than any

other contributing factor, this success was due to the efTorts of individual Marines and the proven

tactics, techniques and procedures developed over time. Once again, our best C2 system was our

Marines. The combination of our systems and people allowed for better Command and Control,

shared Situational Awareness, a faster operational tempo, effective destruction ofknown enemy

elements, and rjqjid victory. As we continue to find ways to improve systems interoperability

and reduce acquisition times, we will further enhance our effectiveness in joint and combined

operations.

14
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STATEMENT BY
BG (PROMOTABLE) DENNIS C. MORAN

ON C4I INTEROPERABILITY: NEW CHALLENGES IN 21''

CENTURY WARFARE

Introduction

Mr. Chairman and members of the subcommittee, thank you for the opportunity

to provide testimony describing Operation Enduring Freedom (OEF) and

Operation Iraqi Freedom (OIF) C4I Lessons Learned based on my experiences

as the CENTCOM J -6 from June 2000 thru June 2003.

Background

Prior to 9/11, the US Central Command (USCENTCOM) Area of Operation

(AOR) was an "economy of forces" theater. The mission set revolved around

enforcement of UN sanctions issued after Operation Desert Storm. Force levels

in the theater hovered around 25,000 sailors, soldiers and airmen. The

communications architecture to support the missions was austere, consisting of

tactical satellite communications and a small amount of commercial satellite

support. Much of this communications equipment had remained in place after the

end of Operation Desert Storm due to the lack of a suitable commercial

infrastructure in the theater. The headquarters in Bahrain, Kuwait, and Saudi
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Arabia were relatively small and required minimal cx»mmunications services to

execute their mission.

The modest funding levels only permitted limited improvements to this

communications infrastructure. However, the communications infrastructure was

sufficient to accomplish the mission and provide the Commander of

USCENTCOM the minimum essential command and control capability required.

\ -

C4i Architecture—Operation Enduring Freedom (OEF)

Execution of combat operations in support of OEF came quickly after 9/1 1/2001

.

The operations plan that was hastily developed for OEF moved additional

combat forces into the theater to locations the command had never envisioned

occupying. Operational imperatives also dictated a different force mix in much

greater numbers than anticipated. This force mix and C4 requirements in

austere locations mandated an immediate expansion of the communications

architecture in an ad hoc manner to meet these emerging requirements. Using

the existing command post structure as a baseline, USCENTCOM grew a

communications network to meet the minimal essential command and control

requirements of Operation Enduring Freedom. As combat operations moved into

their steady state in early 2002. a critical investment for a stable, long-term

communications infrastructure in Afghanistan was made to support the stability

operations and to sustain the remaining combat operations.
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USCENTCOM, in coordination with the US Army and US Air Force, invested in a

modest amount of commercial Ku- band satellite bandwidth to augment the

military satellite bandwidth available in the theater. This investment allowed

USCENTCOM to increase communications connectivity between key command

posts that now extended into Afghanistan and Uzbekistan. The investment also

gave the USCENTCOM Commander a significant increase in command and

control capability.

Now, almost two years after the end of major combat operations in Afghanistan,

there is a robust and resilient communications network in place to support current

operations in that part of the theater.

Preparation for Operation Iraqi Freedom (OIF)

As the plan for OIF came together, it was apparent that the ground, air, naval and

special operation forces would require a significant amount of satellite

communication capacity using all bands across the spectrum to satisfy their

mission requirements. USCENTCOM, in coordination with the Defense

Information Systems Agency (DISA), the Joint Staff, and the services, took the

necessary actions to move all available military satellite systems into a position

that allowed USCENTCOM forces to utilize them. In addition, the services made

investments in commercial Ku-band satellites to satisfy the requirements at the

stationary command posts. This allowed military satellite bandwidth to be used

at the mobile and more tactical command posts.
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DISA invested in several long-term fiber optic cable leased lines between

numerous Middle Eastern countries and Europe to reduce the dependence on

satellite communications. This investment strategy reduced the cost for

expensive satellite bandwidth, and improved the performance of several critical

command and control software applications.

As the Army conducted an analysis of its planned scheme of maneuver, it was

determined that the existing tactical communications systems would not be able

to keep up with the expected speed of advance and dispersion of the combat

forces. Thus, the Army developed a commercial satellite solution that could be

installed on critical command and control vehicles that would give the tactical

commanders the connectivity and bandwidth required while dispersed, beyond

line of sight, and on the move. ,, ^ ^ .-, . t^: ,

Key OIF Lessons Learned from the J-6 CENTCOM Perspective

1) Beyond Line-of-sight (BLOS) Communications.

The current family of US Army communications systems was designed to

support the Cold War scenario. These systems were created to operate in

a European theater and based on a maneuver scheme to defeat the

Soviet Military. As such, the Mobile Subscriber Equipment (MSE) system,

- which is currently fielded to Army forces, relies on a grid network of line-of-

sight connected node centers to link command posts at all levels. In order
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to ensure a command and control capability, commanders are tied to this

relatively large, inflexible, and immobile infrastructure, which limits their

agility, speed, and distance between command posts.

As a lesson learned in OEF, operations in Southwest Asia are highly

reliant upon beyond line-of-sight communications. The distances between

command posts at all levels (strategic, operational, and tactical) greatly •

exceed the line-of-sight capabilities of the current communications •

equipment fielded to the US Army and the US Marine Corps.

To ensure consistent connectivity during OIF, senior commanders utilized

single channel (25 KHz UHF) tactical satellite (TACSAT) assets while on

the move and fell back on military X-band and commercial Ku-band

TACSAT on the hal. This hybrid solution, though heavily dependent on

commercial assets, proved invaluable in providing the robust, available on

demand, communications data and voice links required by the Corps

Commander down to his Division and Brigade TOCs.

2) Battle Command on the move.

US forces fully expected that movement of combat formations from the

Kuwaiti border to the city of Baghdad would be swift. This speed of

maneuver produced distances that exceeded the capability of today's
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tactical radio systems normally assigned to these formations and hindered

effective communications between tactical headquarters.

The Army, In response to this requirement, fielded Blue Force Tracking

(BFT), a Force XXI Battle Command Brigade and Below (FBCB2) system

that would allow V Corps to execute "battle command on the move"

utilizing commercial L-band satellites. L-band connectivity was chosen

because it could quickly be leveraged to provide a data connectivity path

to 3^^ Infantry Division given the compressed time constraints and exigent

requirements of Operation Iraqi Freedom.

Blue Force Tracking permits low bandwidth connectivity over greater

distances than had been doctrinally perceived to be within the realm of the

possible. This connectivity allows the BFT equipped units to be visible on

the Common Operational Picture (COP), which makes their location

visible, in near real- time, at all levels. This provides the combat forces

with a high degree of situational awareness, letting the units fight digitally

enabled. This also produced the positive aspect of friendly force

identification on the battlefield, which drastically reduced the possibility of

fratricide in this norvlinear fight. The Blue Force Tracking capability was

critical to the success of 3^*^ Infantry Division and V Corps as they moved

to Baghdad.
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3) Importance of Coalition Information Sharing.

Operation Iraqi Freedom was executed with both the British and Australian

combat forces playing an integral part of the scheme of maneuver. Both

of these nations contributed land, air, and special operating forces to the '

campaign. These forces were, in many cases, integrated into the US

formations. This type of integration mandated a level of information

sharing and interoperability to achieve success.

Coalition forces required an unprecedented amount of operational and

intelligence information to ensure they maintained an adequate level of

situational awareness during combat operations. USCENTCOM, in

coordination with the Office of the Assistant-Secretary of Defense-

Network and Information Integration (ASD-NII), developed a coalition

information sharing system called Coalition Enterprise Regional

Information Exchange System (CENTRIXS). This system provided a

variety of command and control computer applications , and allowed British

and Australian tactical forces to receive the operational and intelligence

information they required to execute operations. This computer based

data network was fielded down to the brigade level in British fonnations

and made available to Australian liaison officers working in the operation

centers of US forces.

Conclusion
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The US Army continues to take an analytical look at the lessons learned from

Operation Iraqi Freedom to determine what adjustments must be made. The

Army is thoroughly reviewing the force development areas of Doctrine,

Organization, Training, Materiel, Leadership and Education, Personnel, and

Facilities (DOTMLPF) to improve our capability. The Army is continually trying to

improve the force development cycle. The goal is to enable immediate changes

that improve near-term combat capabilities, as well as better position itself for

future success through stable longer-term research and development programs.

The Army is in the midst of a two-pronged operation that will be ongoing for the

foreseeable future. Fighting the Global War on Terrorism with the current 041

systems while simultaneously over-watching the development of the Future

Force, which In itself is part of the largest transformation in both Army and DoD

history, and can only be successful if adequately resourced. What is clear is the

need to invest in both emerging technology and emerging operational concepts

that will make our forces more combat effective. The future war fighter will face a

very cunning and adaptive enemy that practices asymmetric war fighting

techniques more so than conventional. They will face-off on a non-contiguous

battlefield separated by enclaves spread out over vast distances. The war fighter

is looking to the signal community to provide a global interoperable, integrated

network, which allows distributed planning and decentralized execution down to

the individual soldier. The analysis that is underway within the services will
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ensure that we are in a position to make improvements on the Joint C4I

architecture and the systems that support that vision.

10
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Mr. Chairman, distinguished Members of the Committee, I am honored to

testify on U.S. Joint Forces Command's role in Joint Battle Management

Command and Control. '
•

-'

Let me open by assuring the Committee that U.S. Joint Forces Command is

focused on strengthening Department of Defense cajiability to execute battle

management command and control for our forces engaged in joint operations

world-wide.

To achieve this goal, U.S. Joint Forces Command continues to maximize

the Nation's future and present military capabilities by advancing joint

concept development and experimentation, identifying joint requirements,

ensuring interoperability, conducting joint training, and providing ready

forces and capabilities - all in support of the Combatant Commands. Command

and Control is fundamental to all of these efforts.

Joint Forces Command is a dynamic command that learns from and works

with our partners throughout the Department to lead continuous evolutionary

and revolutionary improvements in command and control. These collective

efforts advance U.S. warfighting capabilities and enable continued success,

including rapid, decisive military action.

In this regard, USJFCOM has received new authorities to ensure

interoperability and integration of joint, coalition, and interagency

capabilities in support of on-going military operations. In January 2003,

internal Pentagon documents directed expanded responsibilities for Joint

Forces Command in establishing Joint Battle Management Command and Control

(JBMC2) requirements, identifying system-of -systems capability requirements

and ensuring the integration and interoperability of JBMC2 capabilities. In

this expanded role, JFCOM will lead JBMC2 mission and capability area
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requirements to include: concepts, integrated architectures, systems

interoperability eind integration efforts, training and experimentation.

These important aspects of JBMC2 will allow us to develop the overarching

framework for joint command and control capabilities which will guide our

future systems acquisitions, provide a basis for interoperability and

integration of our legacy system capabilities, and allow a reference for

prioritizing near term solutions to capability shortfalls.

Additionally, USJFCOM has assumed oversight responsibility for the

Deployable Joint Commcind aind Control progreim and the Single Integrated Air

Picture, with expaoided responsibilities for the Family of Interoperable

Operational Pictures. This will allow Joint Forces Coiranemd to integrate

progreums and initiatives within the Joint Battle Management Command and

Control arena and ensure joint requirements are funded and addressed on a

priority basis.

In parallel with these new JBMC2 authorities,^ our Joint

Interoperability and Integration Office (JI&I) efforts will continue to

deliver solutions to interoperability challenges by working closely with

Combatant Commanders, Services and Defense Agencies to identify and resolve

joint warfighting deficiencies. JI&I's current efforts support military

operations by fielding:

• Interoperable capabilities between US Army and US Marine Corps ground

commander Command and Control elements

• Collaborative planning and coordination capcibilities for the Combatant

Commanders

• Improvements to Joint Task Force information assurance euid information

management
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• Adaptive mission planning and rehearsal capabilities for the Combatant

Commanders

Additional JI&I efforts that directly support the commanders of

Northern, Central, Pacific and Special Operations Commands in the near future

include fielding capabilities for:

• Joint Task Force (JTF) situational awareness, a Common Operational

Picture (COP) , and enhanced integration of the Joint Deployment

• Integrated joint targeting, and intelligence analysis

• Integrated Joint Intelligence, Surveillance, and Reconnaissance (ISR)

• Integration of Distributed Common Ground System multi-intelligence

sources

New authorities under JBMC2 provide for an expansion of JI&I's mandate

to increase operational through tactical level joint integration of the

following capabilities: ^

• Common Operational and Tactical Pictures

• Combat Identification

• Situational Awareness

• Adaptive mission planning and rehearsal

• Interoperability among service intelligence systems

• Interoperable joint fires, maneuver, and intelligence

• Integrated Joint Battle Management Commeind & Control

This new emphasis will bolster U.S. Joint Forces Commauid's ability to deliver

near-term enhancements to our joint force command and control capabilities.
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The need for this comprehensive approach to JBMC2 is validated by some

of the command and control lessons we have learned during operation IRAQI

FREEDOM. Our preliminary insights concluded that one overarching theme

summarized the results of the joint transformation since Desert Storm, which

we characterize as Overmatching Power vice traditional Overwhelming Force.

As an example, in Desert Storm, our military thinking was to field

Otrarwhelming Force to ensure victory. Certainly, this entails fielding well-

trained and well-equipped forces, which is as important today as it was back

then. However, the emphasis was on numbers as befits a traditional,

attrition-based campaign. Our observations in Operation IRAQI FREEDOM tell

us there is another approach to modern warfare. We like to describe this new

approach as the employment of Ovaraatiching Powar. '.:.

' The emphasis is on harnessing all the capabilities that our Services and

Special Operations Forces bring to the battlespace in a coherently joint way.

Advances in technologies, coupled with innovative warfighting concepts joined

together by a new joint culture, are enabling a level of coherent military

operations that we have not been able to achieve before. The emphasis now is

on the effectiveness of joint capabilities employed at times and places of

our choosing to achieve strategic effects. General Franks later remarked on

this level of jointness, saying "Operation IRAQI FREEDOM was the most joint

and combined operation in American history. ' The insights and perspectives

gained from Operation IRAQI FREEDOM emphasize and rely on a cohesive and

agile joint battle management command and control capability that supports

new paradigms in planning, execution, and assessment of effects.

Essential to the power of adaptive planning and execution is our ability

to conduct large scale, vertical and horizontal collaboration. This

collaboration is on a scale that dwarfs any extant commercial application.
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In today's collaborative environment, every level of command throughout the

entire force and including coalition partners is electronically linked to the

Combatant Commander's decision-making process. Subordinate commanders and

staffs understand the context behind key changes across the battlespace and

are fully avrare of changes in the commander's intent to guide their actions

during specific missions. In short, the entire joint force is acutely

sensitive to any nuances that occur in the battlespace and are highly

adaptive to changes, seizing opportunities as they arise or preventing

mishaps before they occur.

At the top of the areas that achieved new levels of capability are joint

planning, adaptation and joint force synergy. These capabilities are

directly centered around our ability to collaborate. We have done well in

this area, but we need to do better. Our investment in new initiatives such

as the Deployable Joint Command and Control System (DJC2) and the Standing

Joint Force Headquarters (SJFHQ) prototype will enable our future joint

warfighting capability. Both of these initiatives are essential JHMC2

elements directly coupled under MID 912 authorities. I emphasize that they

are not simply additional information technology programs. They are new

capabilities at the core of our transformational Joint Command iuid Control

initiatives

.

While General Franks and his staff achieved these successes in Joint

command and control, the overall information architecture they created for

Operation Iraqi Freedom was patched together during the conflict in

Afghanistan and the period preceding the outbreak of conflict. The many

service and functional systems had to be linked together. The lack of

seamless architectures affected their ability to collaborate in real time and

use information from various databases. Our JBMC2 initiatives are designed
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to eliminate the recjuirement for each Combatant Commcinder to create such ad

hoc systems on the eve of conflict.

Intelligence architectures need to address the needed fusion of

information and analysis necessary at various level of command. The overall

system must enable sensors to plug and play from the strategic level to the

soldier on the battlefield. Automated data fusion is needed to help manage

this onslaught of information. Assessment of effects in a timely manner

needs to be incorporated.

Our operational systems need to integrate fires throughout the

battlespace. They need to be flexible and adaptive for on-call targets and

direction from all levels of command. They should leverage both Blue Force

Tracker and Combat ID in combination to reduce friendly fire incidents. They

should incorporate dynamic airspace control. They must be fully integrated

with other information architectures like the intelligence architecture.

U.S. Joint Forces Command has conducted various studies related to horizontal

integration of intelligence information, and recently the Defense Acquisition

Board (DAB) has approved a strategy to integrate the various Service

Distributed Common Ground Systems (DCGS) into a single interoperable

capability.

Finally, as we build our information architecture, we need the

capeibility to integrate interagency partners from other parts of the Federal

government. Multi-level secure environments are needed to integrate

coalition partners into our collaborative environment while fully protecting

our US-only information and systems. U.S. Joint Forces Command is currently

working directly with the staff of the Chairman of the Joint Chiefs of Staff

and the Assistant Secretary of Defense, Networks and Information Integration

to develop a roadmap for resolving Multi-National Information Sharing.
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clearly, inproved coordination of initiatives and programs though

authoritative oversight of related concepts, interoperability and integration

efforts will enhance our ability to identify and implement solutions to

lessons learned shortfalls. Our new JBMC2 authorities have already been

instrumental in supE>orting implementation of the Standing Joint Force

Headquarters prototype (SJFHQ) . The SJFHQ is comprised of a small but

powerfully enabled teaim of planners specifically trained to speed the

operational employment of a larger joint task force headquarters with real-

time, actionable and shared knowledge crucial to the conduct of rapid and

decisive operations. This shared understanding is enabled by what we call

the Collaborative Information Environment, or "CIE, " that, in our judgment,

may very well change the conduct of future warfare. This prototype is being

implemented today in Pacific Command, European Command, Southern Command and

Northern Command, with the target date of FY05 for the SJFHQ to be fully

operational in all Regional Combatant commands. JBMC2 authorities have

enabled us to directly couple the SJFHQ Warfighter requirements to the

infrastructure provided by the Deployable Joint Command and Control (DJC2)

capability.

Finally, fully networked forces supported by well defined joint battle

management command and control requirements enable the creation and sharing

of that knowledge needed to collaboratively plan, decide, and act quickly.

It will allow the joint force to accomplish many tasks simultaneously from

distributed locations in the battlespace. Networked forces (based upon

systemic, organizational, and personal links) are necessary to compress amd

change today's sequential, echeloned way of planning and conducting

operations. Networked forces use shared situational awareness among all

elements of the joint force, to include interagency and multinational

partners. This increases the speed and precision in planning, decision to act
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and application of power. They allow streainlinGd, dynamic joint processes

for the integration of information operations, fires, and maneuvGr elements

as well as for sustainment and joint intelligence, surveillance, and

reconnaissance management. Fully networked forces are necessary to employ a

coherently joint force to achieve the Overmatching Power paradigm we glimpsed

in Operation Iraqi Freedom.

Conclusion

U.S. Joint Forces Command, in coordination with our Service, Defense

Agency and Combatant Command partners, will continue to execute our new JBMC2

authorities and build on our Joint Interoperability and Integration

responsibilities by developing the command and control processes,

architectures, systems, standards, and operational concepts to be employed by

the Joint Force Commander. Our collective efforts, strengthened by the above

partners, will continue to aim for an integrated, interoperable, and "^ •"

networked joint force that will:

- Ensure common shared situational awareness

- Provide fused, precise and actionable intelligence

- Support coherent distributed and dispersed operations, including forced

entry into anti-access or area-denial environments

- Ensure decision superiority enabling more agile, more lethal, and

survivable joint operations

While I have outlined our new authorities and focus for improving joint

battle management command and control, I note the importance of continued



233

Congressional support in our efforts to break paradigms and accelerate

improvements in command and control. U.S. Joint Forces Command looks forward

to working with the committee to provide the men and women of our Armed

Forces the joint command and control capabilities they need today and the

transformational capabilities they will require in the future. Thank you.
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QUESTIONS SUBMITTED BY MR. THORNBERRY
Mr. Thornberry. Several of you mentioned in your testimony, the reliance on

military and commercial satellite communications and the fact that you did not nec-

essarily have enough bandwidth to get all the information you need. Admiral
Cebrowski, Office of Force Transformation, is actually conducting an experiment for

a small satellite, cheap and quick launch capability to provide more access to the
battlefield commander. It could be one of those big bets that may pay off to help
improve our C4ISR challenges. Are you familiar with this experiment that is sup-
posed to support PACOM and are you working with the Office of Force Trans-
formation to support this effort?

General Leaf. Yes, I am familiar with this initiative, and as the executive agent
for space, the Air Force is working with the Office of Force Transformation on this

effort. We are committed to developing operationally responsive space capabilities.

This means delivering responsive spacelift and payloads. Within Air Force Space
Command, the Space and Missile Systems Center at Los Angeles Air Force Base is

leading the way to help ensure mission success on this venture through a stream-
lined safety review process. Additionally, this experiment will capitalize on current
efforts at our Space Battlelab to allow theater forces to task the payload from the
field. We look to base our operational requirements for future space capabilities on
the results of experiments like this one. We value our partnerships with other of-

fices and agencies in developing innovative ways to keep our space asjonmetric ad-
vantage.
General MoRAN. The experiment mentioned above is known as the Office of Force

Transformation TacSat 1 project. The Army Space Battle Lab in Colorado Springs,
working through the Air Force Space Battle Lab, has partnered with the Office of
Force Transformation on this experiment. It is a significant project in that a major
shortfall of today's full spectrum operations is the lack of a launch on demand capa-
bility. Experimenting with a satellite project of this nature is not a new experience
for the Army. In 1999 the Space and Terrestrial Communications Directorate
(S&TCD) of the Army Communications-Electronics Command (CECOM) managed a
"smaller cheaper" satellite program that resulted in the launch of the Multiple Path
Beyond Line-of-sight Communications (MUBLCOM) satellite into a Low Earth Orbit
(LEO). It was a Technology Reinvestment Project (TRP) sponsored and partially
funded by the Defense Advanced Research Projects Agency (DARPA) at an esti-

mated project cost of $15M. The prototype system was designed to address many
Department of Defense needs for secure, mobile, netted, interference-resistant, ter-

rain-independent, all-weather communications, supporting combat network radios,
as well as special missions such as long-range surveillance and fire support. I will

direct CECOM provide lessons learned to Admiral Cebrowski's team.
General Rogers. U.S. Joint Forces Command has not been involved with this ex-

periment. However, USJFCOM J9 Space Experimentation Cell has been involved
with a Defense Advanced Research Projects Agency sponsored program called Tac-
tical Satellite 21. This program will give the warfighter the ability to launch a sin-

gle satellite which will divide into three separate but identical satellites to provide
an increased loiter time over the designated target area. USJFCOM J9 Science and
Technology cell is monitoring the progress of this DARPA program.
Mr. Thornberry. Everyone has recognized our dependence on communications

and intelligence and the tactical improvements to our operations that have resulted
from improved connectivity and situational awareness. I say everyone and that in-

cludes our adversaries, who may in future conflict try to interfere with our commu-
nications. Who is responsible for protecting our communications and can you explain
what you are doing to protect our C4ISR capabilities and what plans you have for
the future?
General Leaf. First and foremost, every airman, soldier, sailor or Marine has a

responsibility and role to play in protecting our C4ISR capabilities. It begins with
good communications, computer and operations security procedures by everyone. In-
formation operations will ensure the ability for C4ISR to occur. In addition to con-
ventional means, we conduct information warfare to defend against adversary at-

tacks. The Armed Forces, through United States Strategic Command and the Na-

(237)
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tional Security Agency, deter and protect against advancing technologies that our
adversaries may use. We use unique encryption devices to secure our communica-
tion transmissions. These devices authenticate data sources and guarantee data in-

tegrity. The Air Force, along with the others, are planning for future threats by con-
tinuing to research and develop more advanced defensive measures. Our vision is

to have dominant C4ISR through 2020 and beyond.
General Moran. The U.S. Army Network Enterprise Technology Command /9th

Army Signal Command (NETC0M/9th ASC) is a worldwide command, control, com-
munications and computers (C4) mission organization that has been assigned the
mission to operate, manage, and defend the Army's portion of the Global Informa-
tion Grid (GIG). The Army views Computer Network Defense (CND) as an activity

within the greater context of the Computer Network Operations (CNO) Spectrum.
In addition to CND, the other mutually supporting CNO activities include: Network
Operations (NETOPS), Computer Network Exploitation (CNE), and Computer Net-
work Attack (CNA). It is important to understand that all elements of the CNO
spectrum (NETOPS, CND, CNE, CNA) are interrelated. CND efforts achieve maxi-
mum effectiveness only when executed in coordination with the other CNO ele-

ments. NETC0M/9th ASC teams with several other Army organizations to accom-
plish the CND mission, principally the 1st Information Operations Command (1st

IOC) of the Army's Intelligence and Security Command (EMSCOM), and the Com-
puter Crime Investigative Unit of the Army's Criminal Investigation Command.
The Army's lead operational CND activity is the Army Network Operations and

Security Center (ANOSC) of NETC0M/9th ASC. The ANOSC is physically colocated
with the Army's Computer Emergency Response Team (ACERT), a subordinate ele-

ment of the 1st IOC, at Ft. Belvoir, VA. Together, the ANOSC and ACERT direct,

coordinate, and synchronize subordinate NETOPS/CND forces located worldwide
supporting every regional Combatant Commander including Europe, South West
Asia, Pacific, Korea, South and Central America, and the Continental United States
(CONUS). In each of these theaters, the ANOSC/ACERT coordinate and direct The-
ater Network Operations and Security Centers (TNOSCs) that are co-located with
Regional Computer Emergency Response Teams (RCERTs). These theater NETOPS/
CND teams are responsible for the operation, management and defense of the thea-

ter information grid. Currently, they provide technical direction and control to sub-
ordinate NETOPS/CND forces within their theater, principally the Directors of In-

formation Management (DOIM) at each Post, Camp, and Station and to the
tactically deployed signal forces. In the near future, each theater TNOSC/RCERT
team will have the capability to plan and synchronize the full spectrum of CNO in

support of their Combatant Commander. At the tip of the spear are the Systems
Administrators and Network Administrator (SA/NA) assigned to the Army's Major
Commands (MACOMs) who are responsible for managing systems and ensuring
they maintain current security baselines and patches.
The Army is a stakeholder in the Department of Defense's (DOD) efforts to man-

date information assurance (lA) core enterprise services across the GIG and is fully

engaged with DOD in facilitating DOD's transition to a net-centric lA strategy.

Army is executing DOD's mandate to emplo)rment lA/CND technical solutions to the
greatest extent possible through its Defense-in-Depth strategy of layering security

tools and technologies throughout its cyber infrastructure. For example. Army is re-

designing its attack sensing and warning and situational awareness sensor grid in

cyber space, first implemented in 1998, to employ state-of-the art, high-speed intru-

sion detection, prevention and blocking capabilities to protect the Army's new cyber
infrastructure. The Army will improve efficiencies by reducing the number of Army
gateways from almost 300 down to 32 high capacity gateways, called Global Infor-

mation Grid-Bandwidth Expansion (GIG-BE) sites. The first three of these gateways
will be fielded in FY04.
The Army is also acquiring state-of-the-art, attack/event correlation and analysis

tools capable of sorting through the "tons" of data generated by the Army's reengi-

neered sensor gird in cyber space to provide attack sensing and warning. Automated
analysis correlates seemingly diverse, disparate events that are in reality the prod-

uct of a coordinated network attack. Current capabilities employ some visualization

and automated correlation tools, but they are not sufficiently robust. Only through
automated analysis of sensor grid data can the Army effectively find not only para-

sitic hackers and cyber terrorists, but also low visibility, highly lethal nation state

attacks that currently threaten Army networks and systems.
The Army's innovative and highly successful use of reverse proxy technology to

protect its publicly accessible web sites from hackers was recognized by the National
Security Agency's (NSA) Red Team as the most effective means of protecting web
sites employed in DOD during its test of DOD security. The NSA Red Team did not
breech the Army's proxy defenses during its test.
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At the core of layered defense are the system administrators/network managers
who protect the servers and workstations by applying fixes/patches to computer
vulnerabilities. In DOD the process to find, fix, report, and verify that system
vulnerabilities have been fixed is known as the Information Assurance Vulnerability

Management (lAVM) process. Up to now, finding and fixing vulnerabilities has been
largely a manual process. As more and more vulnerabilities are identified, Army
system administrators, with current capabilities, will not be able fix them in a time-

ly manner. Army experience indicates a 2000% decrease in time required to find and
fix vulnerabilities using automated tools. Automated scanning and remediation tools

are essential and Army is participating with DOD in a U.S. Strategic Command
(USSTRATCOM) led effort to select and deploy enterprise-wide automated scanning
and remediation tools to be used by system administrators to find and fix computer
vulnerabilities. The importance of automating the LAVM process received added em-
phasis from a General Accounting Office (GAO) review, directed by Congressmen
Davis (VA) and Putnam (CA), of DOD/Service patch management capabilities. GAO
is expected to report their findings to Congress in the Spring of 04.

The Army is improving its current security posture by implementing DOD Public
Key Infrastructure (PKI) and Smart Card technology on a global scale. The benefits

of PKI include authentication, data integrity, confidentiality, and nonrepudiation.
While current PKI/Smart Card capabilities are being fielded for the sustaining base.

Army is currently reviewing processes for infusing PKI technology into tactical ap-
plications.

In addition to cryptographic authentication, the Army is a key player in the fu-

ture use of biometric information to augment or possibly replace cryptographic au-
thentication. Biometrics technologies utilize measurable physical or behavioral char-

acteristics in order to authenticate the identity of an individual. Examples of bio-

metric technologies include fingerprint scanners, voice recognition devices, finger/

hand geometry scanners, iris scanners, and facial recognition cameras, among oth-

ers. Biometric technologies have the potential to greatly enhance LA, physical secu-

rity, force protection capabilities and to improve business processes. In FY 2000,
Congress directed the DOD to establish a DOD Biometrics Program with the Army
as the program's Executive Agent. As the Executive Agent, the Army's vision for the
DOD Biometrics program is to make biometrics an empowering technology that en-
sures that the right person, with the right privileges, can authenticate for timely
access to secure systems and facilities and support war fighter dominance. The
Army established a DOD Biometrics Management Office (BMO) to execute the DOD
Biometrics Program. The BMO's mission is to establish various DOD enterprise so-

lutions and frameworks required to permit biometrics to be adapted throughout
DOD. To this end, the BMO performs such functions as biometrics policy develop-
ment, biometrics technology standards and architectures development, technology
demonstrations, biometrics education and training development, planning, program-
ming, and budgeting for biometrics requirements, and executing DOD Biometrics
Program funds.
The Army's current inventory of cryptographic systems are technologically out-

dated, becoming logistically non-supportable and do not support the transition to

DOD's net-centric strategy. The Army is modernizing its cryptographic systems with
state-of-the-art technology embedded in radios, communications systems, and telem-
etry devices to provide robust encrj^jtion, achieve interoperability with joint and co-

alition forces, and transform to DOD's net-centric functionality. The Army is also
implementing DOD's Electronic Key Management System (EKMS) that will migrate
to the Key Management Infrastructure (KMI) program. The EKMS/KMI program
provides modem management for the ordering, generation, distribution, storage,
tracking, and accountability of cr3T)tographic keying material. The KMI program en-
sures that crjTJtographic keying material gets to the warfighter in a timely and ef-

fective manner and is a technology enabler for scjdable, reconfigurable, and re-

programmable cr5rptographic products.
General Rogers. The protection of communications capabilities is critical to the

successful execution of our missions. This is a shared responsibiUty of all members
and organizations within the Department of Defense. At USJFCOM our area of re-

sponsibility is the future, and we have four initiatives underway to improve the abil-

ity of DOD to protect information and the Global Information Grid.
First, in support of a DOD Computer Network Defense Solutions Steering Group

pilot effort, we recently deployed a tool within the headquarters and several of our
subordinate units intended to track and audit compliance with Information Assur-
ance Vulnerability Alerts. This tool will enable commanders at all levels to verify
that their information systems have been updated with the latest software patches,
thereby preventing a hacker from exploiting a known vulnerability to gain access
to a network or deny services provided by that network. The results of this initial
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deployment will be used to support ongoing DOD efforts to improve the security of
the Global Information Grid.

Second, we are also working on establishing requirements for modernizing our
cryptographic equipment. Specifically, the Chairman of the Joint Chiefs of Staff re-

cently approved the Capstone Cryptographic Modernization Requirements Docu-
ment defining requirements and standards for families of cryptographic equipment,
thereby preventing the acquisition of stovepipe solutions by the Services, Combatant
Commands and Agencies.

Third, we are working to establish requirements and identify secure solutions to

implement Multi-National Information Sharing. Our Lessons Learned Team's analy-
sis of Operation Iraqi Freedom highlighted the requirement to establish secure and
reliable architectures permitting our forces to share information with our coalition

partners.

Fourth, the Joint C4ISR Battle Center (JBC) established an Information Assur-
ance Computer Network Defense (lA/CND) center of excellence, to maintain pace
with rapidly changing developments in lA/CND and to educate and share expertise.

JBC has also developed lA/CND prototypes.

Mr. Thornberry. Does DOD have an overall IT Enterprise Architecture today?
If so, is it viable and does it encompass commonality among services, staffs, and de-

fense agencies?
General Leaf. Yes, the Global Information Grid and associated enterprise services

form the framework for an overall architecture. This framework will enable hori-

zontal and vertical integration of forces to achieve our national strategy and objec-

tives. It provides the necessary vision and guidance to develop systems and tie inter-

operable architectures together for net-centric operations and warfare. The Air
Force embraces these architectural concepts in developing its enterprise and lower
level architectures. This framework and associated models are being used as a start-

ing point for Air Force development efforts. It guides our budgeting and acquisition

decisions to make sure future Air Force capabilities are compatible in joint, inter-

agency, and coalition environments.
General Moran. Yes, The Department of Defense has an Enterprise Information

Technology (IT) Architecture called the Global Information Grid (GIG) Architecture.

An initial baseline (GIG Arch Version 1.0) represents the current "As-Is" Enterprise
IT Architecture. While the GIG Architecture (Version 2.0) depicts the objective "To-
Be" Enterprise IT Architecture. The Net-Centric Operations & Warfare (NCOW)
Reference Model describes the net-centric strategy to move from the "As-Is" GIG Ar-
chitecture to the objective GIG Version 2.0. The GIG Architecture is based upon the
Joint Task Force (JTF) "business model" as described in joint doctrine. Therefore,

they have a particular "look and feel" that is Combatant Command (COCOM) and
warfighting domain specific. The NCOW Reference Model is being developed to en-
sure the means to simplify compliance with the GIG Architecture and to achieve
interoperability and commonality among all DOD Components.

Additionally, the DOD Comptroller is developing the "business side" of the GIG
as the DOD Business Enterprise Architecture (BEA).
General Rogers. DOD strategy to obtain IT Enterprise Architecture is described

in the Global Information Grid Enterprise Service (GES) and Net Centric Enterprise
Service (NCES) architecture documents and products. The DOD Chief Information
Officer is lead for this emerging effort.

Mr. Thornberry. You mentioned a prototype project called the Collaborative In-

formation Environment that helps with real time, actionable, and shared knowledge.
You also mentioned the need for multilevel security and information sharing with
partners and allies. It seems to me that some of this philosophy has applications

for homeland defense and homeland security. Can you tell me if it would be possible

to talk to the folks in DHS to see if you can share some of your ideas and lessons

learned to help them with similar problems?
General ROGERS. We have recognized and documented the issue relating to infor-

mation sharing within the interagency context. The USJFCOM sponsored Content
Based Information Security (CBIS) Advanced Concept Technology Demonstration
(ACTD) Operational Manager visited U.S. Northern Command (USNORTHCOM), at

their request, to present the ACTD objectives and status. The USNORTHCOM rep-

resentatives realized that a CBIS-like capability is needed to share information
among the interagency organizations it collaborates with during Homeland Defense
exercises and real world, current operations.

USJFCOM has been working Collaborative Information Environment (CIE) devel-

opment and implementation across the Combatant Commanders for over 10 months.
We have also been working with Homeland Defense (HLD) and other Services,

Agencies and research facilities through an ongoing "Government Convention on
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Emerging Technologies" whose membership includes key officials in the Department
of Homeland Security.

QUESTIONS SUBMITTED BY MR. LARSEN
Mr. Larsen. During combat, the battle commander relies on computer programs

to indicate where his troops are located and where the enemy is. How can the com-
mander ensure that the information being displayed is accurate and not being dis-

rupted by a hacker who is displaying inaccurate information?
General Leaf. Any combat identification needs proper authentication to prevent

spoofing by an adversary. Through automatic and manual interrogations, we depend
upon challenge and reply techniques to guarantee integrity of information in tactical

and operational engagement decisions. We use vetted rules of engagements and a
balance of technology and human decisions to make certain accurate information is

presented. We must have a sound understanding and awareness of the battlespace
to achieve maximum efficiency of effort. Commanders trust technology and their

troops to properly employ in the heat of battle.

General Moran. Networks and systems that carry intelligence data on the posi-

tion and disposition (orders of battle) of enemy (red) forces are highly secure and
employ varying degrees of encryption security, dependent on the level of security re-

quired, e.g., confidential, secret, top secret, sensitive compartmented information,
etc. The Secure Internet Protocol Router Network (SIPRNet) and the Joint World-
wide Intelligence Communications System (JWICS) are two examples of secure net-

works currently in use. Battle commanders can track their own forces (blue force

tracking) using both Govemment-Off-The-Shelf (GOTS) and Commercial-Off-The-
Shelf (COTS) security devices. These devices are currently in use (integrated) on
many networks and platforms that provide the capability to ensure the integrity

and the authenticity of information being exchanged. These solutions employ vary-
ing degrees of encryption security, dependent on the level of security required (e.g.,

unclassified sensitive, confidential, secret, top secret), that have corresponding pro-

gressive levels of security robustness. Inline Network Encryption (INE) (end-to-end
source encryption) devices, crossdomain solutions (high assurance data guards) and
secure appliques (modules) integrated on COTS and GOTS provide the commander
with the assurance of information integrity and accuracy as data is only
unencrypted (intelligible) in the operations center and the vehicle's display unit.

General Rogers. Accuracy of data presented to a battlefield commander is of the
utmost importance. Data integrity exists when data is unchanged from its source
and has not been accidentally or maliciously modified, altered, or destroyed. To en-
sure our information systems achieve data integrity, we continuously assess the
risks and threats that would cause the data to change. Through our concept of De-
fense in Depth, we utilize our people, technology, and operational procedures to en-
sure that data integrity is maintained as a key element of Information Assurance.
One factor in ensuring data integrity is to protect the pathways used to transport

the information, the Global Information Grid (GIG). The GIG is protected through
the use of firewalls and intrusion detection systems intended to identify and thwart
potential hackers and by authentication systems to assure data integrity. At the tac-
ticail level, information exchanges are protected by National Security Agency cer-
tified cryptographic devices at the information and transport levels.

Thus the use of protective devices such as firewalls and intrusion detection sys-
tems, authentication, and encryption ensures that the data received by the battle-

field commander is accurate and has not been tampered with by a hacker.
Numerous complementary actions are taken to ensure the information provided

to the commander is accurate, timely, and trusted. Beginning with basic network
connectivity, Secure Internet Protocol Router Network (SIPRNET) infrastructure is

established, tested, and accredited by both the Defense Information Systems Agency
(DISA) and Service network providers. This includes fielding of appropriate firewalls
and approved guards for the trusted exchange of information between networks of
different classification levels. Procedures are established to grant users accounts on
this classified network, as well as our unclassified network.

Applications running on the SIPRNET are designed to ensure trusted operation.
Security design requirements become increasingly stringent based on the sensitivity
of the data processed and the criticality to the ongoing operation.

Prior to fielding, appUcations are subjected to security testing to vahdate their
compliance with security requirements, and a Designated Approving Authority must
accredit the application in order for it to be placed in operational use. Safeguards
built into classified systems include authentication, authorization (access control).
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and auditing capabilities. In addition, system-to-system interfaces are tested for se-

cure operation.

Finally, system administration personnel use automated tools to constantly mon-
itor both the networks and applications for unauthorized, suspicious, and malicious
activity. Through the use of automated tools and manual procedures, system admin-
istrators ensure that only authorized personnel have access to the network and only
those authorized users with a valid need are permitted access to applications. Sys-
tem-to-system interfaces are configured securely, as they were designed/tested. Blue
Force and Red Force data is typically confirmed and correlated via multiple trusted
and authoritative data sources.

These multiple and complementary actions ensure the data presented to the Com-
mander is trusted and timely.

Mr. Larsen. I am also concerned about the so-called digital divide between our
armed forces and those of our allies. As we continue to rely on international coali-

tions to fight the Global War on Terrorism, maintaining some ability to commu-
nicate and fight alongside our allies is important. While I strongly support efforts

to improve our nation's military prowess, technology, and weaponry, working with
allies must be a priority for us as we move forward. Please respond to this state-

ment.
General Leaf. I fully agree that coalition interoperability is critical to the way we

fight. We depend on our allies to help fight the war on terrorism and engage in mili-

tary operations around the world. The Air Force is actively working both policy and
systems to better incorporate our allies in planning and executing coalition oper-

ations.

General Moran. The application of military force in the 21^' Century will be de-

manding. Unilateral capability is important to nations but most planning is made
on the assumption of alliance and coalition operations in scenarios that are difficult

to predict and which often arise on short notice. To achieve this, an assured capabil-

ity for interoperability of information is essential. Additionally, forces must interact

with non-governmental organizations, including international aid organizations. The
Project Managers of the Army Command and Control Information Systems (C2IS)
of Canada, France, Italy, the UK and the US established the Multilateral Interoper-

ability Program (MIP) in April 1998.

The MIP aims to deliver an assured capability for interoperability of information

to support land focused coalition/joint operations at all levels from corps to the low-

est appropriate level in order to support combined and joint operations and pursue
the advancement of digitization in the international arena to include NATO. In an
MIP environment, a community of MIP systems, nations, command levels and orga-

nizations can share: 1) Situational Awareness; 2) Plans and Orders; 3) NBC Alerts

and criticEd messages.
The MIP specification consists of common interface and exchange mechanisms to

exchange information between co-operating but diverse C2 systems. The common
interface is the Land C2 Information Exchange Data Model, LC2IEDM. It models
the information that allied land component commanders need to exchange both ver-

tically and horizontally.

General Rogers. The "digital divide" is a concern not only with our closest allies

but also with our coalition partners that bring considerable knowledge and assets

to the Global War on Terrorism (GWOT). Two projects within USJFCOM are begin-

ning to address some of these concerns.

The first is the Multinational Information Sharing (MNIS) Transformation
Change Package (TCP). Organization policy and capability considerations are de-

fined in the TCP. It recommends actions to prepare warfighters for better informa-

tion sharing. The second is the Content Based Information Security (CBIS) Ad-
vanced Concept Technology Demonstration (ACTD), which will potentially answer
the material capability requirements of the TCP. The project encrypts information

at its source and only allows access to that information based on proper authoriza-

tion.

USJFCOM and the National Security Agency are building and integrating several

CBIS technologies to meet international standards. This will allow the lead nation

of a coalition to provide its own sovereign encryption mechanisms for use by the coa-

lition. The ability to put all the GWOT partners on a single network is an attempt
to bridge any "digital divide."
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