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## PREFACE

Ат one time the study of elliptic functions began with the inversion of Legendre's integral. Every young mathematician was familiar with sn $u$, en $u$, and dn $u$, and algebraic identities between these functions figured in every examination. But a growing realization that the inversion of a complex integral raises issues which are not all elementary brought about a change. 'To-day, many a good teacher says nothing of the Jacobian functions until he can utilize theta functions, and many a good student learns nothing of them at all. Moreover, a theory in which the definition of the fundamental function takes the form

$$
\frac{\vartheta_{3}}{\vartheta_{2}} \frac{\vartheta_{1}\left(u / \vartheta_{3}^{2}\right)}{\vartheta_{4}\left(u / \vartheta_{3}^{2}\right)}
$$

starts with a handicap of artificiality from which the older treatment, whatever its faults, was free.

This book is an attempt to restore the Jacobian functions to the elementary curriculum by exhibiting them as functions constructed on a lattice. In the course of the general theory of doubly periodic functions, we find that the lowest order possible for such a function is the second, and that therefore the simplest functions have either one double pole or two simple poles in a primitive parallelogram. The investigation of the first possibility is the invariable method of introducing the Weierstrassian function $\wp z$. It is seldom-the first edition of Modern Analysis was an honourable exception-that the investigation of the alternative is recognized as the natural sequel. This is our startingpoint. We associate with an arbitrary Weierstrassian function a symmetrical group of functions of the second kind, and this group becomes a Jacobian system by an appropriate specialization of one of the parameters fundamental in the theory. So found, the Jacobian functions are known in advance to be doubly periodic, no parameters are restricted to be real, and simple functional proofs of addition theorems and of the transformations of Jacobi and Landen replace the algebraical proofs demanded by the inverted integral.

For a moment we are tempted to think that the problem of inverting an integral need not be faced. The classical functions have come easily into analysis, they display a multitude of fascinating properties, and their relations to their derivatives imply that they can be used for the evaluation of integrals of the forms with which they are traditionally
associated. Let them be studied, and they will be available when wanted. But will they? If $b$ and $c$ are certain eritical constants in the theory of a known system of elliptic functions, the integral

$$
\int_{i}^{\infty} \sqrt{ }\left\{\left(u^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}
$$

is identifiable as an inverse function. But if it is $b$ and $c$ that are given, as is almost always the case, in both pure and applied mathematies, when the integral tums up first, have we any reason to suppose that a system exists in which the given $b$ and $c$ do play the essential parts? We are back at the fundamental question. Every elliptie function is the inverse of an elliptic integral; is it true also that the inverse of every elliptic integral is an elliptic function?

There is no logical objection to postponing the consideration of this question. Even if we ignore the problem altogether, our theory is no less satisfactory than the elementary theory of $\rho z$, where precisely the same problem is ignored: we find that if $w=\rho \sim$, then

$$
z=\int_{w}^{\infty} \frac{d w}{\left.\sqrt{\infty} f\left(w-e_{1}\right)\left(w-e_{2}\right)\left(w-e_{3}\right)\right\}}
$$

but we do not discuss whether for arbitrary values of $e_{1}, e_{2}, e_{3}$ subject to the condition $e_{1}+e_{2}+e_{3}=0$ a Weierstrassian function must exist. For practical purposes, only the answer* to the question is required, and there is no difficulty in explaining the answer. Nevertheless, even in an unambitious course something more than a simple question and

[^0][^1]a straightforward answer seems wanted. We dare not say that we understand the relation between the function and the integral unless we see how the double periodicity of the function is implicit in the integral form of the relationship, and in the discovery of double periodicity from this end the origin of the constants is not relevant. Since also definition by inversion of an integral is equivalent to definition by a simple form of differential equation and is not in itself a suspicious process, a mystery remains for the student unless we put a finger for him on the ultimate difficulty. In point of fact, the more precisely the problem of inversion is analysed, the narrower the crucial gap becomes and the less formidable the task of bridging it appears.

The design of this treatise will now be intelligible. There are three divisions of the subject, first the direct theory of functions with simple poles derived from a Weierstrassian function whose periods are arbitrary, then the theory of the inverted integral and the solution of the problem of inversion, and lastly the fertile theory of the classical system. To the writer the order of exposition is almost inevitable, but the reader impatient to make the acquaintance of Jacobi's functions can pass to Chapter X from Chapter IV or even from Chapter III, and he can return at any time to read Chapter VI, on the connexion between integration and periodicity, as an independent chapter and not necessarily as a stage in the inversion argument.

Far from being new to analysis, the three 'primitive' functions defined in Chapter I have often been studied. Jordan in his Cours d'Analyse and Tannery and Molk in their Fonctions Elliptiques allow a few pages to them and define the classical functions in terms of them; in papers on Poncelet's poristic polygons, Chaundy and Baker* use the same three functions, instead of relying explicitly, as does Halphen in the account of this problem in the second volume of his treatise, on the Weierstrassian functions $\oint z, \sigma z$. The point to be emphasized is the deliberate construction of the functions as functions with simple poles. As algebraie functions of $\wp z$, important in the development of the theory of $\wp z$ itself, the functions go back to Weierstrass.

The primitive functions belong to a group of twelve, and it is this group which is the subject of Chapters II-IV. My notation for the functions is new, and is designed to reflect both the structure of the

[^2]functions and their relation to the Jacobian system. If I rewrote the book, I should perhaps develop the theory of these functions at much greater length, but at least I have avoided the extremes of presenting the theory merely as an elaboration on that of $\wp \approx$ and merely as a preparation for that of $\sin u$.

Chapters V-VIII are devoted to a standard elliptie integral and its inversion. In Chapter $V$ we see precisely what relation between an elliptic function and an elliptic integral is established in the direet theory of the elliptic function. Chapter VI deals, as I have said, with the periodicity of the inverted integral. In Chapter VII two proofs are given of the existence theorem which has been shown to be crucial for the inversion problem. The first of these is an application, new in principle as far as I know, of the theory of aggregates; the second is essentially Goursat's, with adapted notation. Whether the first proof or the second is the 'simpler' depends entirely on the reader's equipment. (iiven the requisite knowledge of the theory of aggregates, the first proof is brief and straightforward: the line of argument, once indicated, is obvious, and the details are easily filled in from an examination of the integral to be inverted. Goursat uses only the familiar processes of analysis, but economical presentation of his proof calls for considerable algebraical ingenuity; the formulae required belong to the theory of the function with which the inverted integral is to be identified, and are not snggested by mere inspection of the integrand. Incidentally, this proof shows that as a problem in analysis the insersion problem is not as deep as the better-known solution by means of a modular equation inelines us to believe. Chapter VIII brings together the main threads from Chapters VI-VII and completes the solution of the fundamental problem; to read this chapter profitably, it is necessary to accept the conclusion of the principal theorem in ('hapter V'II, but it is not necessary to have mastered a demonstration of this theorem.

The essence of Chapter X , which introduces the classical functions, is that the functions are regarted as functions constructed on a canonical lattice. 'The condition which a 'Jacobian' lattice is to satisfy is laid down after a comparison of integrals; this presents the condition as a natural condition. While ensuring that the functions will be the dassical functions. An arbitrary lattice is rendered Jacobian on multiplication he a 'momalizing factor', which is found as the value at a particular puint of the lattice of a definite elliptic function attached to the lattice; whatever the lattice, the normalizing factor exists and
is unique. That is to say, a Jacobian lattice may have any shape, lut, for a given shape, is determinate in size and orientation.

Since it is the lattice rather than the system of functions attached to it that is standardized, the theory of the Jacobian functions tends in its opening stages to repeat the theory developed in Chapters I-IV. The repetition, however, is slight, for the utter lack of symmetry in the Jacobian system introduces a new element: formulae may be discovered in a typical form, but if they are to be readily available they must be tabulated in detail.

In one respeet the influence of the earlier theory permeates the later chapters. We see* the subject of investigation not as a set of three functions but as a group of twelve; in a variety of senses this group is complete, it stratifies naturally into four triads of copolar functions. and since the four triads are elosely interrelated, any attempt to express all formulae in terms of the members of one triad is a false economy in the language. Jacobi's original functions sn $u$, en $u$, dn $u$ constitute one of the four triads, but the poles of these functions are congruent with $i K^{\prime \prime}$, not with the origin, and from the functional point of view a treatment in which this triad plays the leading part is strictly analogous to a version of the Weierstrassian theory which should be written round the function $\wp\left(z-\omega_{2}\right)$ instead of round the function $\wp \sim$. It is only in deference to tradition and for the sake of readers who will expect this book to prepare them for the general literature of the subject that I have frequently given the same prominence to formulae relating specifically to the elassical triad as to the corresponding formulae relating to the triad $\dagger$ es $u$, ns $u$, ds $u$.

Although few details of mathematical notation are accepted with the same unanimity as the use of $K$ and $i h^{\prime \prime}$ for Jacobian quarterperiods, I usually write instead $K_{c}$ and $K_{n}$. For this iconoclasm I offer in advance three reasons. First, using $K_{d}$ for $-\left(K_{c}+K_{r}\right)$, with $K_{s}$ as

[^3]an alternative symbol for the origin, we promote Glaisher's notation from a mere algebraical mnemonie to a structural notation, for $\mathrm{pq} u$ is a function with a zero at $K_{p}$ and a pole at $K_{q}$. Secondly, a typical symbol for a eardinal point opens the possibility of typical formulae, and this, in a subject threatened with suffocation by the sheer multitude of individual formulae, is no light relief. Thirdly, when the modulus of the system is arbitrarily complex, the two quarterperiods are alike complex, and the insertion of a factor $i$ in the second of them is for most purposes inconvenient if not misleading. But details of notation are to be judged pragmatically, not logically, and I can only ask the reader to postpone criticism. There is of course work for which the classical notation is wanted, and my intention has been to revert without hesitation whenever the oceasion invites.

The fundamental transformations, the subject of Chapter XIII, are found by a comparison of patterns of poles and zeros. In every case the functional relations are obvious, and the ratio of one variable to another is simply a normalizing faetor by which a lattice is made Jacobian. In this treatment of the transformations, rather than in any more abstract considerations, is the most powerful argument for an innovation of which a hint has already been let fall. To say that the ratio of $i K^{\prime \prime}$ to $K$ is arbitrary implies that the eustomary convention that $\operatorname{Im}\left(i K^{\prime \prime} / K^{\prime}\right)$ is intrinsically positive has been abandoned. To replace this convention I introduce into the formulae a constant $v$ which is $+i$ or $-i$ according as $\operatorname{Im}\left(i K^{\prime} / K^{\prime}\right)$ is positive or negative. The device sounds childish, and I did not incorporate it without misgiving, but I hope it will commend itself by its effects.

The heading of the next chapter will mislead; the subject is not the reduction of algebraic integrals, but the integration of Jacobi-Glaisher functions and their products. Only one new transcendent is necessary, but surely it is anomalous to welcome the increase from Jacobi's three functions to Glaisher's twelve as an advance but to insist that at all costs twalve corresponding integrals are to be expressed in terms of one of their number. For each of the twelve functions $\mathrm{pq} u \mathrm{I}$ denote the integral of $\mathrm{pq}^{2} u$, with the natural constant of integration, by $\mathrm{Pq} u$. A table, XIV 2, gives the integrating function Pqu in terms of the classical function $\mathscr{E}(u)$, which is Dn $u$, and another, XIV 3, gives $\mathrm{Pq} u$ in terms of loc $u$, a function which on theoretical grounds has the same standing as Dnu.
('hapter $\mathrm{IV}^{Y}$ deals with dependence on the modulus. Hermite's forgotten method of writing down the derivatives of the Jacobian functions
with respect to the parameter $c$ immediately in terms of integrating functions is revived. The results lead naturally to a discussion of the quarterperiods as functions of $c$, and the linear differential equations satisfied by $K^{\prime}$ and $K^{\prime}$ and by $E-c^{\prime} K$ and $E^{\prime}-c K^{\prime}$ are solved completely.

Theta functions are the subject of Chapter XVI. In accordance with the general outlook they are introduced as integral functions with specified lattices of zeros. Partitions of the four fundamental functions lead by logarithmic differentiation to series for the twelve Jacobian functions; except for an anomalous first term in six cases, these series are Fourier series. The reader must be warned that much of the notation in this ehapter, though so natural as to seem inevitable in the context, is new; in particular, the functions $\vartheta_{s}(u), \vartheta_{c}(u), \vartheta_{n}(u), \vartheta_{d}(u)$ are constant multiples of Jordan's $\theta(u), \theta_{1}(u), \theta_{2}(u), \theta_{3}(u)$.

The book is an essay in the theory of functions of a complex variable. but the nature of the functions and integrals as real functions of a real variable, when the parameters involved are real, is considered in Chapter IX for the functions of the opening chapters and in Chapter XVII for the Jacobian functions. In this last chapter dissections of $\mathrm{pq}(u+i v)$ and $\mathrm{Pq}(u+i v)$ are tabulated for application to conformal representation. A few pages touch on numerical evaluation, first by Legendre's original process, which uses a succession of Landen transformations, and lastly by direct use of $q$-series. The type of convergence of a Landen chain is superior in the long run to that of a $q$-series, but initially the chain and the series are about equally efficient. It is to be remembered that the Landen process comes to an end when the square of a modulus is negligible, and that if $k>l_{i}^{\prime}$ the transformation can be operated in the direction* in which $k^{\prime}$ tends to zero. On the other hand, whereas the Landen transformation, valid always in theory, is of no practical value unless $k$ and $k^{\prime}$ are real, $q$-series can be used when $k$ and $u$ are complex.

For the reader already acquainted with the general theory of doubly periodic functions and with the theory of the Weierstrassian functions the book begins on $p .50$, but I have been persuaded to prefix a summary of the elements of these theories and of the theory of lattices rather than to take for granted or to prove incidentally the results I happened to need. The sole purpose of this introduction is to carry the work back logically to Cauchy's theorem.

[^4]A collection of amotated exereises at the end of the volume provides an informal ontlet of which I have been glad to avail myself. Some of the excreises lead to other proofs of theorems in the text: addition theorems turn up more than once, and Fourier series are found by contour integration. Numerical examples demonstrate that the processes recommended in the text for reducing and inverting an integral are eminently practical. Some standard transformations illustrate the importance of elliptic functions in the field of conformal representation. The theory of the functions defined in the first two chapters is carried a little way forward by means of a number of formulae extracted for the most part from Tamery and Molk. Also there are short exeursions beyond the range of this treatise; readers to whom the developments are not new may still be interested to see the results under a changed perspective or with a structure exposed by a systematic notation.

Manifestly this treatise makes no pretence to be in any sense complete or impartial, but there is one omission which does call for explanation. As surely as a lattice is the proper background for an elliptic function, a Riemann surface is the proper background for an elliptic integral, but Riemann surfaces are not even mentioned. Several distinctions must however be borne in mind. The lattice is indispensable to our conception of the subject, but to introduce the surface would be to improve the language rather than to modify the arguments. The rudiments of lattice theory are simple and are extensively applied, and every mathematician must acquire them sooner or later. Even the most slovenly description of Riemam surfaces ean not be brief, a student who is not particularly interested in algebraic functions and their integration need never know what a Riemam surface is, and a theory of elliptic functions dependent on an understanding of Riemann surfaces is relegated to the category of specialized studies even more fatally than a thenry dependent on a knowledge of theta functions. The incidental uses of the theory of aggregates in Chapter VII and of symbolical solutions of differential equations in Chapter $X V$ are not dangerous in the same way. In the first case, it is the result that matters, not this particular proof; also another proof is given. In the second case, a reader to whom the method is strange can verify the conclusions for himself.
besigned to present the subject from one point of view, the book is almost without references. It would not be hard to asterisk the formulae which oceur explicitly in Fumdamenta Nova, and to find others in

Glaisher's writings and in examination papers of the last half of the nineteenth century, but this would not be to trace the evolution of ideas.

To illness in 1940 I owe six months' uninterrupted leisure, and a long-projected work, without introduction or exercises, was completed early in 1941 ; in accepting the book at the most depressing moment of the war, the Delegates of the Clarendon Press paid me a compliment which I appreciate at its high value. Production has been slow and correction difficult. I am not one of those fortunate-or maybe unfortunate-writers to whom print never reveals defects umoticed in manuscript, and I am grateful to the compositors for their patience in very trying circumstances.

In preparing the volume I have had the best assistance I could have wished. To enlist my old pupil and friend Mr. W. J. Langford gave me peculiar satisfaction, since it was for his benefit, so to speak, that I devised long ago all that is original in my presentation of the subject; I am proud that he was eager to labour for me, and that his enthusiasm has not dwindled. He undertook the specific task of verifying formulae and cross-references, but he was marvellously alert to every detail of phrasing and printing, and I am confident that few minor blemishes can have evaded his scrutiny.

My last word belongs to Professor T. A. A. Broadbent, formerly my colleagne. From the roughest of manuscript notes to the printed page, every sentence and every symbol has come under his eye, and we have argued about grammar as well as about mathematics. If I say that he has checked the Tables and verified the Exercises, that the treatment of the elliptic integral in Chapter VI is the result of his dissatisfaction with my first draft, and that it was he who insisted that a chapter on theta functions must be inserted, it is not that these items exhanst the account but only that they are easy to enumerate. From first to last, making use in every possible way of his craftsmanship, his knowledge, and his wisdom, I have exploited gladly and shamelessly the friendship that has put his help uncalculated and incalculably at my disposal.

READING,
E. H. N.
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## IN'TRODUCTION: PROLEGOMENA

## (i) Lattices

$0 \cdot 1$. It is a fundamental principle in the theory of functions of a complex variable that in the absence of a barrier of singularities a function is determined intrinsically over the whole plane by the distribution of its values near any one point; more precisely, a single Laurent series, which may or may not be a Taylor series, determines a function. But this is not to say that if we know one series we have immediate knowledge of significant properties of the function. The series $-1-z-z^{2}-\ldots$ belongs, so to speak, to the function $1 /(z-1)$, not the function to the series, and there is nothing in the series $1-z^{2} / 2!+z^{4} / 4!-\ldots$ to indicate that the function which it represents is a periodic function whose only zeros are real, or in the series

$$
1+\frac{1}{2} z+\frac{1.3}{2.4} z^{2}+\frac{1.3 .5}{2.4 .6} z^{3}+\ldots
$$

to suggest a branchpoint at $z=1$. We know a function when we can describe its behaviour, not when we can somehow specify it.

A simple relation between the values of a function in one region and the values in another can be regarded in two ways: we may be content to say that the relation enables us to evade the direct examination of the function in one of the regions, or we may insist that the relation is itself a significant property of the function. The aspects are not distinct; the simpler the relation, both geometrically and analytically, the more fundamental the property. For example, the relation characteristic of an odd function is $f(-z)=-f(z)$, and whatever knowledge we possess of an odd function for values of $z$ whose real part is positive is extended immediately to values of $z$ whose real part is negative. The condition $f(1 / z)=f(z)$ concentrates attention on the interior and circumference of the unit circle, leaving properties outside the circle to be inferred, and in particular substituting the neighbourhood of the origin for the distant regions of the plane.

Of all the conditions to which a function may be subject, by far the most effective is a condition which consists geometrically of congruence in the elementary sense and analytically of sheer equality. If two regions have congruent boundaries, then to any point of the one there corresponds a point occupying a congruent position in the other, and if a function has the same values at congruent points, then for that
function one region is a copy of the other. If the whole plane is dissected into congruent regions, and if the functional equality holds between every pair of these regions, then one region represents the whole plane.

There are numerous ways of dissecting the plane into congruent regions. Examples, which need not be described in words, are indicated in Figures 1-2.


Fig. 2.
In Figure $1_{1}$, suppose that the number of the sectors is $n$, denote the angle $2 \pi / n$ of a sector by $2 \alpha$, and denote the region

$$
(2 r-1) \alpha \leqslant \theta<(2 r+1) \alpha
$$

by $\ddot{Z}_{r}$; the region includes one of the bounding radii of a sector, but not the other. Except that the origin occurs in each region, the $n$ congruent regions $\Xi_{0}, \Sigma_{1}, \ldots, \Xi_{n-1}$ together just fill the plane; $\Sigma_{r}$ may be derived from $\breve{L}_{0}$ by a simple rotation through the angle $2 r \alpha$, and if $z$ occupies any position in $\dot{\Sigma}_{0}$, then $\omega^{r} z$, where $\omega=e^{2 i x}$, oceupies the eongruent position in $\Sigma_{r}$. The function $f(z)$ has the same distribution of ralues in every sector if $f\left(\omega^{r} z\right)=f(z)$ identically, for all values of $z$ and
 the more general condition follows by iteration from the simpler form.

In figure $I_{2}$ the mumber of regions is infinite, but this ciremmstance does not complicate cither the geometry or the analysis. If $z_{0}, z_{1}$ are
corresponding points in adjacent strips $I_{0}, I_{1}$, the difference $z_{1}-z_{0}$ is a number $\omega$ independent not only of the position of $z_{0}$ in $I_{0}$ but also of the choice of $I_{0}$, though the difference is replaced by its negative if $I_{1}$ is replaced by the strip on the other side of $I_{0}$. Assigning the symbol $I_{0}$ arbitrarily to one of the strips and $I_{1}$ to one of the two neighbours of $I_{0}$, we can correlate the strips with the series of symbols $\ldots, I_{-2}, I_{-1}, I_{0}, I_{1}, I_{2}, \ldots$, endless in each direction, and $\omega$, regarded as a vector, defines a displacement which converts $I_{r}$ into $I_{r+1}$ simultaneously for all values of $r$. The points congruent with a point $z$ constitute geometrically a paling, which will be said to have $\omega$ for a basis; analytically the numbers $z+r \omega$, for all integral values $\dagger$ of $r$, compose a congruence of which $\omega$ is a modulus. If $\chi$ and $\omega$ are bases of the same paling, the aggregates $r \omega, s \chi$ coincide; since $\chi$ is a member of the second aggregate there is an integer $r_{\chi}$ such that $\chi=r_{\chi} \omega$, and since $\omega$ is a member of the first aggregate there is an integer $s_{\omega}$ such that $\omega=s_{\omega} \chi$; since $r_{\chi} s_{\omega}=1$, either $r_{\chi}=s_{\omega}=1$ or $r_{\chi}=s_{\omega}=-1$ : the only alternative basis to $\omega$ is $-\omega$.

The functional relation appropriate to Figure $1_{2}$ is $f(z+\Omega)=f(z)$, to be satisfied if $\Omega$ is any step in the characteristic paling, that is, if $\Omega$ is any multiple of a basis $\omega$. This relation is secured by the relation

101

$$
f(z+\omega)=f(z):
$$

the function $f(z)$ has $\omega$ for a period.
The two examples which have been considered illustrate the control which the geometrical form of the congruence excreises over the functional relation. The existence of a functional relation exereises an equally strict control over the geometry, for if $f(z)$ is an analytic function of $z$, a function like $f(\omega z)-f(z)$ or $f(z+\omega)-f(z)$ can not be zero throughout a restrieted region of the plane and different from zero elsewhere; in other words, a relation such as $f(\omega z)=f(z)$ or $f(z+\omega)=f(z)$ can not hold throughout one division of the plane and not be universal. Hence, for example, there can be no functional relation corresponding to the dissection in Figure $1_{3}$, for although a rotation round the origin which carries one of the halfstrips into another earries every component of the pattern into another component, an oblique translation which earries one of the halfstrips into another changes the pattern completely except in one or two sectors.

The sectors of Figure $\mathbf{1}_{1}$ and the strips of Figure $\mathbf{1}_{2}$ extend to infinity.

[^5]The elements of the pattems in Figure 2 are bounded, and functions whose distributions of values are repeated from cell to cell of such patterus as these run their whole gamut right under our eyes. These functions are peculiarly accessible and possess a multitude of fascinating properties.

From the point of view of a functional relation there is far less difference between Figure $\ddot{2}_{1}$ and Figure ${\underset{2}{2}}_{2}$ than a casual glance suggests. We are concerned ultimately not with the shapes of the regions into which the plane is dissected but with the pattern formed by a set of congruent points, and if the geometrical congruence is taken in its simplest form, that is, withont reflection or rotation although the cell in Figure ${ }_{-1}$ has the symmetry which admits both these operations, the configuration of corresponding points is of the same kind in the two diagrams. This configuration is known as a lattice. Figure $2_{3}$, as the foundation of a functional relation, presents difficulties, but we can see at once that in this dissection corresponding points compose a pair of congruent lattices.

A lattice is perhaps described most easily as the set of points of intersection of two families of equidistant parallel lines. But we must recognize that the lines, however convenient, are not fundamental. It is not merely that our concern is with the points themselves; we can, as indicated in Figure 3, change the lines completely without changing the aggregate of points.


Fig. 3.
For analytical purposes a lattice is best specified by an origin and two vectors, for in the plane of the complex variable points and vectors alike are identified $\dagger$ by complex numbers. The origin is any point $O$ of the lattice. If the lattice is determined hy two families of parallel lines, one member a of one family and one member $b$ of the other family pass through $O$; let $A$ be one of the two points adjacent to $O$ on $a$, and let $l$ be one of the two points adjacent to $O$ on $b$. Then if $\alpha, \beta$ are

[^6]the vectors of the steps $O A, O B$, the steps from $O$ to the lattice points are those whose vectors have the form $m \alpha+n \beta$, where $m, n$ are independent integers.

We call the pair of vectors $\alpha, \beta$, or the pair of complex numbers $z_{A}-z_{0}, z_{R}-z_{0}$ for which the same symbols may be used, a basis of the lattice. A basis at one origin is a basis at any other origin. The basis is of less significance in the theory of functions than the lattice itself, for a change of basis does not necessarily affect the lattice and may therefore have no effect on functions which are being studied. A basis is none the less essential to the development of analysis.

The pairs of vectors $\alpha, \beta$ and $\gamma, \delta$ are bases of the same lattice if the aggregates of vectors $m \alpha+n \beta$ and $p \gamma+q \delta$ coincide, the coefficients in each ease being integers. Since $\gamma$ and $\delta$ are members of the second aggregate, there are integral coefficients such that
-102

$$
\gamma=m_{\gamma} \alpha+n_{\gamma} \beta, \quad \delta=m_{\delta} \alpha+n_{\delta} \beta
$$

since $\alpha$ and $\beta$ are members of the first aggregate, there are integral coefficients such that
-103

$$
\alpha=p_{\alpha} \gamma+q_{\alpha} \delta, \quad \beta=p_{\beta} \gamma+q_{\beta} \delta
$$

Substituting from one pair of formulae in the other, we have the matrix relation

- 104

$$
\left(\begin{array}{cc}
m_{\gamma}, & n_{\gamma} \\
m_{\delta}, & n_{\delta}
\end{array}\right)\left(\begin{array}{ll}
p_{\alpha}, & q_{\alpha} \\
p_{\beta} . & q_{\beta}
\end{array}\right)=\left(\begin{array}{ll}
1, & 0 \\
0, & 1
\end{array}\right),
$$

whence

$$
\left|\begin{array}{ll}
m_{\gamma}, & n_{\gamma} \\
m_{\delta}, & n_{\delta}
\end{array}\right|\left|\begin{array}{ll}
p_{\alpha}, & q_{\alpha} \\
p_{\beta}, & q_{\beta}
\end{array}\right|=1
$$

and since the elements of the two determinants are integers,

- 106

$$
m_{\gamma} n_{\delta}-n_{\gamma} m_{\delta}=p_{\alpha} q_{\beta}-q_{\alpha} p_{\beta}= \pm 1
$$

The condition

- 107

$$
m_{\gamma} n_{\delta}-n_{\gamma} m_{\delta}= \pm 1
$$

is sufficient as well as necessary to secure that $\gamma$ and $\delta$, defined by $\cdot 102$, together form a basis of the lattice built on $\alpha, \beta$, for with this condition we have from 102,

$$
\cdot 108 \quad \pm \alpha=n_{\delta} \gamma-n_{\gamma} \delta, \quad \pm \beta=-m_{\delta} \gamma+m_{\gamma} \delta
$$

From 108 , every vector of the form $m_{\alpha}+n \beta$ is of the form $p \gamma+q \delta$; from 102 , every vector of the form $p \gamma+q \delta$ is of the form $m \alpha+n \beta$ : the aggregates $m_{\alpha}+n \beta, p \gamma+q \delta$ are identical.

Interehange of $\alpha$ and $\beta$ or of $\gamma$ and $\delta$ reverses the sign of $m_{\gamma} n_{\delta}-n_{\gamma} m_{\delta}$. It follows that if we are to attach signifieance to this sign we must
regard the basis as an ordered pair of vectors. If $\alpha \beta$ and $\gamma \delta$ are ordered pairs, the function $m_{\gamma} n_{\delta}-n_{\gamma} m_{\delta}$ is known as the discriminant of the transformation of a $\beta$ into $\gamma \delta$. Obviously the alternative of sign presented in $\cdot 107$ divides the possible bases into two elasses, but this division is in the first place a division in relation to $\alpha \beta$. Let a basis $\epsilon \zeta$ be derived from $\gamma \delta$ by the pair of formulae

$$
\epsilon=p_{\epsilon} \gamma+q_{\epsilon} \delta, \quad \zeta=p_{\zeta} \gamma+q_{\zeta} \delta
$$

and also from a $\beta$ hy the pair of formulae

$$
\epsilon=m_{\epsilon} \alpha+n_{\epsilon} \beta, \quad \zeta=m_{\zeta} \alpha+n_{\zeta} \beta
$$

Then

$$
\left|\begin{array}{ll}
m_{\epsilon}, & n_{\epsilon} \\
m_{\zeta}, & n_{\zeta}
\end{array}\right|=\left|\begin{array}{cc}
p_{\epsilon}, & q_{\epsilon} \\
p_{\zeta}, & q_{\zeta}
\end{array}\right|\left|\begin{array}{cc}
m_{\gamma}, & n_{\gamma} \\
m_{\delta}, & n_{\delta}
\end{array}\right| .
$$

It follows that if two bases $\epsilon^{\prime} \zeta^{\prime}, \epsilon^{\prime \prime} \zeta^{\prime \prime}$ have the same diseriminant in relation to $\alpha \beta$, then they have the same diseriminant in relation to $\gamma \delta$. The division of the bases into two classes by the sign of the discriminant is therefore absolute, not relative to $\alpha \beta$. 'Thus
0.11. The buses of a lattice fall into two classes such that the discriminant of $\gamma \delta$ with respect to a $\beta$ is +1 if $\alpha \beta$ and $\gamma \delta$ are in the same class and is -1 if a $\beta$ is in one class and $\gamma \delta$ is in the other.

To find the geometrical meaning of the basal condition, let $O A, O B$ as before be steps with the vectors $\alpha, \beta$, and let $O C, O D$ be steps with vectors $\gamma, \delta$ given by

$$
\cdot 109_{1-2}
$$

$$
\gamma=m_{\gamma} \alpha+n_{\gamma} \beta, \quad \delta=m_{\delta} \alpha+n_{\delta} \beta
$$

For the moment we make no assumption about the coefficients except that they are real numbers, and we write $m_{\gamma} n_{\delta}-n_{\gamma} m_{\delta}=J$. Then the areal product of the rectors $\gamma, \delta$ is $J$ times the areal product of the vectors a, $\beta$. Hence the area of the parallelogram determined by $O C, O D$ is of times the area of the parallelogram determined by $O A, O B$. This relation is algebraical, and can be broken into two parts: The numerical value of the ratio of the area of the parallelogram of which $O C, O D$ are sides to the area of the parallelogram of which $O A, O B$ are sides is $1 . J$, and minimum rotationt from $O($ to $O I)$ is in the same direction as minimum rotation from $O A$ to $O P$ or in the reverse direction according as $/$ is positive or negative.

A more elementary investigation shows well how the sign of the area and the sign of . J are commected with the direction of rotation. Assmming that $"_{\delta} \neq 0$, the line throngh $C$ parallel to $O D$ euts $O A$ in a definite

[^7]point $C^{\prime}$, and the line through $D$ parallel to $O A$ cuts $O B$ in a definite point $D^{\prime}$; the parallelograms $(O ; C D)$, $\left(O ; C^{\prime} D\right),\left(O ; C^{\prime} D^{\prime}\right)$ have the same area. Also the relation $J \alpha=n_{\delta} \gamma-n_{\gamma} \delta$, written in the form
$$
\gamma=\left(J / n_{\delta}\right) \alpha+\left(n_{\gamma} / n_{\delta}\right) \delta
$$
shows that the vector of $O C^{\prime \prime}$ is $\left(J / n_{\delta}\right) \alpha$, and $\cdot 109_{2}$ implies that the vector of 0 $O D^{\prime}$ is $n_{\delta} \beta$.


Fig. 4.

Returning to the lattice, and remark-
ing that if the coefficients in $\cdot 109_{1-2}$ are integers then $J$ is necessarily aninteger, we see that if the vectors of $O A, O B$ constitute a basis, and if $C, D$ are any two points of the lattice, the area of the triangle $O C D$ is an integral multiple of the area of the triangle $O A B$.
$0 \cdot 12$. The vectors of $O C, O D$ constitute a basis if and only if the area of $O C D$ is numerically equal to the area of $O A B$,
and further,
$0 \cdot 13$. An undegenerate triangle whose vertices belong to a lattice can not be smaller than a basal triangle.

When veetors are replaced by complex numbers, the concept of a direction of minimum rotation must be replaced by a definite analytical concept. In a sense we know what this concept must be. An angle of rotation from $\alpha$ to $\beta$ is an angle of $\beta / \alpha$, the complex mumber which multiplies $\alpha$ to produce $\beta$, and minimum rotation from $\alpha$ to $\beta$ is therefore positive or negative according as $\beta / \alpha$ is on the positive or the negative side of the real axis, that is, according as $\operatorname{Im}(\beta / \alpha)$ is positive or negative. Since however this account of the concept belongs to the intuitional formulation of the theory of the complex number, it may be supplemented. Let $\alpha, \beta$ be two complex numbers such that $\beta / \alpha$ is not real, and let $\gamma, \delta$ be derived from $\alpha, \beta$ by the pair of formulae

$$
\gamma=m_{\gamma} \alpha+n_{\gamma} \beta, \quad \delta=m_{\delta} \alpha+n_{\delta} \beta,
$$

in which the eoefficients are real; assuming $\gamma$ not to be zero there is no loss of generality in assuming $n_{\gamma} \neq 0$. We have now

$$
\frac{\delta}{\gamma}=\frac{m_{\delta}+n_{\delta}(\beta / \alpha)}{m_{\gamma}+n_{\gamma}(\beta / \alpha)},
$$

that is,

$$
n_{\gamma}(\beta / \alpha)(\delta / \gamma)+m_{\gamma}(\delta / \gamma)-n_{\delta}(\beta / \alpha)=m_{\delta},
$$

and this relation may be written in the form

$$
\left\{n_{\gamma}(\beta / a)+n_{\gamma}\right\}\left\{n_{\gamma}(\delta / \nu)-n \delta\right\}=-J
$$

where $J=m_{\gamma} n_{\delta}-n_{\gamma} m_{\delta}$. But $J$ is real, and the product of two complex numbers is not real unless one of them is a real multiple of the conjugate of the other; also the product of two conjugate numbers is essentially positive. Hence $n_{\gamma}(\delta / \gamma)-n_{\delta}$ is the product of the conjugate of $n_{\gamma}(\beta / a)+m_{\gamma}$ by a real number $l$, and the sign of $k$ is opposite to the sign of $J$. But since the coefficients are real,

$$
\operatorname{Im}\left\{n_{\gamma}(\delta / \gamma)-n_{\delta}\right\}=n_{\gamma} \operatorname{Im}(\delta / \gamma), \quad \operatorname{Im}\left\{n_{\gamma}(\beta / \alpha)+m_{\gamma}\right\}=n_{\gamma} \operatorname{Im}(\beta / \alpha),
$$

and since $n_{\gamma} \neq 0$, the condition

$$
\operatorname{Im}\left\{n_{\gamma}(\delta / \gamma)-n_{\delta}\right\}=-k \operatorname{Im}\left\{n_{\gamma}(\beta / \alpha)+m_{\gamma}\right\}
$$

is equivalent to

$$
\operatorname{Im}(\delta / \gamma)=-k \operatorname{Im}(\beta / \alpha):
$$

$0 \cdot 14$. The imaginary parts of $\beta / \alpha$ and $\delta / \gamma$ have the same sign or opposite signs accorling as the discriminant of the transformation from a $\beta$ to $\gamma \delta$ with real coefficients is positive or negative.
Thus when the basis $\alpha \beta$ of a lattice is regarded as a pair of complex numbers, the two classes described in $\cdot 11$ are composed simply of those hases for which $\operatorname{Im}(\beta / \alpha)$ is positive and those bases for which $\operatorname{Im}(\beta / \alpha)$ is negative.

It follows from 13 that if $O C D$ is a basal triangle, there can not be a lattice point between $O$ and $C$. To investigate the converse of this result, let $C$ be any lattice point such that there is no lattice point between $O$ and $C$. Then the integers $m_{y}$, $n_{y}$ are prime to each other, for if these integers had a common factor $d$, the vector $\gamma /|d|$ would lead to a lattice point. But if $m_{\gamma}, n_{\gamma}$ are integers prime to each other, there exist integers $x, y$ satisfying the equation

$$
m_{\gamma} y-n_{\gamma} x=\mathbf{1},
$$

and if $x=m_{\delta}, y=n_{\delta}$ is any solution of this equation, and $O D$ is the step from () with vector $m_{\delta} \alpha+n_{\delta} \beta$, then $O C D$ is a basal triangle. Hence
0.15. Tho lattice points can serve as vertices of a basal triangle if and only if there is no latlice point between them on the line joining them.

If the ratio of $\delta$ to $\gamma$ is not real, the ratio of $\mu \gamma+q \delta$ to $\gamma$ is not real unless q - 0, and therefore the only members of the aggregate $p \gamma+q \delta$ which are real multiples of $\gamma$ compose the aggregate $p \gamma$. But if $O, P$ are any two points of a lattice, there can be only a finite number of lattice points between $O$ and $P$, and therefore there is a point $C$ in $O P$,
which may coincide with $P$, such that there is no lattice point bet ween $O$ and $C$ '. It follows that the steps from $O$ to lattice points in the line $O P$ are the integral multiples of the one step $O C$. In other words,
0.16. If a line contains more than one point of a lattice, the lattire points which it contains constitute a single paling.

If $O C D$ is one basal triangle, $\cdot 12$ implies that the other basal triangles with $O$ and $C$ for two of their vertices have their third vertices either on the line through $D$ parallel to $O C$ or on the parallel line at the same distance on the other side of $O C$; any lattice point on either of these lines will serve, and the possible positions of the third vertex therefore constitute two palings. This is in agreement with the algebraie solution of the equations

$$
m_{\gamma} y-n_{\gamma} x=1, \quad m_{\gamma} y-n_{\gamma} x=-1
$$

if $x=m_{\delta}, y=n_{\delta}$ is one solution of the first of these equations, the general solution of the first equation is $x=m_{\delta}+r m_{\gamma}, y=n_{\delta}+r n_{\gamma}$, and the general solution of the second equation is $x=-m_{\delta}+r m_{\gamma}$, $y=-n_{\delta}+r n_{\gamma}$, where $r$ in each case is an arbitrary integer.
0.2. If, as in Figures ${\underset{\sim}{1}}_{1}$ and ${\underset{2}{2}}_{2}$, the points geometrically congruent in a dissection of the plane compose a lattice, the distribution of values of the function $f(z)$ is the same in every cell of the pattern if

$$
f(z+\Omega)=f(z)
$$

for every value of $z$ and for every value of $\Omega$ which is a step in the lattice. The functions to be studied in this book are functions subject to a condition of this form.

We say that a function $f(z)$ which satisfies 201 belongs to the lattice $\Omega$. The fundamental condition is sometimes expressed differently. If $z_{1}-z_{2}$ is a lattice step, the two values $z_{1}, z_{2}$ are said to be congruent, to modulus $\Omega$, and we write $z_{1} \equiv z_{2}$, or, if necessary, $z_{1} \equiv z_{2}, \bmod \Omega$; the condition 201 is then: The congruence $z_{1} \equiv z_{2}$ implies the equality $f\left(z_{1}\right)=f\left(z_{2}\right)$.

If $\alpha \beta$ is a basis of the lattice, the congruence $z_{1} \equiv z_{2}, \bmod \alpha \beta$, asserts the existence of integers $m, n$ such that $z_{2}=z_{1}+m \alpha+n \beta$, and the functional relation 201 becomes
-202

$$
f(z+m \alpha+n \beta)=f(z)
$$

to be satisfied for all integral values of $m$ and $n$. In the form $\cdot 202$ the relation is an immediate consequence of the two simpler relations

$$
\cdot{ }_{4767}^{003} \quad f(z+\alpha)=f(z), \quad f(z+\beta)=f(z)
$$

of which the first expresses that $f(z)$ has the period $\alpha$, the second that $f(z)$ has the period $\beta$. That is,
$0 \cdot 21$. A function which satisfies a relation $f(z+\Omega)=f(z)$ in which $\Omega$ is the typical step in a lattice is u function which has two periods whose ratio is not real.

Since the number of independent periods is two, such a function is known as a doubly periodic function. It need hardly be said that a doubly periodic function possesses an infinity of distinct periods; every number of the form $m \alpha+n \beta$, including zero, is a step in the lattice and is a period of the function. No two periods are the periods in any more important sense than that they are the periods we happen to be using; this being understood, we may speak of the periods as freely as we speak of the coordinates of a point.

Two questions now present themselves. (1) Can a function possess two periods whose ratio is real? (2) Can a function possess more than two periods? These questions are bound up with two of a more elementary kind. (1) What is the nature of the aggregate $m \alpha+n \beta$ if $\alpha, \beta$ are fixed complex numbers whose ratio is real? (2) What is the nature of the aggregate $m \alpha+n \beta+p \gamma$ if $\alpha$. $\beta, \gamma$ are fixed complex numbers ?

Let $\beta=u \alpha$, where $u$ is real. We can suppose $u$ positive, for the aggregate $m \alpha+n \beta$ is identical with the aggregate $m(-\alpha)+n \beta$. With each value of the integer $l$ associate the integer $p_{l}$ such that

$$
p_{l} \leqslant l u<p_{l}+1
$$

and the point $E_{l}$ for which the step $O E_{l}$ is $l \beta-p_{l} \alpha$; the point $E_{l}$ either coincides with $O$ or lies between $O$ and $A$ on the line $O A$. If two points $L_{r}^{\prime}, E_{s}^{\prime}$ coincide, then $r \beta-p_{r} \alpha=s \beta-p_{s} \alpha$, and therefore $u$ has the rational value $\left(\rho_{s}-p_{r}\right) /(s-r)$. Conversely, if $u=h / k$, where $h, k$ are positive integers, the inequalities $\cdot 204$ are equivalent to

$$
\begin{equation*}
p_{7}+h \leqslant\left(l+l_{i}\right) u<p_{l}+h+1, \tag{205}
\end{equation*}
$$

and therefore

- 20) $\quad l_{7+k}=p_{i}+h, \quad(l+k) \beta-\mu_{1+k} \alpha=1 \beta-p_{2} \alpha$.

Thus the sets of values $p_{0}, p_{1}, \ldots, p_{k-1}$ and of positions $E_{0}, E_{1}, \ldots, E_{k-1}$ recur.
(1).2.2. If $\beta / x$ is reul, the mumber of distinct points in the set $\ldots, E_{-2}, E_{-1}$, $E_{0}^{\prime}, E_{1}, E_{2}, \ldots$ is finite or infinite according as $\beta / \alpha$ is rutional or irrational.

If $P$, $Q$ are any two aggregate-points on the line, the step $P Q$ is of the form $m a+n \beta$, and an equal step from any aggregate-point leads again to an aggregate-point. It follows that if the number of aggregate-
points between $O$ and $A$ is finite, the distance between adjacent points is everywhere the same. If $E_{t}$ is the nearest to $O$ of those of the points $E_{1}, E_{2}, \ldots, E_{k-1}$ which are distinct from $O$, the step $O E_{l}$ is a number $\theta$, given as $t \beta-p_{t} \alpha$, which is such that $\alpha$ is an integral multiple $a \theta$ of $\theta$ and every number of the form $l \beta-p_{l} \alpha$ is an integral multiple $g_{l} \theta$ of $\theta$. Since in particular the number $\beta-p_{1} \alpha$ is expressible as $g_{1} \theta$, we have $\beta=b \theta$, where $b=p_{1} a+y_{1}$. Since $\theta=t \beta-p_{t} \alpha=\left(t b-p_{t} a\right) \theta$, we have $t b-p_{t} a=1$, and $a$ and $b$ have no common factor: the ratio $b / a$ is the ratio $\beta / \alpha$, known to be rational, expressed in its lowest terms. Since $\alpha$ and $\beta$ are multiples of $\theta$, every number of the form $m \alpha+n \beta$ is a multiple of $\theta$; since $\theta$ is given as $t \beta-p_{t} \alpha$, every multiple of $\theta$ is of the form $m_{\alpha}+n \beta$ : the aggregate $m \alpha+n \beta$ is identical with the aggregate of multiples of $\theta$.
$0 \cdot 23$. To say that a function has two periods whose ratio is rational implies no more than that the function has one period of which these two are integral mulliples.

Consider now the ease in which $\beta / \alpha$ is irrational. If $N$ is any whole number, the $N+1$ points $E_{0}, E_{1}, E_{2}, \ldots, E_{N}$ are all distinct, and if we divide the interval $O A$ into $N$ equal parts, at least one of these parts includes as many as two of the points; also if $\lambda$ is the length of $O A$, the distance between two points in the same division is not greater than $\lambda / N$. Since the step from one aggregate-point to another is a number of the form $m \alpha+n \beta$, it follows that whatever the value of $N$, there is a number $\mu_{N}$ of the aggregate $m \alpha+n \beta$ such that $0<\left|\mu_{N}\right|<\lambda / N$. Now let $z_{0}$ be any point in the plane, and let $\rho$ be the radius of any circle with centre $z_{0}$. Take a value of $N$ greater than $\lambda / \rho$, and with this value of $N$ choose $\mu_{N}$. Then the point $z_{0}+\mu_{N}$ lies inside the circle. Hence if $f(z)$ is a function satisfying the condition $f(z+m \alpha+n \beta)=f(z)$, an arbitrary circle with $z_{0}$ for centre contains a point $z_{1}$ distinct from $z_{0}$ such that $f\left(z_{1}\right)=f\left(z_{0}\right)$. It follows that if $f^{\prime}\left(z_{0}\right)$ exists, the value of $f^{\prime}\left(z_{0}\right)$ is zero. Thus if $f(z)$ is an analytic function, the derivative $f^{\prime}(z)$ is zero at every point at which it exists:
$0 \cdot 24$. An analytic function with two periods whose ratio is an irrational number is an absolute constant.

With $\cdot 23$ and $\cdot 24$ the question of functions with two periods whose ratio is real is answered completely, and we proceed to the question of functions with three periods, $\alpha, \beta, \gamma$. We can assume at once that no two of the periods have a real ratio, for a rational ratio would reduce the mumber of periods to two at most, and an irrational ratio would
reduce the function to a constant. If the ratio of $\alpha$ to $\beta$ is not real, any third mumber $\gamma$ ean be expressed as $u \alpha+\imath \beta$, where $u, v$ are real; this is only to say that any point in the plane can be identified by coordinates referred to any two axes. If the ratio of $u$ to $v$ is rational, we have $u=w h, v=w k$ where $h$, $k$ are integers; then $\gamma=u(h \alpha+k \beta)$, and since $k a+k ; \beta$ is a period, this relation reduces the periods to two or the function to a constant according as $w$ is rational or irrational. Similarly if $u$ has a rational value $h / k$, the relation $k v \beta=k \gamma-h \alpha$ reduces the periods or trivializes the function according to the character of $r$, and if $r$ has a rational value, the same result follows according to the character of $u$. Thus the only case that remains for examination is that in which $u, v$, and the ratio of $u$ to $v$, are all irrational.

We can suppose $u$ and $v$ positive, for we can replace $\alpha$ by $-\alpha$ or $\beta$ by $-\beta$ if necessary, and we repeat, with little modification, the construction and the argument leading to 24 . With each value of the integer $l$ we associate the integers $p_{l}, q_{l}$ which are such that

$$
\begin{equation*}
p_{l} \leqslant l_{l}<p_{l}+1, \quad q_{l} \leqslant l v<q_{l}+1 ; \tag{207}
\end{equation*}
$$

if $l \neq 0$, equality is impossible in either case. The integer $l$ now determines a number $l \gamma-p_{l} \alpha-q_{l} \beta$, and a point $E_{l}$ such that this number represents the step $O E_{l}$. The point $E_{0}$ is the origin $O$, and for all other values of $l$, positive and negative, $E_{l}$ is inside the parallelogram $(O ; A B)$. No two of the points $\ldots, E_{-2}, E_{-1}, E_{0}, E_{1}, E_{2}, \ldots$ eoincide, and any step from one to another of these points is represented by a number in the aggregate $m \alpha+n \beta+p \gamma$. If $N$ is any whole number, the parallelogram ( $O ; A B$ ) can be divided into $N^{2}$ equal compartments by means of $N-1$ lines parallel to $O A$ and $N$ - 1 lines parallel to $O B$, and if $\lambda$ is the greatest distance from one point to another of the parallelogram $(O ; A B)$, that is, the length of the longer diagonal of this parallelogram, the distance between two points in the same compartment is not greater than $\lambda / N$. The $N^{2}+1$ points $E_{0}, E_{1}, E_{2}, \ldots, E_{N^{2}}$ can not all be accommodated in different compartments, and therefore at least one compartment contains as many as two points. Hence the aggregate $m \sim+\mu \beta+m \gamma$ includes a member $\mu_{N}$ such that $0<\left|\mu_{N}\right| \leqslant \lambda / N$, and it follows as before that if $f(z)$ satisfies the condition

$$
f(z+m \alpha+n \beta+m \gamma)=f(z),
$$

he derivative $f^{\prime}(z)$ is zero wherever it exists. Thus
15.25. To say that a singlecalued annlytic function has three periods implies no more than thut the function is doubly periodic.

To sum up, the restriction to two periods and the condition that the ratio of one of these periods to the other is not real are not arbitrary limitations but limitations inherent in the subject.

The investigation just completed is not superfluous to our main subjeet, for it enables us to deal with such dissections as the one in Figure $2_{3}$. If the parallelograms in this diagram have sides $\alpha$ and $\beta$, as now indicated, there are displacements with vectors $\alpha$ and $2 \beta$, and there is also a displacement with a vector $\gamma$ which is of the form $u \alpha+\beta$. A function $f(z)$ can not satisfy the eondition $f(z+\gamma)=f(z)$ for all positions of $z$ in one parallelogram without satisfying this condition everywhere, that


Fig. 5. is, without having $\gamma$ for a period, and then the function is trivial and the pattern ineffective unless $u$ is rational. If $2 \beta$ and $u \alpha+\beta$ are periods, so also is $2 u \alpha$, and if $2 u$, in its lowest terms, is $h / k$, the periods $\alpha, 2 u \alpha$ are multiples $k \theta, h \theta$ of a single period $\theta$. We have now the three periods $\theta, 2 \beta, \frac{1}{2} h \theta+\beta$, and we distinguish two cases. If $h$ is even, $\theta$ and $\beta$ are periods. If $h$ is odd, $\frac{1}{2} \theta+\beta$ is a period $\phi$, and we have the three periods $\theta, 2 \phi-\theta, \phi$, of which the second is a direct combination of the other two. The two eases are illustrated in Figures $6_{1-2}$, and we see that the pattern in terms of the smaller parallelograms is of the same simple form as the patterns in Figures $2_{1-2}$.


Fig. 6.

To put differently the point just illustrated, the periodicity of any particular function we construet may turn out to be better than we anticipated. The functions $\sin z$ and $\cos z$ have the common period $2 \pi$. and any rational function of these two has this period, but tan $z$, defined as $\sin z / \cos z$, is found to have the smaller period $\pi$. To say that $f(z)$ belongs to the lattice $\Omega$ means only that the identity $f(z+\Omega)=f(z)$ is satisfied; $f(z)$ may in fact possess a period $\omega$ which does not belong to the aggregate $\Omega$. What we have shown is that in this case $f(z)$, unless
trivial, belongs to a lattice $\mathrm{l}^{\circ}$ of finer mesh than $\Omega$, and that $\dagger$ the points of $\Omega$ are among the points of $\mathrm{I}^{\circ}$. But the determination of the minimum lattice is not necessarily the first problem to be attacked when a function is introduced, and if several functions occur in the same investigation. it is a lattice large enough for them all to belong to it that we need, whether or not finer lattices for the individual functions are known.

By a primitive region for a lattice or for a function which belongs to the lattice we mean a region which just represents the whole plane; no two points of the region are congruent, but every point of the plane is congruent with one point of the region. In other words, if $\Lambda$ is a primitive region, and if $\Lambda_{\Omega}$ is the region to which $\Lambda$ is moved by a displacement $\Omega$ which is a step in the lattice, every point in the plane belongs to one and only one of the regions $\Lambda_{\Omega}$. In terms of the dissection of the plane, with which our discussion began, a primitive region is one of the congruent regions into which the plane is dissected, but unless our definition is formal we have difficulty in dealing with the boundary of a region; a point on the common boundary between two regions, or a point where more than two regions meet, must not be assigned to more than one of the regions, and in consequence only part of the boundary of a region belongs to that region.

In no sense is there a unique or fundamental primitive region. We have only to substitute for any part $\Delta$ of a primitive region $\Lambda$ a region $\Delta_{\Omega}$ congruent with $\Delta$, and the combination of $\Lambda-\Delta$ and $\Delta_{\Omega}$ is another primitive region. In practice this change usually takes the form of a change of contour of $\Lambda$, part of $\Lambda$ being transferred to adjacent regions and the loss being made good by a corresponding transfer on the other side. For example, in Figure $7_{1}$ the lower halves of the hexagons are all congruent, and by uniting to the upper half of one hexagon the lower half of one of its neighbours we ean form a primitive region which is a parallelogram. In Figure $7_{2}$, joining the two ends of each


Fic: 7. circular are and replacing the segment in each region by the opposite segment which originally belongs to an adjacent region, we have a primitive region bounded by six straight lines, and this can be further transformed into a parallelogram. In these examples the purpose of the change is to simplify the shape of the region. We can use the

[^8]change also to avoid particular points on the contour. If a function to be integrated has a pole at a point $Q$ on the contour of $\Lambda$, we can replace the contour near $Q$ by part of a small circumference which brings $Q$ inside the region; the congruent changes necessarily remove from the actual boundaries all points congruent with $Q$, and we have one pole definitely inside the new primitive region and the congruent poles definitely outside. As Figure $8_{2}$ illustrates, the inclusion of



Fig. 8. one pole may involve the exclusion of more poles than one; that is why we operate by inclusion, not by exclusion.
If $\alpha \beta$ is a basis of the lattice characteristic of the pattern, any parallelogram $T U W V$ in which the adjacent sides $T U, T V$ have vectors $\alpha, \beta$ is a primitive region. Only one of the four corners is to be included. Opposite sides are congruent, and if we include a point $P$ on one side we must exclude the corresponding point on the other side. As a rule we include the whole of the sides $T U, T V$, except the points $U, V$, and exclude therefore the sides $V W$, $U \mathrm{~W}$. 'The name $\dagger$ of cell is sometimes reserved for a primitive region so constructed. If the vertices of the parallelogram belong to the actual aggregate $m_{\alpha}+n \beta$, the parallelogram is called a period parallelogram or a mesh. If $T$ is the origin $O$, the mesh is said to be


Fig. 9. fundamental. The fundamental mesh $\alpha \beta$ consists therefore of the interior of the parallelogram whose vertices are the four points $0, \alpha$, $\alpha+\beta, \beta$, together with the point 0 , the points between 0 and $\alpha$, and the points between 0 and $\beta$.

There is a distinction to be borne in mind between a parallelogram which is a primitive region and a period parallelogram. If in Figure 9, for example, $P$ is any point on the line $V W^{\prime}$ and $Q$ is the point such that $W Q$ is congruent with $V P$, the triangles $T V P$ and $U W Q$ are congruent, and the parallelogram $T U Q P$ is a primitive region, but this parallelogram is not a period parallelogram unless $P$ is a lattice point.

It is to be noticed also that a region is primitive with regard to a lattice, not with regard to any particular function $f(z)$, which belongs to the lattice. There may be a repetition of values of $f(z)$ inside a region

[^9]which is primitive for the lattice. A eell of the lattice may be divisible, with reference to $f(z)$, into a number of compartments in each of which $f(z)$ takes an assigned value not more than once, but there is no reason to suppose that even when this is possible different compartments in one cell are congruent geometrically.

## (ii) Elliptic Functions in Ceneral

$0 \cdot 3$. By a theorem known as Liomville's, a singlevalued function of the complex variable, mless a sheer constant, must tend somewhere to infinity. The function may be, like a polynomial or the exponential function. bounded in any finite region of the plane, but in that case the limits as $z \rightarrow \infty$ are not all finite. Since a doubly periodic function, if bounded throughout a primitive region, is bounded throughout the whole plane, and ean not tend to infinity with $z$,
$0 \cdot 31$. A singlevalued doubly periodic function which is not a constant has at least one singularity in each cell,
or in other words,
-301. If $f(z)$ is a singlevalued doubly periodic function which is not a constant, there is at least one lattice whose points are singularilies of $f(z)$. Every lattice extends to infinity, and a limiting point of singularities is an essential singularity, even if the individual singularities are poles or branchpoints; hence
0.32. A doubly periodic function which is not a constant has the point at infinity for an essential singularity.

From 31 we learn that the most elementary doubly periodic functions which we can hope to construct are singlevalued doubly periodic functions whose only accessible singularities are poles. These are the functions which, for historical reasons with which we need not concern ourselves, are called elliptic functions. We demonstrate the existence of elliptic functions by particular constructions, but first we prove a few general theorems.

The number of poles of an elliptic function in any bounded region is finite, since otherwise the regrion would include a limiting point of poles, and this would he an essential singularity of the function. Furthermore, if $f(z)$ is a function not identically zero whose only accessible singularities are poles, then with any finite value of $a$ is associated an expansion
$\cdot 302$

$$
f(z)=(z-a)^{n}\left\{c_{0}+c_{1}(z-a)+c_{2}(z-a)^{2}+\ldots\right\}
$$

with $n$ an integer and $c_{0}$ not zero, valid throughout some neighbourhood of $a$. The point $a$ is a zero of orler $n$, a neutral point, or a pole of order $-n$, according as $n$ is positive, zero, or negative; $c_{0}$ is the leading coefficient of $f(z)$ at $a$. For sufficiently small values of $z-a$,

$$
\left|(z-a)\left\{c_{1}+c_{2}(z-a)+\ldots\right\}\right|<\left|c_{0}\right|,
$$

and therefore within this range $f(z) \neq 0$, except at $a$ itself if $a$ is a zero; that is to say, whether or not $a$ is a zero, $a$ is not a limiting point of zeros, and therefore in any bounded region the number of zeros is finite. Hence
$0 \cdot 33$. The number of poles and the number of zeros of an elliptic function in any cell are finite.

In other words,
-303. The poles of an elliptic function constitute a finite number of lattices, and so do the zeros of the function unless the function is identically zero.
A set of poles or zeros which includes one and only one member of each pole-lattice or zero-lattice is called an irreducible set; the pole or zero is of course given the appropriate multiplicity.

If the only accessible singularities of $f(z)$ are poles, the only accessible singularities of $1 / f(z)$ arise from the zeros of $f(z)$; a zero of $f(z)$ of orcler $n$ implies a pole of $1 / f(z)$ of the same order, and if $f(z)$ is not identically zero the zeros of $f(z)$ have no accessible limiting points and can not introduce accessible essential singularities into $l / f(z)$. Alternatively we may say that if $c_{0} \neq 0$, then

$$
1 /\left\{c_{0}+c_{1}(z-a)+c_{2}(z-a)^{2}+\ldots\right\}=d_{0}+d_{1}(z-a)+d_{2}(z-a)^{2}+\ldots
$$

where $d_{0} \neq 0$ and the radius of convergence of the series on the right is not zero; hence the existence of the expansion 302 for $f(z)$ implies the existence of the expansion
-304

$$
\mathbf{l} / f(z)=(z-a)^{-n}\left\{d_{0}+d_{1}(z-a)+d_{2}(z-a)^{2}+\ldots\right\}
$$

and since $a$ is arbitrary in $302, a$ is arbitrary in $\cdot 304$ also. Thus
-305. If $f(z)$ is a function not identically zero whose only accessible singularities are poles, then $1 / f(z)$ is a function whose only accessible singularities are poles.

If $f(z)$, not identically zero, is periodic, $\mathbf{1} / f(z)$ has the periods of $f(z)$. Hence
0.34. If $f(z)$ is an elliptic function not identically zero, then $1 / f(z)$ is an elliptic function belonging to the same lattice as $f(z)$,
which, taken with $\cdot 31$, implies that
4767
0.35. An elliptic function which is not a constant has at least one zero in each cell.

If $f(z), g(z), \ldots$ are elliptic functions, finite in number, with a common lattice, any polynomials $P\{f(z), g(z), \ldots\}, Q\{f(z), g(z), \ldots\}$ in these functions are elliptic functions with this lattice, and it follows from $\cdot 34$ that $1 / Q\{f(z), g(z), \ldots\}$ also is an elliptic function unless $Q\{f(z), g(z), \ldots\}$ is identically zero; hence $P\{f(z), g(z), \ldots\} / Q\{f(z), g(z), \ldots\}$ is an elliptic function:
0.36. If a finite number of elliptic functions have a common lattice, any rational function of these functions that is not infinite everyuhere is an elliptic function with that laltice.
The common lattice is not necessarily the fundamental lattice for any of the individual functions. For example, if $\Omega$ is a typical period of $f(z)$, then $\frac{1}{2} \Omega$ is a typical period of $f(2 z)$ and $\frac{1}{3} \Omega$ is a typical period of $f(3 z)$, but the typical period of $f(2 z)+f(3 z)$ is $\Omega$.

If $f(z)$ is an analytic function, the singularities of the derivative $f^{\prime}(z)$ are located at the singularities of $f(z)$, and a pole of order $n$ of $f(z)$ gives rise to a pole of order $n+1$ of $f^{\prime}(z)$. Also the relation $f(z+\Omega)=f(z)$ implies the relation $f^{\prime}(z+\Omega)=f^{\prime}(z)$. Hence
$0 \cdot 37$. The successive derivatives of an elliptic function $f(z)$ are elliplic functions with the same lattice as $f(z)$.

Integration introduces questions of detail. The relation $f(z+\Omega)=f(z)$ implies of course

$$
\int_{z_{0}}^{\tilde{z}} f(z+\Omega) d z=\int_{z_{0}}^{z} f(z) d z,
$$

provided that the path of integration is the same in the two integrals. But it is only if the residues of $f(z)$ are all zero that the integrals are independent of the path and that we can define a singlevalued function $F(z)$ by the formula
$\cdot 306$

$$
F(z)=\int_{z_{0}}^{z} f(z) d z
$$

Moreover, when this definition is possible, $F(z+\Omega)$ is not

$$
\int_{z_{0}}^{z} f(z+\Omega) d z
$$

which can be identified with $F^{\prime}(z)$, but

$$
\int_{\varepsilon_{0}}^{z+\Omega} f(z) d z
$$

We have, still on the assumption that the paths are irrelevant,
that is,

$$
F(z+\Omega)=\int_{z_{0}}^{z_{0}+\Omega} f(z) d z+\int_{z_{0}+\Omega}^{z+\Omega} f(z) d z,
$$

- 307

$$
F(z+\Omega)=F^{\prime}(z)+F^{\prime}\left(z_{0}+\Omega\right),
$$

and it is only if $F\left(z_{0}+\Omega\right)=0$ for every period $\Omega$ that $F(z)$ is an elliptic function. If $\Omega^{\prime}$ and $\Omega^{\prime \prime}$ are any two periods, we have, on substituting $z_{0}+\Omega^{\prime}$ for $z$ and $\Omega^{\prime \prime}$ for $\Omega$ in $\cdot 307$,
-308

$$
F\left(z_{0}+\Omega^{\prime}+\Omega^{\prime \prime}\right)=F\left(z_{0}+\Omega^{\prime}\right)+F^{\prime}\left(z_{0}+\Omega^{\prime \prime}\right)
$$

Hence if $\alpha \beta$ is a basis of the lattice, and if $\Omega=m \alpha+n \beta$, then

$$
F\left(z_{0}+\Omega\right)=m \mathrm{~A}+n \mathrm{~B},
$$

where
-310

$$
\mathrm{A}=F\left(z_{0}+\alpha\right), \quad \mathrm{B}=F\left(z_{0}+\beta\right)
$$

Substituting from $\cdot 309$ in $\cdot 307$, we have the most general theorem to be expeeted:
0.38. If $f(z)$ is an elliptic function whose residues are all zero, belonging to a lattice of which $\alpha \beta$ is a basis, the singlevalued function $F(z)$ defined by the formula

$$
F(z)=\int_{z_{0}}^{z} f(z) d z
$$

satisfies the relation

$$
F(z+m \alpha+n \beta)=F^{\prime}(z)+m \mathrm{~A}+n \mathrm{~B}
$$

where

$$
\mathrm{A}=\int_{z_{0}}^{z_{0}+\alpha} f(z) d z, \quad \mathrm{~B}=\int_{z_{0}}^{z_{0}+\beta} f(z) d z
$$

A change in $z_{0}$ adds a constant to $F(z)$ and is without effect on the functional relation or on the values of A and B , but we must leave $z_{0}$ arbitrary, since any particular point we might choose for $z_{0}$, such as the origin, might sometimes be a pole of $f(z)$ and would then be unsuitable.

If the basis is changed from $\alpha \beta$ to $\gamma \delta$ by the pair of formulae - 311

$$
\gamma=m_{\gamma} \alpha+n_{\gamma} \beta, \quad \delta=m_{\delta} \alpha+n_{\delta} \beta,
$$

the corresponding constants $\Gamma, \Delta$ are derived from $\mathrm{A}, \mathrm{B}$ by the same transformation:

- 312

$$
\Gamma=m_{\gamma} \mathrm{A}+n_{\gamma} \mathrm{B}, \quad \Delta=m_{\delta} \mathrm{A}+n_{\delta} \mathrm{B}
$$

In general we can say that the constant $F(z+\Omega)-F(z)$ is the typical member of a lattice which is correlated with the period lattice, but we
have to remember that the one lattice may degenerate when the other does not.

A function $C^{\prime}(z)$ which satisfies a relation

$$
G^{\prime}(z+\alpha)=G^{\prime}(z)+\mathrm{A}
$$

is said to possess pseudoperiodicity of the first or additive kind, with A for modulus. The integral in $\cdot 35$ is a doubly pseudoperiodic function of the first kind, with $\alpha, \beta$ for periods and $\mathrm{A}, \mathrm{B}$ for corresponding moduli. Since the derivative of a pseudoperiodic function of the additive kind is a periodic function, the converse of 38 is true:
(0.39. A doubly pseudoperiodic function of additive type which has no accessible singularities except poles is the integral of an elliptic function whose residues are all zero.

It is to be noticed that the function $z$ itself is additively pseudoperiodic; any period may be assigned to this function, and the corresponding modulus is equal to the period.
$0 \cdot 4$. Let a $\beta$ be a basis of the lattice to which the elliptic function $f(z)$ belongs, and let $O^{\prime} A^{\prime} C^{\prime \prime} B^{\prime}$ be a parallelogram in which $O^{\prime} A^{\prime}, O^{\prime} B^{\prime}$ liave the vectors $\alpha, \beta$. Since the number of poles of $f(z)$ in the parallelogram or on its boundary is finite, it is possible to draw a line a parallel to $O^{\prime} A^{\prime}$, between $O^{\prime} A^{\prime}$ and $B^{\prime} C^{\prime}$, which does not pass through any of these poles, and from the periodicity of $f(z)$ in $\alpha$ it follows that $a$ does not pass through any poles of $f(z)$; similarly it is possible to draw a line $b$ parallel to $O^{\prime} B^{\prime}$, between $O^{\prime} B^{\prime}$ and $A^{\prime} C^{\prime}$, which does not pass through any poles of $f(z)$. The lines $a, b$ intersect in a point $O$, and the parallelogram $O A C B$ for which $O A, O B$ have the vectors $\alpha, \beta$ has no poles of $f(z)$ on $O A$ or $O B$, and therefore has no poles of $f(z)$ on $B C$ or $A C$ : this parallelogram is a period parallelogram with a pole-free contour.

If $O A C B$ is a period parallelogram with a pole-free contour, the function $f(z)$ can be integrated round the contour. If $z_{O}$ is the value of $z$ at $O$, we have

$$
\int_{\Delta C} f(z) d z=\int_{z_{0}+\beta}^{z_{0}+\beta+\alpha} f(z) d z=\int_{z_{0}}^{z_{0}+\alpha} f(z+\beta) d z=\int_{\sigma_{A}} f(z) d z,
$$

and similarly

$$
\int_{A_{C}} f(z) d z=\int_{S B} f(z) d z:
$$

-401. If a period parallelogram of an elliptic function has a pole-free contour, the integral of the function round the contour is zero.

Applying Cauchy's theorem, we see that
$0 \cdot 41$. The sum of the residucs of an elliptic function at the poles in a primitive region is zero.

From $\cdot 37$ and $\cdot 36$, the logarithmic derivative $f^{\prime}(z) / f(z)$ is an elliptic function belonging to the same lattice as $f(z)$. In the neighbourhood of a point $u$, from the expansion $\cdot 302$,

$$
\frac{f^{\prime}(z)}{f(z)}=\frac{n}{z-a}+\frac{c_{1}+2 c_{2}(z-a)+3 c_{3}(z-a)^{2}+\ldots}{c_{0}+c_{1}(z-a)+c_{2}(z-a)^{2}+\ldots},
$$

and since $c_{0} \neq 0$, the point $a$ is a neutral point of $f^{\prime}(z) / f(z)$ if $n=0$, a simple pole with residue $n$ if $n \neq 0$; that is, the poles of $f^{\prime}(z) / f(z)$, all simple, are the poles and the zeros of $f(z)$, and the residue of $f^{\prime}(z) / f(z)$ is $m$ where $f(z)$ has a zero of order $m$ and is $-n$ where $f(z)$ has a pole of order n. Applying $\cdot 41$ to $f^{\prime}(z) f f(z)$ and interpreting the result in terms of $f(z)$,
$0 \cdot 42$. The sum of the orders of the zeros of an elliptic function in a primitive region is equal to the sum of the orders of the poles.
Replacing $f(z)$ by $f(z)-c$, an elliptie function with the same poles as $f(z)$, we have
$0 \cdot 43_{1}$. If $f(z)$ is any elliptic function, the sum of the orders of an irreducible set of roots of the equation $f(z)=c$ is independent of the value of $c$ and is equal to the sum of the orders of an irreducible set of poles of $f(z)$.

The number whose importance is shown by this theorem is called the order of the elliptic function; the order of the function is the sum of the orders of incongruent poles. A multiple root of the equation $f(z)=c$ is a root of the equation $f^{\prime}(z)=0$; this equation has a finite number of incongruent roots, $z_{1}, z_{2}, \ldots, z_{k}$, and umless $c$ has one of the $k$ values $f\left(z_{1}\right), f\left(z_{2}\right), \ldots, f\left(z_{k}\right)$, the roots of the equation $f(z)=c$ are all simple. Hence
$0 \cdot 43_{2}$. The order of the elliptic function $f(z)$ is the number of incongruent roots of the equation $f(z)=c$ for an urbitrary value of $c$.

A function of order 1 would be a function with one simple pole and no others in a cell, and by 41 the residue at that pole would be zero:
$0 \cdot 44$. There are no elliptic functions of the first order.
But for every value of $n$ from 2 onward there are elliptic functions corresponding to every partition of $n$, from the one extreme of functions with a single pole of order $n$ to the other extreme of functions with $n$ distinct simple poles; this is established in due course by the construction of the functions. Since a pole of order $p$ in $f(z)$ implies a pole of order $p+1$ in $f^{\prime}(z)$, the derivative of a function of order $n$ may have any order from $n+1$ to $2 n$.

Let $G(z)$ be any analytic function which has no singularities on the pole-free contour $O A C B$ and no singularities except poles inside this contour. Using the same transformation as in the proof of 401 we have the integral of the product $f(z) G(z)$ round the contour expressed as

$$
\int_{\delta L B} f(z)\{C(z+\alpha)-G(z)\} d z-\int_{O_{i}} f(z)\{G(z+\beta)-G(z)\} d z .
$$

If then $G(z)$ is doubly psendoperiodie, with $\mathrm{A}, \mathrm{B}$ for moduli corresponding to the periods $\alpha, \beta$, this integral reduces to

$$
\mathrm{A} \int_{\partial B} f(z) d z-\mathrm{B} \int_{O A} f(z) d z .
$$

On the other hand, integration round the contour $O A C B O$ is in the positive direction or the negative direetion, in the sense required for the applieation of Cauchy's theorem, aecording as the direction of minimum rotation from $O A$ to $O B$ is positive or negative; that is to say, the sum of the residues of $f(z) G(z)$ must be multiplied by $2 \pi i$ or $-2 \pi i$ according as the basis $\alpha \beta$ is positive or negative. We introduce $v$ to denote $i$ or $-i$ as the case may be, and we eall $v$ the signature of the basis.
0.45. Let a $\beta$ be a basis of the elliptic function $f(z)$, and let $G(z)$ be a doubly pseudoperiodic function belonging to the same lattice as $f(z)$, with $\mathrm{A}, \mathrm{B}$ for moduli corresponding to the periods $\alpha, \beta$. Then if $O A, O B$ are steps, with vectors $\alpha, \beta$, on which neither $f(z)$ nor $G(z)$ has any singularities, and if $G^{\prime}(z)$ has no singularities except poles inside the parallelogram $(O ; A B)$, the value of

$$
\mathrm{A} \int_{O B} f(z) d z-\mathrm{B} \int_{O A} f(z) d z
$$

is $2 \pi v$ times the sum of the residues of the product $f(z) G(z)$ at poles inside the parallelogram, $v$ being the signature of the basis $\alpha \beta$.

In general the residue of a product is the sum of a number of terms, but if the pole under consideration is a simple pole of one factor and a neutral point or a zero of the other, the residue of the product is the product of the residue of the one function and the value of the other.

The cases of 45 which are of immediate importance are two in which one or other of the functions $f(z), G(z)$ is in a sense trivial.

Taking $f(z)$ as constant, we have:
0.46. If $G(z)$ is a doubly pseudoperiodic function of additive type with moduli A, B corresponding to the periods $\alpha, \beta$, whose accessible singularities
are all poles, then $\mathrm{A} \beta-\mathbf{B}_{\alpha}$ is $2 \pi v$ times the sum of the resilues of $C^{\prime}(z)$ in any cell of the $\alpha \beta$ lattice, $v$ being the signuture of the basis.

The distribution of finite values of $G(z)$ differs from cell to cell, but the poles occupy congruent positions in the different cells and the residues of congruent poles are everywhere the same. To this theorem we shall presently return.

Next we take $G(z)$ in $\cdot 45$ as $z$, and we replace $f(z)$ by a logarithmic derivative $f^{\prime}(z) / f(z)$. The factor $z$ has no poles, and the poles of $f^{\prime}(z) / f(z)$ are simple; if $a_{r}$ is a pole of $f(z)$, of order $p_{r}$, the residue of $z f^{\prime}(z) / f(z)$ is - $p_{r} a_{r}$; if $b_{s}$ is a zero of $f(z)$, of order $q_{s}$, the residue of $z f^{\prime}(z) / f(z)$ is $q_{s} b_{s}$. The sum of the residues is therefore

$$
\sum_{s} q_{s} b_{s}-\sum_{r} p_{r} a_{r}
$$

extending to all the zeros and poles in the parallelogram. On the other hand, since $f(z)$ has the same value at $B$ as at $O$, and the same value at $A$ as at $O$, each of the integrals

$$
\int_{O B} \frac{f^{\prime}(z) d z}{f(z)}, \quad \int_{O A} \frac{f^{\prime}(z) d z}{f(z)}
$$

is the difference between two values of the logarithm of the same number $f\left(z_{O}\right)$, and is therefore an integral multiple of $2 \pi i$. Giving $\mathrm{A}, \mathrm{B}$ their values $\alpha, \beta$, we can say that the integral round the contour is of the form $2 \pi i(m \alpha+n \beta)$, where $m, n$ are integers, and since we are not attempting to identify these integers, the sign of $v$ is irrelevant and the factors $2 \pi i, 2 \pi v$ can be removed:
$0 \cdot 47_{1}$. If the poles of an elliptic function in any cell are $a_{1}, a_{2}, \ldots$ with multiplicities $p_{1}, p_{2}, \ldots$ and the zeros of the function are $b_{1}, b_{2}, \ldots$ with multiplicities $q_{1}, q_{2}, \ldots$, then the sum $q_{1} b_{1}+q_{2} b_{2}+\ldots$ differs from the sum $p_{1} a_{1}+p_{2} a_{2}+\ldots$ by a number which is a step in the lattice to which the function belongs.

We may allow repetition in the enumeration of poles and zeros to replace the explicit use of multiplicities:
$0.47_{2}$. If $a_{1}, a_{2}, \ldots, a_{n}$ is an irreducible set of poles and $b_{1}, b_{2}, \ldots, b_{n}$ is an irreducible set of zeros of an elliptic function, each pole and each zero being repeated according to its multiplicity, then $\sum a_{r} \equiv \sum b_{s}$.
If we say that $\sum a_{r}-\sum b_{s}$ is a period, we must remember that zero is being admitted as a possibility.

When repetition is allowed in enumeration, a slight extension of vocabulary is convenient. If the point $a$ is in fact $p$-fold, an irreducible
set must include $p$ points congruent with $a$, but there is no reason to suppose that these points are identical. With this extension we may, for example, secure an equality $\sum a_{r}=\sum b_{s}$ to replace the congruence $\sum a_{r} \equiv \sum b_{s}$. for if with the sets as originally assigned $\sum a_{r}-\sum b_{s}=\Omega_{\ell}$, we have only to replace $a_{n}$ by $a_{n}-\Omega_{l}$. If the pole at $a_{n}$ is simple, the change is possihle on any convention, but if the pole at $a_{n}$ is of multiplicity $p$, this pole is now being emmerated $p-1$ times at $a_{n}$ and once at $a_{n}-\Omega_{l}$.

Replacing the function $f(z)$ by $f(z)-c$, where $c$ is arbitrary, we have a corollary to $\cdot 7_{2}$ :
$0 \cdot 47_{3}$. If $f(z)$ is an elliptic function and $z_{1}, z_{2}, \ldots, z_{n}$ is an irreducible set of roots of the equation $f(z)=c$, the congruence to which the sum $z_{1}+z_{2}+\ldots+z_{n}$ belongs is independent of $c$, being the congruence of which the sum of any irreducible set of poles of $f(z)$ is a member.

From the simplest cases of 36 we derive, following Liouville, two theorems which give analytical effect to the consideration that an elliptic function can be identified by its behaviour in one cell.

Let $f(z), g(z)$ be two functions with a common pole $a$, and let the functions have the same principal part at $a$ : the finite series of negative powers of $z-a$ in the Laurent series representing the functions in the neighbourhood of $a$ are identical for the two functions. Then the difference $f(z)-y(z)$ is represented in the neighbourhood of $a$ by a convergent series of positive powers of $z-a$, beginning as a rule with a constant term, and $a$ is not a pole of $f(z)-g(z)$. If then $f(z), g(z)$ are elliptic functions with a common lattice and with the same poles, and if at every pole in one cell the principal parts of the two functions are identical, the difference $f(z)-g(z)$ is an elliptie function with no singularity in the cell, and is therefore, by $\cdot 31$, a constant. We may replace any pole by a congruent pole for examination, and the result can be enunciated as follows:
0.48. If tuo elliptic functions have a common lattice and the same poles, and if at every point of an irralucible set of poles the principal parts of the two functions are identical, then the difference between the two functions is a constant.

The poles of the quotient $f(z) / g(z)$ are among the poles of $f(z)$ and the zeros of $g(z)$. If $c_{0} \neq 0, d_{0} \neq 0$, and if each of the series

$$
c_{0}+c_{1}(z-a)+c_{2}(z-a)^{2}+\ldots, \quad d_{0}+d_{1}(z-a)+d_{2}(z-a)^{2}+\ldots
$$

has a radius of convergence that is not zero, the quotient

$$
\left\{c_{0}+c_{1}(z-a)+c_{2}(z-a)^{2}+\ldots\right\} /\left\{d_{0}+d_{1}(z-a)+d_{2}(z-a)^{2}+\ldots\right\}
$$

is expressible as a power series in which neither the constant term nor the radius of convergence is zero. It follows that a pole of $f(z)$ of order $p$ is not a pole of $f(z) / g(z)$ if it is also a pole of $g(z)$ of order not less than $p$, and that a zero of $g(z)$ of order $q$ is not a pole of $f(z) / g(z)$ if it is also a zero of $f(z)$ of order not less than $q$. If $f(z), g(z)$ are elliptic functions with a common lattice, then $f(z) / g(z)$ is an elliptie function:
$0 \cdot 49_{1}$. Let $f(z), g(z)$ be elliptic functions with a common lattice; let $a_{1}, a_{2}, \ldots, a_{m}$ be an irreducible set of poles of $f(z)$, of orders $p_{1}, p_{2}, \ldots, p_{m}$, and let $b_{1}, b_{2}, \ldots, b_{n}$ be an irreducible set of zeros of $g(z)$, of orders $q_{1}, q_{2}, \ldots, q_{n}$. Then if each pole $a_{r}$ is also a pole of $g(z)$, of order not less than $p_{r}$, and if each zero $b_{s}$ is also a zero of $f(z)$, of order not less than $q_{s}$, the function $f(z)$ is a constant multiple of the function $g(z)$.

It follows from the conclusion of this theorem that the two functions have all their poles and all their zeros the same, in order as well as in position; that is, the order of $a_{r}$ as a pole of $g(z)$ is exactly $p_{r}$ and $g(z)$ has no poles incongruent with the set $a_{1}, a_{2} \ldots, a_{m}$, and the order of $b_{s}$ as a zero of $f(z)$ is exaetly $q_{s}$ and $f(z)$ has no zeros incongruent with the set $b_{1}, b_{2}, \ldots, b_{n}$. These results follow at once from 42 ; the order of $g(z)$ is not less than the sum of the orders of $a_{1}, a_{2}, \ldots, a_{m}$ as poles of $g(z)$, and is therefore by hypothesis not less than the sum of the orders of these points as poles of $f(z)$, that is, not less than the order of $f(z)$; on the other hand, the order of $f(z)$ is not less than the sum of the orders of $b_{1}, b_{2}, \ldots, b_{n}$ as zeros of $f(z)$, and therefore not less than the sum of the orders of these points as zeros of $g(z)$, which is the order of $g(z)$. Hence the two functions have the same order, and there is no margin for inequality in the orders at any pole or at any zero, or for additional poles of $g(z)$ or zeros of $f(z)$. We may therefore logieally break the theorem $49_{1}$ into two:
$0 \cdot 49_{2}$. If two elliptic functions $f(z), g(z)$ have a common lattice, and if exery pole of $f(z)$ is a pole of at least as high an order of $g(z)$ and every zero of $g(z)$ is a zero of at least as high an order of $f(z)$, then the two functions have the same poles and the same zeros, to the same multiplicity in every case;
$0 \cdot 49_{3}$. If wo elliptic functions with a common lattice have the same poles and the same zeros, to the same multiplicity in every case, one function is a constant multiple of the other.
The latter of these theorems is the vivid form of the result. We speak of the distribution of poles and zeros as the structure of the function, and we say that an clliptic function is determined, except for a con-
stank multiplier, by its structure. But $\cdot 49_{1}$ remains the form in which the theorem is used: we seldom investigate a pole or a zero, as $\cdot 49_{3}$ would require, to verify that its order is not higher for one function than for the other.

## (iii) The Welerstrassian Functions

$0 \cdot 5$. The construction of specific elliptic functions, to which we procoed, is rendered easy by the observation that if $\Omega$ is the typical step in a lattice, any function that is symmetrical in the whole aggregate of arguments $\approx-\Omega$ satisfies the fundamental condition

$$
f(z+\Omega)=f(z)
$$

For example, the distance of $z$ from the nearest lattice point is such a function. To be analytic in $z$, and actually to involve the infinity of arguments $\Omega$, the function must be a limit, and we have to find a convergent sequence.


Fig. 10.
Let a lattice be determined by two families of parallel lines, and let $P$ be any point other than a lattice point in or on the boundary $C_{0}$ of a cell $B_{0}$. The cells which immediately surround $B_{0}$ form with $B_{0}$ a block $B_{1}$ of 9 cells, the next ring of cells forms with $B_{1}$ a block $B_{2}$ of 25 cells, and so on. The boundary $C_{r}$ of $B_{r}$ contains $4(2 r+1)$ lattice points, and if $\rho$ is the shorter of the perpendicular distances between opposite sides of a cell, the distance of $I$ from any point on the boundary $C_{r}$ is greater than or equal to $r \rho$. The series $\sum(2 r+1) r^{-k}$ is convergent if $k$ : has any real value greater than 2 . It follows that, if $K$ is the sum of this series, if $\sigma$ is any number smaller than the distance of $\rho$ from the nearest comer of $C_{0}$, and if $\lambda$ is the distance of $P$ from a typical lattice point, then for $k>2$,

$$
\begin{equation*}
\sum \lambda^{-h}<4\left(\sigma^{-k}+K \rho^{-k}\right) \tag{502}
\end{equation*}
$$

the summation being extended to any selection whatever of lattice points. Now $\lambda=|z-\Omega|$, and $(z-\Omega)^{-k}$ is singlevalued if $l$ is a whole number. Hence
-503 . If $k$ is amy whole number not smaller than 3 , the series $\sum(z-\Omega)^{-k}$ extended to all the points of a lattice is absolutely convergent at every point z which is not a lattice point and is uniformly comvergent throughout any closed region which does not include reny lattice points.
Thus
0.51. For any positive integral ralue of $k$ not smaller than 3, the series $\sum(z-\Omega)^{-k}$ defines a function $\zeta_{k} z$ of $z$ which is analytic for all finite values of $z$ except the lattice rulues $\Omega$.

From its construction,
$0 \cdot 5 \cdot 2$. The function $\zeta_{k} z$ defined for $k \geqslant 3$ by the summation

$$
\zeta_{L_{i}} z=\sum(z-\Omega)^{-k}
$$

extended to all the points of a lattice is an elliptic function whose only poles are the lattice points themselces; these are poles of order $k$.

Although there is an arbitrary whole number in this theorem, only a single function is really being introduced into analysis, for
-50t

$$
d \zeta_{k} z / d z=-k \zeta_{k+1} z
$$

and the convergence beeomes stronger on each differentiation. Once $\zeta_{3} z$ has been defined as $\sum(z-\Omega)^{-3}$, the other functions would follow without independent definition:
-505

$$
d^{m} \zeta_{3} z / d z^{m}=(-)^{m} \frac{1}{2}(m+2)!\zeta_{m+3} z
$$

The condition $k>2$, which is essential for the convergence of the series $\sum(z-\Omega)^{-k}$, raises an urgent question. The function $\zeta_{3} z$ is of the third order, and we know that there are no elliptic functions of the first order. Are there functions of the second order?

Consider the passage not from $\zeta_{k} z$ to $\zeta_{k+1} z$ by differentiation but from $\zeta_{k} z$ to $\zeta_{k-1} z$ by integration. We have
-506

$$
\int_{z_{1}}^{z_{2}} \zeta_{k} z d z=-\frac{1}{k}-1 \sum\left\{\left(z_{2}-\Omega\right)^{-(k-1)}-\left(z_{1}-\Omega\right)^{-(k-1)}\right\}
$$

and if $k-1 \geqslant 3$ the two series $\sum\left(z_{1}-\Omega\right)^{-(k-1)}, \quad \sum\left(z_{2}-\Omega\right)^{-(k-1)}$ are separately absolutely convergent, and we can write

$$
\int_{k}^{z_{2}} \zeta_{k} z d z=-\frac{1}{k-1}\left\{\sum\left(z_{2}-\Omega\right)^{-(k-1)}-\sum\left(z_{1}-\Omega\right)^{-(k-1)}\right\},
$$

that is,
-50S

$$
\int_{z_{1}}^{z_{1}} \zeta_{k} z d z=-\frac{1}{k-1}\left(\zeta_{k-1} z_{2}-\zeta_{k-1} z_{1}\right) .
$$

The formula $\cdot 506$ remains true if $k=3$ :

$$
\int_{z_{1}}^{z_{1}} \zeta_{3} z d z=-\frac{1}{2} \sum\left\{\left(z_{2}-\Omega\right)^{-2}-\left(z_{1}-\Omega\right)^{-2}\right\}
$$

But now, although the series on the right is convergent for any two values of $z_{1}$ and $z_{2}$, the separate series $\sum\left(z_{1}-\Omega\right)^{-2}, \sum\left(z_{2}-\Omega\right)^{-2}$ are not convergent. With an arbitrary value of $z_{1}$ we may introduce the function

$$
-2 \int_{z_{1}}^{z} \zeta_{3} z d z
$$

and identify this function with
-510

$$
\sum\left\{(z-\Omega)^{-2}-\left(z_{1}-\Omega\right)^{-2}\right\}
$$

but whatever value of $z_{1}$ we choose we can not avoid the composite form of the typieal term in the sum.

To define a standard function from the series $\cdot 510$, we take $z_{1}=0$. This choiee, although almost inevitable, involves us in a diffieulty on each side of the equation 509 , because the origin is a lattice point: near the origin, $\zeta_{3} z \sim z^{-3}$, and therefore 0 can not be used as a limit of the integral; the series includes a term in which $\Omega=0$, and in this term we can not put $z_{1}=0$. 'To meet the diffieulty, we segregate the term in which $\Omega=0$. We have

$$
\zeta_{3} z=z^{-3}+\Sigma^{\prime}(z-\Omega)^{-3}
$$

where the prime attached to the symbol of summation indicates that the term in which $\Omega=0$ is omitted, a convention that is maintained, with products as well as with sums, throughout this subject. Sinee

$$
\int^{\tilde{z}} \frac{d z}{z^{3}}=-\frac{1}{2 z^{2}}
$$

where the integral is indefinite, or more strictly has on for lower limit, and

$$
\int_{0}^{z} \sum^{\prime} \frac{1}{(z-\Omega)^{3}} d z=-\frac{1}{2} \sum^{\prime}\left\{\frac{1}{(z-\Omega)^{2}}-\frac{1}{\Omega^{2}}\right\}
$$

the function $\zeta_{3} z$ can be integrated by means of the singlevalued analytic function $\wp \approx z$ defined by the formula
$0 \cdot 53$

$$
f\left(\Omega z=\frac{1}{z^{2}}+\sum^{\prime}\left\{\frac{1}{(z-\Omega)^{2}}-\frac{1}{\Omega^{2}}\right\}\right.
$$

We have
0.54

$$
\begin{align*}
\wp^{\prime} z & =-2 \zeta_{3} z \\
\int_{z_{1}}^{z_{2}} \zeta_{3} z d z & =-\frac{1}{2}\left(\wp_{2}-\wp_{2} z_{1}\right)  \tag{511}\\
\int_{0}^{z}\left(\zeta_{3} z-z^{-3}\right) d z & =-\frac{1}{2}\left(\oint z-z^{-2}\right)
\end{align*}
$$

we can define $\wp z$ from its derivative $-2 \zeta_{3} z$ if we add the condition

$$
\cdot 513 \quad \wp z-z^{-2} \rightarrow 0
$$

which is implied by $\cdot 512$; the weaker condition $\wp z \sim z^{-2}$ is often useful, but it is already implied in $\cdot 54$ and does not distinguish foz from any other integral of $\wp^{\prime} z$.

Being the integral of an elliptic function without simple poles, $\wp a z$ is known in advance to have psendoperiodicity: if $\alpha \beta$ is a basis, the equations

$$
\wp^{\prime}(z+\alpha)-\wp^{\prime} z=0, \quad \wp^{\prime}(z+\beta)-\wp^{\prime} z=0
$$

imply

$$
\wp(z+\alpha)-\wp z=\mathrm{A}, \quad \wp(z+\beta)-\wp z=\mathrm{B}
$$

where $A, B$ are constants. But if $\Omega$ is a lattice step, so also is $-\Omega$, and therefore
$0 \cdot 55$. The function $\wp z$ is an even function.
Also $\frac{1}{2} \alpha, \frac{1}{2} \beta$ are not lattice points and are therefore not poles of $\beta$ az. Substituting $z=-\frac{1}{2} \alpha$ in the formula for A and $z=-\frac{1}{2} \beta$ in the formula for $B$ we have

$$
A=\wp \rho\left(\frac{1}{2} \alpha\right)-\wp\left(-\frac{1}{2} \alpha\right)=0, \quad B=\wp\left(\frac{1}{2} \beta\right)-\wp\left(-\frac{1}{2} \beta\right)=0,
$$

whence

$$
\wp(z+\alpha)=\wp z, \quad \wp(z+\beta)=\wp \rho z:
$$

0.56. The function $\wp z$ is an elliptic function with the lattice points for double poles.

Thus $\wp z$ is an elliptic function of the second order with coincident poles; it is the Weierstrassian elliptic function. The residue of the function at its pole is zero, as required by $\cdot 41$. We can in fact convert the expansion $\cdot 53$ into the Laurent expansion for $\varsigma z$ in the neighbourhood of the origin. If $|z|<|\Omega|$, then

$$
\frac{1}{(z-\Omega)^{2}}=\frac{1}{\Omega^{2}}+\frac{2 z}{\Omega^{3}}+\frac{3 z^{2}}{\Omega^{4}}+\ldots
$$

For any odd value of $r, \Sigma^{\prime} \Omega^{-r}=0$, and if we write, for $r>1$,

$$
s_{r}=\sum^{\prime} \Omega^{-2 r}
$$

we have
$0 \cdot 57$

$$
\bigcirc z=z^{-2}+3 s_{2} z^{2}+\pi s_{3} z^{4}+7 s_{4} z^{6}+\ldots
$$

valid inside the circle whose centre is the origin and whose circumference passes through the nearest of the other lattice points. The descriptive formula
0 0.5

$$
\rho z=z^{-2}+O\left(z^{2}\right)
$$

adds to 513 only as much as can be inferred from $\cdot 5.5$, but presents the result in the form which is usually the most convenient to use.

If the lattice is referred to a hasis $\alpha \beta$, every step $\Omega$ is of the form $m a+n \beta$, and the powers $\Omega^{-k},(z-\Omega)^{-k}$ are homogencous functions of degree $-k$, the former in the pair of variables $\alpha, \beta$, the latter in the set of three variables $z, \alpha, \beta$. This homogeneity, and its degree, are independent of the choice of basis, and we may say simply that the functions are of degree $-k$ in $\Omega$, or in $z$ and $\Omega$ :
$0 \cdot 59_{1}$. The elliptic functions $\zeta_{k} z, \wp \approx$ are homogeneous functions, of degrees $-k,-2$, in $z$ and $\Omega$.
The homogeneity of $\wp \sim z$, in the neighbourhood of the origin, is apparent also in the expansion -57 ; the sum $s_{r}$ is homogeneous of degree $-2 r$ in $\Omega$, and therefore the sum of terms of the form $s_{r} z^{2 r-2}$ is homogencous of degree -2 in $z$ and $\Omega$.

If we indicate the dependence of the functions $\zeta_{k} z, \wp z$ on the lattice by writing them in the form $\zeta_{k}(z / \Omega), \wp(z \Omega)$, we ean express $\cdot 59_{1}$ symbolically:
$0 \cdot 59_{2-3} \quad \zeta_{k}(\lambda z \mid \lambda \Omega)=\lambda^{-k} \zeta_{k}(z \mid \Omega) ; \quad \wp(\lambda z \mid \lambda \Omega)=\lambda^{-2} \wp \rho(z \mid \Omega)$.
If the homogeneity is known, its degree is given immediately by the forms of the functions near the origin.

We can arrive at the homogeneity of the elliptic functions somewhat differently. Whatever the eomplex number $\lambda$, the lattice $\lambda \Omega$ which has $\lambda \alpha, \lambda \beta$ for a basis is geometrically similar to the lattice $\Omega$ which has the basis $\alpha \beta$; the former lattice is derived from the latter by rotation through the angle of $\lambda$ and magnification by the factor $|\lambda|$. Let $w=\lambda z$, and regard the function $\wp \approx$ as a function $f(x)$ of $w$. Addition of $\Omega$ to $z$ is equivalent to addition of $\lambda \Omega$ to $w$; hence $f(w+\lambda \Omega)=f(w)$, and $f(w)$ is a doubly periodic function belonging to the lattice $\lambda \Omega$. A singularity of $f\left(u^{\prime}\right)$ arises only from a singularity of $\rho \approx ;$ near $z=0$,

$$
f(w)=z^{-2}+O\left(z^{2}\right)=\lambda^{2} w^{-2}+O\left(w^{2}\right) .
$$

Hence $\lambda^{-2} f(w)$ is a function doubly periodic on the lattice $\lambda \Omega$, with the lattice points for double poles and with no other accessible singularities,
and such that near $w=0, \lambda^{-2} f(w)=w^{-2}+O\left(w^{2}\right)$. These properties are sufficient, by $\cdot 48$, to identify $\lambda^{-2} f(u)$ with $\wp(w \mid \lambda \Omega)$, and replacing $w$ by $\lambda z$ we have $\wp(\lambda z \mid \lambda \Omega)=\lambda^{-2} \wp(z \mid \Omega)$, as in $\cdot 59_{3}$. 'To adapt this argument to $\zeta_{k} z$ we must take into account the value of the limit of $\zeta_{k} z-z^{-k}$ as $z \rightarrow 0$; alternatively, $\cdot 59_{2}$ follows from $\cdot 59_{3}$ by differentiation.

The homogeneity of these elliptic functions can be expressed geometrically. The two lattices $\lambda \Omega, \Omega$ are similar, in the elementary geometrical sense, and the point $\lambda z$ occupies in the one lattice the position similar to that occupied by the point $z$ in the other lattice. Apart from constant factors, homogeneous functions are functions of position relative to the lattice, rather than of absolute position in the plane. If $z_{1}, z_{2}$ are associated with the lattice $\Omega$, then $\lambda z_{1}, \lambda z_{2}$ are associated similarly with the lattice $\lambda \Omega$, and the ratios

$$
\wp\left(\lambda z_{2} \mid \lambda \Omega\right) / \wp\left(\lambda z_{1} \mid \lambda \Omega\right), \quad \wp\left(z_{2} \mid \Omega\right) / \wp\left(z_{1} \mid \Omega\right)
$$

are identical. This is only to say that $\wp(\lambda z \mid \lambda \Omega)=\kappa \varsigma(z \backslash)$, where $\kappa$ is expressible as $\wp_{\rho}\left(\lambda z_{2} \mid \lambda \Omega\right) / \wp\left(z_{2} \mid \Omega\right)$ and is independent of $z$.
$0 \cdot 6$. Since the residues of $\wp z$ are zero, to repeat the process of integration does not introduce a manyvalued function. We have

$$
\int_{0}^{z}\left\{\frac{1}{(z-\Omega)^{2}}-\frac{1}{\Omega^{2}}\right\} d z=-\left\{\frac{1}{z-\bar{\Omega}}+\frac{1}{\Omega}+\frac{z}{\Omega^{2}}\right\}
$$

and we therefore define a function $\zeta z$ by the formula
0.61

$$
\zeta z=\frac{1}{z}+\sum^{\prime}\left\{\frac{1}{z-\Omega}+\frac{1}{\Omega}+\frac{z}{\Omega^{2}}\right\}
$$

With this definition
0.62

$$
\begin{gathered}
\zeta^{\prime} z=-\wp z \\
\int_{0}^{z}\left(\wp z-z^{-2}\right) d z=-\left(\zeta z-z^{-1}\right)
\end{gathered}
$$

-602

$$
\zeta z-z^{-1} \rightarrow 0
$$

and from $\cdot 57$ or $\cdot 61$ the Laurent expansion is

$$
\zeta z=z^{-1}-s_{2} z^{3}-s_{3} z^{5}-s_{4} z^{7}-\ldots
$$

Although the condition $k \geqslant 3$ is indispensable to $\cdot 51$, and $\wp z$ and $\zeta z$ can not fit into the sequence $\zeta_{k} z$, the formulac $\cdot 54, \cdot 62$ extend the sequence $\cdot 504$, and we can replace $\cdot 505$ by

- 603

$$
d^{m} \zeta z / d z^{m}=(-)^{m} m!\zeta_{m+1} z, \quad m \geqslant 2
$$

Since every residue of $\zeta z$ is 1 , the sum of a number of residues can
not be zero and the function is not an elliptic function. Hence, being the integral of an elliptic function,
$0 \cdot 63_{1}$. The function $\zeta \approx$ is pseudoperiodic on the lattice $\Omega$.
In repeating the argument by which the periodicity of $\wp z$ was demonstrated, we take the basis as ( $2 \omega_{1}, 2 \omega_{2}$ ). This form of basis, in which the explicit symbols are for halfperiods of the Weierstrassian function attached to the lattice, not for periods of these functions, proves to be incomparably the most economical throughout the theory, and is now to be adopted as the standard form. We have, since $\zeta z$ is an odd function,
$\cdot 604_{1-2} \quad \zeta\left(z+2 \omega_{1}\right)-\zeta z=2 \eta_{1}, \quad \zeta\left(z+2 \omega_{2}\right)-\zeta z=2 \eta_{2}$,
where
$\cdot 605_{1-2} \quad \eta_{1}=\zeta \omega_{1}, \quad \eta_{2}=\zeta \omega_{2}$,
and for the effect of addition of a general period,
$0.63_{2}$

$$
\zeta\left(z+2 m \omega_{1}+2 n \omega_{2}\right)=\zeta z+2 m \eta_{1}+2 n \eta_{2} .
$$

To the function $\zeta z$ we can apply the result of $\cdot 46$, or we may repeat the argument of that theorem, taking for the cell the parallelogram whose corners are the four points $\pm \omega_{1} \pm \omega_{2}$. The function has only one pole in the cell, and the residue there is 1 . Hence $4 \eta_{1} \omega_{2}-4 \eta_{2} \omega_{1}=2 \pi v$, that is,

$$
\eta_{1} \omega_{2}-\eta_{2} \omega_{1}=\frac{1}{2} \pi v,
$$

where $v$ is the signature of the basis $2 \omega_{1}, 2 \omega_{2}$. The presence of the signature in this formula is easily understood: if the basis is changed from $2 \omega_{1}, 2 \omega_{2}$ to $2 \omega^{\prime}, 2 \omega^{\prime \prime}$ by the pair of formulae

$$
\omega^{\prime}=m^{\prime} \omega_{1}+n^{\prime} \omega_{2}, \quad \omega^{\prime \prime}=m^{\prime \prime} \omega_{1}+n^{\prime \prime} \omega_{2},
$$

the moduli $\eta^{\prime}, \eta^{\prime \prime}$ are given by the pair of formulae

$$
\eta^{\prime}=m^{\prime} \eta_{1}+n^{\prime} \eta_{2}, \quad \eta^{\prime \prime}=m^{\prime \prime} \eta_{1}+n^{\prime \prime} \eta_{2}
$$

with the same coefficients, and therefore

$$
\left.\left|\begin{array}{cc}
\eta^{\prime}, & \eta^{\prime \prime} \\
\omega^{\prime}, & \omega^{\prime \prime}
\end{array}\right|=\left|\begin{array}{cc}
m^{\prime}, & m^{\prime \prime} \\
n^{\prime}, & n^{\prime \prime}
\end{array}\right| \begin{array}{cc}
\eta_{1}, & \eta_{2} \\
\omega_{1}, & \omega_{2}
\end{array} \right\rvert\, .
$$

Since the function $\zeta \sim$ has residues which are not zero, integration of $\zeta z$ produces a manyvalued function, hut since the principal part of $\zeta_{z}$ near $z=\Omega$ is $1 /(z-\Omega)$, the multiplicity of the integral is the multiplicity of the logarithm of a singlevalued function. In other words, we can
regard $\zeta z$ not as a derivative but as a logarithmic derivative, and the function $\sigma z$ defined by the formula

$$
\log (\sigma z)=\log z+\int_{0}^{z} \sum^{\prime}\left\{\frac{1}{z-\Omega}+\frac{1}{\Omega}+\frac{z}{\Omega^{2}}\right\} d z
$$

is singlevalued. Performing the integration, we have

$$
\log (\sigma z)=\log z+\sum^{\prime}\left\{\log \left(1-\frac{z}{\Omega}\right)+\frac{z}{\Omega}+\frac{z^{2}}{2 \Omega^{2}}\right\}
$$

whence
$0 \cdot 65$

$$
\sigma z=z \Gamma^{\prime}\left\{\left(1-\frac{z}{\Omega}\right) e^{z / \Omega+z^{2} / 2 \Omega^{2}}\right\}
$$

The definition of $\sigma z$ is equivalent to definition by the relation
$0 \cdot 66$

$$
\frac{\sigma^{\prime} z}{\sigma z}=\zeta z
$$

coupled with the condition
. 606

$$
\frac{\sigma z}{z} \rightarrow 1
$$

Otherwise expressed,
-607

$$
\sigma z=z \exp \left\{\int_{0}^{z}\left(\zeta z-z^{-1}\right) d z\right\}
$$

It follows from the uniform convergence of the series for $\zeta_{3} z$ that the series for $\wp z$ and $\zeta z$ also are uniformly convergent, and therefore that $\sigma z$ has no accessible poles and no zeros except those which are immediately in evidence:
$0 \cdot 67$. The function $\sigma z$ is an integral function which has the lattice points for simple zeros.

The effect on $\sigma z$ of addition of a period to $z$ is to be found from $\cdot 66$ and $\cdot 604$. We have

$$
\frac{\sigma^{\prime}\left(z+2 \omega_{1}\right)}{\sigma\left(z+2 \omega_{1}\right)}-\frac{\sigma^{\prime} z}{\sigma z}=2 \eta_{1}
$$

and therefore
-608

$$
\frac{\sigma\left(z+2 \omega_{1}\right)}{\sigma z}=C_{1} e^{2 \eta_{1} z}
$$

where $C_{1}$ is a constant to be determined. But since $\zeta z-z^{-1}$ is an odd function,

$$
\exp \left\{\int_{0}^{z}\left(\zeta z-z^{-1}\right) d z\right\}
$$

is an even function, and $\sigma z$ is an odd function, and putting $z=-\omega_{1}$ in fi0s we have
-609

$$
C_{1}=-e^{2 \eta_{1} \omega_{1}} .
$$

'Thus
$0.6 \mathrm{~s}_{1}$

$$
\sigma\left(z+\vartheta \omega_{1}\right)=-e^{2 \eta_{1}\left(z+\omega_{1}\right)} \sigma z,
$$

and similarly
1).68.

$$
\sigma\left(z+\imath \omega_{2}\right)=-e^{2 \eta_{2}\left(z+\omega_{2}\right)} \sigma z
$$

These formulat are often conveniently taken in the form
$0 \cdot 6 \kappa_{3-1} \quad \sigma\left(z+\omega_{1}\right)=-e^{2 \eta_{1} z} \sigma\left(z-\omega_{1}\right), \quad \sigma\left(z+\omega_{2}\right)=-e^{2 \eta_{z} z} \sigma\left(z-\omega_{2}\right)$.
If we substitute $z+2 \omega_{2}$ for $z$ in $\cdot 68_{1}$ and $z+2 \omega_{1}$ for $z$ in $\cdot 68_{2}$ and compare the results, we find $e^{4 \eta_{1} \omega_{2}}=e^{4 \eta_{2} \omega_{1}}$, that is,

$$
e^{1\left(\eta_{1} \omega_{2}-\eta_{2} \omega_{1}\right)}=1
$$

whence $\eta_{1} \omega_{2}-\eta_{2} \omega_{1}$ is a multiple of ${ }_{2} \pi i$, in agreement with 64 , but this argument does not lead to the former precise result.

The functions $\zeta_{z}, \sigma z$, like the elliptic functions $\wp z, \zeta_{k} z$, are homogeneous in $z$ and $\Omega$. As in some other respects, $\zeta z$ is in sequence with the elliptic functions, and $\zeta z$ is of degree -1 ; the homogeneity of $\sigma z$, and the degree of this function, are most evident in the explicit formula - fi.), which shows $\sigma z$ as the product by $z$ of a function of degree 0 :
$0 \cdot f i 9_{12} \quad \zeta(\lambda z \mid \lambda \Omega)=\lambda^{-1} \zeta(z \mid \Omega), \quad \sigma(\lambda z \mid \lambda \Omega)=\lambda \sigma(z \mid \Omega)$.
Elliptic functions in general, and the Weierstrassian functions in particular, depend fundamentally on the shape of the lattice to which they belong, and only to a trivial extent on its size and orientation, for the distribution of values of a function attached to a lattice $\Omega$ can be deduced immediately from the distribution of values of the function attached in the same way to any lattice geometrically similar to $\Omega$.
11.7 . A zero of the derivative $\wp^{\prime} z$ is a value of $b$ for which the equation $(\rho) z-(\rho)=0$ has a multiple root. Since $\wp z$ is of the second order, no root of this equation can be of higher multiplicity than two, and therefore the zeros of $\wp^{\prime} z$ are necessarily simple. Since the only poles of $\wp^{\prime} z$ are the triple poles at the lattice points, $\wp^{\prime} z$ is of the third order. Hence fo' $z$ has three simple zeros. 'To locate these zeros, return to the equation $\wp \sigma-(\rho)=0$, taking the equation in the form $\wp z=\wp \rho b$. One root of this erpration is $z=b$, and since the function is even, another root is $z=-b$; in general these two roots are incongruent, and every root is congruent with one or other of them. Congrment roots can not
coalesce, and therefore if $b$ is a double root, $b \equiv-b$, that is, $2 b \equiv 0$; conversely, this condition is sufficient, provided that $b$ is not a pole:
-701. The zeros of $\wp^{\prime} z$ are the points other than the lattice points which satisfy the congruence $2 z \equiv 0$.

The points given by $2 z \equiv 0$ are the midpoints of steps from the origin to the lattice points. Since the congruence can be expressed also as $2\left(z-\Omega_{t}\right) \equiv 0$, the same points are also the midpoints of steps to the lattice points from any other lattice point. The points given by $2 z \equiv 0$ are the midpoints of steps from one lattice point to another. If the lattice is referred to a basis $\left(2 \omega_{1}, 2 \omega_{2}\right)$, the condition $2 z \equiv 0$ becomes

$$
2 z=2 m \omega_{1}+2 n \omega_{2}
$$

that is, $z=m \omega_{1}+n \omega_{2}$, and can be decomposed according to the parity of $m$ and $n$.

Fig. 11. If $m$ and $n$ are both even, the aggregate $m \omega_{1}+n \omega_{2}$ is the original lattice; if $m$ is odd and $n$ even, the aggregate is the congruent lattice which includes the point $\omega_{1}$; if $m$ is even and $n$ odd, the aggregate is the congruent lattice which includes the point $\omega_{2}$; if $m$ and $n$ are both odd, the aggregate is the congruent lattice which includes the point $\omega_{1}+\omega_{2}$ :
702. The midpoints of steps in a lattice compose the lattice itself and three lattices congruent with it.
We usually apply the name of midpoint lattice only to the threc lattices which are distinct from the original lattice.

If $O A C B$ is a cell in the lattice, the midpoints of $O A, O B$, and $O C$ are three points of which no two are congruent, and the three midpoint lattices can be identified as the three which include these points. But it is to be emphasized that the midpoint lattices depend only on the original lattice, not on a particular cell or basis.

If we express 701 in the form that
0.71 . The zeros of $\wp^{\prime} z$ constitute the three midpoint luttices of the lattice to which §oz belongs
we foresee that the set of three lattices plays a leading part in the theory of the functions. Two of the midpoint lattices are associated with the halfperiods $\omega_{1}, \omega_{2}$, and since there is no intrinsic difference between the three lattices we associate with these halfperiods a halfperiod belonging to the third lattice, that is, a halfperiod $\omega_{3}$ congruent
with $\omega_{1}+\omega_{2}$. To take $\omega_{3}$ as $\omega_{1}+\omega_{2}$ involves a lack of symmetry which ultimately becomes extremely tiresome; we define $\omega_{3}$ instead by the symmetrical relation
.703

$$
\omega_{1}+\omega_{2}+\omega_{3}=0
$$

We can use $\left(\underline{2} \omega_{2}, \underline{\imath} \omega_{3}\right)$ or $\left(\underline{2} \omega_{3}, 2 \omega_{1}\right)$ as a basis for the lattice instead of


Fig. 12. $\left(2 \omega_{1}, 2 \omega_{2}\right)$, and it is sometimes useful to exhibit the lattice as the set of points of intersection of three families of parallel lines.

The signature $v$ is the same for the bases $\left(2 \omega_{2}, 2 \omega_{3}\right)$ and $\left(2 \omega_{3}, 2 \omega_{1}\right)$ as for the basis $\left(2 \omega_{1}, 2 \omega_{2}\right)$, and may be regarded as the signature of the triplet of halfperiods. We may admit the result intuitively, but it is evident analytically from $\cdot 703$, which, written in the form

$$
1+\left(\omega_{2} / \omega_{1}\right)+\left(\omega_{3} / \omega_{1}\right)=0
$$

implies that $\operatorname{Im}\left(\omega_{3} / \omega_{1}\right)$ has the opposite sign to $\operatorname{Im}\left(\omega_{2} / \omega_{1}\right)$, that is, that $\operatorname{Im}\left(\omega_{1} / \omega_{3}\right)$ has the same sign as $\operatorname{Im}\left(\omega_{2} / \omega_{1}\right)$. The result follows also from $\cdot 64:$ writing $\eta_{3}=\zeta \omega_{3}$, we have from $\cdot 703$ and $\cdot 63_{2}$
.704

$$
\eta_{1}+\eta_{2}+\eta_{3}=0
$$

which with $\cdot 703$ implies
.705

$$
\eta_{1} \omega_{2}-\eta_{2} \omega_{1}=\eta_{2} \omega_{3}-\eta_{3} \omega_{2}=\eta_{3} \omega_{1}-\eta_{1} \omega_{3} .
$$

It is sometimes worth while to replace $\cdot 63_{2}$ by
$0.72 \quad \zeta\left(z+2 m \omega_{1}+2 n \omega_{2}+2 p \omega_{3}\right)=\zeta z+2 m \eta_{1}+2 n \eta_{2}+2 p \eta_{3}$.
'To 68 we may add
$\cdot 706_{1-2} \quad \sigma\left(z+2 \omega_{3}\right)=-e^{2 \eta_{3}\left(z+\omega_{3}\right)} \sigma z, \quad \sigma\left(z+\omega_{3}\right)=-e^{2 \eta_{3} z} \sigma\left(z-\omega_{3}\right)$.
These formulae can be generalized immediately; we have, by 72 ,
$\begin{gathered}\sigma^{\prime}\left(z+m \omega_{1}+m \omega_{2}+p \omega_{3}\right)-\sigma^{\prime}\left(z-m \omega_{1}-n \omega_{2}-p \omega_{3}\right) \\ \sigma\left(z+m \omega_{1}+n \omega_{2}+p \omega_{3}\right)\end{gathered}=2 m\left(z-m \omega_{1}-n \omega_{2}-p \omega_{3}\right) \quad=2 n \eta_{1}+2 p \eta_{3}$, and from this, since

$$
\sigma\left(m \omega_{1}+n \omega_{2}+p \omega_{3}\right)=-\sigma\left(-m \omega_{1}-n \omega_{2}-p \omega_{3}\right)
$$

integration implies
(). $73 \quad \sigma\left(z+m \omega_{1}+n \omega_{2}+p \omega_{3}\right)=-e^{\left(2 m \eta_{1}+2 n \eta_{2}+2 m \eta_{3}\right) z} \sigma\left(z-m \omega_{1}-n \omega_{2}-p \omega_{3}\right)$,
for all integral values of $m, n, p$. Hence also
$\cdot 707 \sigma\left(z+2 m \omega_{1}+2 n \omega_{2}+2 \cdot 2 \omega_{3}\right)=-e^{\left.\left(2 m \eta_{1}+2 n \eta_{2}+2 \mu \eta_{3}\right) z+m \omega \omega_{1}+n \omega_{2}+p \omega_{3}\right)} \sigma z$.

We have seen that $\wp z-B$ has a double zero if and only if $B$ has one of the three values $\wp \omega_{1}, \wp \omega_{2}, \wp \omega_{3}$; these three values, the values of $\wp z$ on the three midpoint lattices, are denoted by $e_{1}, e_{2}, e_{3}$. Since $\wp z-e_{r}$ has a double pole at the origin and a double zero at $\omega_{r}$, the product $\left(\rho \neg-e_{1}\right)\left(\rho, e_{2}\right)\left(\rho z-e_{3}\right)$ has a sextuple pole at the origin and double zeros at $\omega_{1}, \omega_{2}, \omega_{3}$. On the other hand, $\wp^{\prime} z$ has a triple pole at the origin and simple zeros at $\omega_{1}, \omega_{2}, \omega_{3}$. That is to say, $\rho^{\prime \prime 2} z$ has the same structure as $\left(\wp \sim-e_{1}\right)\left(\wp \sigma-e_{2}\right)\left(\wp z-e_{3}\right)$, and by Liouville's theorem, $\cdot 49_{3}$, one function is a constant multiple of the other. Near the origin, $\rho \approx \sim 1 / z^{2}, \wp^{\prime} z \sim-2 / z^{3}$. Hence
$0.74_{1}$

$$
\wp^{\prime 2} z=4\left(\wp z-e_{1}\right)\left(\wp z-e_{\Omega}\right)\left(\wp z-e_{3}\right) .
$$

This fundamental relation between $\wp z$ and $\wp^{\prime} z$ can be expressed in another form by means of Liouville's other identification theorem, $\cdot 48$. From the Laurent expansion $\cdot 57$,

$$
\wp z=z^{-2}+3 s_{2} z^{2}+5 s_{3} z^{4}+O\left(z^{6}\right)
$$

we have

$$
\begin{aligned}
\wp^{3} z & =z^{-6}+3 z^{-2}\left(3 s_{2}+5 s_{3} z^{2}\right)+O\left(z^{2}\right) \\
& =z^{-6}+9 s_{2} z^{-2}+15 s_{3}+O\left(z^{2}\right),
\end{aligned}
$$

and also

$$
\begin{aligned}
\wp^{\prime} z & =-2 z^{-3}+6 s_{2} z+20 s_{3} z^{3}+O\left(z^{5}\right) \\
\wp^{\prime 2} z & =4 z^{-6}-24 s_{2} z^{-2}-80 s_{3}+O\left(z^{2}\right) .
\end{aligned}
$$

Hence
.708

$$
\begin{aligned}
\wp^{\prime 2} z & =4 \rho^{3} z-60 s_{2} z^{-2}-140 s_{3}+O\left(z^{2}\right) \\
& =4 \wp^{3} z-g_{2} \wp z-g_{3}+O\left(z^{2}\right),
\end{aligned}
$$

where $\quad g_{2}=60 s_{2}, \quad g_{3}=140 s_{3}$,
that is,
${ }^{\cdot} 709_{1-2} \quad g_{2}=60 \Sigma^{\prime} \Omega^{-4}, \quad g_{3}=140 \sum^{\prime} \Omega^{-6}$.
But $\wp^{\prime 2} z-\left(4 \wp^{3} z-g_{2} \wp z-g_{3}\right)$ is an elliptic function with no possible poles except the lattice points; the formula 708 proves that the origin is not a pole but a zero of this function, and it follows that the function has the constant valıe 0 :
$0 \cdot 74_{2}$

$$
\wp^{\prime 2} z=4 \wp^{3} z-g_{2} \wp z-g_{3} .
$$

Comparing the two formulae for $\wp \rho^{\prime 2} z$ we deduce that
$0.75_{1}$. The three midpoint constants $e_{1}, e_{2}, e_{3}$ are the roots of the equation

$$
4 t^{3}-g_{2} t-g_{3}=0
$$

In other words, the midpoint values $e_{1}, e_{2}, e_{3}$ satisfy the relation $0.75_{2}$

$$
e_{1}+e_{2}+e_{3}=0
$$

and the constants $g_{2}, g_{3}$, which are called the invariants of the lattice, are given in terms of $e_{1}, e_{2}, e_{3}$ by
$0 \cdot 75_{3-4}$

$$
g_{2}=-e_{2} e_{3}-e_{3} e_{1}-e_{1} e_{2}, \quad g_{3}=e_{1} e_{2} e_{3}
$$

Differentiating $\cdot 7 t_{2}$ we have

$$
\begin{equation*}
\wp^{\prime \prime} z=6 \rho_{\rho^{2}} z-\frac{1}{2} g_{2} \tag{710}
\end{equation*}
$$

whence, substituting the complete Laurent expansions,

$$
\begin{aligned}
& 3 z^{-4}+1.1 .3 s_{2}+2.3 .5 s_{3} z^{2}+3.5 .7 s_{4} z^{4}+4.7 .9 s_{5} z^{6}+\ldots \\
& =3 z^{-4}+6\left(3 s_{2}+5 s_{3} z^{2}+7 s_{4} z^{4}+9 s_{5} z^{6}+\ldots\right) \\
& \quad+3 z^{4}\left(3 s_{2}+5 s_{3} z^{2}+\ldots\right)^{2}-\frac{1}{4} g_{2}
\end{aligned}
$$

implying $g_{2}=60 s_{2}$ as before, and

$$
\begin{equation*}
1.7 .9 s_{4}+2.9 .11 s_{5} z^{2}+3.11 .13 s_{6} z^{4}+\ldots \tag{711}
\end{equation*}
$$

$$
=3\left(3 s_{2}+5 s_{3} z^{2}+7 s_{4} z^{4}+\ldots\right)^{2}
$$

identically, whence
.712. The sums $s_{4}, s_{5}, \ldots$ are polynomials in $s_{2}$ and $s_{3}$, with rational coefficients independent of the lattice.
It follows that while a basis is needed for the evaluation of the invariants of the lattice, the later sums can be dedueed from the invariants without further reference to the basis.

When the invariants are known, $7 \mathrm{t}_{2}$ becomes a differential equation,

$$
(d w / d z)^{2}=4 w^{3}-g_{2} w-g_{3}
$$

from which $f(z$ ean be determined as the one solution which satisfies the condition $w \sim 1 / z^{2}$ near $z=0$.

An alternative argument, leading to simple general theorems which we shall find useful, shows very elearly why the zeros of $\wp^{\prime} z$, but not those of $\rho z$, can be identified in the lattice. For any lattice step $\Omega$, an elliptic function $f(z)$ of which $\frac{1}{2} \Omega$ is not a pole satisfies the condition

$$
\begin{equation*}
f\left(-\frac{1}{2} \Omega\right)=f\left(\frac{1}{2} \Omega\right) \tag{714}
\end{equation*}
$$

If $f(z)$ is odd, it satisfies also the condition

$$
\begin{equation*}
f\left(-\frac{1}{2} \Omega\right)=-f\left(\frac{1}{2} \Omega\right) \tag{715}
\end{equation*}
$$

$$
\text { and we have therefore } \quad f\left(\frac{1}{2} \Omega\right)=-f\left(\frac{1}{2} \Omega\right)
$$

implying that $\frac{1}{2} 2$, not being a pole, is a zero. Further, if the order of this zero is $n$, the derivative $f^{(n)}(z)$, which is an even function or an odd function according as $n$ is odd or even, is an elliptie function of which $\frac{1}{2} \Omega$ is neither pole nor zero, and therefore is not an odd function: that is, $n$ is odd. Lastly, if $f(z)$ is an odd function which has $\frac{1}{2} \Omega$ for
a pole of order $m$, then $1 / f(z)$ is an odd function which has ${\underset{2}{2}}_{1} \Omega$ for a zero of order $m$, and therefore $m$ is odd:
0.76. Every odd elliptic function has every lattice point and every midpoint for either a pole of odd order or a zero of odd order.

One corollary, since the derivative of an even function is an odd function, is
-716. If an even elliptic function has a latlice point or a midpoint for a pole or a zero, the order of this pole or zero is even, and another, which leads immediately to $\cdot 71$, is
-717. If an odd elliptic function of the third order has one of the four points $0, \omega_{1}, \omega_{2}, \omega_{3}$ for a triple pole, it has the other three points for simple zeros.

Also
-718. Every odd elliptic function of the second order has two of the four points $0, \omega_{1}, \omega_{2}, \omega_{3}$ for simple poles and the other two for simple zeros.

If $f(z)$ is any function of which $\frac{1}{2} \Omega$ is not a singularity, $f(z)-f\left(\frac{1}{2} \Omega\right)$ has $\frac{1}{2} \Omega$ for a zero. It follows from $\cdot 716$ that
0.77. If $f(z)$ is an even elliptic function, $f(z)-f\left(\frac{1}{2} \Omega\right)$ has $\frac{1}{2} \Omega$ either for a pole of even order or for a zero of even order.
The theorem with which this section began, which can be enunciated in the form
0.78 . The function $\wp \sim-e_{r}$ has the midpoint $\omega_{r}$ for a double zero, is a particular case of this general result, but it is a case of fundamental importance in the sequel.

Since $\wp z-e_{1}$ has the origin for a double pole and has the point $\omega_{1}$ for a double zero, $\wp\left(z+\omega_{1}\right)-e_{1}$ has the origin for a double zero and has $-\omega_{1}$, and therefore $\omega_{1}$, for a double pole. Neither function has any other poles or zeros $\dagger$, and therefore their product, which has the periods of $\wp z$, has no poles, and by $\cdot 31$ is a constant; but, when $z=\omega_{2}$,

$$
\wp\left(z+\omega_{1}\right)=\wp\left(-\omega_{3}\right)=\wp \omega_{3}
$$

hence
0.79

$$
\left\{\rho z-e_{1}\right\}\left\{\rho\left(z+\omega_{1}\right)-e_{1}\right\}=\left(e_{2}-e_{1}\right)\left(e_{3}-e_{1}\right)
$$

a formula which shows more clearly than an explicit formula for $\wp\left(z+\omega_{1}\right)$ the effect of the addition of a halfperiod to the argument of the function.
$\dagger$ That is, any incongruent with these. This is a laxity of expression which can do no harm.
$0 \cdot 8$. Unless $C=0$, the function $A+B \wp \_+C \wp ' z$, in which $A, B, C$ are constants, has a triple pole at the origin and no other poles; this function has therefore three zeros, and their sum is congruent with 0 . 'To determine $A: B: C$ by the equations

$$
A+B \wp x+C \wp)^{\prime} x=0, \quad A+B \wp y+C \wp \wp^{\prime} y=0
$$

where $x, y$ are given complex numbers, is to take the function in the form

$$
\begin{array}{lll}
1, & \wp x, & \wp^{\prime} x \\
1, & \wp y, & \wp^{\prime} y \\
1, & \wp z, & \wp^{\prime} z
\end{array}
$$

in which the two zeros $z \equiv x, z=y$ are already obvious. Hence 0.S1. If $x+y+z \equiv 0$, then

$$
\left|\begin{array}{lll}
1, & \wp x, & \wp^{\prime} x \\
1, & \wp y, & \wp^{\prime} y \\
1, & \wp z, & \wp^{\prime} z
\end{array}\right|=0 .
$$

A more complete enmeiation is
0.82. If $x, y$ are given, the equation

$$
\left|\begin{array}{lll}
1, & \wp x, & \wp^{\prime} x \\
1, & \wp y, & \wp^{\prime} y \\
1, & \wp z, & \wp^{\prime} z
\end{array}\right|=0
$$

is satisfied if $z$ is congruent with $x$, with $y$, or with $-(x+y)$, but not otherwise.
It follows from $\cdot 82$ that the equation

$$
(\wp x-\wp y)^{2} \wp^{\prime 2} z=\left|\begin{array}{ccc}
1, & \wp x, & \wp^{\prime} x \\
1, & \wp y, & \wp^{\prime} y \\
1, & \wp z, & 0
\end{array}\right|^{2}
$$

that is, the equation

$$
(\wp x-\wp y)^{2}\left(4 \wp^{3} z-y_{2} \wp z-g_{3}\right)=\left|\begin{array}{ccc}
1, & \wp x, & \wp^{\prime} x \\
1, & \wp y, & \wp^{\prime} y \\
1, & \wp z, & 0
\end{array}\right|^{2}
$$

is satisfied if $z$ is congruent with $\pm x$, with $\pm y$, or with $\mp(x+y)$, that is, if $\wp \sim$ is equal to $\wp x$, to $\wp y$, or to $\wp(x+y)$, but not otherwise: $\mathfrak{\wp}, \wp y$, $\wp(x+y)$ are the roots of the cubie equation

$$
(\wp x-\wp y)^{2}\left(4 t^{3}-y_{2} t-y_{3}\right)=\left|\begin{array}{ccc}
1, & \wp x, & \wp \\
1, & \wp y, & \wp^{\prime} y \\
1, & t, & 0
\end{array}\right|^{2}
$$

Any relation between the roots and the coefficients of this equation is
a relation between $\wp(x+y)$ and functions of the separate variables $x, y$. In particular, expressing the sum of the roots, we have one addition theorem which does not involve the invariants:
0.83. For any two values of the variable,

$$
\wp(x+y)=\frac{1}{4}\left\{\left(\wp^{\prime} x-\wp^{\prime} y\right) /(\wp \cdot x-\rho y)\right\}^{2}-\wp x-\rho y .
$$

0.9. The function foz having been constructed, a function $f(z)$ can, we proceed to show, be built on the same lattice to an assigned speeification. Since $\wp \sim z$ is an even function, any rational function of $\wp z$ is even also, and we suppose first that $f(z)$ is even. Then if $b$ is a zero of $f(z)$, of order $q$, so also is $-b$, to the same multiplicity, and if $2 b \neq 0$, these two zeros are incongruent. Under the same condition, the zeros of $\wp z-\wp b$ are simple zeros at the points congruent with $b$ or $-b$, and the zeros of $(\wp z-\wp b)^{q}$ are zeros of order $q$ at these points. If $2 b \equiv 0$, there are two eases to distinguish. If $b \equiv 0$, no function of the form $\wp \approx-\wp b$ is available; this case is left aside for the moment. If $b \equiv \omega_{r}$, the function $\wp z-\wp b$ becomes $\wp z-e_{r}$ and has a double zero; the zeros of any integral power of $\wp z-e_{r}$ are of even order. But we have seen that $\omega_{r}$, if a zero of the even function $f(z)$, is a zero of even order, and if this order is $2 q^{\prime}$, then $\left(\wp z-e_{r}\right)^{q^{\prime}}$ has zeros equivalent to those of $f(z)$ at the points congruent with $\omega_{r}$. Thus if $f(z)$ is an even function, an irreducible set of zeros of $f(z)$, excluding a zero congruent with the origin, can be taken to be $\pm b_{1}, \pm b_{2}, \ldots, \pm b_{n}$ with orders $q_{1}, q_{2}, \ldots, q_{n}$, and $\omega_{1}, \omega_{2}, \omega_{3}$ with orders $2 q^{\prime}, \stackrel{\bullet}{ } q^{\prime \prime}, \stackrel{\bullet}{ } q^{\prime \prime \prime}$, the last three orders not being necessarily different from zero, and if we write

$$
Z(z)=\left(\wp z-e_{1}\right)^{q^{\prime}}\left(\wp z-e_{2}\right)^{q^{\prime \prime}}\left(\wp z-e_{3}\right)^{q^{\prime \prime \prime}} \prod_{s}\left(\wp z-\wp b_{s}\right)^{q_{s}}
$$

then $Z(z)$ has, except possibly for the lattice points, which may be zeros of $f(z)$ but are poles of $Z(z)$, the same zero-structure as $f(z)$, and has no poles except at the lattice points. Similarly an irreducible set of poles of $f(z)$, excluding possibly a pole congruent with the origin, can be taken to be $\pm a_{1}, \pm a_{2}, \ldots, \pm a_{m}$ with orders $p_{1}, p_{2}, \ldots, p_{m}$, and $\omega_{1}, \omega_{2}$, $\omega_{3}$ with orders $2 p^{\prime}, 2 p^{\prime \prime}, 2 p^{\prime \prime \prime}$, and if $P(z)$ is defined by
$\cdot 902$

$$
P(z)=\left(\wp z-e_{1}\right)^{p^{\prime}}\left(\wp z-e_{2}\right)^{p^{\prime \prime}}\left(\wp z-e_{3}\right)^{p^{\prime \prime \prime}} \prod_{r}\left(\wp z-\wp a_{r}\right)^{p_{r}}
$$

the function $1 / P(z)$ has, exeept possibly for the lattice points, the same pole-structure as $f(z)$, and has no zeros exeept at the lattice points. It follows that $Z(z) / P(z)$ has, except possibly at the lattice points, the same pole-structure and the same zero-structure as $f(z)$, and therefore the quotient of $f(z)$ by $Z(z) / P(z)$ is an elliptic function with no poles
and no zeros incongruent with the origin. But, from 31 and $\cdot 35$, an elliptic function which is not a constant has both poles and zeros, and the origin, which: could serve in one capacity, can not serve in both capacities. Hence the quotient of $f(z)$ by $Z(z) / P(z)$ is a constant, that is,

$$
f(z)=f_{0} Z(z) / P(z)
$$

where, since both $Z(z)$ and $P(z)$ have unity for leading coeffieient at the origin, $f_{0}$ ean be identified with the leading coefficient there of the function $f(z)$ itself.

The argument just used, which is due to Jordan, ean be amplified. Let

$$
q=q^{\prime}+q^{\prime \prime}+q^{\prime \prime \prime}+\sum q_{s}, \quad p=p^{\prime}+p^{\prime \prime}+p^{\prime \prime \prime}+\sum p_{r} .
$$

Then if $f(z)$ has the origin for a zero of order $q_{0}$, the sum of the orders of the zeros of $f(z)$ is $q_{0}+2 q$ and the sum of the orders of the poles is $2 p$; these sums are equal and therefore $p>q, q_{0}=2(p-q)$. If $f(z)$ has the origin for a neutral point, the sum of the orders of the zeros of $f(z)$ is $2 q$ and the sum of the orders of the poles is $2 p$, and therefore $p=q$. If $f(z)$ has the origin for a pole of order $p_{0}$, the sum of the orders of the zeros of $f(z)$ is $2 q$ and the sum of the orders of the poles is $p_{0}+2 p$, and therefore $p<q, p_{0}=2(q-p)$. Thus the origin is a zero of order $2(p-q)$, a neutral point, or a pole of order $2(q-p)$, according as $p$ is greater than, equal to, or less than, $q$. On the other hand, near the origin $Z(z)$ is dominated by $\wp_{\Omega^{q} z}$ and therefore by $1 / z^{2 \eta}$, and $P(z)$ is dominated by $\xi^{p} z$ and therefore by $1 / z^{2 p}$. Hence $Z(z) / P(z)$ also has the origin for a zero of order $2(p-q)$, for a neutral point, or for a pole of order $2(q-p)$, according as $p$ is greater than, equal to, or less than, $q$. That is to say, $Z(z) / P(z)$, constructed to have the same structure as $f(z)$ except possibly at the lattice points, acquires automatically the character of $f(z)$ at the lattice points themselves, and Liouville's structural identification theorem $\cdot 49_{3}$ is applicable without modifieation.

The formula 91 gives us the descriptive theorem
$0 \cdot 9 \cdot 2_{1}$. Any even elliptic function belonging to the same lattice as $\wp \rho z$ is a rational function of $\wp z$.
If $f(z)$ is odd, then $f(z) / \Omega^{\prime} z$ is even, and therefore
$0 \cdot 92_{2}$. Any odd elliptic function belonging to the same lattice as $\wp \mathfrak{z}$ is the product by $\wp^{\prime} z$ of a rutional function of $\wp z$.
Lastly, any elliptic function $f(z)$ ean be expressed as the sum of the two functions $\frac{1}{2}\{f(z)+f(-z)\}, \frac{1}{2}\{f(z)-f(-z)\}$, of which the first is even and the second odd. Applying $\cdot 92_{1}$ and $\cdot 92_{2}$,
$0 \cdot 92_{3}$. Any elliptic function $f(z)$ can be expressed in the form

$$
R(\varsigma z)+\varsigma^{\prime} z S(\varsigma z),
$$

where $\wp z$ belongs to the same lattice as $f(z)$, and $R(\wp z), S(\wp z)$ are rational functions of $\wp \sim$.

If $f(z), g(z)$ are two elliptie functions belonging to the same lattice, we have

$$
f=R_{l}\left(\wp^{\prime}\right)+\wp^{\prime} S_{f}\left(\wp^{\prime}\right), \quad g=R_{g}(\wp)+\wp^{\prime} S_{g}(\wp),
$$

where $R_{j}\left(\wp_{)}\right), S_{j}(\wp), R_{g}(\wp), S_{g}(\wp)$ are rational functions of $\wp$. Between these equations and the relation

$$
\wp^{\prime 2}=4 \Omega^{3}-g_{2} \wp-g_{3}
$$

the two auxiliary functions $\wp^{\prime}, \wp^{\prime}$ can be eliminated algebraically, and therefore
0.93. Any two elliptic functions with a common lattice are connected by an algebraic equation with constant coefficients.
If $m, n$ are the orders of $f(z), g(z)$, an arbitrary value of $f(z)$ implies not more than $\dagger m$ possible values of $g(z)$ and an arbitrary value of $g(z)$ implies not more than $\dagger n$ possible values of $f(z)$. It follows that if $f, g$ are comnected by an irreducible algebraic equation $\phi(f, g)=0$, the degree of $\phi$ in $g$ is not greater than $m$ and the degree of $\phi$ in $f$ is not greater than $n$.

It is possible to establish $\cdot 93$ by general functional and algebraical reasoning without the use of the special function $\wp z$, but the argument is delicate.

From 93 we have the corollary
0.94. Every elliptic function is connected with its derivative by an algebraic equation.
In other words, if $w$ is an elliptic function $f(z)$ of $z$, there is a differential equation $\phi\left(w^{\prime}, w\right)=0$ satisfied by $w$. The function $\phi$ is polynomial in $w$ as well as in $w^{\prime}$ and does not involve $z$ explicitly. Usually, if the order of the elliptic function $f(z)$ is $n$, the degree of $\phi$ in $w^{\prime}$ is $n$, and the degree of $\phi$ in $w$ is the order of the elliptic function $f^{\prime}(z)$, and may have any value from $n+1$ to $2 n$.

A second corollary to $\cdot 93$ comes from taking $f(y+z)$ as a function of $z$, where $y$ is independent of $z$. We infer the existence of an equation $\phi\{f(y+z), f(z)\}=0$, polynomial in the two functions $f(y+z), f(z)$, with coefficients dependent on $y$; let us write the equation in the form

$$
\cdot 903_{1} \quad \Phi\{f(y+z), f(z) ; y\}=0
$$

$\dagger$ Usually the numbers are exaetly $m$ and $n$, but we have only to suppose $g(z)$ defined as $\{f(z)\}^{2}$ to see that reductions in theso numbers aro possible.

Since this equation is satisfied for all values of $y$ and $z$, we have also
$-903_{2}$

$$
\Phi\{f(y+z), f(y) ; z\}=0 .
$$

The two equations $\cdot 903_{1}, \cdot 903_{2}$ are identical, since otherwise we could eliminate $f(y+z)$ algebraically and obtain a relation satisfied identically by y and $z$, contradieting the assimption that $y$ is independent of $z$. Hence the function (1) $\{f(y+z), f(z) ; y\}$ is a polynomial in $f(y)$ as well as in $f(z)$ :
$0.95_{1}$. If $f(z)$ is any elliptic function. there is an algebraic equation $\Psi:\{f(y+z), f(y), f(z)\}=0$, with coefficients independent of $y$ and $z$, connecting $f(y+z)$ with $f(y)$ and $f(z)$.

This result is expressed briefly in the form
$0.95_{2}$. Every elliptic function possesses an algebraic addition theorem.
Theoretical interest is foeused rather on the converse of this theorem, which, with the ohvious exceptions, was established by Weierstrass: the only singlevalued functions to possess algebraic addition theorems are rational fumetions, functions which in a wide sense may be called circular, and elliptic functions.

The function $\Psi$ of $\cdot 95_{1}$ is symmetrical in $f(y)$ and $f(z)$. Also the relation $I P\{f(-y+z), f(-y), f(z)\}=0$ is identical with the relation $\Psi\{f(z), f(y), f(z-y)\}=0$, but this identity does not express symmetry. If however we apply the argıment leading to $\cdot 95_{1}$ to the function $f(-y-z)$ instead of to the function $f(y+z)$, we have suceinctly
.904. If $f(z)$ is any elliptic function, there is a polymomial $F(X, Y, Z)$, symmetrical in the three arguments $X, Y, Z$, such that the relation $x+y+z=0$ implies the relation $F\{f(x), f(y), f(z)\}=0$.

If the order of the function $f(z)$ is $n$, the degree of the equation $\cdot 902$ in $f(y+z)$ is usually $n$, and therefore as a rule the degree of the polynomial $Y$ in $\cdot 95_{1}$ in each of its arguments is $n$, and so also is the degree of the polynomial $F$ in -904. Algebraically this result is somewhat surprising. For example, it is evident that if $\wp^{\prime}!y$ and $\wp^{\prime} \approx$ are removed from the relation

$$
(\rho y-\rho z)^{2}\{\rho(y+z)+\wp \cdot \prime+\rho z\}=\frac{1}{4}\left(\wp \rho^{\prime} y-\wp \rho^{\prime} z\right)^{2}
$$

by means of the relations

$$
()^{\prime 2} y=4()^{3} y-y_{2} f y-y_{3}, \quad()^{\prime 2} z=4()^{3} z-g_{2}() z-g_{3},
$$

the resulting equation is of degree two in $f(y+z)$; it is by no means evident that the coefficients of this equation are not of higher degree
in $\wp y$ or $\wp z$. Or to put the matter differently, the eliminant of $X^{\prime}$, $Y^{\prime}, Z^{\prime}$ from the four equations
$\cdot 905_{1-4} \quad\left|\begin{array}{ccc}1, & X, & X^{\prime} \\ 1 & Y, & Y^{\prime} \\ 1 & Z, & Z^{\prime}\end{array}\right|=0$,
$X^{\prime 2}=4 X^{3}-g_{2} X-g_{3}, \quad Y^{\prime 2}=4 Y^{3}-y_{2} Y-g_{3}, \quad Z^{\prime 2}=4 Z^{3}-y_{2} Z-y_{3}$ is obviously symmetrical in $X, Y, Z$; it is not ohviously the product of $\{(Y-Z)(Z-X)(X-Y)\}^{2}$ by a function quadratic in each separate variable. To find algebraically the significant factor of the eliminant, we remark that $\cdot 905_{1}$ implies that there exist numbers $\lambda, \mu$ such that

$$
X^{\prime}=\lambda X+\mu, \quad Y^{\prime}=\lambda Y+\mu, \quad Z^{\prime}=\lambda Z+\mu,
$$

and that therefore, from $\cdot 905_{24}, X, Y, Z$ are the roots of an equation of the form

$$
4 t^{3}-g_{2} t-g_{3}=(\lambda t+\mu)^{2},
$$

whence, relating the coefficients to the roots and eliminating $\lambda$ and $\mu$, we have

$$
\left(Y Z+Z X+X Y^{1}+\frac{1}{4} g_{2}\right)^{2}=4(X+Y+Z)\left(X Y Z-\frac{1}{4} g_{3}\right),
$$

a condition of the fourth degree in the set of variables $X, Y, Z$ but quadratic as required in $X, Y, Z$ separately. Thus
-906. If $x+y+z=0$, then

$$
\left(\wp y \wp z+\wp \neg f \wp x+\wp x \wp y+\frac{1}{4} g_{2}\right)^{2}=4(\wp x+\wp y+\wp z)\left(\wp x \wp y \wp z-\frac{1}{4} g_{3}\right) .
$$

The importance of $\cdot 92_{3}$ is for general theorems rather than for particular applieations. for whereas the determination of the functions $Z(z)$, $P(z)$ in the formula 91 depends directly on the structure of $f(z)$, the same can not be said of the rational functions in $\cdot 92_{3}$; the poles of $\frac{1}{2}\{f(z)+f(-z)\}$ and $\frac{1}{2}\{f(z)-f(-z)\}$ are among the poles of $f(z)$ and the poles of $f(-z)$ and ean be identified, but the zeros of these functions, that is to say, the roots of the equations $f(z)=-f(-z)$ and $f(z)=f(-z)$, are not necessarily discoverable in practice. For example, taking $f(z)$ as $\wp(y+z)$, we can solve the equation $\wp(y+z)=\wp(y-z)$ but we have no means of solving the equation $\wp(y+z)=-\varsigma(y-z)$; we can therefore express $\wp(y+z)-\wp(y-z)$ in terms of $\wp z$ and $\wp^{\prime} z$, but we ean not proceed to obtain a formula for $\wp(y+z)$. The details of the evaluation of $\wp(y+z)-\varsigma(y-z)$ are simple and instructive. The function $\wp(y+z)$ has a double pole at $z=-y$; the function $\wp(y-z)$ has a double pole at $z=y$. Hence $\wp(y+z)-\varsigma(y-z)$ is a function of the fourth order, its poles are the zeros of $(\wp z-\wp y)^{2}$, and one irreducible set of poles has the sum zero. Because the function is an odd function, three of
its zeros are the halfperiods $\omega_{1}, \omega_{2}, \omega_{3}$ whose sum is zero; hence a fourth zero is the origin, and $\{\wp(y+z)-\wp(y-z)\} / \wp^{\prime} z$ has no zeros incongruent with the origin. We have therefore

$$
\wp \supset(y+z)-\wp \rho(y-z)=A\left(\rho \rho^{\prime} z /(\rho \rho-\wp y)^{2},\right.
$$

where $A$ is independent of $z$. As $z \rightarrow 0$,

$$
\{\rho(y+z)-\varsigma(y-z)\} / 2 z \rightarrow \wp^{\prime} y,
$$

that is,

$$
\wp(y+z)-\wp(y-z) \sim 2 z \wp^{\prime} y ;
$$

on the other hand, $\quad \rho^{\prime} z /(\rho z-\varsigma y)^{2} \sim-2 z$.
Hence $A=-\wp^{\prime} y$, and finally
-907

$$
\wp(y-z)-\wp(y+z)=\wp^{\prime} y \wp^{\prime} z /(\wp y-\varsigma z)^{2},
$$

in agreement with 83 .
There are developments of a function in terms of $\zeta z$ and of $\sigma z$ to which the criticism directed against $92_{3}$ does not apply, and with these developments we conclude our introduction. First let $a_{r}$ be a pole of the elliptic function $f(z)$, of order $m_{r}$, and let the principal part of $f(z)$ in the neighbourhood of $a_{r}$ be

$$
\frac{A_{m_{r}}^{(r)}}{\left(z-a_{r}\right)^{m_{r}}}+\frac{A_{m_{r}-1}^{(r)}}{\left(z-a_{r}\right)^{m_{r}-1}}+\ldots+\frac{A_{3}^{(r)}}{\left(z-a_{r}\right)^{3}}+\frac{A_{2}^{(r)}}{\left(z-a_{r}\right)^{2}}+\frac{A_{1}^{(r)}}{z-a_{r}} .
$$

With the function $\zeta_{k} z$ defined as in $\cdot 52$, the principal part of each of the functions $\zeta_{m_{r}}\left(z-a_{r}\right), \zeta_{m_{r}-1}\left(z-a_{r}\right), \ldots, \zeta_{3}\left(z-a_{r}\right), \wp\left(z-a_{r}\right), \zeta\left(z-a_{r}\right)$ near $a_{r}$ consists of a single term whose numerator is unity, and the principal part of the sum

$$
\begin{aligned}
& A_{m_{r}}^{(r)} \zeta_{m_{r}}\left(z-a_{r}\right)+A_{m_{r}-1}^{(r)} \zeta_{m_{r}-1}\left(z-a_{r}\right)+\ldots \\
& \quad+A_{3}^{(r)} \zeta_{3}\left(z-a_{r}\right)+A_{2}^{(r)} \wp\left(z-a_{r}\right)+A_{1}^{(r)} \zeta\left(z-a_{r}\right)
\end{aligned}
$$

is identical with the principal part of $f(z)$. Denote this sum by $Z_{r}\left(z-a_{r}\right)$. In $Z_{r}\left(z-a_{r}\right)$ every term except $A_{1}^{(r)} \zeta\left(z-a_{r}\right)$ is an elliptie function. Hence $\sum Z_{r}\left(z-a_{r}\right)$, where the summation extends to all the members of an irreducible set of poles of $f(z)$, is the sum of an elliptic function and the function $\phi(z)$ defined by

$$
\phi(z)=\sum_{r} A_{1}^{(r)} \zeta\left(z-a_{r}\right) .
$$

Now if $\Omega$ is any lattice step, $\zeta(z+\Omega)=\zeta z+\eta$, where $\eta$ is independent of $z$. Hence

$$
\begin{gathered}
\zeta\left(z+\Omega-a_{r}\right)=\zeta\left(z-a_{r}\right)+\eta, \\
\phi(z+\Omega)=\phi(z)+\eta \sum_{r} A_{1}^{(r)} \\
=\phi(z),
\end{gathered}
$$

for $\sum A_{1}^{(r)}$, the sum of the residues of $f(z)$ at an irreducible set of poles, is zero. That is to say, although the individual functions $\zeta\left(z-a_{1}\right)$, $\zeta\left(z-a_{2}\right), \ldots$ and the individual functions $Z_{1}\left(z-a_{1}\right), Z_{2}\left(z-a_{2}\right), \ldots$ are not elliptic functions, the particular combinations $\phi(z)$ and $\sum Z_{r}\left(z-a_{r}\right)$ are elliptic functions. The second of these combinations is an elliptic function whose prineipal part at every pole in an irreducible set is identical with the prineipal part of $f(z)$. Hence, by 48 ,
$0.96_{1}$

$$
f(z)=c+\sum Z_{r}\left(z-a_{r}\right)
$$

where $c$ is a constant. Conversely, whatever the constants on the right of $\cdot 96_{1}$, subject to the condition $\sum A_{1}^{(r)}=0$, this expression defines an elliptic function:
$0 \cdot 96_{2}$. An irreducible set of poles of an elliptic function may be assigned arbitrarily, together with the principal part of the function at each pole, subject only to the condition that the sum of the assigned residues is zero.

As a first example, take $f(z)=1 /(\wp y-\wp z)$. Near $z=y$,

$$
\wp y-\wp z \sim-(z-y) \wp^{\prime} y, \quad \wp^{\prime} y f(z) \sim-(z-y)^{-1}
$$

and near $z=-y$,

$$
\wp y-\wp z \sim(z+y) \wp^{\prime} y, \quad \wp^{\prime} y f(z) \sim(z+y)^{-1}
$$

Hence, since $f(z)$ tends to zero with $z$, $\cdot 908_{1} \quad \wp^{\prime} y /(\wp y-\wp z)=\zeta(y-z)+\zeta(y+z)-2 \zeta y$,
from which $\cdot 907$ follows by differentiation. Interchanging $y$ and $z$ in $\cdot 908_{1}$, we have
$\cdot 908_{2} \quad \wp^{\prime} z /(\wp y-\wp z)=\zeta(y-z)-\zeta(y+z)+2 \zeta z$,
which gives, in combination with $\cdot 908_{1}$
-909

$$
\zeta(y+z)-\zeta y-\zeta z=\frac{1}{2}\left(\wp^{\prime} y-\wp^{\prime} z\right) /(\wp y-\wp z)
$$

and by differentiation

$$
\wp(y-z)+\wp(y+z)=\frac{d}{d z}\left(\frac{\wp^{\prime} z}{\wp y-\wp z}\right)+2 \wp z
$$

an unsymmetrical correlative of $\cdot 907$.
From 83 and 909 we have

$$
\{\zeta(y+z)-\zeta y-\zeta z\}^{2}=\wp \rho(y+z)+\wp y+\wp \rho
$$

or in a more symmetrical form
912. If $x+y+z=0$, then

$$
(\zeta x+\zeta y+\zeta z)^{2}=\varsigma \rho x+\wp y+\wp z
$$

To develop $1 /(\wp y-\wp z)^{2}$ we have to take into account another term in each Taylor series, and we have

$$
\wp \rho^{\prime 2} y /(\wp y-\wp z)^{2} \sim(y-z)^{-2}+\left(\wp \rho^{\prime \prime} y / \wp^{\prime} y\right)(y-z)^{-1}
$$

near $z=y$, and

$$
\wp^{\prime 2} y /(\wp y-\wp z)^{2} \sim(y+z)^{-2}+\left(\wp^{\prime \prime} y / \wp^{\prime} y\right)(y+z)^{-1}
$$

near $z=-y$. Hence

$$
\begin{aligned}
& \wp^{\prime 2} y /(\wp y-\wp z)^{2}=\wp(y-z)+\wp(y+z)-2 \wp y+ \\
&+\left(\wp^{\prime \prime} y / \wp \wp^{\prime} y\right)\{\zeta(y-z)+\zeta(y+z)-\varrho \zeta y\},
\end{aligned}
$$

which on substitution from $\cdot 90 \mathrm{~s}_{1}$ becomes
$.913 \wp(y-z)+\wp(y+z)=\wp^{\prime 2} y /(\wp y-\wp z)^{2}-\wp \rho^{\prime} y /(\wp y-\wp z)+2 \wp y$,
that is to say, 910 with $y$ and $z$ interchanged. Since $\wp_{0}^{\prime \prime} z=6 \wp^{2} z-\frac{1}{2} g_{2}$, we have
and therefore
$\cdot 91+\wp(y-z)+\wp(y+z)=\frac{1}{2}\left\{\left(\rho^{\prime 2} y+\wp \rho^{\prime 2} z\right) /(\wp y-\wp z)^{2}\right\}-2 \wp \rho-2 \wp z$,
a formula which combines with $\cdot 907$ to reproduce the addition theorem in the form given in 83 .

If the poles and zeros of an elliptic function $f(z)$ are assigned, the properties of the function $\sigma z$ are utilized for the construction of $f(z)$. Let $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$ be irreducible sets of poles and zeros of $f(z)$, subject to the equality $\sum b_{s}=\sum a_{r}$, a condition which, as we have seen on $p .24$, imposes no restriction on the function $f(z)$ itself. Then since $\sigma\left(z-a_{r}\right)$ has the points congruent with $a_{r}$ for simple zeros, and $\sigma\left(z-b_{s}\right)$ has the points congruent with $b_{s}$ for simple zeros, and neither function has any other zeros or any accessible poles, the quotient $B(z) / A(z)$, where
$.915_{1-2} \quad A(z)=\prod_{r} \sigma\left(z-a_{r}\right), \quad B(z)=\prod_{s} \sigma\left(z-b_{s}\right)$,
is a function with precisely the poles and the zeros of $f(z)$. If $2 \omega_{1}, 2 \omega_{2}$ is a basis of the lattice, we have from $\cdot 68_{3-4}$, for each value of $\omega$ and the eorresponding value of $\eta$,

$$
A(z+\omega)=(-)^{n} e^{2 \eta \Sigma\left(z-a_{r}\right)} \prod \sigma\left(z-\omega-a_{r}\right)=(-)^{n} e^{2 \eta \Sigma\left(z-a_{r}\right)} A(z-\omega)
$$

and similarly
-916

$$
B(z+\omega)=(-)^{n} e^{2 \eta \Sigma\left(z-l_{s}\right)} B(z-\omega) .
$$

But

$$
\sum\left(z-a_{r}\right)=n z-\sum a_{r}=n z-\sum b_{s}=\sum\left(z-b_{s}\right)
$$

Hence
-917

$$
B(z+\omega) / A(z+\omega)=B(z-\omega) / A(z-\omega),
$$

for all values of $z$, and therefore the quotient $B(z) / A(z)$ has the period $2 \omega$. Thus $B(z) / A(z)$ is an elliptic function with the structure of $f(z)$, and from Liouville's second identification theorem $\cdot 49_{3}$,

$$
0.97_{1} \quad f(z)=g B(z) / A(z)
$$

where $g$ is a constant. Conversely, if only the constants implicit in the definitions of $A(z)$ and $B(z)$ by $\cdot 915_{1-2}$ satisfy the relation

$$
\sum b_{s}=\sum a_{r}
$$

the expression on the right of $\cdot 97_{1}$ defines an elliptic function, and therefore
$0.97_{2}$. The poles and the zeros of an elliptic function may be locatal at arbitrary points and have arbitrary multiplicities, subject only to the conditions that, multiplicity being taken into account, the number of poles is the same as the number of zeros and the sum of the poles is congruent with the sum of the zeros.

As simple examples of $\cdot 97_{1}$ we have
0.98

$$
\wp y-\wp z=-\sigma(y-z) \sigma(y+z) / \sigma^{2} y \sigma^{2} z
$$

from which we can recover $\cdot 908_{1}$, and
$0.99 \quad \wp^{\prime} z=2 \sigma\left(z-\omega_{1}\right) \sigma\left(z-\omega_{2}\right) \sigma\left(z-\omega_{3}\right) / \sigma \omega_{1} \sigma \omega_{2} \sigma \omega_{3} \sigma^{3} z$,
which, so to speak, extracts the square root in $\cdot 74_{1}$.

## THE THREE PRIMITIVE FUNCTIONS

1.1. The simplest elliptie functions are of the second order, and of these there are two kinds, functions with one double pole in each cell, and functions with two simple poles in each cell. The Weierstrassian function $\varsigma() z$, of which a brief account has been given in the introductory essay, is the standard function of the first kind. This book is a study of standard functions of the second kind.

The existence of an elliptic function with one double pole is demonstrated by the actual construction of $\wp \beta$. The existence of a function with two simple poles is established in the course of the development of the theory of the Weierstrassian function. By the general theorem $0 \cdot 96_{2}$, the function

- $101 \quad c+A_{1} \zeta\left(z-a_{1}\right)+A_{2} \zeta\left(z-a_{2}\right)$
is an elliptic function if $A_{1}+A_{2}=0$; it is a function of the second order with simple poles at $a_{1}$ and $a_{2}$ and an assigned residue at one of these poles, and it includes an additive constant $c$. Similarly by the general theorem $0.97_{2}$, the function

$$
f_{0} \sigma\left(z-b_{1}\right) \sigma\left(z-b_{2}\right) / \sigma\left(z-a_{1}\right) \sigma\left(z-a_{2}\right)
$$

is an elliptic function if $a_{1}+a_{2}=b_{1}+b_{2}$; it is a function of the second order with simple poles at $a_{1}$ and $a_{2}$ and simple zeros at $b_{1}$ and $b_{2}$, and it includes a constant factor $f_{0}$. In each form the function involves two arbitrary constants in addition to the numbers $a_{1}, a_{2}$ which locate the poles.

We might obtain standard functions with simple poles by choosing constants in $\cdot 101$ or $\cdot 102$. But appropriate constants are not easily recognized in advance. Also it is one thing to use the functions $\zeta z$ and $\sigma z$ for evidence of existence, but to rely on these functions for the definitions and for the most elementary properties of the functions which are to be fundamental is another matter. We approach the problem of construction in a more direct fashion.
1.2. Given a function whose poles are all double, we have only to take a square root to obtain a function whose poles are all simple, but this function is doublevalued unless the zeros as well as the poles of the original function are of even order. The zeros of $\wp z z$ are simple, and the branches of $(\wp z)^{4}$ can not be separated. But $\wp z-B$, or $\wp z-\wp \rho b$, where $b \neq 0$, has the same poles as $\wp z$; it is a function of the second
order, whatever the value of $b$, and as we have seen in 0.7 its zeros are double if $b$ is congruent with one of the midpoints $\omega_{1}, \omega_{2}, \omega_{3}$. Thus for $r=1,2,3$ the function $\wp z-e_{r}$ has all its poles and all its zeros of precisely the second order, and
201. The function $\left(\wp z-e_{r}\right)^{\frac{1}{2}}$ has no branchpoints.

It follows that the two values of $\left(\wp z-e_{r}\right)^{\frac{1}{2}}$ are not branches of one function but, like the two square roots of $z^{2}$, are separate singlevalued functions. We can discriminate between the two functions by their behaviour in the neighbourhood of $z=0$; here $\wp z$ resembles $1 / z^{2}$, and therefore one square root of $\wp z-e_{r}$ resembles $1 / z$ and the other resembles $-1 / z$. It is with the first of these square roots that our study begins. This function Jordan denotes by $f_{r}(z)$ and Tannery and Molk denote by $\xi_{r 0}(z)$, but to avoid having a suffix as part of the functional symbol we denote the functions that correspond to the three halfperiods $\omega_{1}, \omega_{2}, \omega_{3}$ by $\mathrm{fj} z, \operatorname{gj} z, \operatorname{hj} z$; then we replace $\omega_{1}, \omega_{2}, \omega_{3}$ and $e_{1}, e_{2}, e_{3}$ by $\omega_{f}, \omega_{g}, \omega_{h}$ and $e_{f}, e_{g}, e_{h}$, a departure from current practice which is trivial in itself but far-reaching in its effect on our notation.

The three functions which we call the primitive functions and denote by $\mathrm{fj} z, \operatorname{gj} z, \mathrm{hj} z$ are thus three singlevalued functions definable in terms of $\wp z$ by the formulae
$1 \cdot 21_{1-3} \quad \mathrm{fj}^{2} z=\wp z-e_{f}, \quad \mathrm{gj}^{2} z=\wp z-e_{g}, \quad \mathrm{hj}^{2} z=\wp \beta z-e_{h}$,
or in another form
$1 \cdot 21_{4-6} \quad \mathrm{fj}^{2} z+e_{j}=\mathrm{gj}^{2} z+e_{g}=\mathrm{hj}^{2} z+e_{h}=\wp \Omega$,
coupled with the conditions that, as $z \rightarrow 0$,
$1 \cdot 2_{1_{1-3}} \quad z \mathrm{fj} z \rightarrow 1, \quad z \operatorname{gj} z \rightarrow 1, \quad z \mathrm{hj} z \rightarrow 1$,
which also have an alternative form
$1 \cdot 22_{4-6} \quad \mathrm{fj} z \sim 1 / z, \quad \operatorname{gj} z \sim 1 / z, \quad \mathrm{hj} z \sim 1 / z$.
The notation allows us to speak of a typical function pjz, defined by the formula
$1 \cdot 23_{1}$

$$
p \mathrm{j}^{2} z=\wp z-e_{p}
$$

with the condition
$1 \cdot 23_{2}$
$\operatorname{pj} z \sim 1 / z$.

The definitions of the primitive functions can be expressed somewhat differently, in terms of the Weierstrassian function $\sigma z$, which has no accessible poles and has simple zeros at all the lattice points of $\wp z$. The quotient $\sigma\left(z-\omega_{p}\right) / \sigma z$ has the zeros and poles of $\mathrm{pj} z$, and therefore 202

$$
\mathrm{pj} z=e^{د_{p}(z)} \sigma\left(z-\omega_{p}\right) / \sigma z
$$

where $J_{\mu}(z)$ is an integral function，a function without accessible poles． To obtain $\Delta_{\mu}(z)$ and to see this formuka in relation to the definition of pj $z$ ，consider the factorization theorem 0.98 ，which we may rewrite in the form
$\because 03$

$$
\gamma z-\gamma=-\frac{\sigma(z-b) \sigma(z+b)}{\sigma^{2} b \sigma^{2} z}
$$

The basis of this theorem is that the roots of the equation $\wp z=\wp \rho b$ fall into two classes，the roots congruent with $b$ ，which are the zeros of $\sigma(z-b)$ ，and the roots congrment with $-b$ ，which are the zeros of $\sigma(z+b)$ ．In choosing a value of $b$ so that every root of the equation $f() z=b$ is double，we are choosing $b$ so that the functions $\sigma(z+b)$ ， $\sigma(z-b)$ have the same zeros．This is easily verified；for all values of $z$ ， as we have seen in $0 \cdot 68_{3-4}$ ，

$$
\sigma\left(z+\omega_{p}\right)=-e^{2 \eta_{p} \tilde{p}} \sigma\left(z-\omega_{p}\right),
$$

and substituting for $\sigma\left(z+\omega_{p}\right)$ in $\cdot 203$ we have
$\because 14$

$$
\wp z-e_{p}=\frac{e^{2 \eta_{p} z} \sigma^{2}\left(z-\omega_{p}\right)}{\sigma^{2} \omega_{p} \sigma^{2} z},
$$

whence，since $\sigma\left(-\omega_{p}\right)=-\sigma \omega_{p}$ ，and $\sigma z \sim z$ as $z \rightarrow 0$ ，

$$
\mathrm{pj} z=-\frac{e^{\eta_{p} z} \sigma\left(z-\omega_{p}\right)}{\sigma \omega_{p}, \sigma z}
$$

＇This is the required formula of the form $\cdot 202$ ，with $\Delta_{p}(z)$ identified as the linear function $-\log \left(-\sigma \omega_{p}\right)+\eta_{p} z$ ，the selection of the branch of the logarithm being irrelevant．

We make very little use of the explicit formula $\cdot \mathbf{2 4}$ ；the distribution of poles and zeros is shown clearly，but otherwise the fundamental properties of the function $\mathrm{pj} z$ are not in evidence，and two constants $\eta_{p}, \sigma \omega_{p}$ are involved．It is only in the light of the deduction from $\cdot 23_{1}$ that the function seems well chosen，and we can almost always base our arguments immediately on the more fundamental definition．

From $\cdot 21_{46}$ we see that we can express the square of one primitive function in terms of the square of another．For brevity we write $e_{g}-e_{f}$ ats $\rho_{/ y}$ ，and so on．＇Then we have
$1 \cdot 25_{12} \quad g \mathrm{j}^{2} z=\mathrm{fj}^{2} z-e_{f g}, \quad \mathrm{hj}^{2} z=\mathrm{fj}^{2} z-e_{f h}$,
and also identically
－20．5

$$
e_{y / h} f j^{2} z+e_{h j} g j^{2} z+e_{f y} h j^{2} z=0
$$

$1 \cdot 3$ ．Since $\wp(-z)=\wp, z$, identically，

$$
\{\mathrm{fj}(-z)-\mathrm{fj} z\}\{\mathrm{fj}(-z)+\mathrm{fj} z\}=0
$$

and one of the two functions $\mathrm{fj}(-z)-\mathrm{fj} z, \mathrm{fj}(-z)+\mathrm{fj} z$ is zero for all values of $z$. As $z \rightarrow 0, \mathrm{fj}(-z) / \mathrm{fj} z \rightarrow-1$. Hence this ratio is not identically 1 , that is, $\mathrm{fj}(-z)$ is not equal to $\mathrm{fj} z$ in the neighbourhood of the origin, and therefore the equality that is valid everywhere is
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$$
\mathrm{fj}(-z)=-\mathrm{fj} z:
$$

$1 \cdot 31$. The three primitive functions are odd functions.
Since $\mathrm{fj} z$ is oold, so also is $\mathrm{fj} z-z^{-1}$, and the value at the origin of this function, which is regular in that neighbourhood, is zero: near the origin
-302

$$
\mathrm{fj} z=z^{-1}+O(z)
$$

An improvement on this result is derivable immediately from the relation of $\mathrm{fj}^{2} z$ to $\wp z$. Since $\mathrm{fj} z$ is odd, we may assume

$$
\mathrm{fj} z=z^{-1}+\alpha z+O\left(z^{3}\right)
$$

implying

$$
\mathrm{fj}^{2} z-z^{-2}=\left\{\alpha+O\left(z^{2}\right)\right\}\left\{2+O\left(z^{2}\right)\right\}=2 \alpha+O\left(z^{2}\right)
$$

and since

$$
\oint z-z^{-2}=O\left(z^{2}\right)
$$

we have from $\cdot 21_{1}, 2 \alpha=-e_{f}$, that is,
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$$
\mathrm{fj} z=z^{-1}-\frac{1}{2} e_{f} z+O\left(z^{3}\right)
$$

The poles of each primitive function are the poles of $\wp z$. Within a parallelogram that is primitive for $\wp z$, each of the primitive functions has only one pole, and that a simple one; we know therefore that if the functions are doubly periodic, their periods must differ from those of the Weierstrassian function from which they are formed.

To discover the effect of adding one of the Weierstrassian periods, we repeat the argument learling to $\cdot 301$. The identity $\wp\left(z+2 \omega_{k}\right)=\wp z$ implies that either
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$$
\mathrm{fj}\left(z+2 \omega_{k}\right)=\mathrm{fj} z
$$

everywhere, or

$$
\mathrm{fj}\left(z+2 \omega_{k}\right)=-\mathrm{fj} z
$$

everywhere. If in $\cdot 304$ we substitute $-\omega_{k}$ for $z$, we have on the one side $\mathrm{fj} \omega_{k}$, and on the other side, since $\mathrm{fj} z$ is an odd function, $-\mathrm{fj} \omega_{k}$. But $\mathrm{fj} \omega_{k}$ and - $\mathrm{fj} \omega_{k}$ can not be equal if $\omega_{k}$ is neither a zero nor a pole of $\mathrm{fj} z$. Hence $\cdot 304$ is not an identity if $\omega_{k}$ is $\omega_{g}$ or $\omega_{h}$, and the alternative to $\cdot 304$ being 305 we have
$1 \cdot 32_{1-2} \quad \mathrm{fj}\left(z+2 \omega_{g}\right)=-\mathrm{fj} z, \quad \mathrm{fj}\left(z+2 \omega_{h}\right)=-\mathrm{fj} z$,
whence further

$$
\mathrm{fj}\left(z-2 \omega_{g}-2 \omega_{h}\right)=-\mathrm{fj}\left(z-2 \omega_{g}\right)=\mathrm{fj} z
$$

that is.

$$
\mathrm{fj}\left(z+\because \omega_{j}\right)=\mathrm{fj} z
$$

Also from $3 \because$,

$$
\mathrm{fj}\left(z+4 \omega_{g}\right)=\mathrm{fj} z, \quad \mathrm{fj}\left(z+4 \omega_{h}\right)=\mathrm{fj} z
$$

Thus
$1 \cdot 34$. The function $\mathrm{fj} z$ is doubly periodic, and $2 \omega_{j},+\omega_{g},+\omega_{h}$ are three of its periods.

A parallelogram with sides $2 \omega_{j}, 4 \omega_{g}$ contains only two poles of $\mathrm{fj} z$, namely, 0 and $2 \omega_{1}$, and these are simple; hence a primitive parallelogram for the function can not be smaller than this, and we infer that $2 \omega_{f}, t \omega_{g}$ is a primitive pair of periods for this function. The pair $2 \omega_{f}$, $4 \omega_{h}$ also is primitive, hut the pair $4 \omega_{g}$, $4 \omega_{h}$ is not.

With $2 \omega_{f}, 4 \omega_{g}$ as a primitive pair of periods, the midpoints of the primitive period parallelogram are $\omega_{f}$,


Fic. 13. $2 \omega_{g}, \omega_{f}+2 \omega_{g}$. To describe $\mathrm{fj} z$ as an odd function with the two points 0 , $2 \omega_{g}$ for poles and the two points $\omega_{f}$, $\omega_{f}+2 \omega_{g}$ for zeros is therefore to illustrate the general theorem 0.76 ; each of the four points $0, \omega_{f}, 2 \omega_{g}, \omega_{f}+2 \omega_{g}$ must be either a pole or a zero, and therefore, since the function is of the second order, two of them must be simple poles and the other two must be simple zeros.

Since $4 \omega_{f}, 4 \omega_{g}, 4 \omega_{l}$ are periods of all three of the primitive functions, while $2 \omega_{j}$ is not a period of $\mathrm{gj} z$ or $\mathrm{hj} z$, we call $\omega_{f}, \omega_{g}, \omega_{h}$ quarterperiods of the set of functions, not forgetting that they are halfperiods of $\wp z$ and that each of them is a halfperiod of one primitive function. We continue to call the poles, which are common to all the functions, the lattice points of the theory.

A doubly periodic function whose poles are all simple is determinate, save to an additive constant, by the poles and the residues attached to them. It is important to be familiar with the patterns formed by the residues of the primitive functions. These three patterns are attached to the same lattice, and there is no qualitative difference between one and another; each pattern consists of alternate rows of
positive and negative units. But we must recognize the arrangements of the three patterns relative to one another, and relative to the primitive triad of quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$.


The point $2 l \omega_{f}+2 m \omega_{g}+2 n \omega_{h}$ is a pole of $\mathrm{fj} z$ for all integral values of $l, m, n$; if this point is $\Omega$, the principal part of $\mathrm{fj} z$ in its neighbourhood is $1 /(z-\Omega)$ or $-1 /(z-\Omega)$ according as $m+n$ is even or odd, and $\Omega$ may be called in the one case a positive pole, in the other case a negative pole. Since $\mathrm{fj} z$ is an odd function of $z-\Omega$, to subtraet the principal part is to obtain a function, $\mathrm{fj} z-1 /(z-\Omega)$ or $\mathrm{fj} z+1 /(z-\Omega)$, in which the pole $\Omega$ is not merely removed but replaced by a zero; the function is of course no longer periodic.
$1 \cdot 4$. Since the poles of $\mathrm{fj} z$ in the primitive parallelogram $2 \omega_{f}, 4 \omega_{g}$ are simple poles at 0 and $2 \omega_{g}$, there are two values of $z$ at which $\mathrm{fj} z$ takes an assigned value $B$ and the sum of these values is congruent with $2 \omega_{p}$. Hence if $b$ is any point in the parallelogram, the only other point in the parallelogram for which $\mathrm{fj} z$ has the same value as at $b$ is the point congruent with $2 \omega_{g}-b$, which is one of the four points $2 \omega_{g}-b, 6 \omega_{g}-b$, $2 \omega_{j}+2 \omega_{g}-b, 2 \omega_{j}+6 \omega_{g}-b$.

1-41. The solutions of the equation $\mathrm{fj} z=\mathrm{fj} b$ fall into two sets,

$$
\begin{array}{ll}
z=2 l \omega_{j}+2 m \omega_{g}+2 n \omega_{h}+b & \text { with } m+n \text { eren }, \\
z=2 l \omega_{j}+2 m \omega_{g}+2 n \omega_{h}-b & \text { with } m+n \text { odd. }
\end{array}
$$

Since $\omega_{f}$ is one zero of $\mathrm{fj} z$, another is $\omega_{f}+2 \omega_{g}$, and every zero is congruent with one of these, $\bmod 2 \omega_{j}, 4 \omega_{g}$, that is to say, is congruent with $\omega_{f}, \bmod \triangleq \omega_{l}, \supseteq \omega_{g}$. The zeros of the primitive function $\mathrm{pj} z$ compose a lattice geometrically congruent with the lattice of poles, but with the point $\omega_{p}$ for one of its points.

A doubly periodic function being determinate, save to a constant factor, by the distribution of its poles and zeros, we can identify each primitive function, but for such a factor, by a characteristic pattern.


Fig. 15.

The poles have the same positions in the three patterns, but the cocatimon of zeros serves instead of the distribution of residues as a means of discrimination, and we do not now distinguish between positive poles and negative poles in the diagrams. In the pattern for $\mathrm{fj} z$, lines through $F$ parallel to $O G$ and $O H$ accommodate ranks of zeros; on the line $O F$, poles and zeros alternate.

1•5. Neither $\omega_{g}$ nor $\omega_{h}$ is a pole or a zero of $\mathrm{fj} z$; the values $\mathrm{fj} \omega_{g}, \mathrm{fj} \omega_{h}$ of the function at these points are fundamental parameters in the theory. We denote them by $f_{p}, f_{h}$ and call them the critical values of $\mathrm{fj} z$; the critical values are finite constants, different from zero. If $b=\omega_{g}$, the two points $b, 2 \omega_{y}-b$ coincide; that is, $\omega_{g j}$ is a double root of the equation $\mathrm{fj} z=\mathrm{fj} \omega_{y}$ :

1•51. The roots of the equation $\mathrm{fj} z=f_{g}$ are double roots at the points congruent with $\omega_{g}, \bmod 2 \omega_{f}, 4 \omega_{g}$,
from which it follows that the roots of $\mathrm{fj} z=-f_{g}$ are double roots congruent with $-\omega_{g}$. Similarly the roots of $\mathrm{fj} z=f_{h}$ and of $\mathrm{fj} z=-f_{h}$ are double roots congruent with $\omega_{h}$ and with $-\omega_{h}$. Incidentally we notice that $f_{g}$ ean not be equal to $f_{h}$ or $-f_{h}$ :

1-52. The squares of the critical values $f_{g}, f_{h}$ are unequal.
The last two theorems are evident algebraically from the identities

$$
\mathrm{fj}^{2} z+e_{j}=\mathrm{gj}^{2} z+e_{g}=\mathrm{hj}^{2} z+e_{h}
$$

When $g \mathrm{j} z=0, \mathrm{fj}^{2} z=e_{g}-e_{j}$. That is,
$\cdot 502-\cdot 503 \quad f_{g}^{2}=e_{f g}, \quad f_{h}^{2}=e_{j h}$,
and since $e_{j}, e_{y}, e_{h}$ are all different, $f_{g}^{2}, f_{h}^{2}$ are different from zero and from each other.

From • 501 we have alternatively

$$
g_{f}^{2}=e_{g f}, \quad h_{f}^{2}=e_{h f}
$$

whence

$$
f_{\hbar}^{2}=-h_{f}^{2}, \quad g_{f}^{2}=-f_{g}^{2}, \quad h_{g}^{2}=-g_{h}^{2}
$$

Although not expressible rationally in terms of $e_{f}, e_{q}, e_{h}$, the six constants of the form $f_{g}$ are intrinsically determinate, for they are the values of definite singlevalued functions at specified points. We have in fact from $\cdot 24$,

$$
f_{g}=-\frac{e^{-\eta_{f} \omega_{g}} \sigma \omega_{h}}{\sigma \omega_{j} \sigma \omega_{g}}
$$

We shall return in a moment to an examination of relations between the six constants.

The converse of the set of results typified by 51 is true also. If $b$ is a double root of the equation $\mathrm{fj} z=\mathrm{fj} b$, then $2 b \equiv 2 \omega_{g}, \bmod 2 \omega_{f}, 4 \omega_{g}$, and $b$ is congruent with one of the four points $\omega_{g}, 3 \omega_{g}, \omega_{f}+\omega_{g}, \omega_{j}+3 \omega_{g}$, that is, with one of the four points $\omega_{g},-\omega_{g}+4 \omega_{g},-\omega_{h}, \omega_{h}+2 \omega_{j}+4 \omega_{g}$ :
1.54. The root $b$ of the equation $\mathrm{fj} z=\mathrm{fj} b$ is a double root if and only if $b$ is congruent with one of the four points $\pm \omega_{g}$. $\pm \omega_{h}$ and $\mathrm{fj} b$ has one of the four values $\pm f_{g}$, $\pm f_{h}$.
1.6. It follows from 54 that the zeros of the derivative $\mathrm{fj}^{\prime} z$ are the points congruent with $\pm \omega_{g}$ or $\pm \omega_{h}$. This derivative is an elliptic function with the same periodicities as $\mathrm{fj} z$ and with the poles of $\mathrm{fj} z$ for double poles. It is therefore of order four, and each of the four distinct zeros must be simple. Thus $\mathrm{fj}^{\prime} z$ has the zeros of each of the
functions $\mathrm{gj} z, \mathrm{hj} z$ for simple zeros, and has the poles which are common to these functions for double poles. In other words, the derivative $\mathrm{fj}^{\prime} \boldsymbol{z}$ and the product $\mathrm{gj} z \mathrm{~h} \mathrm{j} z$ have the same zeros and the same poles, and since the functions have the same periodicity, one is a constant multiple of the other. Near the origin, $\mathrm{fj}^{\prime} z \sim-z^{-2}, \operatorname{gj} z \mathrm{hj} z \sim z^{-2}$. Hence $\dagger$
$1 \cdot 61$

$$
\mathrm{fj}^{\prime} z=-\mathrm{gj} z \mathrm{hj} z
$$

This result may be derived directly from the relation of the functions to $\wp \approx$. The fundamental formula $0 \cdot 7 t_{1}$ for $\wp^{\prime}{ }^{\prime} \approx z$ is equivalent to
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$$
\wp^{\prime 2} z=4 \mathrm{fj}^{2} z \mathrm{gj}^{2} z \mathrm{hj}^{2} z,
$$

and since $\wp^{\prime} z \sim-2 z^{-3}$, this implies
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$$
\wp^{\prime} z=-\because \mathrm{fj} z \mathrm{gj} z \mathrm{hj} z,
$$

whence, from $\cdot 21$,
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$$
\mathrm{fj} z \mathrm{fj}^{\prime} z=\mathrm{gj} z \mathrm{gj}^{\prime} z=\mathrm{hj} z \mathrm{hj}^{\prime} z=-\mathrm{fj} z \mathrm{gj} z \mathrm{hj} z
$$

The zero $\omega_{\text {, }}$ of $\mathrm{fj} z$ is simple, and near this point $\mathrm{fj} z$ resembles $\mathrm{fj}^{\prime} \omega_{j} .\left(z-\omega_{j}\right)$; that is, from $\cdot 61$,

## $1 \cdot 62$

$$
\mathrm{fj} z \sim-g_{f} h_{f}\left(z-\omega_{j}\right) .
$$

Since $2 \omega_{j}$ is a period of the function. the form is the same near $-\omega_{j}$ as near $\omega_{j}$. Generally, for all integral values of $l, m, n$, the point $(2 l+1) \omega_{j}+2 m \omega_{y}+2 n \omega_{h}$ is a zero of $\mathrm{fj} z$, and if $\gamma^{\gamma}$ denotes this point, the function resembles $\left.-y_{f} h_{f}(z-)^{\prime}\right)$ or $\left.g_{f} h_{f}(z-)^{\prime}\right)$ in the neighbourhood of $\Upsilon^{\prime}$ according as $m+n$ is even or odd.

Since the step $\omega_{f}$ is a step from any zero of $\mathrm{fj} z$ to a pole and from any pole to a zero, the product $\mathrm{fj} z \mathrm{fj}\left(z+\omega_{f}\right)$ is a doubly periodic function without poles, and is therefore a constant. We can caleulate this constant in two ways. Firstly, putting $z=\omega_{g}$, we have
1 -63

$$
\mathrm{fj} z \mathrm{fj}\left(z+\omega_{f}\right)=-f_{u} f_{h} .
$$

Alternatively, as $z \rightarrow 0$,

$$
\mathrm{fj} z \sim z^{-1}, \quad \mathrm{fj}\left(\omega_{f}+z\right) \sim z \mathrm{fj}^{\prime} \omega_{f}
$$

and therefore
1.64

$$
\mathrm{fj} z \mathrm{fj}\left(z+\omega_{j}\right)=\mathrm{fj}^{\prime} \omega_{j} .
$$

From 61 ,
-604

$$
\mathrm{fj}^{\prime} \omega_{f}=-y_{f} h_{f},
$$

$+13 y$ choosing us a stundard function the syuare root of $f o z-e_{r}$ which resembles $-1 / z$ wo could remove the megative sign from this fundamental formuln. 'Tradition apmet, there smons little Io recommend one choice rather than the other.
and comparing 63 and $\cdot 64$ we have the identity
1.65

$$
f_{y} f_{h}=g_{f} h_{f}
$$

implying

$$
\frac{f_{h}}{h_{f}}=\frac{g_{f}}{f_{g}}=\frac{h_{g}}{g_{h}}
$$

since the third fraction can be added by symmetry. We have seen already in $\cdot 504$ that the square of each of the fractions in 605 is -1 , but the equality of the fractions themselves is a mueh less trivial theorem. Each fraction is the same square root of -1 , and we write
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$$
\frac{f_{h}}{h_{f}}=\frac{g_{f}}{f_{g}}=\frac{h_{g}}{g_{h}}=v
$$

where $v^{2}=-1$. To interchange the symbols f and g is to replace $v$ by $1 / v$, that is, by $-v$. There is therefore no question of replacing $v$ by $i$, for unless we impose some condition on the sets of quarterperiods to be used, $v$ is $i$ for some sets, $-i$ for the others.

The significance of $v$, both geometrically and analytically, can be deduced from 53 . The two formulae

$$
f_{g}=-\frac{e^{-\eta_{j} \omega_{g}} \sigma \omega_{h}}{\sigma \omega_{j} \sigma \omega_{g}}, \quad g_{f}=-\frac{e^{-\eta_{g} \omega_{f}} \sigma \omega_{h}}{\sigma \omega_{j} \sigma \omega_{g}}
$$

give
-607

$$
v=e^{\eta_{j} \omega_{g}-\eta_{g} \omega_{f}}
$$

and we have seen in $0 \cdot 6+$ that $\eta_{f} \omega_{g}-\eta_{g} \omega_{f}$ is $\frac{1}{2} \pi i$ or $-\frac{1}{2} \pi i$. It follows from $\cdot 607$ that $v$ is $i$ in the one case, $-i$ in the other, and therefore $v$, as defined by $\cdot 606$, is the signature of the basis $2 \omega_{f}, 2 \omega_{g}$, as defined in the course of the proof of $0 \cdot 45$. The equalities $\cdot 605$ might have been inferred from the equalities 0.705 , and the signature can be described, as on p. 36 , as the signature of the triplet $\omega_{f} \omega_{g} \omega_{h}$; the signature is $i$ or $-i$ according as minimum rotation $\omega_{j} \rightarrow \omega_{g} \rightarrow \omega_{h}$ is positive or negative, or in analytical terms according as $\operatorname{Im}\left(\omega_{g} / \omega_{j}\right), \operatorname{Im}\left(\omega_{h} / \omega_{g}\right), \operatorname{Im}\left(\omega_{f} / \omega_{h}\right)$ are positive or negative.

Since $v$ can be identified withont reference to the elliptic functions, - 606 can be regarded as a set of relations
$1 \cdot 66_{1-3} \quad f_{h}=v h_{j}, \quad g_{f}=v f_{g}, \quad h_{g}=v g_{h}$
giving three of the critical values in terms of the other three. Identically, $e_{f h}+e_{g f}+e_{h g}=0$, and to $\cdot 66_{1-3}$ we can add by $\cdot 503$ the relation
$1.67_{1}$
$f_{h}^{2}+g_{f}^{2}+h_{g}^{2}=0$,
or in the alternative form

$$
1 \cdot 67_{2} \quad f_{g}^{2}+g_{h}^{2}+h_{f}^{2}=0
$$

Of the six critical values only two can be independent, but we retain symbols for them all, since any elimination destroys the symmetry of the analysis. We may note however that if we suppose $f_{g}, g_{h}, h_{f}$, connected by $\cdot 67_{2}$, to be given, we have not only the other three critical values from e 66 , but also, by solving the set of equations

$$
e_{0}-e_{j}=f_{o}^{2}, \quad e_{h}-e_{j}=-h_{f}^{2}, \quad e_{j}+e_{g}+e_{h}=0
$$

the Weierstrassian constants:
$\cdot 608 \quad e_{f}=\frac{1}{3}\left(h_{f}^{2}-f_{g}^{2}\right), \quad e_{g}=\frac{1}{3}\left(f_{g}^{2}-g_{h}^{2}\right), \quad \dot{e}_{h}=\frac{1}{3}\left(g_{\bar{h}}^{2}-h_{f}^{2}\right)$.
But a more symmetrical form of the last set of formulae is
-609

$$
e_{f}=\frac{1}{3}\left(g_{f}^{2}+h_{f}^{2}\right), \quad e_{g}=\frac{1}{3}\left(h_{j}^{2}+f_{g}^{2}\right), \quad e_{h}=\frac{1}{3}\left(f_{h}^{2}+g_{h}^{2}\right)
$$

## THE SETT OF ELEMENTARY FUNC"TIONS

$2 \cdot 1$. As we have seen, the functions $\mathrm{fj} z, \operatorname{gj} z, \mathrm{hj} z$ have common poles at the lattice points of $\rho z$, and have zeros at the points congruent with $\omega_{f}, \omega_{g}, \omega_{h}$. Subtraction of $\omega_{f}$ from $z$ interchanges the lattice points with the points congruent with $\omega_{p}$, and interchanges the points congruent with $\omega_{l j}$ with the points congruent with $\omega_{h}$; also this subtraction brings the particular point $\omega_{f}$ to the origin, Hence the functions $\mathrm{fj}\left(z-\omega_{f}\right)$, $\mathrm{gj}\left(z-\omega_{f}\right), \mathrm{hj}\left(z-\omega_{f}\right)$ have common poles at the points congruent with $\omega_{f}$, and have zeros at the points congruent with $0, \omega_{h}, \omega_{g}$; for each function the principal part near $\omega_{f}$ is $1 /\left(z-\omega_{f}\right)$.

To secure a comprehensive notation, we introduce $\omega_{j}$ as an alternative symbol for the origin. We are then able to say


Fig. 16. that $\mathrm{fj} z, \operatorname{gj} z, \mathrm{hj} z$ have a positive pole at $\omega_{j}$ and zeros at $\omega_{f}, \omega_{g}, \omega_{h}$, and that $\mathrm{fj}\left(z-\omega_{f}\right), \operatorname{gj}\left(z-\omega_{f}\right), \operatorname{hj}\left(z-\omega_{f}\right)$ have a positive pole at $\omega_{f}$ and zeros at $\omega_{j}, \omega_{h}, \omega_{g}$. To perfect the analogy, we may write the functions $\mathrm{fj} z$, $\mathrm{gj} z, \operatorname{hj} z$ as $\mathrm{fj}\left(z-\omega_{j}\right), \operatorname{gj}\left(z-\omega_{j}\right), \operatorname{hj}\left(z-\omega_{j}\right)$. The functions $\mathrm{fj}\left(z-\omega_{g}\right)$, $\operatorname{gj}\left(z-\omega_{g}\right), \operatorname{hj}\left(z-\omega_{g}\right)$ have a positive pole at $\omega_{g}$ and zeros at $\omega_{h}, \omega_{j}, \omega_{f}$, and the functions $\mathrm{fj}\left(z-\omega_{h}\right), \operatorname{gj}\left(z-\omega_{h}\right), \mathrm{hj}\left(z-\omega_{h}\right)$ have a positive pole at $\omega_{h}$ and zeros at $\omega_{g}, \omega_{f}, \omega_{j}$.

By associating with the three primitive functions the functions obtained by subtracting a quarterperiod from the independent variable, we have therefore a set of twelve functions each of which has simple poles congruent with one of the four points $\omega_{j}, \omega_{f}, \omega_{g}, \omega_{h}$ and simple zeros congruent with another of these points. Since the pole and the zero can be selected in only twelve ways, the set regarded from this point of view is complete. We call the twelve functions the elementary elliptic functions, distinguishing still the three which have a pole at the origin as the primitive functions. We denote the elementary function which has a zero at $\omega_{p}$ and a pole at $\omega_{q}$ by $\mathrm{pq} z$, a notation which exposes the structure of the function and is consistent with the notation for the primitive functions. Thus
$2 \cdot 11_{1-3}$
$\mathrm{fj}\left(z-\omega_{f}\right)=\mathrm{jf} z$,
$\operatorname{gj}\left(z-\omega_{j}\right)=\operatorname{hf} z$,
$\mathrm{hj}\left(z-\omega_{f}\right)=\operatorname{gf} z$.
$2 \cdot 2$. Like any other elliptic function of assigned periodicities, the function $\mathrm{pq} \tilde{z}$ is determined, but for a constant factor, by its distribution of poles and zeros, or, as we may say, by its morphology. The constant factor is fixed in the first instance at the pole $\omega_{q}$, but we need to be able to make comparisons at any fundamental point. We must therefore record the leading coeflicient of p m $z$ at each of the four points $\omega_{j}, \omega_{f}, \omega_{g}, \omega_{k}$, that i.s, the coefficient of the first significant term in the expansion of $\mathrm{pq}\left(\omega_{k}+t\right)$ in powers of $t$, for the four positions of $\omega_{k}$. If $\omega_{k}$ is the pole $\omega_{q}$, the expansion is a Laurent series, the first term is the dominating term $1 / t$, and the coefficient is 1 . If $\omega_{k}$ is not $\omega_{q}$, the expansion is a Taylor series; if $\omega_{k}$ is not the zero $\omega_{p}$, the first term is the constant $\mathrm{pq} \omega_{k}$, which is not zero, and this is the leading coefficient; if $\omega_{k}$ is $\omega_{p}$, the first term is $t^{\prime}{ }^{\prime}{ }^{\prime} \omega_{p}$, and since the zero is simple, $\mathrm{pq}{ }^{\prime} \omega_{p}$ does unt vanish and the leading coefficient is now this value of the derivative. The coefficients are to be expressed in terms of the six critical constants.

For the primitive function $\mathrm{fj} z$, the values of $\mathrm{fj} \omega_{g}$ and $\mathrm{fg} \omega_{l}$ define the constants $f_{g}$ and $f_{h}$, and the value of $\mathrm{fj}^{\prime} \omega_{f}$ is given by 1.61 as $-g_{f} h_{f}$. Addition of $2 \omega_{j}$ to $\omega_{k}$ leaves the leading coefficient of $\mathrm{fj} z$ unaltered, but addition of $2 \omega_{g j}$ or $2 \omega_{h}$ replaces $\dagger$ the coefficient by its negative. The leading coefficients of $f j\left(z-\omega_{f}\right)$ at $\omega_{j}, \omega_{j}, \omega_{g}, \omega_{h}$ are the leading coefficients of $\mathrm{fj} z$ at $\omega_{f}, \underline{2} \omega_{f}, \omega_{f}+\omega_{g}, \omega_{f}+\omega_{h}$, that is, at $\omega_{f}, 2 \omega_{f},-\omega_{h}$, $-\omega_{g}$, or again at $\omega_{f}, \omega_{j}+2 \omega_{j}, \omega_{h}-2 \omega_{k}, \omega_{g}-2 \omega_{g}$. The following table gives the fundamental leading terms of the three functions $\mathrm{fj}\left(z-\omega_{j}\right)$, $\mathrm{gj}\left(z-\omega_{f}\right), \operatorname{hj}\left(z-\omega_{f}\right)$, now denoted by jf $z, \operatorname{lif} z, \operatorname{gf} z$.

## Table II

|  | Near $\omega_{j}$ | Near $\omega_{f}$ | Near $\omega_{g}$ | Near $\omega_{h}$ |
| :---: | :---: | :---: | :---: | :---: |
| jf $z$ | $-g_{f} h_{f} \times z$ | $1 \div\left(z-\omega_{f}\right)$ | $-f_{h}$ | $-f_{o}$ |
| hf $z$ | $-g_{f}$ | $1 \div\left(z-\omega_{f}\right)$ | $!g_{h}$ | $h_{g} f_{g} \times\left(z-\omega_{h}\right)$ |
| $\mathrm{gf} z$ | $-h_{f}$ | $1 \div\left(z-\omega_{f}\right)$ | $f_{h} g_{h} \times\left(z-\omega_{0}\right)$ | $h_{g}$ |

Instead of arguing analytically we may read these results from a diagram. Figure 17 shows the mamer of determining the entries in the second row. The origin is now marked $J$, and $F^{\prime}, G, I /$ mark the guarterperiods. Inserted are the coefficients of $g j z$ for the lattice points. Since hif $z$ is defined as $\operatorname{gj}\left(z-\omega_{f}\right)$, the value of hf $z$ at the point marked $Z$ is the value of $g \mathrm{j} z$ at the point marked $U$, the fourth corner of the parallelogram . $F \cdot Z U$, and we have only to note the position of $U$ when $Z$ comes to one of the cardinal points $J, F, G, H$.

[^10]There is no purpose to be served by adding tables corresponding to Table III for the sets of functions with poles at $\omega_{!}$and $\omega_{h}$, for only transliterations are involved, but it is useful to have a table showing

the leading coefficients of the twelve functions at the origin. Functional factors in the dominant term are not given.

Table II 2

| $\mathrm{fj} z$ | $1 \div$ | jf $z$ | $-g_{f} h_{f} \times$ | $\mathrm{hg} z$ | $-f_{g}$ | $\mathrm{gh} z$ | $-f_{h}$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{gj} z$ | $1 \div$ | $\mathrm{hf} z$ | $-g_{f}$ | $\mathrm{jg} z$ | $-h_{g} f_{g} \times$ | $\mathrm{fh} z$ | $-g_{h}$ |
| $\mathrm{hj} z$ | $1 \div$ | $\mathrm{gf} z$ | $-h_{j}$ | $\mathrm{fg} z$ | $-h_{g}$ | $\mathrm{jh} z$ | $-f_{h} g_{h} \times$ |

The arrangement of the twelve functions in this table follows a natural cross-classification: functions in the same column have the same poles, and functions in the same row have the same periods.
$2 \cdot 3$. The twelve elementary functions have similar morphology; the function $\mathrm{pq} z$ has simple zeros and simple poles alternating at equal intervals along the line through $\omega_{p}$ and $\omega_{q}$, and has this same alternation repeated indefinitely along a succession of parallel lines. Addition of a quarterperiod transfers the zeros and poles of one function to zeros and poles of another, and since every residue is either 1 or -1 , no constant factor except 1 or -1 can be introduced: $p q\left(z+\omega_{k}\right)$ is either one of the elementary functions or the negative of one of them.

For the functional change due to the addition of a quarterperiod a rule can be framed: addition of $\omega_{f}$ is an interchange of $f$ with $j$, and is necessarily accompanied by an interchange of $g$ with $h$. Thus $\mathrm{fg}\left(z+\omega_{j}\right)$ is a multiple of $\mathrm{jh} z$, and $\operatorname{hg}\left(z+\omega_{f}\right)$ is a multiple of $g h z$. To determine whether the factor is 1 or -1 , we may return to the primitive functions, using such deductions as

$$
\begin{aligned}
\mathrm{fg}\left(z+\omega_{f}\right) & =\mathrm{hj}\left(z-\omega_{g}+\omega_{f}\right)=-\mathrm{hj}\left(z+\omega_{g}+\omega_{j}\right)=-\mathrm{hj}\left(z-\omega_{h}\right)=-\mathrm{jh} z \\
\operatorname{hg}\left(z+\omega_{f}\right) & =\mathrm{fj}\left(z-\omega_{g}+\omega_{f}\right)=-\mathrm{fj}\left(z+\omega_{g}+\omega_{f}\right)=-\mathrm{fj}\left(z-\omega_{h}\right)=-\operatorname{gh} z
\end{aligned}
$$

or we may discover from a figure whether the translation moves a positive pole of one function to a positive pole or to a negative pole of the other. A complete set of results for the addition of $\omega_{j}$ is recorded.

Table II 3
$\begin{array}{lll}\mathrm{fj}\left(z+\omega_{f}\right)=\mathrm{jf} z & \mathrm{jf}\left(z+\omega_{f}\right)=\mathrm{fj} z & \operatorname{hg}\left(z+\omega_{f}\right)=-\mathrm{gh} z\end{array} \quad \operatorname{gh}\left(z+\omega_{f}\right)=-\mathrm{hg} z$
$2 \cdot 4$. Since the poles of the elementary functions are all simple, the product $\mathrm{pq} z \mathrm{~g}_{\mathrm{p}} \approx$ is an elliptic function without poles, and is therefore a constant. If $\omega_{r}$ is one of the two eardinal points distinct from $\omega_{p}$ and $\omega_{q}$, the constant is given immediately as $\mathrm{pq} \omega_{r} \mathrm{qp} \omega_{r}$. Alternatively, near $\omega_{p}$, we have qp $z \sim 1 /\left(z-\omega_{p}\right), \mathrm{pq} z \sim\left(z-\omega_{p}\right) \mathrm{pq}^{\prime} \omega_{p}$. Hence $2 \cdot 41$

$$
\mathrm{pq} z q \mathrm{q} z=\mathrm{pq}^{\prime} \omega_{p}
$$

Incidentally,
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$$
\mathrm{pq}^{\prime} \omega_{p}=\mathrm{qp}^{\prime} \omega_{q}
$$

In particular,
$2 \cdot 42$

$$
\begin{gathered}
\mathrm{jf} z=-g_{f} h_{f} / \mathrm{fj} z \\
\mathrm{jf}^{\prime} 0=-g_{f} h_{f}
\end{gathered}
$$
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If p and r are different, the product $\mathrm{pq} z \mathrm{qr} z$ is a function with the zeros of $\mathrm{pq} z$ and the poles of $\mathrm{qr} z$, and is therefore a eonstant multiple of $\operatorname{pr} z$. As $z \rightarrow \omega_{r}, \operatorname{qr} z / \operatorname{pr} z \rightarrow 1$; hence
$2 \cdot 43$

$$
\mathrm{pq} z \mathrm{qr} z=\mathrm{pq} \omega_{r} \mathrm{pr} z
$$

For example, gh $z$ is a multiple of $g \mathrm{~g} z / \mathrm{hj} z$, and since by definition $\operatorname{gh} 0=\mathrm{fj}\left(-\omega_{h}\right)=-f_{h}$, we have

### 2.44

$$
\operatorname{gh} z=-f_{h} g \mathrm{j} z / \mathrm{hj} z
$$

By referring to Table II 2 we can avoid direct determination of the constant factors in such formulae as 42 and $\cdot 44$. When we know that jf $z$ is a constant multiple of $1 / \mathrm{fj} z$ and that $\mathrm{gh} z$ is a multiple of $\mathrm{gj} z / \mathrm{hj} z$, we have only to compare the leading terms at the origin to infer the exact relationships.

We have defined the functions $\mathrm{fj} z . \mathrm{gj} z, \mathrm{hj} z$ directly, and completed the set of elementary functions from these three, but the set could be completed equally well from other triads. For example if $\mathrm{jf} z, \mathrm{hf} z, \mathrm{gf} z$,

[^11]sharing a common pole $\omega_{f}$, are regarded as fundamental, $\mathrm{fj} z, g \mathrm{~g} z, \mathrm{hj} z$ are definable as $\mathrm{jf}\left(z+\omega_{j}\right), \mathrm{hf}\left(z+\omega_{j}\right), \operatorname{gf}\left(z+\omega_{j}\right)$ and are seen immediately to be multiples of $1 / \mathrm{jf} z, \operatorname{gf} z / \mathrm{jf} z, \mathrm{hf} z / \mathrm{jf} z$. Or we may use a triad with a common zero: in terms of $\mathrm{jf} z, \mathrm{jg} z, \mathrm{jh} z$, we can recover the primitive functions as $\mathrm{jf}\left(z+\omega_{j}\right)$, $\mathrm{jg}\left(z+\omega_{g}\right)$, $\mathrm{jh}\left(z+\omega_{h}\right)$ or as $-\mathrm{jf} \omega_{g} \mathrm{jf} \omega_{h} / \mathrm{jf} z$, $-\mathrm{jg} \omega_{h} \mathrm{jg} \omega_{j} / \mathrm{jg} z,-\mathrm{jh} \omega_{j} \mathrm{jh} \omega_{g} / \mathrm{jh} z$. It is in transformations from one system to another that these considerations become important; to express a transformation eompletely, we need not find the primitive functions if some other triad is more convenient.
$2 \cdot 5$. Like the primitive function $\mathrm{pj} z$, and for the same reason, the function $\mathrm{pq} z$ ean be expressed in terms of the function $\sigma z$, with an exponential factor. Writing for convenience, in agreement with the formulae $0 \cdot 604$, . 501
$$
\eta_{j}=\frac{1}{2}\left\{\zeta\left(z+2 \omega_{j}\right)-\zeta z\right\}=0,
$$
identically, we infer from $1 \cdot 24$ that $\mathrm{pq} z$ is a constant multiple of
$$
\frac{e^{\eta_{p} z} \sigma\left(z-\omega_{p}\right)}{e^{\eta_{q} z} \sigma\left(z-\omega_{q}\right)}
$$

Near $\omega_{q}, \mathrm{pq} z \sim 1 / \sigma\left(z-\omega_{q}\right)$; hence, writing $\omega_{p q}=\omega_{q}-\omega_{p}, \eta_{p q}=\eta_{q}-\eta_{p}$, we have the general formula
$2 \cdot 51$

$$
\mathrm{pq} z=\frac{e^{\eta_{q p}\left(z-\omega_{q}\right)} \sigma\left(z-\omega_{p}\right)}{\sigma \omega_{p q} \sigma\left(z-\omega_{q}\right)}
$$

It is not to be expected that the constant factor in this expression, namely

$$
\frac{e^{\eta_{p q} \omega_{q}}}{\sigma \omega_{p q}}
$$

ean be put into the same symmetrical fractional form as the functional part, for the condition which determines this factor is entirely unsymmetrical as between $\omega_{p}$ and $\omega_{q}$.
$2 \cdot 6$. Ultimately the functions which we are studying depend no less on the periods than on the argument $z$, and as functions of the four variables $z, \omega_{f}, \omega_{g}, \omega_{h}$ they are all, like the Weierstrassian function $\wp a z$, homogeneous. Exposing the dependence on the periods by writing $\mathrm{pq}\left(z ; \omega_{j}, \omega_{g}, \omega_{h}\right)$ or less explicitly $\mathrm{pq}(z, \omega)$ instead of $\mathrm{pq} z$, we can assert that for any value of $\lambda, \mathrm{pq}(\lambda z, \lambda \omega)=\Lambda \mathrm{pq}(z, \omega)$, where $\Lambda$ is independent of $z$ and the $\omega$, and since $\mathrm{pq}(\lambda z, \lambda \omega) \sim\left(\lambda z-\lambda \omega_{q}\right)^{-1}$ near $\omega_{q}$ and $\mathrm{pq}(z, \omega) \sim\left(z-\omega_{q}\right)^{-1}$ near the same point, $\Lambda=\lambda^{-1}$ and we have
$2 \cdot 61$
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$$
\operatorname{pq}(\lambda z, \lambda \omega)=\lambda^{-1} \mathrm{pq}(z, \omega)
$$

The assertion of homogeneity which we have made can be justified in two ways. Since $\wp(\tau, \omega)$ is homogeneous, so in turn are $\wp \rho(z, \omega)-\wp \rho\left(\omega_{k}, \omega\right)$, which is $\operatorname{kjj}^{2}(z, \omega)$, and $\operatorname{kj}\left(z-\omega_{q}, \omega\right)$, which is the function with the periods of $\mathrm{kj}(z, \omega)$ and a positive pole at $\omega_{q}$. Alternatively, since the periods, the poles, and the zeros, of $\mathrm{p}(\mathrm{q}(\tau, \omega)$ are all of the form $l \omega_{j}+m \omega_{g}+n \omega_{l}$, the function $\mathrm{pq}(\lambda z, \lambda \omega)$ has the same periods and the same structure as the function $\mathrm{pq}(z, \omega)$, and the quotient of one by the other is a constant $\Lambda$.

The homogeneity of the functions may be expressed and utilized in many ways. We have been considering the functions as dependent on the three quarterperiods $\omega_{f}, \omega_{p}, \omega_{h}$ connceted by the relation $\omega_{l}+\omega_{g}+\omega_{h}=0$. We see now that at the cost of symmetry but at no effective cost of generality we ean assign one of the quarterperiods arbitrarily; a second quarterperiod remains as an independent variable, and the third in this manner of treatment becomes a mere function of the second. For example,
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$$
\alpha \mathrm{pq}(z ; \alpha, \beta, \gamma)=\mathrm{pq}\left(\frac{z}{\alpha} ; 1, \frac{\beta}{\alpha},-1-\frac{\beta}{\alpha}\right),
$$

and the function on the right is explieitly a function of the two variables $z / \alpha, \beta / \alpha$. If we are in search of trigonometrical analogies, we may replace $\omega_{\text {, }} \mathrm{by}_{2} \frac{1}{2} \pi$ and use the identity
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$$
\mathrm{pq}(z ; \alpha, \beta, \gamma)=\frac{\pi}{2_{\alpha}} \mathrm{pq}\left(\frac{\pi z}{2 \alpha} ; \frac{\pi}{2}, \frac{\pi \beta}{2 \alpha},-\frac{\pi(\alpha+\beta)}{2_{\alpha}}\right)
$$

More generally, the factor $\lambda$ in $\cdot 61$ is entirely at our disposal, and if we agree on a normalizing factor $\lambda$ and write $u$ for $\lambda z$, we express $\mathrm{pq}(z, \omega)$ as the product of a canonical function $\mathrm{pq}(u, \lambda \omega)$ by a factor independent of the variable $u$. This process gives rise to the elassieal elliptic functions associated with the name of Jacobi, with which later chapters are to deal; the choice of the factor is discussed in Chapter $\boldsymbol{X}$.

Geometrically, the homogencity in $z: \omega_{j}: \omega_{j}: \omega_{h}$ means that the dependence of the functions on the size and orientation of the period parallelogram is trivial. Any alteration in the shape of the parallelogram disturbs the distribution of the numerical values of the functions, but if the lattice is merely rotated or enlarged, the subsequent value of any of the functions at any point is deducible immediately. Thus a ratio such as $f j\left(\frac{1}{2} \omega_{q}\right) / \log \omega_{f}$ is dependent only on shape, or if we divide all our functions by any such constant as $f_{g}$ we shall have, again at the cost of symmetry, functions of the two variables $z / \omega_{j}, \omega_{j} / \omega_{f}$.

## III

## PROPERTIES OF THE ELEMENTARY FUNCTIONS

$3 \cdot 1$. The relations between the squares of the primitive functions are unaltered by a change in the argument $z$, and there is therefore a linear relation between the squares of any two copolar functions. Substituting $z-\omega_{j}$ for $z$ in 1.501 we have
3•11

$$
\mathrm{jf}^{2} z+e_{j}=\mathrm{hf} \mathrm{f}^{2} z+e_{g}=\mathrm{gf}^{2} z+e_{h},
$$

or in terms of critical values
$3 \cdot 12$

$$
\mathrm{jf}^{2} z=\mathrm{hf} \mathrm{f}^{2} z+f_{g}^{2}=\mathrm{gf}^{2} z+f_{\hbar}^{2}
$$

The square of any elementary function can be expressed rationally in terms of the square of any other. If the functions are copolar the typical formulae are included in $\cdot 12$; a general formula is
$3 \cdot 13$

$$
\mathrm{pq}^{2} z=\mathrm{rq}^{2} z-\mathrm{rq}^{2} \omega_{p}
$$

If $\mathrm{pq} z$, rs $z$ are not copolar, then
$3 \cdot 14$

$$
\mathrm{pq}^{2} z=\mathrm{pq}^{2} \omega_{s} \frac{\mathrm{rs}^{2} z-\mathrm{rs}^{2} \omega_{p}}{\mathrm{rs}^{2} z-\mathrm{rs}^{2} \omega_{q}}
$$

since the form of the relation is implied by 13 and identity at the three points $\omega_{p}, \omega_{q}, \omega_{s}$ determines the constants.

The squares of the elementary functions are all even. Each of the functions is therefore either an odd fumction or an even function, and since an odd function has the origin either for a zero or for an infinity,
$3 \cdot 15_{1}$. The six elementary functions of which the origin is neither a zero nor a pole are even functions.
Since the primitive functions are odd, so also are their reciprocals:
$3 \cdot 15_{2}$. The six elementary functions of which the origin is either a zero or a pole are odd functions.
$3 \cdot 2$. The derivative $\mathrm{fj}^{\prime}\left(z-\omega_{q}\right)$ is given in terms of the two functions $\operatorname{gj}\left(z-\omega_{q}\right), h j\left(z-\omega_{q}\right)$ copolar with $\mathrm{fj}\left(z-\omega_{q}\right)$ by the formula $1 \cdot 61$ which gives $\mathrm{fj}^{\prime} z$ in terms of $\mathrm{gj} z$ and $\mathrm{hj} z$; that is, if $\mathrm{rq}_{\mathrm{q}} z, \mathrm{sq} z$ are the two functions copolar with $\mathrm{pq} z$,
$3 \cdot 21 \quad \mathrm{pq}^{\prime} z=-\mathrm{rq} z \mathrm{sq} z$.
A formula for integration is evident from $\cdot 21$ : we have

$$
\mathrm{rq}^{\prime} z=-\mathrm{pq} z \mathrm{sq} z, \quad \mathrm{sq}^{\prime} z=-\mathrm{pq} z \mathrm{rq}^{2} z
$$

whence
$\cdot 201$

$$
\mathrm{pq} z=-\frac{\mathrm{rq}}{} \mathrm{q}^{\prime} z+\mathrm{sq} \mathrm{q}^{\prime} z,
$$

and therefore
$3 \cdot 2 \because$

$$
\int_{z_{1}}^{z_{1}} \mathrm{pq} z d z=\log \frac{\mathrm{rq} z_{1}+\mathrm{sq} z_{1}}{\mathrm{rq} z_{2}+\mathrm{sq} z_{2}},
$$

the integral having the same multiplicity as the logarithm.
The step $\omega_{p q}$ from a zero to a pole of $\mathrm{pq} z$ is a halfperiod of the function and is also a step from a pole to a zero. Hence the product $p^{q} q \mathrm{pq}\left(z+\omega_{p q}\right)$ is a constant, and the value of this constant is the limit of the product as $z \rightarrow \omega_{p}$, which is $\mathrm{pq}{ }^{\prime} \omega_{p}$. Alternatively, if $z=\omega_{r}$, then $z+\omega_{p q}=\omega_{r}-\omega_{p}+\omega_{q}$; but if $\mathrm{kj} z$ is the primitive function coperiodie with $\mathrm{pq} z$, then
$\because 02$

$$
\mathrm{pq}\left(z+\omega_{q}\right)=\mathrm{kj} z=-\mathrm{kj}(-z)=-\mathrm{pq}\left(\omega_{q}-z\right) ;
$$

hence

$$
\mathrm{pq}\left(\omega_{r}+\omega_{p q}\right)=-\mathrm{pq}\left(\omega_{p}+\omega_{q}-\omega_{r}\right)=-\mathrm{pq}\left(\omega_{s}+2 \omega_{p}+2 \omega_{q}\right),
$$

and since $2 \omega_{p}+2 \omega_{q}$, being expressible as $4 \omega_{p}+2 \omega_{p q}$, is a period of $\mathrm{pq} z$, we have
and therefore
$3 \cdot 23$

$$
\mathrm{pq} \mathrm{q}^{\prime} \omega_{p}=-\mathrm{pq} \omega_{r} \mathrm{pq} \omega_{s},
$$

whence from 21 ,
$3 \cdot 24$

$$
\mathrm{pq} \omega_{r} \mathrm{pq} \omega_{s}=\mathrm{rq} \omega_{p} \mathrm{sq} \omega_{p}
$$

From 1.21 we have at once

$$
\int_{z_{1}}^{z_{2}} \mathrm{fj}^{2} z \mathrm{~d} z=\left(\zeta z_{1}+e_{j} z_{1}\right)-\left(\zeta z_{2}+e_{j} z_{2}\right)
$$

where $\zeta^{\prime} z=-\wp z$ and $e$, may be expressed as $-\frac{1}{3}\left(f_{10}^{2}+f_{h}^{2}\right)$. Integration of higher powers of $\mathrm{fj} z$ depends on a recurrence. From the formula

$$
\mathrm{fj}^{\prime 2} z=\left(\mathrm{fj}^{2} z-f_{!\jmath}^{2}\right)\left(\mathrm{fj}^{2} z-f_{h}^{2}\right)
$$

we have

$$
\mathrm{fj}^{\prime \prime} z=2 \mathrm{fj}^{3} z \cdots\left(f_{i}^{2}+f_{h}^{2}\right) \mathrm{fj} z
$$

and therefore
$3 \cdot 26 \frac{d}{d z}\left(\mathrm{fj}^{m-1} z \mathrm{fj}^{\prime} z\right)=(m+1) \mathrm{fj}^{m+2} z-m\left(f_{i}^{2}+\int_{h}^{2}\right) \mathrm{fj}^{m} z+(m-1) f_{y}^{2} \int_{h}^{2} \mathrm{fj}^{m-2} z$.
If $m$ is a positive even mumber we can therefore determine for $\int \mathrm{fj}^{m} z d z$ an expression of the form
$3 \cdot 27_{1} \quad\left(a_{m-3} \mathrm{fj}^{m-3} z+a_{m-5} \mathrm{fj}^{m-5} z+\ldots+a_{1} \mathrm{fj}^{2}\right) \mathrm{fj}^{\prime} z+a^{\prime} \zeta z+a^{\prime \prime} z$,
with constant coefficients. If $m$ is odd, the recurrence brings us to the integrals of $\mathrm{f}^{3} z$ and $\mathrm{fj} z$, and the former of these is expressed in terms of the latter by means of $\cdot 204$, which is 26 for the case $m=1$; thus for an odd index the general form of $\int \mathrm{fj}^{m} z d z$ is
$3 \cdot 27_{2} \quad\left(a_{m-3} \mathrm{fj}^{m-3} z+a_{m-5} \mathrm{fj}^{m-5} z+\ldots+a_{2} \mathrm{fj}^{2} z+a_{0}\right) \mathrm{fj}^{\prime} z+a \log (\mathrm{gj} z+\mathrm{hj} z)$.
Since in $\cdot 203$ we can substitute $z-\omega_{k}$ for $z$, we can replace $\mathrm{fj} z$ in $\cdot 204$ and -26 by any one of the coperiodic functions $\mathrm{jf} z, \operatorname{hg} z$, gh $z$, and therefore we can express the integral of any odd power of one of these functions by means of the integral of the function itself, as given by $\cdot 22$, and the integral of any even power by means of the integral of the square of the function. If in $\cdot 26$ we take $m=0$ we have

$$
\frac{d \mathrm{fj}^{\prime} z}{d z \mathrm{fj}^{\mathrm{j}} z}=\mathrm{fj}^{\mathrm{j}} z-\mathrm{jf}^{\mathfrak{2}} z,
$$

whence, $\mathrm{jf} z \mathrm{fj} z$ being constant,
$3 \cdot 28$

$$
\int \mathrm{jf}^{2} z d z=\frac{\mathrm{jf}^{\prime} z}{\mathrm{jf} z}-\zeta z-e_{\mathrm{f}} z
$$

while
$3 \cdot 29 \quad \int \mathrm{hg}^{2} z d z=\int\left(\mathrm{jg}^{2} z-g_{f}^{2}\right) d z=\frac{\mathrm{jg}^{\prime} z}{\mathrm{j} g z}-\zeta z-e_{\rho} z$.
Thus all positive integral powers, odd or even, of an elementary elliptic function, can be integrated, and since negative powers of one function are positive powers of another, the problem of the integration of integral powers, positive or negative, is completely solved.
$3 \cdot 3$. The derivative $\mathrm{fj}^{\prime} z$ has simple zeros congrnent with $\omega_{g}$ and $\omega_{h}$, and double poles congruent with $\omega_{j}$. The structure of the logarithmic derivative $\mathrm{fj}^{\prime} z / \mathrm{fj} z$ is simpler, for this quotient has the two points $\omega_{g}$. $\omega_{h}$ for simple zeros and the two points $\omega_{j}$, $\omega_{j}$ for simple poles. Again, while $\mathrm{fj}^{\prime} z$ has the periodicity of $\mathrm{fj} z$, addition of $2 \omega_{g}$ or $2 \omega_{h}$ replaces $\mathrm{fj} z$ and $\mathrm{fj}^{\prime} z$ by their negatives, and therefore the quotient has the periods of the original function foz. More generally,
$3 \cdot 31$. The logarithmic derivative $\mathrm{pq}^{\prime} z / \mathrm{pq} z$ has simple poles at $\omega_{p}$ and $\omega_{\text {q }}$ and simple zeros at the other two cardinal points, and has $2 \omega_{j}, \stackrel{\bullet}{2} \omega_{a}, \stackrel{2}{ } \omega_{h}$ for periods.

Since one of the two functions $\mathrm{pq} \approx, \mathrm{p}^{\prime} \mathrm{q}^{\prime} \approx$ is even and the other is odd, the logarithmic derivative is odd, and referring to 0.718 we recognize that the logarithmic derivatives are. but for arbitrary constant factors, the only odd functions of the second order with the Weierstrassian periods.

If we compare the diagram of poles and zeros for the function $\mathrm{fj}^{\prime} z / \mathrm{fj} z$ with the corresponding diagram for $\mathrm{gj} z$, which also has simple zeros eongruent with $\omega_{0}$ and simple poles eongruent with $\omega_{j}$, we see at once that the difference is a difference of seale in the direction from the origin to $\omega_{j}$. To be preeise, if in $\mathrm{fj} z$ the quarterperiods $\omega_{f}, \omega_{g}$ have


Fig. 18.
the values $2 \alpha, 2 \beta$, we obtain a pattern identieal with that of the poles and zeros of $\mathrm{fj}^{\prime} z / \mathrm{fj} z$ by constructing gj $z$ from a Weierstrassian function with periods $2 \alpha, 4 \beta$, instead of with periods $4 \alpha, 4 \beta$. Exhibiting the dependence of each function on its quarterperiods, we ean say that the function $\mathrm{gj}(z ; \alpha, 2 \beta, \gamma-\beta)$ has the same morphology as the function $\mathrm{fj}^{\prime}\left(z ; \boldsymbol{\imath}_{\alpha}, 2 \beta, 2 \gamma\right) / \mathrm{fj}(z ; \boldsymbol{2}, 2 \beta, 2 \gamma)$. Moreover, $4 \alpha$ and $4 \beta$ compose a primitive pair of periods for both functions, and the leading terms at the origin differ only in sign. Hence
$3 \cdot 32_{1-2}$

$$
\begin{aligned}
& \mathrm{fj}^{\prime}(z ; 2 \alpha, 2 \beta, 2 \gamma) / \mathrm{fj}(z ; 2 \alpha, 2 \beta, 2 \gamma) \\
& \quad=-\mathrm{gj}(z ; \alpha, 2 \beta, \gamma-\beta)=-\mathrm{hj}(z ; \alpha, \beta-\gamma, 2 \gamma)
\end{aligned}
$$

the argument with regard to the third function being the same $\dagger$.
To replace the logarithmic derivative $\mathrm{fj}^{\prime} z / \mathrm{fj} z$ by $\mathrm{jf}^{\prime} z / \mathrm{jf} z$ is only to change the sign, since $\mathrm{jf} z$ is a constant multiple of $1 / \mathrm{fj} z$. If we substitute $z-2 \gamma$ for $z$, we have

$$
\begin{aligned}
& \operatorname{gj}(z-\mathscr{2} \gamma ; \alpha, 2 \beta, \gamma-\beta)=-\operatorname{gj}(z-2 \beta ; \alpha, \because \beta, \gamma-\beta)=-\operatorname{jg}(z ; \alpha, \stackrel{2}{ }, \gamma-\beta) \text {, } \\
& \mathrm{hj}(z-2 \gamma ; \alpha, \beta-\gamma, 2 \gamma)=\mathrm{jh}(z ; \alpha, \beta-\gamma, \underline{2}),
\end{aligned}
$$

and therefore
$3 \cdot 33_{1-2}$

$$
\begin{aligned}
& \operatorname{gh}^{\prime}\left(z ;{ }_{2} \alpha, \mathscr{2} \beta, \mathscr{2}^{\gamma}\right) / \mathrm{gh}_{1}\left(z ; 2_{\alpha}, 2 \beta, 2 \gamma\right) \\
& \quad=\operatorname{jg}(z ; \alpha, 2 \beta, \gamma-\beta)=-\mathrm{jh}(z ; \alpha, \beta-\gamma, \mathscr{2}) .
\end{aligned}
$$

$\dagger$ There is a temptation to write $\cdot 32_{1}$ in the form

$$
\mathrm{fj}^{\prime}\left(z: \omega_{j}, \omega_{0}, \omega_{h}\right) / \mathrm{fj}\left(z ; \omega_{j}, \omega_{0}, \omega_{h}\right)=-\operatorname{gj}\left(z: \frac{1}{2} \omega_{f}, \omega_{0} \cdot \frac{1}{2} \omega_{0 h}\right)
$$

but the notation in the function $\mathrm{gj} z$ is logically indefensible. In Table Nilli below. the economy is considerable and the fant perhaps veninl.

The connexion between the logarithmic derivatives of $\mathrm{fj} z$ and $\mathrm{gh} z$ is brought to the surface by $\cdot 32$ and $\cdot 33$; the poles of one of these functions are the zeros of the other, and the product of the functions is constant.
$3 \cdot 4$. In $\cdot 32_{1}$ we have evidently a second means of integrating a primitive function. With a change of notation we can write $\cdot 32_{1}$ as

$$
\mathrm{fj}(z ; \alpha, \beta, \gamma)=-\mathrm{gj}^{\prime}(z ; \alpha, \nu \beta, \gamma-\beta) / \mathrm{gj}(z ; \alpha, 2 \beta, \gamma-\beta)
$$

and we have therefore
$3 \cdot 41$

$$
\int_{z_{1}}^{z_{3}} \mathrm{fj}(z ; \alpha, \beta, \gamma) d z=\log \frac{\operatorname{gj}\left(z_{1} ; \alpha, 2 \beta, \gamma-\beta\right)}{\operatorname{gj}\left(z_{2} ; \alpha, 2 \beta, \gamma-\beta\right)}
$$

Comparing this formula with the formula included in $\cdot 22$ for the same integral, namely

$$
\int_{z_{1}}^{z_{2}} \mathrm{fj}(z ; \alpha, \beta, \gamma) d z=\log \frac{\operatorname{gj}\left(z_{1} ; \alpha, \beta, \gamma\right)+\mathrm{hj}\left(z_{1} ; \alpha, \beta, \gamma\right)}{\mathrm{gj}\left(z_{2} ; \alpha, \beta, \gamma\right)+\mathrm{hj}\left(z_{2} ; \alpha, \beta, \gamma\right)},
$$

we see that $\operatorname{gj}(z ; \alpha, \beta, \gamma)+\mathrm{hj}(z ; \alpha, \beta, \gamma)$ is a constant multiple of

$$
\operatorname{gj}(z ; \alpha, 2 \beta, \gamma-\beta)
$$

and identifying the factor from the form near $z=0$, we have $3 \cdot 42$

$$
\operatorname{gj}(z ; \alpha, \beta, \gamma)+\mathrm{hj}(z ; \alpha, \beta, \gamma)=2 \operatorname{gj}(z ; \alpha, 2 \beta, \gamma-\beta)
$$

The source of this relation is easily detected. The primitive functions $\operatorname{gj} z, \operatorname{hj} z$ have the same poles, which fall into three groups. Some, like the origin, are positive for both functions, some, like $2 \omega_{f}$, are negative for both functions, and some, like $2 \omega_{g}$, are positive for one and negative for the other; but for the existence of poles of the last kind, the functions would be identical. If we add the functions, the unlike poles disappear, and halving the sum we have a function with a positive pole at the origin and a negative pole at $2 \omega_{j}$. The function has periods $4 \omega_{j}, 4 \omega_{g}, 4 \omega_{h}$, and since it has no poles except 0 and $2 \omega_{j}$ in the parallelogram $4 \omega_{f}, 4 \omega_{g}$, this parallelogram is primitive and the periods $4 \omega_{f}, 4 \omega_{g}$, $4 \omega_{h}$ form a primitive set. Further, the removal of the principal part $\pm 1 /(z-\Omega)$ near any pole $\Omega$ of a primitive function leaves a function which is not merely finite but zero at $\Omega$; hence the poles of $g j z$ and $\mathrm{hj} z$ which disappear when the functions are added are replaced by zeros. That is, $2 \omega_{g}$ and $2 \omega_{h}$ are zeros of $g \mathrm{j} z+\mathrm{hj} z$, and since this sum is of only the second order, these zeros are simple and every zero is congruent with one or other of them. To sum up, gj $z+\mathrm{hj} z$ is an elliptic function with periods $4 \omega_{f}, 4 \omega_{g}, 4 \omega_{h}$, and with simple poles at the origin
and $\ddot{2} \omega_{j}$ and simple zeros at $\underline{\partial}_{0} \omega_{g}$ and $2 \omega_{l i}$; on the other hand, $\mathrm{fj} z / \mathrm{fj} z$ is an elliptic function with periods $2 \omega_{f}, \because \omega_{g}, 0 \omega_{h}$, and with simple poles at the origin and $\omega_{f}$ and simple zeros at $\omega_{g}$ and $\omega_{h}$. The similarity is perfect, and comparing the forms near the origin we have

a symmetrical relation which combines with $\cdot 3 \ddot{2}_{1}$ to give $\cdot 42$.
subtraction of $h_{j} z$ from $g j z$ replaces the poles at 0 and $2 \omega$, by zeros, leaving the poles at $\because \omega_{1 j}$ and $\because \omega_{h}$ effective. In fact. since the product $(g \mathrm{j} z+\mathrm{h} \mathrm{j} z)(\mathrm{gj} z-\mathrm{h} j z)$ is a constant. the poles of one factor are the zeros of the other. We have now. comparing residues at $\because \beta$,
$3 \cdot 44 \operatorname{gj}(z ; \alpha \cdot \beta, \gamma)-\operatorname{hj}(z ; \alpha \cdot \beta \cdot \gamma)=2 \operatorname{hg}^{\prime}(z ; \geq \alpha, \because \beta, 2 \gamma) / \operatorname{hg}(z ; \because \alpha, 2 \beta, \because \gamma)$,
in agreement with the relation which we have already noticed between the logarithmic derivatives of $\mathrm{fj} z$ and $\mathrm{gh} z$. For the same difference we have also
$3 \cdot 45$

$$
\operatorname{gj}(z ; \alpha, \beta, \gamma)-\mathrm{hj}(z ; \alpha, \beta, \gamma)=\because \lg (z ; \alpha, \imath \beta, \gamma-\beta),
$$

and we can combine $\cdot 42$ and $\cdot 45$. The formulae
$3 \cdot+6_{1-2}$

$$
\begin{aligned}
\operatorname{gj}(z ; \wedge, \beta, \gamma) & =\operatorname{gj}(z ; \alpha, \because \beta, \gamma-\beta)+\mathrm{jg}(z ; \alpha, \because \beta, \gamma-\beta) \\
& =\mathrm{hj}(z ; \alpha, \beta-\gamma, \vartheta \gamma)-\mathrm{jh}(z ; \alpha, \beta-\gamma,-\gamma)
\end{aligned}
$$

are typical of a group.
Since a plays the part of $\omega_{j}$ in all the functions, substitution of $z-\alpha$ for $z$ gives
$3 \cdot 46_{3-4}$

$$
\begin{aligned}
\mathrm{hf}(z ; \alpha, \beta, \gamma) & =\mathrm{hf}(z ; \alpha, \because \beta \cdot \gamma-\beta)-\mathrm{fh}(z ; \alpha, \bullet \beta, \gamma-\beta) \\
& =\operatorname{gf}(z ; \alpha, \beta-\gamma, \because \gamma)+\mathrm{fg}(z ; \alpha, \beta-\gamma, \because \gamma)
\end{aligned}
$$

formulae which may be found by direct combination of the copolar functions $\mathrm{gf} z$, hf $z$ with a view to the removal of one set of poles. There are no results of this kind to be found by combining jf $z$ with one of the functions $\mathrm{gf} z$, hf $z$, for although we can find a function with periods $t \omega_{j}, t \omega_{0}$ and with two simple poles, this function has no symmetry with respeet to the origin; it is neither even nor odd, and therefore it can not be a multiple of an clementary function, however the primitive pair of periods is selected.
$3 \cdot \pi$. It is interesting to discover the integrating formula +1 hy investigating the functional character of the integral

$$
\int_{z_{1}}^{\tilde{z}} \mathrm{fj} z d z
$$

Since the poles of $\mathrm{fj} z$ are simple, the singularities of the integral are logarithmic, and since every residue of $\mathrm{fj} z$ is a whole number, the function $F(z)$ defined by

$$
F(z)=\exp \int_{\dot{z}_{1}}^{\tilde{z}} \mathrm{fj} z d z
$$

is singlevalned. Since every residue of $\mathrm{fj} z$ is numerically mity, positive poles of $\mathrm{fj} z$ give rise to simple zeros of $F(z)$, and negative poles of $\mathrm{fj} z$ to simple poles of $F(z)$. Near the origin, $F^{\prime}(z) \sim A z$, where $A$ is a constant dependent on $z_{1}$, and this condition, with the relation -502

$$
F^{\prime}(z) / F(z)=\mathrm{fj} z
$$

leads at once to

$$
\begin{gathered}
F(-z)=-F(z), \quad F\left(z+2 \omega_{j}\right)=-F(z) \\
F\left(z+2 \omega_{g}\right)=B / F(z), \quad F\left(z+\underline{2} \omega_{h}\right)=C / F(z),
\end{gathered}
$$

where $B, C$ are constants of integration. The identification of $F(z)$ with a multiple of a function $\mathrm{jg} z$ follows immediately, and since $F\left(z_{1}\right)=1$, we have -503

$$
F(z)=\frac{\operatorname{jg}(z ; \alpha, \beta, \gamma)}{\operatorname{jg}\left(z_{1} ; \alpha, \beta, \gamma\right)}
$$

where, in terms of the quarterperiods of $\mathrm{fj} z, \alpha=\omega_{j}, \beta=2 \omega_{g}$, and therefore $\gamma=\omega_{g h}$.

## ADDITION THEOREMS FOR THE ELEMENTARY FUNC"TIONS

4.1. The process by which, in the last introductory section, an arbitrary elliptic function is expressed in terms of $\wp z$ and $\wp^{\prime} z$, is a special case of a process devised hy Liouville for expressing an elliptic function $f(z)$ in terms of any coperiodic function $\phi(z)$ of the second order.

If the pole-sum of $\phi(z)$ is $\because \gamma$, the sum of incongruent zeros of $\phi(z)-C$, for any value of $C$, is congruent with $\because \gamma$. That is to say, if $\phi(c)=C$, then also $\phi(\because \gamma-c)=C$; in other words,

$$
\phi(\because \gamma-z)=\phi(z)
$$

for all values of $z$. It follows that $f(z)$ can not be a rational function of $\phi(z)$ unless $f(z)$ satisfies the same condition, $f(2 \gamma-z)=f(z)$, and since this condition is not implied by the periodicity of $f(z)$, we consider first a function $g(z)$. coperiodic with $\phi(z)$, for which the condition does hold.

If $c$ is a zero or a pole of $g(z)$, of any order, and if
-102

$$
g(2 \gamma-z)=g(z)
$$

then $-\gamma-c$ is a zero or a pole of the same order. As in $0 \cdot 9$, we must examine separately the case in which $c$ is a pole of $\phi(z)$, and the case in which the two points $c,-\ddot{-} \gamma-c$ are congruent, that is, the case in which $2 c \equiv 2 \gamma$. These cases left aside, the zeros of $g(z)$ are the zeros of a product $\Pi\left\{\phi(z)-\phi\left(b_{s}\right)\right\}^{q_{t}}$ and the poles of $g(z)$ are the zeros of a product $\Pi\left\{\phi(z)-\phi\left(a_{r}\right)\right\}^{p \text { p }}$.

The points given by the congruence $2 c \equiv 2 \gamma$ are the four points $\gamma+\omega_{k}$, where $\omega_{k}$ is zero or a halfperiod $\dagger$ of $\phi(z)$, and with regard to these points we have a number of theorems analogous to 0.76 and 0.77 . Differentiating -102, we have, for any value of $n$,

$$
(-)^{n} g^{(n)}(2 \gamma-z)=g^{(n)}(z)
$$

from which it follows that if $n$ is odd, every point which satisfies the condition $z=\ddot{-} \gamma-z$ is either a pole or a zero of $g^{(n)}(z)$. Hence, if a point $\gamma+\omega_{k}$ is a zero of $g(z)$, it is a zero of even order, and since $1 / g(z)$ is an elliptic function which also satisfies 102, it follows that if $\gamma+\omega_{k}$ is a pole of $g(z)$, it is a pole of even order:

[^12]-104. If $g(z)$ satisfies the condition $g(2 \gamma-z)=g(z)$, the point $\gamma+\omega_{k}$, if not neutral for $g(z)$, is of even order, whether as a zero or as a pole;
-105. If $g(z)$ satisfies the condition $g(2 \gamma-z)=g(z)$, the point $\gamma+\omega_{k}$ is either a pole of even order of $g(z)$ or a zero of even order of $g(z)-g\left(\gamma+\omega_{k}\right)$. In particular,
-106. The point $\gamma+\omega_{k}$ is either a domble pole of $\phi(z)$ or a double zero of $\phi(z)-\phi\left(\gamma+\omega_{k}\right)$,
and therefore if $\gamma+\omega_{k}$ is not a pole of $\phi(z)$, we can allow for a zero of $g(z)$ located there, of even order $2 p$, by including with the zeros a factor $\left\{\phi(z)-\phi\left(\gamma+\omega_{k}\right)\right\}^{\prime \prime}$, or for a pole of $g(z)$ located there, of even order $2 q$, by including with the poles a factor $\left\{\phi(z)-\phi\left(\gamma+\omega_{k}\right)\right\}^{q}$. Thus we construct functions $Z(z), P(z)$, polynomials in $\phi(z)$, such that the zeros of $Z(z)$ are those zeros of $g(z)$ which are not poles of $\phi(z)$ and the zeros of $P(z)$ are those poles of $g(z)$ which are not poles of $\phi(z)$. Let $F(z)$ denote the function $g(z) P(z) / Z(z)$; then $F(z)$ is a function coperiodic with $\phi(z)$, and the only points which can serve either as poles or as zeros of $F(z)$ are the poles of $\phi(z)$. But $F(z)$ satisfies the relation $F(2 \gamma-z)=F(z)$; if one pole of $\phi(z)$ is a pole of $F(z)$, so is the other pole of $\phi(z)$, and if one pole of $\phi(z)$ is a zero of $F(z)$, so is the other pole of $\phi(z)$. Hence there can not be both poles and zeros of $F(z)$ among the poles of $\phi(z)$, and $F(z)$ either lacks poles or lacks zeros, from which it follows that $F(z)$ is a constant.

4•11. If $\phi(z)$ is an elliptic function of the second order whose pole-sum is $2 \gamma$, and if $g(z)$ is any function coperiodic with $\phi(z)$ which satisfies the condition $g(2 \gamma-z)=g(z)$, then $g(z)$ is a rational function of $\phi(z)$.
It must not be thought that $g(z)$ can not have the poles of $\phi(z)$ for zeros or poles; the character at these points is determined antomatically if the character at all other points is determined deliberately. The factor $\phi(z)$ may appear in the explicit formula for $g(z)$, but this will be because the zeros of $\phi(z)$ are zeros of $g(z)$ and have introduced $\phi(z)$ into $Z(z)$, or because the zeros of $\phi(z)$ are poles of $g(z)$ and have introduced $\phi(z)$ into $P(z)$. Also the poles of $\phi(z)$ are zeros or poles of $g(z)$ if $Z(z)$ and $P(z)$ are not of the same degree in $\phi(z)$.

Whatever the function $f(z)$, the half-sum $\frac{1}{2}\{f(z)+f(\because \gamma-z)\}$ satisfies the condition 102 and is therefore a rational function of $\phi(z)$. To complete the representation of $f(z)$ we must deal with the half-difference $\frac{1}{2}\{f(z)-f(2 \gamma-z)\}$, and this is a function $h(z)$ which satisfies the condition

$$
h(-\gamma-z)=-h(z)
$$

This condition, like 102 , implies that the zeros and poles of a function subject to it, other than any that may be located at one of the four points $\gamma+\omega_{k}$, fall into pairs. Also, by arguments which need not be repeated,
-108. Any function $h(z)$ which satisfies the condition $h(2 \gamma-z)=-h(z)$ has each of the four points $\gamma+\omega_{k}$ for a pole of odd order or for a zero of odd order.

Allowing for this peculiarity, to diseuss the analysis of a function satisfying $\cdot 107$ is only to repeat in substance the arguments leading to -11, but we can take a short cut. From - 101,

$$
\begin{gather*}
\phi^{\prime}(2 \gamma-z)=-\phi^{\prime}(z) \\
\frac{h(2 \gamma-z)}{\phi^{\prime}(-2 \gamma-z)}=\frac{h(z)}{\phi^{\prime}(z)} .
\end{gather*}
$$

'That is to say, the quotient $h(z) / \phi^{\prime}(z)$ is a function to which 11 applies:
4.12. If $\phi(z)$ is an elliptic function of the second order whose pole-sum is ${ }^{-} \gamma$. and if $h(z)$ is any function coperiodic with $\phi(z)$ which satisfies the condition $h(-2 \gamma-z)=-h(z)$, then $h(z)$ is the product of the derivative $\phi^{\prime}(z)$ by a rational function of $\phi(z)$.

Combining $\cdot 11$ and $\cdot 12$ we have the general theorem of Liouville's of which $0 \cdot 92_{3}$ is a special case:

4•13. If $\phi(z)$ is an elliptic function of the second order, any elliptic function coperiodic with $\phi(z)$ is expressible in the form

$$
R\{\phi(z)\}+\phi^{\prime}(z) S\{\phi(z)\}
$$

where $R\{\phi(z)\}, S\{\phi(z)\}$ are rational functions of $\phi(z)$.
4.2. If $\mathrm{pq} z$, rs $z$ are coperiodic elementary functions, $\cdot 13$ asserts a relation between them, but this relation is in every case evident enough when attention has been called to the form of relation required. We have for example

$$
\mathrm{gh} z=-\frac{f_{h} \mathrm{fj}^{\prime} z}{h \mathrm{j}^{2} z}=\frac{f_{h} \mathrm{fj}^{\prime} z}{f_{h}^{2}-\mathrm{fj}^{2} z} .
$$

It is different when we change the argument of one of the functions from $z$ to $y+z$; the function $\operatorname{sis}(y+z)$, as a function of $z$ with $y$ playing a parametric part, has the same periods as is $z$, and this fumetion also can therefore be expressed in terms of $p q z$ and $p q^{\prime} z$, with coefficients

[^13]dependent on $y$. When the functions ris $z$, $\mathrm{pq} z$ are identical, the analysis of $\operatorname{rs}(y+z)$ is the diseovery of addition theorems for $p(1 z$.

The application of Liouville's process to is $(y+z)$ requires the determination of zeros of functions of the form $\operatorname{rs}(y+z) \pm \operatorname{rs}(y+2 \gamma-z)$, that is, the solution of equations of the form $\mathrm{rs} u=$ Frs $v$. Now not only can we solve the equation rs $u=\mathrm{rs} v$, but since -rs $v$ can be expressed as $\operatorname{rs}\left(v+2 \omega_{t}\right)$ we can solve the equation rs $u=-\mathrm{rs} v$ also. For this reason processes which fail to lead to an addition theorem for $\wp a z$ are effective when applied to the elementary functions.

Being coperiodic, the functions $\mathrm{pq} z, \mathrm{rs} z$ are derivable from the same primitive function, and if this primitive function is $\mathrm{kj} z$, we have
$\cdot 201-\cdot 202 \quad \mathrm{kj} z=\mathrm{pq}\left(z+\omega_{q}\right)=\operatorname{rs}\left(z+\omega_{s}\right)$.
Since $\mathrm{kj} z$ is odd, $\mathrm{pq}\left(z+\omega_{q}\right)=-\mathrm{pq}\left(\omega_{q}-z\right)$, as in $3 \cdot 202$, and we ean take this result in the form
$\cdot 203$

$$
-\mathrm{pq} z=\mathrm{pq}\left(2 \omega_{q}-z\right)
$$

A fundamental parallelogram can be formed with $2 \omega_{k}$ for one side; if the other side is $4 \omega_{l}$, then

- 204

$$
\mathrm{pq}\left(z+2 \omega_{l}\right)=-\mathrm{pq} z
$$

The function rs $z$ also satisfies the same two conditions:
$\cdot 205-\cdot 206 \quad-\mathrm{rs} z=\operatorname{rs}\left(2 \omega_{q}-z\right), \quad \operatorname{rs}\left(z+2 \omega_{l}\right)=-\mathrm{rs} z$.
The two poles of $\mathrm{pq} z$ are $\omega_{q}$ and $\omega_{q}+2 \omega_{t}$. Hence the pole-sum of this function is $2 \omega_{q}+2 \omega_{l}$, and to analyse the function $\operatorname{rs}(y+z)$ we write $\operatorname{rs}(y+z)$ as $g(z)+h(z)$, where
$\cdot 2072 g(z)=\operatorname{rs}(y+z)+\operatorname{rs}\left(2 \omega_{q}+2 \omega_{i}+y-z\right)=\operatorname{rs}(y+z)-\operatorname{rs}\left(2 \omega_{q}+y-z\right)$,
$\cdot 2082 h(z)=\operatorname{rs}(y+z)-\operatorname{rs}\left(2 \omega_{q}+2 \omega_{l}+y-z\right)=\operatorname{rs}(y+z)+\operatorname{rs}\left(2 \omega_{q}+y-z\right)$,
$y$ being regarded as a constant.
The functions $g(z), h(z)$ have the same poles, namely, the poles of $\operatorname{rs}(y+z)$, which are $-y+\omega_{s}$ and $-y+\omega_{s}+2 \omega_{l}$, and the poles of $\operatorname{rs}\left(2 \omega_{q}+y-z\right)$, which are $y+2 \omega_{q}-\omega_{s}$ and $y+2 \omega_{q}-\omega_{s}+2 \omega_{t}$. Except for special values of $y$, which need not now be considered, these four poles are distinet and simple, and the functions are of the fourth order. The two points $-y+\omega_{s}, y-\omega_{s}+2 \omega_{q}+2 \omega_{t}$, whose sum is the pole-sum of $\mathrm{pq} z$, are zeros of $\mathrm{pq} z-\mathrm{pq}\left(\omega_{s}-y\right)$, and the two points $-y+\omega_{s}+2 \omega_{l}$, $y-\omega_{s}+2 \omega_{q}$ are for the same reason zeros of $\mathrm{pq} z-\mathrm{pq}\left(\omega_{s}-y+2 \omega_{l}\right)$, that is, of $\mathrm{pq} z+\mathrm{pq}\left(\omega_{s}-y\right)$. Hence each of the functions $g(z), h(z)$ has for its poles the zeros of the function $\mathrm{pq}^{2} z-\mathrm{pq}^{2}\left(\omega_{s}-y\right)$.

Since rs $z$ is of the second order and has the two poles $\omega_{s}, \omega_{s}+2 \omega_{t}$,
the equality rs $u=\operatorname{rs} v$ implies either $u \equiv v$ or $u+v \equiv 2 \omega_{s}+2 \omega_{l}$. Hence the roots of the equation $g(z)=0$ are the solutions of the congruence
-209

$$
y+z \equiv 2 \omega_{q}+y-z
$$

and the roots of the equation $h(z)=0$ are the solutions of the congruence
$\stackrel{210}{ }$

$$
y+z \equiv 2 \omega_{a}+2 \omega_{1}+y-z
$$

for in each case the alternative congruence does not involve $z$.
Since $\cdot 00$ is simply $z \equiv 2 \omega_{q}-z$, it follows from $\cdot 203$ that the zeros of $g(z)$ are the zeros and the poles of $\mathrm{pq} z$, and therefore, since the poles of $\mathrm{p} q(\mathrm{q}$ must he omitted in the construction of $g(z)$ in terms of $\mu q z$,

$$
g(z)=\frac{A(y) \mathrm{pq}^{2} z}{\mathrm{pq}^{2} z-\mathrm{p}^{2}\left(\omega_{s}-y\right)}
$$

the unknown factor being a function of $y$; the poles of $\mathrm{pq}(z$ enter as zeros of $g(z)$ because the degree of the denominator is higher than that of the numerator. Near $\omega_{q}, \mathrm{pq} z \sim 1 /\left(z-\omega_{q}\right)$; hence

$$
\begin{aligned}
A(y) & =\lim _{z \rightarrow \omega_{q}} \frac{g(z)}{z-\omega_{q}}=\lim _{z \rightarrow \omega_{q}} \frac{\operatorname{rs}^{\prime}(y+z)+\mathrm{rs}^{\prime}\left(2 \omega_{q}+y-z\right)}{2}=\mathrm{rs}^{\prime}\left(\omega_{q}+y\right) \\
& =\mathrm{pq}^{\prime}\left(2 \omega_{q}+y-\omega_{s}\right)=\mathrm{pq}^{\prime}\left(\omega_{s}-y\right)
\end{aligned}
$$

from $\cdot 202$ and -203 .
The congruence $\cdot 210$ is equivalent to $z \equiv 2 \omega_{q}-2 \omega_{t}-z$, since $t \omega_{l}$ is a period. From 203 and 204 we have

$$
\mathrm{pq}\left(\because \omega_{q}-2 \omega_{t}-z\right)=\mathrm{pq} z
$$

whence

$$
\mathrm{p}_{1}^{\prime}\left(2 \omega_{q}-2 \omega_{l}-z\right)=-\mathrm{pq}^{\prime} z
$$

and it follows, since the poles of $\mathrm{pq}^{\prime} z$ are the poles of $\mathrm{pq} z$ and satisfy the congruence $z=2 \omega_{q}-z$ which is incompatible with $z \equiv 2 \omega_{q}-2 \omega_{l}-z$, that the zeros of $h(z)$ are the zeros of $\mathrm{pq}^{\prime} z$. This could have been predicted from the general diseussion in the last section, for $h(z)$ and $p q^{\prime} z$ are both of the fourth order, and therefore $h(z)$ can have no zeros in addition to those of priz. We have now

$$
h(z)=\frac{B(y) \mathrm{pq}}{1}{ }^{\prime} z,
$$

and since $\mathrm{Pq}^{\prime} z / \mathrm{pq}^{2} z \rightarrow-1$ as $z \rightarrow \omega_{q}$.

$$
B(y)=-h\left(\omega_{q}\right)=-\mathrm{rs}\left(\omega_{q}+y\right)=-\mathrm{pq}\left(2 \omega_{q}+y-\omega_{s}\right)=\mathrm{pq}\left(\omega_{s}-y\right) .
$$

Replacing $z$ by $x$ to emphasize that it is only for the purposes of the proof that $y$ has been subordinated, we have
$4 \cdot 2 \cdot 2 \quad \mathrm{rs}(x+y)-\mathrm{rs}\left(2 \omega_{q}-x+y\right)=2 \mathrm{pq} \cdot x \mathrm{pq} \mathrm{q}^{\prime}\left(\omega_{s}-y\right) /\left\{\mathrm{p} \mathrm{q}^{2} x-\mu \mathrm{q}^{2}\left(\omega_{s}-y\right)\right\}$,
$4 \cdot \underline{2} 3 \quad \operatorname{rs}(x+y)+\operatorname{rs}\left(2 \omega_{q}-x+y\right)=2 \mathrm{p}^{\prime} x \mathrm{pq}\left(\omega_{s}-y\right) /\left\{\mathrm{p} \mathrm{q}^{2} x-\mathrm{p}^{2}\left(\omega_{s}-y\right)\right\}$, and finally the one general formula
$4 \cdot 24$

$$
\operatorname{rs}(x+y)=\frac{\mathrm{pq} x \mathrm{pq}^{\prime}\left(\omega_{s}-y\right)+\mathrm{pq}^{\prime} x \mathrm{pq}_{\mathrm{q}}\left(\omega_{s}-y\right)}{\mathrm{pq}^{2} x-\mathrm{pq}^{2}\left(\omega_{s}-y\right)}
$$

$4 \cdot 3$. Before elaborating this result, we will investigate an equivalent theorem for the elementary functions by a morlification of the method used in $0 \cdot 8$ in the discussion of the Weierstrassian function $\wp z$, which is due in essence to Abel.

Squaring the fundamental expression $-\mathrm{gj} z \mathrm{hj} z$ for $\mathrm{fj}^{\prime} z$ and substituting for $\mathrm{gj}^{2} z$ and $\mathrm{hj}^{2} z$ in terms of $\mathrm{fj}^{2} z$, we have

$$
\left(\mathrm{fj}^{\prime} z\right)^{2}=\left(\mathrm{f}^{2} z-e_{f g}\right)\left(\mathrm{f}^{2} z-e_{f h}\right)
$$

and since this equality is unaltered if a quarterperiod is subtracted from $z$, we can say that if $\mathrm{j} z$ is any one of the twelve elementary elliptic functions,
-302

$$
\left(\mathrm{j}^{\prime} z\right)^{2}=\left(\mathrm{j}^{2} z-A\right)\left(\mathrm{j}^{2} z-B\right)
$$

where $A, B$ are constants of the form $e_{r s}$. If $\phi z$ is the function $\mathrm{j}^{2} z$, then -303

$$
\left(\phi^{\prime} z\right)^{2}=4 \phi z(\phi z-A)(\phi z-B) .
$$

Since the addition of one of the halfperiods $2 \omega_{g}, 2 \omega_{g}, \vartheta \omega_{h}$ to $z$ either leaves $\mathrm{j} z$ unchanged or changes $\mathrm{j} z$ to $-\mathrm{j} z$, this addition leaves $\phi z$ unchanged; that is to say, $\phi z$ has $2 \omega_{f}, 2 \omega_{g}, 2 \omega_{h}$ for periorls. Within a parallelogram that is primitive for these periods, $\mathrm{j} z$ has only one pole, and this is a simple positive pole $\omega$; hence within such a parallelogram $\phi z$ has only one pole, which is double, and the only pole of $\phi^{\prime} z$ is a triple pole at the same point, $\omega$. Further, if $a, b, c$ are any three constants, $a+b \phi z+c \phi^{\prime} z$ is an elliptic function whose only pole in the fundamental parallelogram is a triple pole at $\omega$, and therefore $a+b \phi z+c \phi^{\prime} z$ is a function $F(z)$ with three zeros whose sum is congruent with $3 \omega$, that is, since $2 \omega$ is either zero or a period, is congruent with $\omega$.

If $a+b \phi+c \phi^{\prime}=0$, then
-304

$$
(a+b \phi)^{2}=4 c^{2} \phi(\phi-A)(\phi-B) .
$$

where $A, B$ are the constants in 302 . Hence if $x, y, t$ are the three values of $z$ in the fundamental parallelogram which satisfy the equation -305

$$
F(z)=0
$$

then $\phi x, \phi y, \phi t$ are three values of $\phi$ which satisfy the equation -306

$$
(a+b \phi)^{2}=4 c^{2} \phi(\phi-A)(\phi-B)
$$

and since this is a cubie equation in $\phi$, these three values are simply the three roots of the equation. Thus while $t$ is determined from $x$ and $y$, save for multiples of the halfperiods $2 \omega_{f}, 2 \omega_{g}, \underline{\omega_{h}}$, hy the congruence -307

$$
x+y+t \equiv \omega,
$$

$\phi t$ is determined from $\phi x$ and $\phi y$ by any formula which gives one root of a cubic equation when two roots are already known; in the present case the simplest formula to apply is that for the product of the roots, since this does not involve $A$ or $B$, and we have

$$
\phi x \phi y \phi t=a^{2} / 4 c^{2}
$$

whence
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$$
\mathrm{j} x \mathrm{j} y \mathrm{j} t= \pm a / 2 c .
$$

But if $x$ and $y$ satisfy the equation

$$
a+b \phi z+c \phi^{\prime} z=0
$$

the ratios $a: b: c$ are determined by the pair of equations

$$
a+b \phi x+c \phi^{\prime} x=0, \quad a+b \phi y+c \phi^{\prime} y=0
$$

and therefore we have

$$
2 \mathrm{j} x \mathrm{j} y \mathrm{j} t= \pm \frac{\phi x \phi^{\prime} y-\phi y \phi^{\prime} x}{\phi x-\phi y}
$$

or in another form, since $\mathrm{j} t$ is either $\mathrm{j}(-t)$ or $-\mathrm{j}(-t)$,

$$
\mathrm{j}(x+y-\omega)= \pm \frac{\mathrm{j} x \mathrm{j}^{\prime} y-\mathrm{j} y \mathrm{j}^{\prime} x}{\mathrm{j}^{2} x-\mathrm{j}^{2} y}
$$

We can remove the ambiguity of sign from this last equation; near the positive pole $\omega, \mathrm{j}^{\prime} z \sim-1 /(z-\omega)^{2}$, and therefore as $y \rightarrow \omega$, the fraction on the right tends to $\mathrm{j} x$. Hence the positive sign must be taken, and we have definitely

$$
\mathrm{j}(x+y-\omega)=\frac{\mathrm{j} x \mathrm{j}^{\prime} y-\mathrm{j} y \mathrm{j}^{\prime} x}{\mathrm{j}^{2} x-\mathrm{j}^{2} y}
$$

To see that this formula is identical, except in notation, with $\cdot 24$, we have only to substitute $y+\omega_{s}-2 \omega_{q}$ for $y$ in the latter; on the right, $\mathrm{pq}\left(\omega_{s}-y\right), \mathrm{pq}^{\prime}\left(\omega_{s}-y\right)$ become $\mathrm{pq}\left(2 \omega_{q}-y\right), \mathrm{pq}^{\prime}\left(2 \omega_{q}-y\right)$, that is, -pq $y$, $p q^{\prime} y$, and on the left, $\operatorname{rs}(x+y)$ becomes $\mathrm{rs}\left(x+y-2 \omega_{q}+2 \omega_{s}\right)$, that is, $p q\left(x+y-\omega_{q}\right)$.

It follows from $\cdot 31$ that in $\cdot 310$ we must take the positive or the negative sign aceording as the function $\mathrm{j} z$ is even or odd; the simpler
plan is to regard the formula with a positive sign as giving $j(-1)$. We can express the result differently. The condition $x+y+z \equiv \omega$ is symmetrical in $x, y, z$; so also is the produet $\mathrm{j} x \mathrm{j} y \mathrm{j}(-z)$, which whether $\mathrm{j} z$ is odd or even may be written as $\mathrm{j}(-x) \mathrm{j}(-y) \mathrm{j}(-z)$. Hence we may replace $x$ and $y$ by $y$ and $z$ or by $z$ and $x$ in the fraction to which $2 \mathrm{j} x \mathrm{j} y \mathrm{j}(-z)$ is equated.
4.32. If $\mathrm{j} z$ is any one of the twelve elementary elliptic functions, and if the sum of three arguments $x, y, z$ is congruent with a positive pole of $\mathrm{j} z$, then
$\frac{\phi x \phi^{\prime} y-\phi y \phi^{\prime} x}{\phi x-\phi y}=\frac{\phi y \phi^{\prime} z-\phi z \phi^{\prime} y}{\phi y-\phi z}=\frac{\phi z \phi^{\prime} x-\phi x \phi^{\prime} z}{\phi z-\phi x}=2 \mathrm{j}(-x) \mathrm{j}(-y) \mathrm{j}(-z)$,
where $\phi z$ denotes $\mathrm{j}^{2} z$.
But the equalities of the fractions in 32 do not really contain additional results, for each of the equalities is equivalent, but for a factor $\phi x, \phi y$, or $\phi z$, to

$$
\left|\begin{array}{lll}
1 & \phi x & \phi^{\prime} x \\
1 & \phi y & \phi^{\prime} y \\
1 & \phi z & \phi^{\prime} z
\end{array}\right|=0 .
$$

and

$$
\left|\begin{array}{lll}
1 & \phi x & \phi^{\prime} x \\
1 & \phi y & \phi^{\prime} y \\
1 & \phi z & \phi^{\prime} z
\end{array}\right|
$$

is the simplest linear function of $\phi z$ and $\phi^{\prime} z$ that is zero when $z$ is $x$ or $y$.
4.4. If $\omega$ is a pole of $\mathrm{j} z$, the origin is a pole of $\mathrm{j}(z-\omega)$; thus the function for which 31 provides a direct addition formula is not $\mathrm{j} z$ itself but the primitive function coperiodic with $\mathrm{j} z$. In other words, -31 gives in the first place four formulae for each of the three primitive functions, not one formula for each of the twelve elcmentary functions. In $\cdot 24$ no restriction is imposed, but the functions $p q z, p q\left(\omega_{s}-z\right)$ are effectively different functions unless $\omega_{s}$ is zero, that is, unless is $z$ is primitive. The explicit formula for $\mathrm{fj}(x+y)$ involves $\mathrm{pq}(-y)$ and $\mathrm{pq}^{\prime}(-y)$, and the ultimate simplification depends on whether $\mathrm{pq} z$ is one of the two odd functions $\mathrm{fj} z, \mathrm{jf} z$ or one of the two even functions $\operatorname{gh} z, \operatorname{hg} z$. We can avoid the complication by taking as the standard form
$4.41 \quad \mathrm{fj}(x-y)=\frac{\mathrm{pq} x \mathrm{pq}^{\prime} y+\mathrm{pq}^{y} y \mathrm{pq}^{\prime} x}{\mathrm{pq}^{2} x-\mathrm{pq}^{2} y}$,
which holds if $\mathrm{pq} z$ is any one of the four elementary functions coperiodic
with $\mathrm{fj} z$. The generality of this formula when the argument is taken as a difference is trivial, for the result is only the particular formula
$4 \cdot 42_{1}$

$$
\mathrm{fj}(x-y)=\frac{\mathrm{fj} x \mathrm{fj}^{\prime} y+\mathrm{fj}^{\prime} y \mathrm{fj}^{\prime} x}{\mathrm{fj}^{2} x-\mathrm{f}^{\mathrm{j}^{2} y} y}
$$

with $x-\omega_{q}, y-\omega_{q}$ substituted for $x, y$.
The fundamental addition theorem for $\mathrm{fj} z$ is this last formula with the sign of $y$ restored, when we have $\dagger$

$$
+\cdot \stackrel{2}{2}_{2} \quad \mathrm{fj}(x+y)=\frac{\mathrm{fj} x \mathrm{fj}^{\prime} y-\mathrm{fj}^{2} y \mathrm{fj}^{\prime} x}{\mathrm{fj}^{2} x-\mathrm{fj}^{2} y} .
$$

As we have already had occasion to remark, if $\mathrm{pq} z$ is an elementary function coperiodic with $\mathrm{fj} z$, then

$$
\mathrm{pq}^{\prime 2} z=\left(\mathrm{pq}^{2} z-e_{f g}\right)\left(\mathrm{pq}^{2} z-e_{f h}\right),
$$

whence for any two arguments,
$\cdot 402 \mathrm{pq}^{2} x \mathrm{pq}^{\prime 2} y-\mathrm{pq}^{2} y \mathrm{pq}^{\prime 2} x=\left(\mathrm{pq}^{2} x-\mathrm{pq}^{2} y\right)\left(e_{f g} e_{f h}-\mathrm{pq}^{2} x \mathrm{pq}^{2} y\right)$.
We may therefore, so to speak, rationalize the numerator in $\cdot 41$, and we have an alternative formula:

4•43. If $\mathrm{pq} z$ is coperiodic with $\mathrm{fj} z$, then

$$
\mathrm{fj}_{\mathrm{j}}(x-y)=\frac{e_{f g} e_{f h}-\mathrm{pq}^{2} x \mathrm{pq}^{2} y}{\mathrm{pq} x \mathrm{pq}^{2} y-\mathrm{pq} y \mathrm{pq}^{\prime} x} .
$$

In particular, we have
$4 \cdot 44$

$$
\mathrm{fj}(x+y)=\begin{gathered}
e_{f g} e_{f h}-\mathrm{fj}^{2} x \mathrm{fj}^{2} y \\
\mathrm{fj} x \mathrm{fj}^{\prime} y+\mathrm{fj}^{2} y \mathrm{fj}^{\prime} x
\end{gathered},
$$

the addition formula given for these functions by Jordan $\ddagger$, whose proof is that verification of poles and zeros which is of so little value to the average student if no hint of a process for discovering the result is provided.
4.5. Addition formulae for the elementary functions whose poles are not congruent with the origin may be inferred in two ways. Since jf $z$ is $-\int_{g} f_{h} / \mathrm{fj} z$, a formula for $\mathrm{fj}(x-y)$ gives us at once a formula for $\mathrm{jf}(x-y)$; similarly, since $\mathrm{gh} z$ is $-f_{h} \mathrm{gj} z / \mathrm{hj} z$, we can write down formulae for gh $(x-y)$ from those for $\mathrm{gj}(x-y)$ and $\mathrm{hj}(x-y)$. Alternatively, by regarding $\mathrm{jf} z$ as $\mathrm{fj}\left(z-\omega_{f}\right)$ and $\mathrm{gh} z$ as $\mathrm{fj}\left(z-\omega_{h}\right)$, we can express $\mathrm{jf}(. x-y)$ in terms of functions of $x$ and functions of $y+\omega$, and $g h(x-y)$ in terms of functions of $x$ and functions of $y+\omega_{k}$, and we can then replace the functions of $y+\omega_{j}$ and $y+\omega_{h}$ by elementary functions of $y$; in effect,

[^14]this is to use the general formula for $\mathrm{rs}(x+y)$ in terms of $\mathrm{pq} x$ and $\mathrm{pq}\left(\omega_{s}-y\right)$ which we found by Liouville's process.

By the first method we have at once for $\mathrm{jf}(x-y)$ the general formulae $4.51_{1-2}$

$$
\mathrm{jf}(x-y)=-\frac{f_{g} f_{h}\left(\mathrm{pq}^{2} x-\mathrm{pq}^{2} y\right)}{\mathrm{pq} x \mathrm{pq}^{\prime} y+\mathrm{pq}^{\prime} y \mathrm{pq}^{\prime} x}=\frac{f_{g} f_{h}\left(\mathrm{pq}^{\prime} \cdot \mathrm{pq}^{\prime} y-\mathrm{pq} y y \mathrm{p}^{\prime} x\right)}{e_{f g} e_{h h}-\mathrm{pq}^{2} x \mathrm{pq}^{2} y}
$$

where $\mathrm{pq} z$ is any one of the four functions $\mathrm{fj} z, \mathrm{jf} z, \operatorname{gh} z, \operatorname{hg} z$. The addition theorem, in the strictest sense, is

$$
4 \cdot 52_{1-2} \quad \mathrm{jf}(x+y)=-\frac{f_{g} f_{l}\left(\mathrm{jf}^{2} x-\mathrm{jf}^{2} y\right)}{\mathrm{jf}^{\prime} x \mathrm{jf}^{\prime} y-\mathrm{jf} y \mathrm{jf}^{\prime} x}=-\frac{f_{g} f_{h}\left(\mathrm{jf} x \mathrm{jf}^{\prime} y+\mathrm{jf}^{\prime} y \mathrm{jf}^{\prime} x\right)}{e_{f g} e_{f h}-\mathrm{jf}^{2} x \mathrm{jf}^{2} y}
$$

Since the functions in terms of whieh $g j(x-y)$ is expressible are coperiodie with $\mathrm{gj} z$ and those in terms of which $\mathrm{hj}(x-y)$ is expressible are coperiodic with $\mathrm{hj} z$, we can not express $\mathrm{gj}(x-y)$ and $h \mathrm{j}(x-y)$ in terms of the same function. Nevertheless we can choose expressions for $\mathrm{gj}(x-y)$ and $\mathrm{hj}(x-y)$ with a common denominator, for the relations

$$
\mathrm{fj}^{2} z+e_{f}=\mathrm{gj}^{2} z+e_{g}=\mathrm{hj}^{2} z+e_{h}
$$

remain true if $z-\omega_{q}$ is substituted for $z$ and imply that if $\mathrm{rq} z, \mathrm{sq} z$ are copolar, then for any two arguments $x, y$,
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$$
\mathrm{rq}^{2} x-\mathrm{rq}^{2} y=\mathrm{sq}^{2} x-\mathrm{sq}^{2} y
$$

We take then one of the four cardinal points, $\omega_{q}$, and we use +11 to express $g j(x-y)$ by means of the function rq $z$ which has a pole at $\omega_{q}$ and is eoperiodic with $\mathrm{gj} z$, and $\mathrm{hj}(x-y)$ by means of the function $\mathrm{sq} z$ which has a pole at $\omega_{q}$ and is coperiodic with $\operatorname{hj} z$; thus we have

$$
\operatorname{gh}(x-y)=-\frac{f_{h}\left(\mathrm{rq}^{x} x \mathrm{rq}^{\prime} y+\mathrm{rq} y \mathrm{rq}^{\prime} x\right)}{\mathrm{sq} x \mathrm{sq}^{\prime} y+\mathrm{sq} y \mathrm{sq}}
$$

a formula which in spite of its simplicity does not exhibit well the structure of $\operatorname{gh}(x-y)$, since neither of the functions $\mathrm{rq} z, \mathrm{sq} z$ is coperiodie with ghz. To modify the formula, we rationalize the denominator or the numerator. The derivative $\mathrm{rq}^{\prime} z$ is the negative of the product of the two functions different from rqz but copolar with rqz; one of these is $\mathrm{sq} z$, and the other, which we will denote by $\mathrm{pq} z$, is the function which has a pole at $\omega_{q}$ and is coperiodic with $\mathrm{fj} z$, and therefore with gh $z$. The derivative $s q^{\prime} z$ is the negative of the produet of $\mathrm{rq} z$ and this same function $\mathrm{pq} z$. Hence
. $502 \quad\left(\mathrm{rq} x \mathrm{rq}^{\prime} y+\mathrm{rq} y \mathrm{rq}^{\prime} x\right)\left(\mathrm{sq} x \mathrm{sq}^{\prime} y-\mathrm{sq} y \mathrm{sq}^{\prime} x\right)$

$$
\begin{aligned}
& =(\mathrm{rq} x \mathrm{pq} y \mathrm{sq} y+\mathrm{rq} y \mathrm{pq} x \mathrm{sq} x)(\mathrm{sq} x \mathrm{pq} y \operatorname{rq} y-\mathrm{sq} y \mathrm{pq} x \mathrm{rq} x) \\
& =\left(\mathrm{pq}^{2} y-\mathrm{pq}^{2} x\right) \mathrm{rq} x \mathrm{sq} x \mathrm{rq} y \mathrm{sq} y+\left(\mathrm{rq}^{2} y \mathrm{sq}^{2} x-\mathrm{rq}^{2} x \mathrm{sq}^{2} y\right) \mathrm{pq} x \mathrm{pq} y
\end{aligned}
$$

But the product $\mathrm{rq} z \mathrm{sq} z$ is $-\mathrm{pq}^{\prime} z$, and since $\mathrm{pq} z, \mathrm{rq} z, \mathrm{sq} z$ are the functions $\mathrm{fj}\left(z-\omega_{q}\right), \mathrm{gj}\left(z-\omega_{q}\right), \operatorname{lij}\left(z-\omega_{q}\right)$, we have

$$
\mathrm{rq}^{2} z=\mathrm{pq} \mathrm{q}^{2} z-e_{f g}, \quad \mathrm{sq}^{2} z=\mathrm{pq}^{2} z-e_{f \mathrm{l}},
$$

-503 rq ${ }^{2} y s q^{2} \cdot x-\mathrm{rq}^{2} x \mathrm{~s} q^{2} y=\left(e_{/ g}-e_{f h}\right)\left(\mathrm{pq}^{2} y-\mathrm{pq}^{2} x\right)$

$$
=-e_{g l}\left(\mathrm{pq}^{2} y-\mathrm{pq}^{2} x\right) .
$$

On the other hand,

$$
\mathrm{sq}^{\prime}{ }^{2} z=\left(\mathrm{sq}^{2} z+e_{j h}\right)\left(\mathrm{sq}^{2} z+e_{g h l}\right),
$$

whence
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$$
\begin{aligned}
\mathrm{s} \mathrm{q}^{2} x \mathrm{sq}^{\prime 2} y-\mathrm{sq}^{2} y \mathrm{sq}^{\prime 2} x & =\left(\mathrm{sq}^{2} y-\mathrm{sq}^{2} x\right)\left(\mathrm{sq}^{2} x \mathrm{sq}^{2} y-e_{/ h} e_{g h}\right) \\
& =\left(\mathrm{pq}^{2} y-\mathrm{pq}^{2} x\right)\left(\mathrm{sq}^{2} x \mathrm{sq}^{2} y-e_{/ h} e_{g h}\right),
\end{aligned}
$$

and removing the common factor throughout we have the required simplification. The steps involved in rationalizing the numerator are the same, but for the interchange of $\mathrm{rq} z$ and $\mathrm{sq} z$, and they are also the steps involved in rationalizing the denominator of $\mathrm{hg}(x-y)$. Thus
4.54. If $\mathrm{pq} z$ is any one of the four elementary functions coperiodic with gh $z$, if $\mathrm{s} \mathrm{q} z$ is the function copolar with $\mathrm{pq} z$ and coperiodic with $\mathrm{hj} z$, and if $\mathrm{r} \mathrm{q} z$ is the function copolar with $\mathrm{pq} z$ and coperiodic with $\mathrm{gj} z$, then

$$
\begin{aligned}
& \cdot 5 t_{1-2} \operatorname{gh}(x-y)=-\frac{f_{h}\left(e_{g h} \mathrm{pq} x\right.}{e_{f h} e_{g h}-\mathrm{pq}^{2} y-\mathrm{pq}^{\prime} x \mathrm{sq}^{2} y} \\
&=-\frac{f_{h}\left(\mathrm{pq}^{2} y\right)}{\left.e_{g h} x \mathrm{pq}^{2} x \mathrm{pq} y+e_{f g} e_{g h}\right)} .
\end{aligned}
$$

In terms of the one function $\mathrm{pq} z$ and its derivative,

$$
\begin{aligned}
4 \cdot 5^{\sigma_{1-2}} \operatorname{gh}(x-y)= & \frac{f_{h}\left(e_{g h} \mathrm{pq} x \mathrm{pq} y-\mathrm{pq}^{\prime} x \mathrm{pq}^{\prime} y\right)}{\mathrm{pq}^{2} x \mathrm{p}^{\prime} \mathrm{q}^{2} y-e_{f h}\left(\mathrm{pq}^{2} x+\mathrm{pq}^{2} y\right)+e_{f g} e_{f h}} \\
& =-\frac{f_{h}\left\{\mathrm{pq}^{2} x \mathrm{pq}^{2} y-e_{f g}\left(\mathrm{pq}^{2} x+\mathrm{pq}^{2} y\right)+e_{f g} e_{f h}\right\}}{e_{g h \mathrm{~h}} \mathrm{pq} x \mathrm{pq} y+\mathrm{pq}^{\prime} x \mathrm{pq}^{\prime} y} .
\end{aligned}
$$

The addition theorem for ghz is explicitly
$4 \cdot \pi 6_{1-2} \quad \operatorname{gh}(x+y)=-\frac{f_{h}\left(e_{g h} g g_{1} x \mathrm{gh}_{1} y+\mathrm{gh}^{\prime} x \mathrm{gh}^{\prime} y\right)}{e_{f h} e_{y / h}-\mathrm{jh}^{2} x \mathrm{jh}^{2} y}$

$$
=-\frac{f_{h}\left(\mathrm{fh}^{2} x \mathrm{fh}^{2} y+e_{/ l^{\prime}} e_{g h}\right)}{e_{g h} \operatorname{gh} x \mathrm{gh}^{2} y-\mathrm{gh}^{\prime} x \mathrm{gh}^{\prime} y},
$$

where if we wish to have no other function than gh $z$ we must substitute

$$
\mathrm{jh}^{2} x=\mathrm{gh}^{2} x-e_{f l}, \quad \mathrm{jh}^{2} y=\mathrm{gh}^{2} y-e_{f h}
$$

in the first fraction and

$$
\mathrm{fh}^{2} x=\mathrm{gh}^{2} x-e_{f g}, \quad \mathrm{fh}^{2} y=\mathrm{gh}^{2} y-e_{f g}
$$

in the second.
4.6. If we derive addition formulae for the functions other than the primitive functions directly from $\cdot \underline{2}$, the expressions which we find are unsymmetrical in appearance, since the functions $\mathrm{p} q z$ and $\mathrm{p} \mathrm{c}_{\mathrm{f}}\left(\omega_{s}-z\right)$ are essentially different if $\omega_{s}$ is not zero. If ris $z$ is the same function as $\mathrm{pq} z$, then $\mathrm{pq}\left(z-\omega_{s}\right)$ becomes the primitive function coperiodic with $\mathrm{pq} z$. We have for example
$4 \cdot 61$

$$
\mathrm{jf}(x+y)=\left(\mathrm{jf} x \mathrm{fj}^{\prime} y-\mathrm{fj} y \mathrm{jf}^{\prime} x\right) /\left(\mathrm{jf}^{2} x-\mathrm{fj}^{2} y\right)
$$

$4 \cdot 62$

$$
\operatorname{hg}(x+y)=\left(\operatorname{hg} x \mathrm{fj}^{\prime} y+\mathrm{fj} y \operatorname{hg}^{\prime} x\right) /\left(\operatorname{hg}^{2} x-\mathrm{fj}^{2} y\right)
$$

These formulae have the advantage of involving no constants, and they are casily converted into more symmetrical forms by direct algebra.

In this connexion we may notice the result of trying to avoid one of the two steps in Liouville's process for obtaining $\cdot \mathbf{2 4}$. We shall be able to infer ris $(x+y)$ directly from 22 if the interchange of $x$ and $y$ converts $\operatorname{rs}\left(2 \omega_{q}-x+y\right)$ into its negative; since

$$
\operatorname{rs}\left(2 \omega_{q}+x-y\right)=\operatorname{rs}\left\{4 \omega_{q}-\left(2 \omega_{q}-x+y\right)\right\}
$$

and $t \omega_{q}$ is either zero or a whole period, the requisite condition is that rs $z$ must be an odd function. In this case we have immediately
$4 \cdot 63 \quad \mathrm{rs}(x+y)=\frac{\mathrm{pq} x \mathrm{pq}^{\prime}\left(\omega_{s}-y\right)}{\mathrm{pq}^{2} x-\mathrm{pq}^{2}\left(\omega_{s}-y\right)}=\frac{\mathrm{pq} y \mathrm{pq}^{\prime}\left(\omega_{s}-x\right)}{\mathrm{pq}^{2}\left(\omega_{s}-x\right)-\mathrm{pq}^{2} y}$,
but algebraical manipulation is necessary to provide a common denominator unless $\omega_{s}$ is zero, that is, unless we are dealing with the primitive functions, which from this point of view also are seen as the simplest of the group.
$4 \cdot 7$. A peculiarly terse form of the addition theorem, derivable immediately from $\cdot 42_{2}$, is
$4 \cdot 7 \mathrm{I}_{1} \quad \operatorname{gj}(x+y)+\mathrm{hj}(x+y)=\frac{\operatorname{gj} x \operatorname{hj} y+\operatorname{gj} y \mathrm{hj} x}{\mathrm{fj} x+\mathrm{fj} y}$.
Addition of $2 \omega_{g}$ to $y$ gives
$4 \cdot 71_{2} \quad \operatorname{gj}(x+y)-\mathrm{hj}(x+y)=\frac{\mathrm{hj} x \operatorname{gj} y-\mathrm{hj} y \operatorname{gj} x}{\mathrm{fj} x-\mathrm{fj} y}$,
and therefore the whole mass of addition formulae is recoverable from $-71_{1}$ alone.

Results away from the origin are again more complicated:
$4 \cdot 72$

$$
\operatorname{gf}(x+y)+\operatorname{hf}(x+y)=\frac{g_{f} \operatorname{gf} x \operatorname{gf} y+h_{j} h \mathrm{hf} x \mathrm{hf} y}{\text { jf } x \mathrm{jf} y-g_{j} h_{j}}
$$

$4 \cdot 73 \mathrm{jf}(x+y)+\operatorname{gf}(x+y)=\frac{h_{f}\left(\mathrm{jf} x \operatorname{hf} y-g_{f} \mathrm{gf} x\right)\left(\mathrm{jf} y \operatorname{hf} x-g_{f} \mathrm{gf} y\right)}{\mathrm{jf}^{2} x \mathrm{jf} \mathrm{f}^{2} y-g^{2} h^{2}}$.

## THE NATURE OF THE PROBLEA OF INVERSION

i). 1. In a form which we have already found useful, the relation between the function $\mathrm{fj} z$ and its derivative is

$$
\left(\mathrm{fj}^{\prime} z\right)^{2}=\left(\mathrm{fj}^{2} z-f_{g}^{2}\right)\left(\mathrm{fj}^{2} z-f_{h}^{2}\right)
$$

In other words, if $w=\mathrm{fj} z$, then
5. 11

$$
(d u / d z)^{2}=R_{j}(w)
$$

where, in a notation which we shall retain,
-10:

$$
R_{j}\left(w^{\prime}\right)=\left(u^{2}-f_{!}^{2}\right)\left(u^{2}-f_{h}^{2}\right)
$$

Written as
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$$
\frac{d z}{d u}= \pm \frac{1}{\sqrt{R_{/}(w)}}
$$

- 11 can be integrated immediately, and we have
$\cdot 104$

$$
z= \pm \int_{\infty}^{\dddot{*}} \frac{d w}{\sqrt{R_{j}}(w)},
$$

where the path of integration in the $u$ plane is determined by the transformation $w=\mathrm{fj} z$ from some path in the $z$ plane from the origin to the point $z$. Also, near $z=0$ we have $w \sim 1 / z, d w / d z \sim-1 / z^{2}$, and therefore $d z / d u \sim-1 / u^{2}$; that is, if we make the radical in the integrand precise by requiring it to resemble $u^{2}$ towards infinity along the path of integration, and to be continuous along that path, we must prefix the minus sign or interehange the limits. 'Thus with no ambiguity, $\pi \cdot 12$. If $u=\mathrm{fj} z$, there is a path of integration in the $u$ plane such that along this path

$$
\int_{i}^{x} \frac{d u}{\sqrt{R}(u)}=z
$$

For a given value of $w$, the relation $w=f \mathrm{j} z$ is satisfied as we know he an infinity of values of $z$, and it follows from 12 that if the path of integration is arbitrary, the integral

$$
\int_{u}^{\infty} \frac{d u}{\sqrt{R_{f}(u)}}
$$

which, with the understanding that the radical resembles $u^{2}$ towards infinity along the path, we shall donote by $I_{f}(u)$, is susceptible of an
infinity of values: the aggregate of solutions of the equation $\mathrm{fj} z=u$ is contained in the aggregate of calues of the integral $I_{j}\left(w^{\prime}\right)$, but the identity of the two aggregates is not yet asserted.

Consider now the relation
$\cdot 105$

$$
I_{f}=\int_{u}^{\infty} \frac{d w}{\sqrt{R_{j}(w)}}
$$

where the path of integration is given and $w$ is a current point of that path. This relation implies
$\cdot 106$

$$
\frac{d I_{f}}{d w}=-\frac{1}{\sqrt{R_{j}\left(w^{\prime}\right)}}
$$

whence
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$$
\left(d w^{\prime} / d I_{f}\right)^{2}=R_{f}\left(u^{\prime}\right),
$$

and by hypothesis $d w / d I_{f}$ resembles - $u^{2}$ for large values of $u$. In other words, if $I_{j}$ has a given value, the corresponding value of $u$ is the value when $z=I_{f}$ of a solution $w(z)$ of the differential equation $\cdot 11$,

$$
(d w / d z)^{2}=R_{f}(w)
$$

which is such that $w$ is large and $d w / d z$ resembles $-u^{2}$ for small values of $z$.

If in $\cdot 11$ we write for a moment $w=1 / y$, this equation becomes
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$$
(d y / d z)^{2}=\left(1-f_{9}^{2} y^{2}\right)\left(1-f_{\hbar}^{2} y^{2}\right)
$$

This equation has two partieular solutions for which $y=0$ when $z=0$. The initial values of $d y / d z$ for these two solutions are 1 and -1 , and therefore the only solutions which vanish at the origin are one that is expansible near the origin by the power series

$$
z+a_{2} z^{2}+a_{3} z^{3}+\ldots
$$

and one $\dagger$ that is expansible near the origin by a power series

$$
-z+a_{2}^{\prime} z^{2}+a_{3}^{\prime} z^{3}+\ldots
$$

It follows that the only solutions of 11 which are large at the origin are one that is expressible near the origin in the form

$$
1 /\left(z+u_{2} z^{2}+\left(a_{3} z^{3}+\ldots\right)\right.
$$

and therefore, sinee $1 /\left(1+a_{2} z+a_{3} z^{2}+\ldots\right)$ can be converted into $1+b_{0} z+b_{1} z^{2}+\ldots$, in the form

$$
z^{-1}+b_{0}+b_{1} z+\ldots,
$$

[^15]and one that by the same argument is expressible near the origin in the form
$$
-z^{-1}+b_{0}^{\prime}+b_{1}^{\prime} z+\ldots
$$

For the first of these, but not for the second, $d w / d z$ resembles $-z^{-2}$ and therefore resembles $-u^{2}$ : the equation $\cdot 11$ possesses one and only one solution which is such that for small values of $z, w$ is large and $d w / d z$ resembles $-u^{2}$. Since $\mathrm{fj} z$ satisfies the equation and has these characteristic properties, the mique solution is identified as the known function $\mathrm{fj} z$, and it follows that if the relation $\cdot 105$ is satisfied, then $w=\mathrm{fj} I_{f}:$
$5 \cdot 13$. If $z$ is the value of the integral

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{ } R_{f}(w)}
$$

along any path, then $w=\mathrm{fj} z$.
Combining $\cdot 12$ and $\cdot 13$ we have a fundamental theorem:
$5 \cdot 14$. When the multiplicity of values due to a possible variation of path is takien into account, the relation

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{\left\{\left(u^{2}-f_{g}^{2}\right)\left(w^{2}-f_{n}^{2}\right)\right\}}}=z
$$

is equivalent to the relation $w=\mathrm{fj} z$, provided that the radical in the integrand resembles $u^{2}$ towards infinity along the path of integration.
$5 \cdot 2$. As special eases of $\cdot 12$ we have the three theorems collected in the following enunciation:
$5 \cdot 21$. There are curves in the $w$ plane, from 0 , from $f_{y}$, and from $f_{b}$, to infinity, such that if these are taken for the paths of integration, then

$$
\int_{0}^{\infty} \frac{d w}{\sqrt{ } R_{f}(w)}=\omega_{j}, \quad \int_{j_{0}}^{\infty} \frac{d w}{\sqrt{ } R_{f}(w)}=\omega_{g}, \quad \int_{j_{h}}^{\infty} \frac{d w}{\sqrt{ } R_{f}(w)}=\omega_{h},
$$

the radical in the integrand in each case resembling $u^{2}$ touards infinity along the path.

From $\cdot 14$ we have the more complete results:
5.22. The aggregates of values of the integrals

$$
\int_{0}^{\infty} \frac{d w}{\sqrt{R_{f}(w)}}, \quad \int_{j_{j}}^{\infty} \frac{d w}{\sqrt{ } R_{f}(w)}, \quad \int_{j_{n}}^{\infty} \frac{d w}{\sqrt{R_{f}(w)}},
$$

if the radical in each integral resembles $u^{2}$ touards infinity alony the path, are respectively

$$
\begin{aligned}
& \quad(2 m+1) \omega_{g}+(2 n+1) \omega_{h} \\
& (2 m+1) \omega_{g}+2 n \omega_{h} \quad \text { with } m+n \text { even } \\
& 2 m \omega_{g}+(2 n+1) \omega_{h} \quad \text { with } m+n \text { even. }
\end{aligned}
$$

The integral of $-1 / v R_{f}(w)$ along any path from $w$ to $\infty$ is the negative of the integral of $1 / \checkmark^{\prime} R_{f}(w)$ along the path from $-w$ to $\infty$ obtained by reflection in the origin. The aggregate of values of the integral from 0 to $\infty$ is therefore unaltered if the condition on the radical is reversed; in fact the aggregate $-(2 k+1) \omega_{g}-(2 l+1) \omega_{k}$ is converted into the aggregate $(2 m+1) \omega_{g}+(2 n+1) \omega_{n}$ by the substitution of $m, n$ for $-(k+1),-(l+1)$. More simply, in describing the aggregate of values of the integral from 0 to $\infty$ we may omit any specification of the radical. But in the integrals from $f_{g}$ and $f_{h}$ the specification of the radical is essential; the aggregate $-(2 k+1) \omega_{g}-2 l \omega_{h}$ is expressed in the form $(2 m+1) \omega_{g}+2 n \omega_{l}$ by the substitution of $m, n$ for $-(k+1),-l$, and if $k+l$ is even, $m+n$ is odd. That is, the aggregates $(2 m+1) \omega_{g}+2 n \omega_{h}$, $2 m \omega_{g}+(2 n+1) \omega_{h}$ with $m+n$ odd consist of the values of the integrals from $-f_{g},-f_{h}$ to $\infty$, with the radical subject to the familiar convention.

If $p$ and $q$ are whole numbers. $p \omega_{g}+q \omega_{h}$ is an integral of $1 / / R_{f}(x)$ from 0 to $\infty$ if $p$ and $q$ are both odd, from $f_{g}$ or $-f_{g}$ to $\infty$ if $p$ is odd and $q$ is even, from $f_{h}$ or $-f_{h}$ to $\infty$ if $p$ is even and $q$ is odd. If $p$ and $q$ are both even, $p \omega_{g}+q \omega_{h}$ is a typical pole of $\mathrm{fj} z$. Hence
$5 \cdot 23$. The aggregate of values of the integral of $1 / \sqrt{ } R_{f}\left(x^{\prime}\right)$ along a path which comes from and returns to infinity is $2 m \omega_{g}+2 n \omega_{h}$.
Reflection in the origin does not alter the nature of the path, and therefore no specification of the radical need be included.
$5 \cdot 3$. The relation $w=\mathrm{fj} z$ is a particular solution of the differential equation •11; the general solution is $w=\mathrm{fj}(\delta \pm z)$, and we have an elementary function again as a solution if the constant $\delta$ has one of the values $\omega_{p}, \omega_{g}, \omega_{h}$. If the equation is taken in the form $\cdot 103$, the general integral becomes

$$
z= \pm \int_{i}^{w \cdot} \frac{d w}{\sqrt{R_{j}(w)}},
$$

where in effect it is the fixed limit of integration that is the constant of integration of the differential equation; the integrand is unaltered.

With $\delta=\omega_{j}$, the elementary function involved is jf $z$, and since this function vanishes with $z$, the fixed limit of integration is zero. The
value of $\mathrm{jf}^{\prime} z$ at the origin is $-\int_{g} f_{h}$, and the value of the radical to be selected at any point of the path of integration is determined if the initial value is selected. For an integration from zero it seems natural to take the factors of $R_{j}(w)$ in the form $f_{v}^{2}-w^{2}, f_{h}^{2}-w^{2}$. We need not repeat the details of the argument developed at length for the function $w=\mathrm{fj} z ;$ no transformation of the dependent variable in the equation - 11 is now necessary:
$5 \cdot 31$. If the value of the radical involverl is $f_{g} f_{h}$ at the origin, the relation

$$
\int_{0}^{w} \frac{d w}{\sqrt{\left\{\left(f_{y}^{2}-w^{2}\right)\left(f_{h}^{2}-w^{2}\right)\right\}}}=z
$$

is equivalent to the relation

$$
w=-\mathrm{jf} z
$$

As a matter of elementary calculus we can convert the integral in one of the theorems $\cdot 14, \cdot 31$ into the integral in the other by substituting $f_{g} f_{h} / w$ for $w$ :
5.32. If $w_{1} w_{2}=f_{g} f_{h}$, then

$$
\int_{0}^{w_{1}} \frac{d w}{\sqrt{\left\{\left(f_{g}^{2}-w^{2}\right)\left(f_{\bar{L}}^{2}-w^{2}\right)\right\}}}=\int_{w_{2}}^{\infty} \frac{d w}{\sqrt{\left\{\left(w^{2}-f_{\bar{j}}^{2}\right)\left(w^{2}-f_{h}^{2}\right)\right\}}} .
$$

In virtue of $\cdot 14$ and $\cdot 31$, the functional theorem

$$
\text { jf } z \mathrm{fj} z=-f_{g} f_{h}
$$

is fundamentally this relation between integrals expressed in a different language.

With the function $\mathrm{fj}\left(\omega_{g}-z\right)$, which is $-\lg z$, the fixed limit of integration is $f_{g}$, and the point $f_{g}$ in the $w$ plane is a branchpoint of the radical in the integrand. We have therefore no means of speeifying the radieal by a universal rule applicable to an arbitrary path from $f_{g}$, though we must necessarily specify it in some particular way along any proposed path before the integral can have a meaning. With a chosen path in the $z$ plane from 0 to $z$, and the eorresponding path in the $w$ plane determined by the transformation $w=-\mathrm{hg} z$, the value of $d z / d w$ along the $w$ path is either $l^{\prime}, R_{f}(w)$ or $-1 / \sqrt{\prime} R_{f}(w)$, supposing $\checkmark R_{,}(w)$ to be a value of the radical specified for the path. Hence if $J$ $s$ the value of the integral

$$
\int_{f_{0}}^{w} \frac{d w}{\sqrt{ } R_{f}(w)},
$$

$z$ has one of the two values $\pm J$, or in other words, J has one of the two values $\pm z$. Since $\operatorname{hg}(-z)=\operatorname{hg} z$, we have $w=-\mathrm{hg} . J$ in either case:
5.33. If $w=-\lg z$, there is a puth of integration such that for an appropriate selection of the radical.

$$
\int_{f_{g}}^{w} \frac{d w}{\sqrt{R_{j}}(w)}=z
$$

At first glance, the deferred selection of the radical is a restriction on the possibility of discovering a path, but this is not really true.


Fig. 19.
With a selected radical, let $J$ be the value of the integral along a path from $f_{g}$ to $w$, and let $p$ be a point of the path such that the arc $f_{g} p$ is simple. Let $\gamma$ be a circuit through $p$ which surrounds the point $f_{g}$ and the whole of the are $f_{g} p$, but has none of the points $-f_{g}$, $\pm f_{h}$ in its interior. Let $q$ be a point of the are $f_{g} p$ so near to $f_{g}$ that the circle $\delta$ through $q$ with $f_{g}$ for centre is entirely inside the region surrounded by $\gamma$. Then the arc $q p$ and the cireuit $\gamma$ form with the circle $\delta$ and the are $q p$ the complete boundary of a region throughout which $1 / \sqrt{\prime} R_{f}(w)$ is regular. It follows that the integral of $1 /{ }^{\prime} R_{/}(w)$ has the same value $K$ along the path $f_{g} q p+\gamma+p w$ as along the path $f_{g} q+\delta+q p w$, if the integrand has the same values along the initial are $f_{g} q$ in the two cases. On the second path, the value of the radical at $q$ is changed into its negative by the description of the circle $\delta$, and therefore the value of the integrand at every point of the path $q p w$ in this seeond integral is the negative of the value at that point in the original integral along the path $f_{g} q p w$ : the contribution of the path $q p w$ to the value $K$ is
the negative of the contribution of the same path to the value $J$. Hence

$$
K-\left(\int_{j_{0}}^{q}+\int_{\delta}\right)-\frac{d u}{\sqrt{n}} R_{f}(u)=-\left\{J-\int_{j_{0}}^{q} \frac{d u}{\sqrt{R_{j}}(u)}\right\}
$$

that is to say, $k=-J+L$ where
$\cdot 30 \cdot 2$

$$
L=\left(\because \int_{f_{0}}^{u}+\int_{\delta}\right) \frac{d w}{\sqrt{R_{f}}(u)} .
$$

Now $K$. as defined by means of the circuit $\gamma$, is independent of $q$, as also is $J$. Hence $L$ is in fact independent of the position of $q$ on the are $f_{g} p$, and can be evaluated as the limit when $q$ tends to $f_{g}$. The substitution $w-f_{!}=t^{2}$ renders the integrand finite while the transformed paths still tend to disappear. Hence $L=0$ and $K=-J$.
5.34. If there is a path from $f_{v}$ to $w$ along which the integral

$$
\int_{f_{g}}^{w} \frac{d w}{\sqrt{*} R_{j}\left(w^{\prime}\right)}
$$

has a value $z$, there is also a path from $f_{g}$ to $u$, coincident with the first from $f_{g}$ to a point $p$ distinct from $f_{g}$, along which the integral has the value $-z$, although the radical in the integrand has the same value in the two integrals at any point of the common arc $f_{g} p$.

Once a second path has been found, it can be deformed ont of all obvious relationship to the first.

It is now elear that not only is it impossible to discriminate naturally between the two values of the radical $\backslash R_{f}(u)$ in the neighbourhood of the point $f_{g}$, but no artificial diserimination would restrict the values which the integral from $f_{!g}$ to a variable point $w$ can assume. In associating the function $\operatorname{lng} z$ with an integral it is in fact unnecessary to pay any attention to the ambiguity of the radical involved. This difference between $h g z$ and $\mathrm{fj} z$ or $\mathrm{jf} z$ is seen equally well from the standpoint of the differential equation

$$
(d u v / d z)^{2}=\left(w^{2}-f_{g}^{2}\right)\left(u^{2}-f_{h}^{2}\right)
$$

As an equation of the first order this equation has only a finite mumber of solutions with a given initial value of $u$; the number depends entirely on the number of initial values of $d w / d z$ available. and if ambignity
disappears from the first derivative, it is not in any sense transmitted to a derivative of higher order. We have in fact from - 303

$$
d^{2} w / d z^{2}=2 u^{3}-\left(f_{b}^{2}+f_{h}^{2}\right) u
$$

an equation which has one and only one solution with given initial values of $u$ and $d u / d z$; this solution of $\cdot 304$ is a solution of $\cdot 303$ if and only if the initial values of $w$ and $d w / d z$ satisfy $\cdot 303$. If the initial value of $u$ is $f_{g}$, the initial value of $d u / d z$, to satisfy $\cdot 303$, is necessarily zero. Thus there is one and only one solution of $\cdot 303$ with initial value $f_{g}$, and this unique solution we know to be $w=-\operatorname{hg} z$ :

$$
5 \cdot 35 . \text { If } \quad \int_{f_{g}}^{w} \frac{d w}{\sqrt{R_{f}(u)}}=z
$$

then $u=-\operatorname{hg} z$, whichever choice is made of the radical in the integrand.
Combining 35 with 33 we have
$5 \cdot 36$. If no restriction is placed on the path of integration, the relation

$$
\int_{f_{g}}^{w} \frac{d w}{\sqrt{\left\{\left(w^{2}-f_{g}^{2}\right)\left(w^{2}-f_{h}^{2}\right)\right\}}}=z
$$

is equivalent to the relation $w=-\operatorname{hg} z$.
Formally this theorem does not include $\cdot 34$, but $\cdot 34$ is certainly essential to a real grasp of 36 .
$5 \cdot 4$. The theory of elliptic functions had its origin in problems of integration. Legendre made an exhaustive study of integrals involving the square root of a polynomial of the fourth degree, and in particular of the integral

$$
\int_{0}^{x} \frac{d x}{\left.\sqrt{x}\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}
$$

and integrals closely allied to it, $k$ being for him a real parameter between 0 and 1. Making in 31 the substitution $u=f_{g} x$, we have the direct relation between an elliptic function and an integral of Legendre's standard form:

5-41. The relation

$$
u=\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-d^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}}
$$

is equivalent to the relation

$$
f_{y} x=-\mathrm{jf}\left(u / f_{h}\right)
$$

if $k=f_{g} / f_{h}$ and if the ralue of the radical in the integrand is 1 at the origin. Or, since

$$
\int_{0}^{5} \sqrt{ } \frac{d x}{\left\{\left(1-x^{2}\right)\left(1-k^{2} \cdot x^{2}\right)\right\}}=\int_{1 / x}^{\infty} \sqrt{ }\left\{\left(x^{2}-1\right)\left(x^{2}-k^{2}\right)\right\}^{\prime}
$$

we may connect Legendre's integral with the function which we have treated as fundamental:
$5 \cdot 42$. The relation

$$
u=\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}}
$$

is equivalent to the relation

$$
f_{h} / x=\mathrm{fj}\left(u / f_{h}\right)
$$

if $k=f_{g} / f_{h}$ and if the ralue of the radical in the integrand at the origin is 1 .
Historically the elliptic functions were diseovered when Legendre's relation
-402

$$
u=\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}}
$$

was taken to express $x$ as a function of $u$, and it follows from $\cdot 14$ that the elementary functions which we have studied could in a sense be defined by the inversion of the integrals, whatever the values of $f_{g}$ and $f_{h}$. Whether the fundamental integral is taken in the symmetrical form which appears in 14 or in the form standardized by Legendre is not a matter of prineiple.

But it is to be observed that in the relation
$\cdot 403$

$$
\int_{w}^{\infty} \sqrt{d\left\{\left(w^{2}-f_{0}^{2}\right)\left(w^{2}-f_{h}^{2}\right)\right\}}=z
$$

the constants $f_{y}, f_{h}$ are already derived from the function $\mathrm{fj} z:$ they are the numbers $\mathrm{fj} \omega_{j}, \mathrm{fj} \omega_{h}$. The whole of the theory which identifies the integral relation 403 with the functional relation $w=\mathrm{fj} z$ rests on the particular association of the numbers $f_{t i}, f_{l}$ with the function $\mathrm{fj} z$. It follows that unless the function $\mathrm{f}^{\prime} \mathrm{j} \boldsymbol{z}$ is already known, the integral in $\cdot 403$ is itself unrecognizable and definition by means of this integral
means nothing. In other words, although we are justified by 14 in asserting that there exists an integral of the form

$$
\int_{u}^{\infty} \sqrt{\sqrt{ }\left\{\left(u^{2}-b^{2}\right)\left(u^{2}-c^{2}\right)\right\}}
$$

by means of which the function $\mathrm{fj} z$ could be defined, in order to identify the necessary integral we must know the constants $\mathrm{fj} \omega_{g}, \mathrm{fj} \omega_{h}$.

In fact, if we are to use the relation
$\cdot 404$

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{\left\{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}}}=z
$$

as the fundamental relation between $w$ and $z$ or specifically as a definition of $w$ as a function of $z$, we must regard the constants $b, c$ as given parameters, leaving the parts which they play in the theory of the function $u(z)$ to be discovered; we can not assign these parts in advance while professing ignorance of the nature of the function. Whether we think of 402 with Legendre as defining $u$ as a function of $x$ or with Jacobi as defining $x$ as a function of $u$, we think of $k$ in the first instance as an arbitrary eonstant, not as a parameter whose value is determined by a part played in a theory already developed. Even if the functions obtained by inversion of the integrals are the elliptic functions with which we are already acquainted, their discovery from the integrals is not just a formal alternative to their definition in terms of a lattice. The problem of the inversion of the elliptie integral requires the determination of the lattice if it exists, not merely a proof of its existence.

However approached, the problem of inversion presents difficulties of a higher order than those of sheer manipulation. Nevertheless, it should be explained, if not solved, in any account of elliptic functions, not so much for its historical interest as for its practical importance. It is the integrals to whieh the knowledge of the functions was due which operate to bring the functions into many branches of analysis and geometry, to say nothing of applied mathematies, and we cut away from the theory of elliptic functions all its applications if we can not pass from integral to function.
5.5. For the standard form of the integral to be considered we shall use

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{ } R(w)}
$$

where

$$
R\left(w^{\prime}\right)=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)
$$

and it is understood that the radical resembles $u^{2}$ towards infinity along the path of integration. To emphasize that an integral, either directly or inversely, is the hasis of discussion, we shall denote the integral by $I$. We have then a relation between $I$ and $u$ expressed initially in the form

$$
I \equiv I(w)=\int_{i}^{\infty} \frac{d w}{\sqrt{R(w)}}
$$

and the problem with which we are concerned is the nature of the function $\left.m^{( } I\right)$ defined by this relation if $I$ is taken as the independent variable.

There are two ways of attempting to identify the function $w(I)$ with a function fj $I$. We may look for a suitable lattice without considering the function $u(I)$ itself, or we may investigate the properties of the function $w(I)$ with a view to establishing that $w(I)$ must be an elliptic function. In the first method, the argument is to be concluded by an appeal to $\cdot 14$, a suitable lattice meaning indeed a lattice which renders -I4 applicable to the integral. In the second method, we anticipate that the proof that the function has the essential property of periodicity involves a determination of periods.

The first method involves the solution, which for practical purposes must be explicit, of the pair of equations
$\therefore \sigma_{0} \cdot 2 \mathrm{fj}\left(\omega_{g}:-\omega_{g}-\omega_{k}, \omega_{!g}, \omega_{k}\right)=b, \quad \mathrm{fj}\left(\omega_{k} ;-\omega_{g}-\omega_{k}, \omega_{g}, \omega_{k}\right)=c$.
or rather, since it is $b^{2}, c^{2}$ that are given, of the pair of equations
$\cdot 503 \mathrm{fj}^{2}\left(\omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{k}\right)=b^{2}, \quad \mathrm{fj}^{2}\left(\omega_{h} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)=c^{2}$,
as simultaneous equations in $\omega_{g}$ and $\omega_{h}$. Supposing $\omega_{g}$, $\omega_{h}$ to be the pair of halfperiods from which the function is constructed, we have from the definition of $\rho, z$,
$.504 \quad$ Fowf

$$
=\frac{1}{\left(\omega_{g}+\omega_{h}\right)^{2}}+\sum_{m, n}^{\prime}\left\{\begin{array}{c}
1 \\
\left\{(2 m+1) \omega_{g}+(2 n+1) \omega_{h}\right\}^{2}-
\end{array} \frac{1}{\left\{2 m \omega_{g}+2 n \omega_{h}\right)^{2}}\right\}
$$

- 0.5 юぃ!
$.506 \quad 5.0 \omega_{h}$

$$
=\frac{1}{\omega_{h}^{2}}+\sum_{m, n}^{\prime}\left\{\begin{array}{c}
1 \\
\left\{2 m \omega_{u}+(2 n+1) \omega_{h} 1^{2}\right.
\end{array} \frac{1}{\left(2 m \omega_{t \prime}+2 m \omega_{h}\right)^{2}}\right\},
$$

and therefore the equations -503 are explicitly

where the term for which $m=0, n=0$ is now included in the summation.

There is nothing in the form of $\cdot 507-508$ to suggest that a solution is always possible. The functions $f_{g}, f_{h}$ are homogeneous functions of $\omega_{g}$ and $\omega_{k}$, and the equation
.509

$$
\frac{\mathrm{fj}\left(\omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)}{\mathrm{fj}\left(\omega_{h} ;-\omega_{g}-\omega_{h}, \omega_{i g}, \omega_{h}\right)}=\frac{b}{c}
$$

is an equation in the single variable $\omega_{g} / \omega_{h}$. If $\omega_{g}$, $\omega_{h}$ are any two values satisfying $\cdot 509$, and if

$$
\lambda=b^{-1} \mathrm{f} \mathbf{j}\left(\omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right),
$$

then $\lambda \omega_{g}, \lambda \omega_{h}$ satisfy $f_{g}=b, f_{h}=c$. Thus, functionally speaking, the distinction between the pair of equations $\cdot 507-508$ and the one equation 509 is trivial. But again it can not be said that from the form of the two series in $\cdot 507-508$ their ratio is obviously susceptible of an arbitrary value; the result is true, but it is in establishing it that the difficulty of this attack on the inversion problem lies.

It may seem at first glance that the solution of the pair of equations $f_{g}=b, f_{h}=c$ is implicit in $\cdot 21$ or $\cdot 22$. The integrals $I(b), I(c)$, that is,
determine, not indeed two definite numbers, if the paths of integration are unspecified, but two definite aggregates. Does not the existence of these aggregates prove the existence of a lattice, and is not the detection of a primitive pair of periods a problem likely to demand only some quite elementary technique? On this question the first comment to be made is that we have not proved, except in the case in which $b, c$ are derived from a lattice, that the aggregates of values of the integrals $I(b), I(c)$ are connected in any simple way with a lattice; the direct investigation of the multiplicity of vahues of these integrals is as much part of the process now proposed for the solution of the problem of inversion as it is part of the process which depends entirely on the
study of the integral $I(w)$. But this is no point of principle; the difficulty comes later. Suppose that we have found particular values $\beta, \gamma$ of the two integrals $I(b), I(c)$ which we are satisfied form a primitive pair in relation to the aggregates of values. We can form a function $\mathrm{f} \mathrm{j}(z ;-\beta-\gamma, \beta, \gamma)$ on the lattice determined by $\beta$ and $\gamma$, and this function has determinate values $f_{\beta}$. $f_{\gamma}$ for the values $\beta, \gamma$ of $z$. Have we any reason to assert that $f_{\beta}$. $f_{\gamma}$ are equal to the constants $b, c$ ? We can not hope to answer this question by inserting $\beta, \gamma$ as values of $\omega_{g}$, $\omega_{h}$ into the series in $507-508$. The alternative is to appeal to the relation between $\beta, \gamma$ and $f_{\beta}, f_{\gamma}$ in the form $\cdot 21$ : There are paths of integration from $f_{\beta}, f_{\gamma}$ to $\infty$ on the one hand and from $b, c$ to $\infty$ on the other hand such that

$$
\left.\int_{\delta_{\beta}}^{\infty} \frac{d w}{\sqrt{ }\left\{\left(u^{2}-f_{\beta}^{2}\right)\left(u^{2}-f_{\gamma}^{2}\right)\right\}}=\int_{b}^{\infty} \sqrt{ } \sqrt{\{ }\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}^{\prime}
$$

.511

$$
\int_{j_{\gamma}}^{\infty} \frac{d u}{\left.\sqrt{2}\left(u^{2}-f_{\beta}^{2}\right)\left(u^{2}-f_{\gamma}^{2}\right)\right\}}=\int_{c}^{\infty} \sqrt{\left.\sqrt{2}\left(u u^{2}-b^{2}\right)\left(u^{2}-c^{2}\right)\right\}^{2}} .
$$

Unless we can prove that these conditions alone are sufficient to identify $\int_{\beta}, \int_{\gamma}$ with $b, c$, the theorem which directs us to the only lattices in which $b, c$ could play the required parts supplies us with no reason for concluding that $b, c$ actually play these parts.

It is the second method of attacking the inversion problem, namely, the study of the functional character of the relation defined by the integral, that we shall pursue. Although we have proved the identity of the functional relation $w=\mathrm{fj} z$ with the integral relation

$$
\int_{w}^{\infty} \frac{d u}{\sqrt{ } R_{j}(u)}=z,
$$

we have sad nothing to explain it, that is, to show how the form of the integrand imposes on the aggregate of values of which the integral becomes susceptible when the path is arbitrary a quality corresponding to double periorlicity in the inverse limetion. Without this explanation, - It remains mintelligible, and with it. since the origin of the constants $f_{y,}, f_{h}$ is inrelevant for the purpose and we can deal throughout with the integral $I(x)$, we are taking one step towards the solution of the larger problem along the proposed lines.

To avoid misapprehension, it should be said as clearly as possible that there is no difficulty intrinsic in the notion of inverting an integral
to provide a function. On the contrary, a functional relation between two variables, whatever its formal expression, can not be one-sided. 'I'o say that the relation
.512

$$
I=\int_{u}^{\infty} d u
$$

can be regarded as defining $w$ as a function of $I$ is logically a platitude, if mathematically it was a revolutionary discovery. We can go farther: this relation, from its form, implies the existence of $d I / d w$, and therefore the existence, except possibly at certain discoverable points in the $w$ plane, of $d w / d I$; we can safely say that $w$ is, generally speaking. regular in the sense that if $u_{0}$ corresponds to $I_{0}$, then $w-w_{0}$ is expressible for sufficiently small values of $I-I_{0}$ as a power series in $I-I_{0}$. To put the matter differently, $\cdot 512$ is equivalent to

$$
d w / d I=I^{\prime} R(w)
$$

or in rational form to
$\cdot 513$

$$
(d w / d I)^{2}=R(w)
$$

coupled with boundary conditions, and the existence of solutions of differential equations is guaranteed by a mass of general theory.

It is true that integrals in a complex plane require paths of integration for their precise determination, but this is not a potential complication of the function $u(I)$. To suppose the path in 512 arbitrary is to admit that to an assigned value of $w$ corresponds an aggregate of possible values of $I$, but this remark, read in the reverse direction, says only that the function $w(I)$ may have a common value for a number of distinct values of the argument $I$.

After this digression the fundamental difficulty in the study of the inverted integral will not be misunderstood. Although we can define $u(I)$ by $\cdot 512$, this formula gives us no clue to the range of values of $I$ for which the function $w(I)$ exists. In the construction of the Weicrstrassian function $\rho z$ and of the functions which we have deffned in terms of $\rho z$, an arbitrary value can be given to $z$; the functions exist over the whole of the $z$ plane. But there is nothing whatever in the form of the relation 512 to justify us in taking for granted that if we equate the integral $I$ to an arbitrary complex number, there necessarily exist a limit and a path from which the integral acquires the assigned value; the domain of existence of the function $u(I)$ defined by 512 may well fall short of the complete $I$ plane, and there is no obvious means of finding the extent of this domain of existence. We are no
better off if we replace the integral by a differential equation. The function $u(I)$ is a particular solution of the equation $\cdot 513$, identified by its character near the origin. All that we learn from the theory of differential equations is that there is some circle round the origin throughout which this function exists, and that if the function can be continued analytically across the circumference of this circle it does not cease to satisfy the equation. If the continuation is held up by a line of singularities, the particular solution with which we are concerned exists only in a restricted domain: there are values of $I$ which ean not serve as arguments to the function $w(I)$.

Here is the drawback to the classical use $\dagger$ of the integral as the basis of the theory. We can prove by elementary methods that the function $u(I)$ is regular where it exists and that it is doubly periodic where it exists. But these properties are entirely consistent with the possibility that the domain throughout which the function exists is some complicated pattern of perforated shreds and patches, and to dispose of this possibility is a mathematical problem sufficiently serious to be deferred as long as progress is made without its solution. Only, as we have said, however much we learn about elliptic functions before solving the problem of inversion, we can not learn when and how to use them.
$5 \cdot 6$. The course of the next three chapters follows the account we have given of the problem to be investigated. In Chapter VI we examine the dependence of the integral $I(w)$ on the path of integration, and deduce that the function $w(I)$ is donbly periodic. In Chapter VII we prove first that any point near which a branch of the function exists is either an ordinary point or a pole of that branch, and next that there are no finite values of $I$ near which the function does not exist; we infer that $u(I)$ is meromorphic. Of the existence theorem, which as we have explained is at the heart of the problem of inversion, two proofs are given. The first proof derives $u(I)$ from $I(u)$ and depends on propositions in the theory of aggregates; these propositions are assmmed to be known. As an appendix to this proof an argument is given in which the

[^16]multiplicative axiom is used, for this is the argument which is most easily invented; the axiom may be invalid, but its use supplies the clue to the construction of the proof which dispenses with it. The second proof of the existence theorem takes $w(I)$ as a particular solution of a differential equation and shows that there ean be no upper limit to the radius of the eircle round the origin within which this solution is a meromorphic function of $I$. This proof depends on analytical formulae peculiar to the function under consideration; one feels that it is artifieial, that no recollection of it is likely to be helpful in any problem except the one for which it was invented, but undeniably it is the easier of the two proofs to understand, if the harder to reconstruct. In Chapter VIII the various threads are gathered together, and the solution of the inversion problem is complete.

## THE AGGREGATE OF VALUES OF AN ELLIPTTC INTEGRAL

$6 \cdot 1$. The subjeet of this chapter is the integral

$$
I(w) \equiv \int_{u}^{\infty} \frac{d w}{\sqrt{v}(u)},
$$

where $R(x)$ denotes $\left(x^{2}-b^{2}\right)\left(u^{2}-c^{2}\right)$ and the radical is a continuous function asymptotic to $u^{2}$ towards the end of the path of integration. For a given value of $u$ the value of the integral depends to some extent on the path of integration, and it is the nature of this dependence that we are to investigate. If $I_{1}\left(u_{*}\right), I_{2}\left(u_{*}\right)$ are different values of the integral, corresponding to different paths from the same point $u_{*}$ to $\infty$, then when we look at the relation between $I$ and $u$ from the other side, $I_{1}$ and $I_{2}$ are different arguments for which the function $w(I)$ has the same value $u_{*}$.

The integral $I(u)$ is elementary if $b$ or $c$ is zero, or if $b^{2}=c^{2}$; we therefore assume that none of these conditions is satisfied, that is, that in the $w$ plane the four points $b, c,-b,-c$ are all distinct.

We find that discussion of the multiplicity of values of $I(w)$ for an arbitrary value of $w$ can be made to depend on evaluation of the integral along a path which comes from and returns to infinity; we first find a canonical shape into which such a path can be deformed without alteration in the value of the integral, and we then evaluate the integral in terms of the neressary constants, which are only two in number. Returning to the integral $I(x)$. we describe the aggregate of values of the integral assoriated with one and the same lower limit $w$ by means of these constants, which are themselves values of $I(b)$ and $I(r)$ and which we now find to be quarteperiods of the inverse function $u(l)$. In the last section of the chapter we prove that the ratio of a value of $I(b)$ to a value of $I(c)$ can mot be real.

The integral $I(x)$ is regular at infinity and the branchpoints $b, c$, $-b,-c$ of,$R_{( }(r)$ are its only singularities. We assume thronghout that mo path of integration passes through a bramohpoint. This assmmption is wanted not to keep our integrals finite but to keep them
umambiguous. Near $b$, for example, $R(w)$ resembles a multiple of $u-b$; the integrals

$$
\int_{u_{1}}^{w_{2}} \frac{d u}{\sqrt{(w-b)}}, \int_{u_{1}}^{w_{3}} \frac{d w}{\sqrt{(w(w)}}
$$

remain significant and finite if one of the limits tends to $b$, and there is no reason why $b$ should not be inserted as a limit. But if we have a path of integration $w_{1} b w_{2}$, each value of $\sqrt{ } R\left(u^{\prime}\right)$ tends to zero as $w$ tends to $b$ in any way, and it is not possible to specify the function to be integrated along bee, by saying that it is contimuous at $b$ with the fumetion integrated along $u_{1} b$. If a path passes through branchpoints, the integrand requires a separate specification on each section of the path, and this is a complication seldom worth incurring.
$6 \cdot 2$. If $p, q$ are points on a path of integration, the are between $p$ and $q$ can be replaced by another are joining these points if the two ares together form the boundary of a simply connected region which includes no singularities of the integrand. Hence the relation between the integrals $I_{1}\left(u^{\prime}\right), I_{2}\left(u^{\prime}\right)$ from the same point $u^{\prime}$ to $\infty$ along two different paths $H_{1}, W_{2}$ is bound up with topographical relations between the two paths $H_{1}, H_{2}^{\sigma}$ and the four points $b, c,-b,-c$.

A preliminary reduction of the analytical problem simplifies the topographical problem. The two paths $W_{1}, W_{2}$ together form a path $S$ which comes from and returns to infinity. Let $\phi\left(u^{\prime}\right)$ denote temporarily the function such that $\{\phi(u)\}^{2}=R(w)$, that $\phi(w) \sim u^{2}$ towards infinity along $W_{1}$, and that $\phi(w)$ is a continuous function of $w$ along $S$; since $W_{1}$ and $W_{2}$ a void the branchpoints, so also does $S$, and $\phi(w)$ has a definite value at each point of $S$. Integrating along $S$ in the same direction as along $H_{1}$, we have
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$$
\int_{S} \frac{d u}{\phi\left(u^{\prime}\right)}=\int_{V_{1}} \frac{d u}{\phi\left(u^{\prime}\right)}-\int_{W_{2}^{\prime}} \frac{d u^{\prime}}{\phi\left(u^{\prime}\right)},
$$

since the direction of integration along $W_{2}$ is opposite to the direction of integration along $S$. Now the integral along $\mathbb{W}_{1}$ in $\because 01$ is $I_{1}(u)$ as already defined. But whether $\phi(w)$, which resembles $u^{2}$ towards one end of $S$, resembles $w^{2}$ or resembles $-u^{2}$ towards the other end of $S$, depends on topographical relations of $S$ to the branchpoints; in the former case the integral along $W_{2}$ in $\cdot 201$ is $I_{2}\left(w^{\prime}\right)$, but in the latter $I_{2}\left(w^{c}\right)$ is the integral along $W_{2}$ of $-\phi\left(w^{\prime}\right)$ and the last integral in $\cdot 201$ is $-I_{2}\left(w^{\prime}\right)$. Thus defining $J_{S}$ as

$$
\int_{S} \frac{d w}{\phi(u)},
$$

we have $J_{s}$ equal in the one case to $I_{1}\left(x^{\cdot}\right)-I_{2}\left(u^{\prime}\right)$, in the other case to $I_{1}(u)+I_{2}(u)$. In other words
6.21. If the paths $\boldsymbol{W}_{1}, W_{2}^{\gamma}$ together form " puth $S$, and if the radical $\sqrt{ } R\left(u^{c}\right)$ is the same along the part of $s$ which coincides with $W_{1}$ as along $W_{1}$, then if $J_{s}$ is the integral of $1 / \sqrt{\prime} R(u)$ ulong $S$, the integral $I_{2}(w)$ is equal to $I_{1}\left(w^{u}\right)-J_{s}$ or to $J_{s}-I_{1}\left(u^{\prime}\right)$ according us variation of $w$ along $S$ from one end to the other restores or reverses the asymptotic resemblance of $\checkmark \mathbb{L}(w)$ to $u^{2}$.

This theorem reduces the discussion of the multiplicity of values of $I(u$ ) at the accessible point $w$ to the discussion of the variation of $\checkmark R(u \cdot)$ and the integration of $1 / \sqrt{ } /\left(w^{\prime}\right)$ along a path which comes from and returns to infinity, and our next task is to express suitably the topographical relations of such a path to the four branchpoints; as we accomplish this, we can see that the evaluation of the integral $J_{S}$ will follow naturally.
6.3. To describe the relevant topographical relations between the four fixed points $b, c,-b,-c$ and a variable path $S$ which comes from and returns to infinity, we suppose paths $B, C, B^{\prime}, C^{\prime}$ to be drawn to infinity from the four points; the four fixed paths are subject to the conditions that $B^{\prime}, C^{\prime}$ are the reflections of $B, C$ in the origin, that
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none of the paths have multiple points. that no two of them have any points in common, and that any sufficiently large circle with its centre at the origin cuts each path in only one point. These paths are drawn once for all, and we call them the critical paths.

There is no difficulty in finding a set of critical paths. If the points $b, c$ are not in line with the origin, that is. if $b / c$ is not real, we may take for $B, C$ the half-lines which prolong heyond $b, c$ the radii to these points from the origin. In the excepted case, if $b$ is the more distant of the points $b, c$ from the origin, we may take $B$ as before; $C$ can not now lie along the line joining the origin to $c$, but may be any half-line from $c$ which does not lie along this line. Half-line paths are geometrically the simplest, lut it is not at all necessary that the critical paths
should be of this form and to stipulate half-line paths is to invest with significance details that are aceidental.

The purpose of introducing a circle round the origin is easily seen. If $|w|>\max (|b|,|c|)$, the product of the binomial series representing the values of the two square roots

$$
\left(1-\frac{b^{2}}{u^{2}}\right)^{-\frac{1}{2}}, \quad\left(1-\frac{c^{2}}{u^{2}}\right)^{-\frac{1}{2}}
$$

which tend to 1 as $w \rightarrow \infty$ is a convergent series

$$
1+\frac{u_{1}}{u^{2}}+\frac{u_{2}}{w^{4}}+\ldots
$$

and at any point the integrand $1 / \mathcal{L} R(u)$ has one of the two values $A(w),-A(w)$, where
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$$
A(w)=\frac{1}{u^{2}}\left(1+\frac{u_{1}}{u^{2}}+\frac{u_{2}}{w^{1}}+\cdots\right)
$$

The two functions $A(w),-A(w)$ are distinct functions throughout the region of convergence of the series in the definition of $A(w)$, and the integrand is specified umambiguously if it is identified with one of these two functions. To say that on a path to infinity the radical $\checkmark^{\prime} R(w)$ is ultimately to resemble $u^{2}$, or to write $\backslash R(w) \sim u^{2}$, is only a way of expressing that beyond the last intersection of the path with the circle $|w|=\max (|b|,|c|)$ the function denoted by $\checkmark^{\prime} R(w)$ is $1 / A(w)$. Outside the circle of convergence we can identify $\checkmark^{\prime} R(u)$ with one or other of the functions $1 / A(w),-1 / A(w)$ at an isolated point or along a path which does not extend to infinity; only the assertion of identity can not then be expressed in the form $\vee R(w) \sim w^{2}$ or $\sqrt{ } R(w) \sim-w^{2}$ without violence to the strict use of the asymptotic symbol. If a path crosses into the circle $|w|=\max \left(|b|,{ }^{\prime} c \mid\right)$ from outside, the identification of $1 / \sqrt{ } R(w)$ with one of the two functions $A(w),-A(w)$ is interrupted, and if the path recrosses and identification with one of the two functions again becomes possible, there is no reason why the same function should serve a second term; it is only if the representation of the integrand with the help of the series is unintermpted that it is impossible for one of the functions $A(w),-A(w)$ to give way to the other.

If a path $p q$ is entirely outside the circle $|w|=\max (|b|,|c|)$, then

$$
\int_{p}^{q} A(w) d w=G(p)-G(q)
$$

4767
where
$\cdot 303$

$$
G\left(w^{\prime}\right)=\frac{1}{w^{\prime}}\left(1+\frac{a_{1}}{3 w^{2}}+\frac{a_{2}}{5 w^{4}}+\ldots\right) .
$$

Two conclusions can be drawn. Firstly, the value of the integral depends only on the endpoints; in other words, any two paths from $p$ to $q$ are reconcilable if neither of them penetrates the circle of convergence. Secondly, if $|p| \geqslant \rho,|q| \geqslant \rho$, then

$$
\left|\int_{p}^{q} A(w) d w\right|<\frac{\ddot{2}+\epsilon}{\rho}
$$

where $\epsilon \rightarrow 0$ as $\rho \rightarrow \infty$ : if $p, q$ can be taken upon or outside a circle of arbitrarily large radius, the integral from $p$ to $q$ along a path which does not penctrate the circle $|w|=\max (|b|,|c|)$ is then negligible. These conclusions apply also to the integrand $-A(w)$, and apply therefore tu the integrand $1 / \sqrt{ } R(w)$ which necessarily either coincides with $A(w)$ along the whole path or coincides with $-A(w)$ along the whole path:
6.31. If the path of integration $p q$ lies wholly outside the circle $|w|=\max (|b|,|c|)$, the value of the integral

$$
\int_{p}^{q} \frac{d w}{\sqrt{ } R(w)}
$$

is independent of the path, and if also $|p| \geqslant \rho,|q| \geqslant \rho$, then the absolute value of the integral is less than $(2+\epsilon) / \rho$, where $\epsilon \rightarrow 0$ as $\rho \rightarrow \infty$.

Given a circle $\Gamma$ whose centre is the origin and whose circumference euts each of the critical paths in one and only one point, any path $S$ which comes from and returns to infinity can be deformed, without passage across a branchpoint, into a path $T$ such that every multiple point of $T$ and every intersection of $T$ with a critical path is outside $\Gamma$. The path $T$ may cross and recross the circle $\Gamma$ any number of times; if $T$ enters the circle at $p_{1}, p_{2}, \ldots, p_{n}$ and leaves it at $q_{1}, q_{2}, \ldots, q_{n}$, we have $T$ expressed as

$$
\infty p_{1}+p_{1} q_{1}+q_{1} p_{2}+p_{2} q_{2}+\ldots+q_{n-1} p_{n}+p_{n} q_{n}+q_{n} \infty
$$

where each of the portions

$$
\infty p_{1}, q_{1} p_{2}, \ldots, q_{n-1} p_{n}, q_{n} \infty
$$

is wholly outside the circle, and each of the portions

$$
p_{1} q_{1}, p_{2} q_{2}, \ldots, p_{n} q_{n}
$$

is wholly inside the circle and is a path without multiple points which
joins one point of the circumference to another without cutting a critical path.

Before considering the integration, let us examine a little more closely the forms of path inside the eirele $\Gamma$. A simple path $\sigma$ joining two points $p, q$ of the cireumference divides the interior into two regions $\check{\Xi}_{1}, \check{\Xi}_{2}$, and if $\sigma$ does not cut any of the critical paths, the part of each critical path inside $\Gamma$ lies wholly in one of these regions. We say that $\sigma$ is impeded on the side of a region $\Sigma_{1}$ or $\Sigma_{2}$ by the eritical paths which are partly in that region, or, less exactly, by the branchpoints from which those paths are drawn. Three cases are distinguishable: (i) One region contains no branchpoints and the other contains four; the path is unimpeded on one side, impeded on the other side by the four eritical paths. (ii) The path is impeded on one side by a single eritical path, on the other side by three critical paths. (iii) The path is impeded on each side by two critical paths.

We ean recognize these three cases in other ways. The eritical paths eut $\Gamma$ in four points $f, g, f^{\prime}, g^{\prime}$; the two points $p, q$ divide the circumference into two circular arcs, and each of these forms with $\sigma$ the
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boundary of one of the regions $\Sigma_{1}, \Sigma_{2}$. A region contains part of the eritical path $B$ if the eircular are which forms part of the boundary of the region includes the point $f$. (i) The path $\sigma$ is unimpeded on one side and impeded on the other side by the four eritical paths if one of the two circular ares $p q$ includes none of the points $f, g, f^{\prime}, g^{\prime}$ and the other includes them all, that is, if the two points $p, q$ are in the same one of the four circular ares $f g, g f^{\prime}, f^{\prime} g^{\prime}, g^{\prime} f$. (ii) The path $\sigma$ is impeded on one side by one critieal path and on the other side by three eritical paths if one of the two eireular ares $p q$ includes one of the points $f, g$ $f^{\prime}, g^{\prime}$ and the other includes three, that is, if the two points $p, q$ are in adjacent ares of the set $f g, g f^{\prime}, f^{\prime} g^{\prime}, g^{\prime} f$. (iii) The path $\sigma$ is impeded on each side by two eritieal paths if each of the circular ares $p q$ includes two of the four points $f, g, f^{\prime}, g^{\prime}$, that is, if $p$ and $q$ are on diametrically opposite ares of the set $f g, f^{\prime} g, f^{\prime} g^{\prime}, g^{\prime} f$.

The classification of loops inside the circle I' is applicable to the ares inside I of the path $T$ by which the original path of integration $S$ has been replaced. (i) If the $T$-are $\rho_{m} \eta_{m}$ is unimpeded on one side, the eircular are $p_{m} q_{m}$ on that side of the $T$-are forms with the $T$-are the boundary of a simply connected region containing none of the branchpoints. and the integral has the same value along this circular are as along the $T$-are. To replace the $T$-are from $p_{m}$ to $q_{m}$ by an are of $\Gamma$ joining the same two points is to remove $p_{m} q_{m}$ from the second set of $T$-ares, and to replace the two arcs $q_{m-1} p_{m}, q_{m} p_{m+1}$ in the first set by one are $q_{m-1} p_{m} q_{m} p_{m+1}$. that is. $q_{m-1} p_{m+1}$ : the form of the two sets is unchanged, and the umimpeded are is eliminated from the second set. (iii) If the $T$-are $p_{m} q_{m}$ divides the interior of the circle into two regions each of which contains parts of two critical paths, we can divide one of these regions, by a curve joining a point $r$ in $p_{m} q_{m}$ to a point $s$ in the circumference of $\Gamma$, into two regions each of which contains a part of one critical path and no part of any other; the ares of the set $f g, g f^{\prime}, f^{\prime} g^{\prime}, g^{\prime} f$ to which $p_{m}$ and $q_{m}$ belong are diametrically opposite, and $s$ must be taken on one of the other two ares. The construction is illustrated in Figure $21_{3}$. Integration along the $T$-are $p_{m} q_{m}$ is then equivalent to integration along $p_{m} r s, s r q_{m}$ in succession, and on account of the construction each of these paths is impeded by one critical path only. The number of ares in the second set is increased by one, and for convenience an evaneseent are ss may be added to the first set.

Briefty, a path of type (i) can be ignored, and a path of type (iii) can be replaced by two paths of type (ii):
6.32. Given a circle of sufficiently large radius with the origin for centre, integration of $1 / \sqrt{2}(x)$ along a puth $S$ which comes from and returns to infinity is equiralent to integration along a succession of puths

$$
\infty p_{1}, p_{1} q_{1}, q_{1} p_{2}, p_{2} q_{2}, \ldots, q_{n-1} p_{n}, p_{n} q_{n}, q_{n} \infty
$$

in which each of the pathes

$$
\infty p_{1}, q_{1} p_{2} \ldots \cdot q_{n-1} p_{n} \cdot q_{n} \infty
$$

is outside the circle, reducing possibly to a simgle print, and each of the pathes

$$
p_{1} q_{1}, p_{2} q_{2}, \ldots p_{11} q_{\prime \prime}
$$

is a simple loop inside the rircle and is imperded b!! one only of the four critical puthes.
6.4. There is now only one type of path inside the circle $I$ to be taken into account, and we proceed to investigate the integral along
a path of this type. We take a path $p q$ which joins a point $p$ in one of the two ares $f g, f g^{\prime}$ to a point $q$ in the other of these two ares, and is therefore impeded by $B$ alone. The integrand has everywhere one of the values of $1 / \nwarrow^{\prime} R(w)$, and for the sake of definiteness we specify the value at $q$; we select, in the notation already adopted, the value $A(q)$, the function $A(w)$ being the sum of a scries

$$
\frac{1}{w^{2}}+\frac{a_{1}}{w^{4}}+\frac{a_{2}}{w^{6}}+\ldots
$$

which is convergent if $|w|>\max (|b|,|c|)$.
The path $p q$ is deformable into a path which begins with the circular arc $p f$, then follows the critical path $B$ from $f$ to a point $t$ between
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The paths of integration. in this figure and in Fig. $\mathbf{2 3}$, are the boundary lines themselves, not curves vaguely 'just inside' the boundaries. 'The dotted lines are merely guides to the actual paths.
$f$ and $b$, describes a complete cireuit $\gamma$ round $b$, returns from $t$ to $f$ along $B$, and finishes with the eircular are $f q$. As we have said in $\cdot 1$, we may take $t$ as near to $b$ as we wish; near $b$ the dominant part of $1 / / R(w)$ is one of the branches of $1 / \sqrt{ }\left\{2 b\left(b^{2}-c^{2}\right)(w-b)\right\}$, and the integral of this function along a path inside a circle of radius $\tau$ round $b$ tends to zero with $\tau$. notwithstanding the infinity of the integrand. But however small the circuit $\gamma$ may be, the passage round this circuit multiplies $\sqrt{ }(w-b)$ by -1 , and in the return from $t$ to $f$ the integrand $1 / v R(w)$ has at each point of $B$ the negative of its value there during the approach from $f$ to $t$. This change has two consequences.

Firstly, the value of the integrand at $f$ when $f$ is the end of the path tf and the beginning of the path $f q$ is the negative of the value of the integrand at $f$ when $f$ is the beginning of the path $f t$ and the end of
the path $p f$. But on account of the choice at $q$, the integrand along the concluding are $f q$ is the function $A(w)$, whose value at $f$ is $A(f)$. Hence the value at $f$ of the function integrated along $p f$ is $-A(f)$, and the function is $-A\left(w^{\circ}\right)$ :
-401. Because the ralue of the integrand at $q$ is $A(q)$, therefore the value of the integrand at $p$, is $-A(p)$.

Secondly, the multiplication of the integrand by -1 cancels the effect of the change in the direction of integration along $B$, and the first integral, from $f$ to $t$, is equal to the second integral, from $t$ to $f$ : we can write
$\cdot 402$

$$
\int_{p}^{q}=\int_{j}^{f}+\int_{\gamma}+2 \int_{i}+\int_{j}^{q}
$$

Since the integral along $B$ is convergent at $b$, we can replace the integral from $t$ to $f$ by the difference between two integrals from $b$, and we have

$$
\int_{j}^{q}=\int_{p}^{f}+\left(\int_{j}-2 \int_{i}^{t}\right)+2 \int_{i}^{f}+\int_{j}^{q} .
$$

Since $t$ does not occur, implieitly or explicitly, outside the bracketed terms, the difference

$$
\int_{\gamma}-2 \int_{i}^{t}
$$

has a value independent of $t$, and since each term tends to zero with $t$, this value is zero, whence more simply
$\cdot 403$

$$
\int_{j}^{q}=\int_{j}^{f}+2 \int_{i}^{f}+\int_{j}^{q} .
$$

This formula does not require the circle $\Gamma$ to be in any sense 'large': for example, if the critical paths are radial, $\Gamma$ may have any radius greater than max $(|b|,|c|)$. If however we do antieipate applications in which integrals along paths that are not inside the circle are to be disregarded, we see that the significant part of the integral from $p$ to $q$ comes entirely from the integral along the critical path $B$. We ean go farther. The integral from $b$ to $f$ still involves $\mathrm{I}^{r}$, hut if we replace this integral by the difference between two integrals to $\infty$, one of these integrals is independent of $\Gamma$, and the other has its path outside $\Gamma$. We write therefore
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$$
\int_{i}^{\infty} \frac{d w}{\sqrt{R\left(u^{\prime}\right)}}=\beta,
$$

the path of integration being the critical path $B$ and the radical in the integrand being asymptotic to $w^{2}$ towards infinity along the path; $\beta$ is
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a constant, a value of $I(b)$, and is independent altogether of the path $p q$. We have now, since the integrand at $f$ is $A(f)$,

$$
\int_{i}^{f} \frac{d w}{\sqrt{ } R(w)}=\beta-\int_{j}^{\infty} A(w) d w
$$

and substituting in $\cdot 403$,

$$
\cdot 405 \int_{p}^{q} \frac{d w}{\sqrt{ } R(w)}=2 \beta+\int_{p}^{f}\{-A(w)\} d w-2 \int_{j}^{\infty} A(w) d w+\int_{j}^{q} A(w) d w .
$$

Expressing this result more symmetrically, in a form which suggests Figure 23, and incorporating 401 , which is vital to the result, we have the fundamental theorem:
6.41. A circle $\Gamma$ round the origin as centre cuts each of the critical paths in one point only; pq is a loop joining one point of $\Gamma$ to another, lying wholly inside $\Gamma$, and impeded only by the critical path $B$. If the value of the integrand $1 / \checkmark R(w)$ at $q$ is $A(q)$, then the value of the integrand at $p$ is $-A(p)$, and
where

$$
\int_{p}^{q} \frac{d w}{\sqrt{ } R(w)}=2 \beta-\left(\int_{p}^{f}+\int_{f}^{\infty}\right) A(w) d w+\left(\int_{\infty}^{f}+\int_{f}^{l}\right) A(w) d w
$$

$$
\beta=\int_{b}^{\infty} \frac{d w}{\sqrt{R(w)}},
$$

and $f$ is the point in which the circle $\Gamma$ cuts $B$. The path of integration for $\beta$ is the critical path $B$, and $\sqrt{ } R(w)$ resembles $w^{2}$ towards $\infty$ in this
integral; the paths of integration of, fq are arcs of the circle $\Gamma$, and the path of integration between $f$ and on lies alony $B$.

We can evaluate the integrals along the circumference and outside the circle $\Gamma$ as in $\cdot 30 \cdot 2$, and we have explicitly
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$$
\int_{i}^{q} \frac{d w}{\sqrt{p}(w)}=\imath \beta-G(p)-G(q)
$$

where as before

$$
a(w)=\frac{1}{w}+\frac{a_{1}}{3 u^{3}}+\frac{a_{2}}{5 w^{5}}+\ldots
$$

Very serviceable is the descriptive theorem, which indeed was foreseen in the proof of 41 :
-407. If $p q$ is a loop inside $\Gamma$, impeded only by the critical path $B$, the value of

$$
\int_{i}^{q} \frac{d w}{\sqrt{ } R(w)}
$$

along the loop differs from $\because \beta$ by a sum of integrals along paths wholly outside $\Gamma$, if the integrand has the ralue $A(q)$ at $q$.

To replace the integrand in 41 at one point by its negative implies replacing it by its negative throughout, and as we do not change the meanings of $\beta$ and $A(u)$ we have to change signs throughout the formula:
6.42. If, with the notation of $\cdot 41$, the value of the integrand at $q$ is - $A(q)$, then the value of the integrand at $p$ is $A(p)$, and

$$
\int_{p}^{q} \frac{d w}{\sqrt{R(w)}}=-v \beta+\left(\int_{p ; x}-\int_{x_{f q}}\right) A(w) d u
$$

An enunciation similar to that of 407 is of course possible.
In +1 the circular ares on which $p$ and $q$ are situated are not specified more precisely than that one of them is $f y$ and the other is $f y^{\prime}$. 'To reverse the situations is in effect to interchange the allocations of the symbols $C, C^{\prime}$, and since these alloeations do not enter in any way into the argument, the value of the integral is not altered. This does not mean that we have an integration in which the direction in whieh the path is described is immaterial. In 41 we can not interchange $p$ and $q$ without altering the ralue of the integrand at any point, for to retain the value $A(q)$ is to alter automatically the rule by which the integrand is selected. If we write $q^{\prime}, p^{\prime}$ for $p, q$, with the condition that the value
of the integrand at $p^{\prime}$ is $A\left(p^{\prime}\right)$, it is 42 that is relevant if $p^{\prime}$ is to he the lower limit of integration, and we have

$$
\int_{p^{\prime}}^{q} \frac{d w}{\sqrt{\prime} R(w)}=-2 \beta+\left(\int_{p^{\prime} ; \infty}-\int_{\infty j q^{\prime}}\right) A(w) d w
$$

that is,

$$
\int_{q}^{p} \frac{d w}{\sqrt{V} R(w)}=-2 \beta+\left(\int_{p \infty}-\int_{\infty f_{q}}\right) A(w) d w
$$

in agreement with the formula in $\cdot 41$, since now the path is reversed and the integrand is unchanged.

To change the critical path by which a loop is imperted is to make only a formal change in 41 , replacing the integrals along $B$ and the point of intersection $f$ by integrals along one of the other critical paths and the point in which $l$ cuts that path. We write

- 408

$$
\int_{c}^{\infty} \frac{d w}{\sqrt{ } R(w)}=\gamma
$$

the path of integration being the critical path $C$ and the radical resembling $w^{2}$ towards $\infty$ along the path; $\gamma$ is a value of $I(c)$. The paths $B^{\prime}, C^{\prime}$ do not introduce new constants, for if $W^{\prime}$ is any path from a point $w$ to $\infty$, and $W^{\prime}$ is the reflection of $W$ in the origin, the integrand $1 / \sqrt{ } R(w)$ has the same value at corresponding points of $I \prime$ and $I^{\prime \prime}$ if its asymptotic form is the same on the two paths; since the clement of one path is the negative of the element of the other, the integral from $-w$ to $\infty$ along $W^{\prime \prime}$ is the negative of the integral from $w$ to $\infty$ along $W$. In particular
$\cdot 409$

$$
\int_{-b}^{\infty} \frac{d w}{\sqrt{ } R(w)}=-\beta, \quad \int_{-c}^{\infty} \frac{d w}{\sqrt{ } R(w)}=-\gamma
$$

if the paths of integration are $B^{\prime}, C^{\prime}$ and if $\backslash R(u) \sim w^{2}$ towards on on each path.
6.5. We can now resume the evaluation of $J_{S}$, the integral, along a path $S$ which comes from and returns to infinity, of the continuous function $1 / \mathcal{N} R(w)$ which resembles $1 / w^{2}$ towards the end of $S$. Having drawn a circle $\Gamma$ which cuts each of the critical paths once only, we have $S$ deformed into a succession of paths

$$
\infty p_{1}, p_{1} q_{1}, q_{1} p_{2}, p_{2} q_{2}, \ldots, q_{n-1} p_{n}, p_{n} q_{n}, q_{n} \infty
$$

The form of a path outside $\Gamma$ is irrelevant, and we may suppose each 4767
of the paths $q_{1} p_{2}, q_{2} p_{3}, \ldots, q_{n-1} p_{n}$ to be an arc of $\Gamma$; it is not necessary to lay down a rule by which to make the choice between the two ares of $I$ joining $q_{m-1}$ to $p_{m}$, since integrals along these two ares are in any ease equal. Each of the paths $p_{1} q_{1}, p_{2} q_{2}, \ldots, p_{n} q_{n}$ is a simple loop inside $\Gamma$ impeded by a single eritical path.

By hypothesis, the integrand along $q_{n} \infty$ can be identified with the function $A(u)^{\prime}$ : hence the value of the integrand at $q_{n}$ is $A\left(q_{n}\right)$, and it follows from +1 that the value of the integrand at $p_{n}$ is $-A\left(p_{n}\right)$; henee the integrand along $q_{n-1} p_{n}$ is the function $-A(w)$, the value of the integrand at $q_{n-1}$ is $-A\left(q_{n-1}\right)$, and by 42 the value of the integrand at $p_{n-1}$ is $A\left(p_{n-1}\right)$, whence the integrand along $q_{n-2} p_{n-1}$ is the funetion $A(w)$ :
6.51. The function integrated along the paths

$$
q_{n} \infty, q_{n-1} p_{n}, q_{n-2} p_{n-1}, \ldots, q_{1} p_{2}, \infty p_{1}
$$

outside the circle $\Gamma$ is altermately $A(w)$ and $-A(w)$; in particular, the integrand at the beginning of the path resembles $1 / w^{2}$ or $-1 / w^{2}$ according as the number of loops inside the circle is even or odd.

Knowing now the terminal values of the integrand on each loop, we can apply 41 or 406 or a corresponding theorem with a change of sign. The result to be anticipated is perhaps clear if we first apply the descriptive theorem -407. If the integral, from the branchpoint to infinity, along the critical path which impedes the loop $p_{m} q_{m}$, has the value $\lambda_{m}$, a constant independent of the path $S$, it follows from $\cdot 51$ and . 407 that
.501. The integral $J_{S}$ differs from

$$
2 \lambda_{n}-2 \lambda_{n-1}+2 \lambda_{n-2}-\ldots \pm 2 \lambda_{2} \mp 2 \lambda_{1}
$$

by a finite mumber of integrals along paths which do not penetrate the circle $\Gamma$.

Since the values of $J_{S}$ and of $\lambda_{n}, \lambda_{n-1} \ldots, \lambda_{1}$ do not involve the radius $\rho$ of the circle $\Gamma$, and the values of the integrals outside $\Gamma$ are negligible if $\rho$ is sufficiently large, we are tempted to say that the difference between $J_{s}$ and $2 \lambda_{n}-2 \lambda_{n-1}+\ldots \mp 2 \lambda_{1}$ is arbitrarily small and is therefore zero. But the argument is not quite as simple as this, for the original deformation of $S$ depends on the choice of the circle $I$, and we have no reason to assert that with a different circle the deformation would have led to the same set of impeding paths arranged in the same order. To rescue the argument we must make a deformation accommodated
to the larger circle from the path as we now have it, and we must use the precise results of 41 and 42 .

We take then a circle $\Gamma^{\prime}$ round the origin, with radius $\rho^{\prime}$ greater than $\rho$. Let the eritical path which impedes the loop $p_{m} q_{m}$ cut $\Gamma$ in $f_{m}$ and cut $\Gamma^{\prime}$ in $f_{m}^{\prime}$; the initial and final ares $\infty p_{1}$ and $q_{n} \infty$ of $S$ may be deformed in any manner, subject to the conditions of lying outside I', and they may therefore be assumed to cut $\Gamma^{\prime \prime}$ only once, in points $p_{1}^{\prime}$ and $q_{n}^{\prime}$. In 41 we have the difference

$$
\begin{gathered}
\int_{p}^{q} \frac{d u}{\sqrt{ } R(w)}-2 \beta \\
-\left(\int_{p f \infty}-\int_{\infty f_{q}}\right) A(w) d u,
\end{gathered}
$$

expressed as
or, as we may say for brevity, as $-p f \infty+\infty f q$. In this form, with the integrand $A(w)$ throughout and with the initial sign - or + according as $n$ is even or odd,

$$
\begin{aligned}
& J_{S}-\left(\mp 2 \lambda_{1} \pm 2 \lambda_{2} \mp \ldots-2 \lambda_{n-1}+2 \lambda_{n}\right) \\
& = \pm \infty p_{1} \pm\left(p_{1} f_{1} \infty-\infty f_{1} q_{1}\right) \mp q_{1} p_{2} \mp\left(p_{2} f_{2} \infty-\infty f_{2} q_{2}\right) \pm q_{2} p_{3} \pm \ldots \\
& \quad \ldots+q_{n-2} p_{n-1}+\left(p_{n-1} f_{n-1} \infty-\infty f_{n-1} q_{n-1}\right)-q_{n-1} p_{n}- \\
& \quad-\left(p_{n} f_{n} \infty-\infty f_{n} q_{n}\right)+q_{n} \infty \\
& = \pm \infty p_{1} f_{1} \infty \mp \infty f_{1} f_{2} \infty \pm \ldots-\infty f_{n-1} f_{n} \infty+\infty f_{n} q_{n} \infty \\
& = \pm \infty p_{1}^{\prime} p_{1} f_{\mathrm{I}} f_{1}^{\prime} \infty \mp \infty f_{1}^{\prime} f_{1} f_{2} f_{2}^{\prime} \infty \pm \ldots \\
& \quad \ldots-\infty f_{n-1}^{\prime} f_{n-1} f_{n} f_{n}^{\prime} \infty+\infty f_{n}^{\prime} f_{n} q_{n} q_{n}^{\prime} \infty,
\end{aligned}
$$

since $p_{1}^{\prime}, f_{1}^{\prime}, f_{2}^{\prime}, \ldots, f_{n}^{\prime}, q_{n}^{\prime}$ are points in the paths $p_{1} \infty, f_{1} \infty, f_{2} \infty, \ldots, f_{n} \infty$, $q_{n} \infty$. But the paths $p_{1}^{\prime} p_{1} f_{1} f_{1}^{\prime}, f_{1}^{\prime} f_{1} f_{2} f_{2}^{\prime}, \ldots, f_{n-1}^{\prime} f_{n-1} f_{n} f_{n}^{\prime}, f_{n}^{\prime} f_{n} q_{n} q_{n}^{\prime}$ and the circular arcs $p_{1}^{\prime} f_{1}^{\prime}, f_{1}^{\prime} f_{2}^{\prime}, \ldots, f_{n-1}^{\prime} f_{n}^{\prime}, f_{n}^{\prime} q_{n}^{\prime}$ are all outside the circle $|w|=\max (|b|,|c|)$, and therefore the ares of the circle $l^{\prime \prime}$ may be substituted for the three-sided paths which include arcs of the circle $I$, and we have
$\cdot 502$

$$
\begin{aligned}
& J_{S}^{\top}-\left(\mp 2 \lambda_{1} \pm 2 \lambda_{2} \mp \ldots-2 \lambda_{n-1}+2 \lambda_{\tilde{n}}\right) \\
& \quad= \pm \infty p_{1}^{\prime} f_{1}^{\prime} \infty \mp \infty f_{1}^{\prime} f_{2}^{\prime} \infty \pm \ldots-\infty f_{n-1}^{\prime} f_{n}^{\prime} \infty+\infty f_{n}^{\prime} q_{n}^{\prime} \infty .
\end{aligned}
$$

Since the left-hand side does not involve the radius $\rho^{\prime}$, the value of the right-hand side is independent of $\rho^{\prime}$, and since the right-hand side consists of not more than $n+1$ integrals each of which tends to zero as $\rho^{\prime} \rightarrow \infty$, the constant value of the right-hand side for all values of $\rho^{\prime}$ not less than $\rho$ is zero, and the value of the left-hand side is zero:
6.-i2. If a circle Г whose centre is the origin cuts each of the four critical puthe in one point only, and if the path is which comes from and returns to infinity is deformable into "path of which the portions inside $\Gamma$ are "succession of loops $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n-1}, \sigma_{n}$ eath of which is impented by one und only one critical path, then ss, the integral of $1 / \sqrt{ } R(u)$ along $S$, is given by

$$
J_{s}=\ddot{2} \lambda_{n}-\ddot{\partial} \lambda_{n-1}+\ldots \pm \bullet \lambda_{2} \mp \bullet \lambda_{1},
$$

uhere $\lambda_{m}$ is the integral of $1 / \sqrt{\prime} R\left(u^{\circ}\right)$. from the branchpoint to infinity, alony the critical path which impedes $\sigma_{m}$, provided that the rudical in every integral is asymptotic to $w^{2}$ towards infinity in the direction of integration.

Strictly speaking it is superfluous to speeify the asymptotic form of the radical in this theorem, for if $u^{2}$ is replaced throughout by - $w^{2}$, each term is replaced hy its negative and the formula remains valid.

We should perhaps remark that what we have shown in the course of the proof of 5 : 2 is not that any deformation of $S$ which is adapted to the circle $I^{\prime \prime}$ must resemble closely a deformation which is adapted to the circle $\Gamma$, but that there must exist one deformation with the appropriate degree of resemblance. The value of the integral $J_{s}$ is perfectly definite, but the steps of its evaluation offer infinite variety.

The proof of 52 suggested by $\cdot 407$ is instructive, but the result is established much more easily by the actual evaluation, by means of the function $G(x)$, of the integral along each of the paths whieh together compose the path into which $S$ has been deformed. Allowing for the alternation in integrand, we have, by $\cdot 302$ and $\cdot 406$,

$$
\begin{aligned}
& \int_{i_{n}}^{\infty} \frac{d u}{\sqrt{R}(w)}=G\left(q_{n}\right), \quad \int_{p_{n}}^{q_{n}} \frac{d u}{\sqrt{ } R(u)}=2 \lambda_{n}-G\left(p_{n}\right)-G\left(q_{n}\right), \\
& \int_{q_{n-1}}^{p_{n}} \frac{d u}{\sqrt{n}(u)}=-\left(i\left(q_{n-1}\right)+G\left(p_{n}\right),\right. \\
& \int_{p_{n-1}}^{q_{n-1}} \frac{d u}{\sqrt{R}(u)}=-2 \lambda_{n-1}+C\left(p_{n-1}\right)+C\left(q_{n-1}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \int_{j}^{p_{1}} d w_{1}=\mp(x)=G\left(p_{1}\right) . \\
& \text { athl addition recorers at once the formula for } J_{s} \text {. }
\end{aligned}
$$

The simplest case of 52 is that in which only one loop occurs. The path $S$ comes from infinity to a point on a circle whose radius is greater than max $(|b|,|c|)$, forms inside this circle a loop impeded by only one of the critieal paths, and returns to infinity; the value of the integral along $S$ is then $2 \lambda$, where $\lambda$ is the value ol the integral along the complete critical path; the integrand, which resembles $1 / u^{2}$ towards the end of $S$, resembles $-1 / u^{2}$ towards the begiming of $S$.

Since each of the terms $2 \lambda_{n}, \because \lambda_{n-1} \ldots, 2 \lambda_{1}$ in $\cdot 5 \cdot 2$ can be recognized as the value of the integral along a simple infinite loop, we may express $\cdot 52$ by saying that
6.53. An arbitrary path which comes from and returns to infinity is equixalent to a succession of infinite loops each of which is impeded by one and only one of the critical paths.

But if we break the geometrical continuity of the path we must add explicitly that the asymptotic form of the integrand is the same towards the begiming of each loop as towards the end of its predecessor, for this relation is no longer secured automatically. Nevertheless the language of $\cdot 53$ is convenient.

The three'cases of 52 in which only two loops $L_{1}, L_{2}$ are required call for'separate comment. Taking the loop $L_{2}$ to be impeded by $B$, the loop $L_{\mathrm{i}}$ may be impeded by $B$, by $B^{\prime}$, or by one of the other two paths.

If both loops are impeded by $B$. then $\lambda_{1}=\lambda_{2}=\beta$, and $J_{S^{\prime}}=0$. Essentially this result is implicit in the discussion, after 42 above, of the interchange of the arcs on which the endpoints $p, q$ are situated. If we return along a path without altering the integrand at any point, we naturally annihilate the integral. But if the integral from $p$ to $q$ with the integrand specified as $A(p)$ has substantially the same value as the integral from $q$ to $p$ with the integrand specified as $A(q)$, a repetition of the path from $p$ to $q$ is ultimately equivalent to a return from $q$ to $p$ along the path that has already been followed.

The repeated loop is derived from a continuous path

$$
\infty p+\sigma+q q^{\prime} f^{\prime} p^{\prime} p+\sigma+q \infty
$$

where $\sigma$ is a loop $p q$ inside the cirele $\Gamma$, impeded by $B$, and $q^{\prime} f^{\prime} p^{\prime}$ is an are of a larger cirele $\Gamma^{\prime}$ which cuts $B$ in $f^{\prime}$. The repeated infinite loop is the limiting form in which $p^{\prime}$ and $q^{\prime}$ have tended to infinity along $p \infty$ and $q \infty$. 'The path $p^{\prime} p+\sigma+q q^{\prime}$ is described twice, once with the integrand whose value at $p$ is $-A(p)$ and once with the integrand
whose value at $p$ is $A(p)$. 'These integrals from $p^{\prime}$ to $q^{\prime}$ cancel out, and there remains only the sum

$$
\left(\int_{\dot{\infty}}^{p^{\prime}}-\int_{i}^{p^{\prime}}+\int_{i}^{\infty}\right) A(u) d u,
$$

which is identically zero, since the value of $A(x)$ at any point is independent of the path of integration. When we have proved that the integral along the path

$$
\infty p+\sigma+q f p+\sigma+q \infty
$$

is zero, the result can be extended by the usual methods to any path into which this can be deformed. For example, instead of elongating the circuit $\sigma+q f p$ into an infinite loop we can shrink it to a coil, as small as we please, romnd the branchpoint $b$; if $|b|<|c|$, this coil may be wholly inside the region of divergence of the series which defines $A\left(x^{\prime}\right)$ :
6.54. The ralue of the integral $\int d w / V^{\prime} R(u)$ along any path which comes from infinity, describes a complete coil round one of the branchpoints, and returns unimpeded to infinity, is zero.

This result shows that we do not multiply the value of an integral along a single loop by repeating the loop. In the formation of a succession of simple loops from a path $S$, the same loop may occur $k$ times

consecutively. If $k$ is even, the repeated loop makes no contribution to the value of the integral, and the integrand has the same value at the end of the last loop as at the begiming of the first loop: the set of loops has no effect, direct or indirect, on the integral, and may be ignored altogether in the evaluation. If $k$ is odd, the set of loops makes the same contribution as its first member, both to the value of the integral and to the variation of the integrand. In other words, although the deformation of a path $S$ may lead to a succession of loops $k_{1} L_{1}$, $k_{2} L_{2}, \ldots, k_{m} L_{m}$, in which $k_{1}, k_{2}, \ldots, k_{m}$ are any whole numbers, the most
general form for evaluation is $L_{1}, L_{2}, \ldots, L_{\ell}$ in which eonsecutive loops are not impeded by the same branchpoint, and the value of the integral takes the corresponding form $2 \lambda_{t}-2 \lambda_{t-1}+\ldots \mp 2 \lambda_{1}$ in which consecutive terms are not formally $\dagger$ equal.

If $L_{1}$ is impeded by $B^{\prime}$ and $L_{2}$ by $B$, the path $S$ is equivalent to a path which has the two points $b,-b$ on one side and the two points


$$
J_{S}=4 \beta
$$


$J_{S}=6 \beta$

$J_{S}=s \beta$

Fig. 25.
$c,-c$ on the other side; the value of $\lambda_{1}$ is $-\beta$, and $J_{S}=\downarrow \beta$. Herein lies the possibility of multiplying to any desired extent the value of the integral. The integrand has the same asymptotic form towards the end of the path as towards the beginning, and if instead of allowing the path to proceed to infinity we cast coils round $b$ and $-b$ alternately, each coil adds $2 \beta$ to the value of the integral. If $k$ is any whole number, we can express $2 k \beta$ as $2 \beta-(-2 \beta)+2 \beta-(-2 \beta)+\ldots$, to $k$ terms, and the casting of coils round the two points alternately translates this identity. In this construction $2 k \beta$ is essentially a positive multiple of $2 \beta$; to obtain a path along which the integral has the value -r $k \cdot \beta$, we cast coils round $b$ and $-b$ alternately as before, but ending with a coil round $-b$.

For the third ease of a path equivalent to two loops, let $L_{1}$ be impeded by $C^{\prime}$ and $L_{2}$ by $B$. The value of the integral is $2 \beta+2 \gamma$, and we must take $L_{1}$ to approach between $-b$ and $-c$ and to recede between $-c$ and $b$, and $L_{2}$ to approach between $-c$ and $b$ and to recede between $b$ and $c$. The pair of loops is therefore equivalent to a path which comes from infinity between $B^{\prime}$ and $C^{\prime \prime}$ and returns to infinity between $B$ and $C$, that is, which separates $b$ and $-c$ from $c$ and $-b$. The integral in this case can be expressed in another form. for we may take for the path a path passing through the origin and symmetrical with respect to the origin. If we denote the half of this path from the

[^17]origin to infinity between $B^{\prime}$ and $C^{\prime}$ by $A$, and the other half by $A^{\prime}$, and if the value of the integral from 0 to $\infty$ along $A$ is $\alpha$, the integrals from $\infty$ to 0 along $A$ and from 0 to $\infty$ along $A^{\prime}$ both have the value -a. Hence if the asymptotic form of the integrand is the same along $A^{\prime}$ as along $B$, we have $2 \beta+\boldsymbol{2} \gamma=-\boldsymbol{2} \alpha$, that is,
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$$
\alpha+\beta+\gamma=0
$$

The asymptotic form of the integrand is the same towards each end of the composite path $A A^{\prime}$. It follows that if the path is repeated again and again in one direction, the value of the integral is multiplied. We obtain a continuous path equivalent to a repetition of $A A^{\prime}$ by casting a coil round the two points $-b, c$ or round the two points $b,-c$, and we can find in this way a path to give to the integral the value $2 k \alpha$ where $k$ is any assigned whole number, positive or negative.

The integral along a path which comes from infinity between $B^{\prime}$ and

$C$ and returns to infinity between $B$ and $C^{\prime \prime}$, thus separating $b$ and $c$ from $-b$ and $-c$, has the value $2 \beta-\vartheta \gamma$, and any positive multiple of this value can be obtained by the insertion of coils east round $b$ and $c$ or round $-b$ and $-c$. For negative multiples of $2 \beta-2 \gamma$ the direction of integration must be reversed.

Since $\beta,-\gamma$ are integrals from $b,-c$ to $\infty$. it is to be expected that $\beta+\gamma$ is an integral from $b$ to $-c$, as well as an integral from 0 to $\infty$. In fact the substitution

$$
\frac{t^{2}}{c^{2}}=\frac{u^{2}-b^{2}}{u^{2}-c^{2}}
$$

implies

$$
\frac{(d l)^{2}}{\left(t^{2}-b^{2}\right)\left(t^{2}-c^{2}\right)}=\frac{(d w)^{2}}{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)^{2}}
$$

and $t=0$, $\infty$ correspond to $w=b,-c$. But to discuss the relations between a path from $b$ to $-c$ and a path from 0 to $\infty$ would take us a long way from our present subject, since $l=0$ corresponds to $w=-b$
as well as to $w=b$, and $t=\infty$ corresponds to $w=c$ as well as to $w=-c$.

In the general expression $2 \lambda_{t}-2 \lambda_{l-1}+\ldots \mp \geq \lambda_{1}$ for the value of the integral $J_{S}$, each $\lambda$ has one of the four values $\pm \beta$, $\pm \gamma$. The value of $J_{S}$ is therefore of the form $2 m \beta+2 n \gamma$, where $m, n$ are integers, not necessarily positive. Conversely, if $m, n$ are integers, $2 m \beta+2 n \gamma$ can be expressed, in an infinite number of ways, in the form $2 \lambda_{t}-2 \lambda_{l-1}+\ldots \mp 2 \lambda_{1}$, and since any succession of loops inside a circle can be joined by ares of the circle to form a continuous path, every sum of the form $2 m \beta+2 n \gamma$ is the value of the integral $J_{S}$ along some path or other. Thus
6.55. The values of the integral $\int d w / \mathcal{N}^{\prime} R(w)$ along paths which come from and return to infinity are the numbers of the form $2 m \beta+2 n \gamma$.

The aggregate of values is the same whether or not the asymptotic form of the radical is prescribed.
6.6. We can now complete the statement of the multiplicity of values of the integral $I(w)$. The integral $J_{S}$ of $\cdot 21$ is the integral evaluated in $\cdot 52$. The integrand which is $A(w)$ towards the end of $S$ is $A(w)$ or $-A(w)$ towards the beginning of $S$ according as the number of terms in the expression for $J_{S}$ is even or odd, and this number differs from the number $m+n$ in $\cdot 55$ by an even number. Hence from $\cdot \underline{1}$ and $\cdot 55$,
6.61. If $I$ is one value of the integral $I(w)$ for a given value of $w$, the aggregate of values of the integral for that value of $w$ consists of all the numbers of the form $2 m \beta+2 n \gamma+I$ in which $m+n$ is even and all the numbers of the form $2 m \beta+2 n \gamma-I$ in which $m+n$ is odd, $m$ and $n$ being whole numbers, positive zero or negative, and $\beta, \gamma$ being the values of the integrals $I(b), I(c)$ along paths subject to certain topographical conditions which are satisfied in particular if the paths are reconcilable with half-lines.

From the present point of view no special significance attaches to reetilinear paths, but if for any purpose paths must be specified precisely, rectilinear paths are naturally the simplest to use.
6.7. Reversed to express properties of $w(I)$, 61 combines the two relations
6.71
6.72
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$$
w(2 m \beta+2 n \gamma+I)=w(I) \quad \text { if } m+n \text { is even }
$$

$$
w(2 m \beta+2 n \gamma-I)=w(I) \quad \text { if } m+n \text { is odd }
$$

with the theorem that
6.73. All the solutions of the equation $w(J)=w(I)$ are of one of the two forms

$$
\begin{array}{ll}
J=2 m \beta+2 n \gamma+I & \text { with } m+n \text { even }, \\
J=2 m \beta+2 n \gamma-I & \text { with } m+n \text { odd } .
\end{array}
$$

It is from 71 that periodicity of the function $u(I)$ is to be inferred; for this purpose -72 is irrelevant. Clearly $4 \beta$ and $4 \gamma$ are periods, for $m+n$ is even if $m$ and $n$ are both even: the function $w(I)$ is doubly periodie. But $4 \beta$ and $4 \gamma$ can not constitute a primitive pair of periods, for since $m+n$ is even if $m$ and $n$ are equal, $\cdot 71$ implies that $\because \beta+\vartheta \gamma$ is a period, and the parallelogram $(\because \beta+\vartheta \gamma, 4 \beta)$ has only half the area of the parallelogram $(4 \beta, 4 \gamma)$. Since the integral $\alpha$ satisfies

$$
\alpha+\beta+\gamma=0
$$

we can replace 71 by

$$
w(2 h \alpha+4 h ; \beta+I)=w(I)
$$

with no restrictions on the integers $h, k$. and since from $\cdot 73$ this formula gives all the values of $\Omega$ such that $u(\Omega+I)=u(I)$ for every value of $I$, it follows that the pair of periods $\mathscr{2} \alpha, 4 \beta$ is primitive. Equally $\boldsymbol{\imath}_{\alpha}, \notin \gamma$ is a primitive pair, and, incorporating the definitions of $\alpha, \beta, \gamma$ as integrals, we have the theorem that
6.76. The function $w(I)$ is a doubly periodic function, of which malues of $2 I(0) .4 I(b),+I(c)$ are periorls; with suituble restrictions on the paths determining the integrals, the first of these periods constitutes with either of the others a primitive pair.

If $m+n$ is odd, $m \beta+n \gamma$ has the form $h \alpha+(2 k+1) \beta$; we can therefore express $\cdot 73$ in the alternative form
6.77. The aggregute of ralues of $J$ satisfying the equation $u(J)=u(I)$ consists of the numbers congruent with I and the numbers congruent with $2 \beta-I$. to moduli $\geq \alpha$ and $\Psi \beta$.

In general the congruences to which $I$ and $2 \beta-I$ belong are distinct, but they coincide if $w$ has either of the four values $\pm b$, $\pm c$, when $I$ is congruent with one of the four corresponding values $\pm \beta, \pm \gamma$.

Neither 0 nor $\infty$, as a value of $u$, creates an exception to $\cdot 77$. If $w$ is 0 , one value of $I$ is $\alpha$, and the general value of $I$ is the sum of odd multiples of $\beta$ and $\gamma$. If $x$ is $\infty$, one value of $I$ is 0 , and the general value of $I$ is the sum of even multiples ol $\beta$ and $\gamma$; in fact the values of $I$ for which $w$ is an are preciscly the values of those integrals whose
paths begin and end at infinity with which this chapter has been predominantly occupied.
6.8. A gemme doubly periodic lanction can not be built on two periods if the ratio of one period to the other is real. We can hardly doubt that for arbitrary complex values of $b$ and $c$, the ratio of one of the integrals $\beta, \gamma$ to the other is in general complex, and on investigation we are able to dispose of the posibility of exceptional cases, within the conditions imposed on $b$ and $c$.

We take for the paths of integration the prolongations of the radii from the origin to $b, c$; the case in which $b / c$ is real is therefore reserved for subsequent examination. We make the substitution
-s01

$$
w^{2}=\mathbb{I I}^{\top}
$$

and we have

where the paths of integration are again the prolongations of radii from the origin. Since for the present purpose a change of sign throughout is immaterial, we need not attempt to specify the radical, but the integrand is of course continuous along each path.

In general the half-lines in the II plane from the origin through the


Fig. 27.
points $b^{2}, c^{2}$ are the two arms of a simple angle whose measure is between 0 and $\pi$. For definiteness we suppose that rotation through this angle from $0 b^{2}$ to $0 c^{2}$ is jositive; interchange of the symbols $b^{2}, c^{2}$ does not affeet the conclusion of the argument. We denote by $\imath \mu, 2 \nu$ the angles of the complex numbers $b^{2}, c^{2}$ which are positive and less than $2 \pi$; then $2(\nu-\mu)$ is the angle of the sector determined, in the most
elementary sense，by the half－lines along which the paths of integration lie．In the extreme ease in which $b^{2} / c^{2}$ is real and negative， $2(\nu-\mu)=\pi$ ； this case can be admitted．

On the first path of integration，$d W^{\circ} /\left\{\left\{H^{\circ}\left(H^{\circ}-b^{2}\right)\right\}\right.$ is everywhere real， and the possible angles of the element of the integral at any point are the angles of the complex number $1 / \sqrt{ }\left(H-c^{2}\right)$ ．At any point on the path，$W^{\prime}-c^{2}$ has an angle not less than $2 \nu-\pi$ ，the angle of the step from $c^{2}$ to the origin，and not greater than $2 \mu$ ，the angle of the step from $c^{2}$ to the point at infinity on the path．Hence $1 / \sqrt{ }\left(H-c^{2}\right)$ ，and the element of the integral，can be taken to have an angle not greater than $-\left(\nu-\frac{1}{2} \pi\right)$ and not less than $-\mu$ ．

On the second path of integration，$d W / J\left\{H^{\prime}\left(H^{\gamma}-c^{2}\right)\right\}$ is everywhere real，$W^{r}-b^{2}$ has an angle not less than $2 v$ and not greater than $2 \mu+\pi$ ， and $1 / \sqrt{ }\left(11-b^{2}\right)$ ，and the element of the integral，can be taken to have an angle not greater than $-\nu$ and not less than $-\left(\mu+\frac{1}{2} \pi\right)$ ．

We appeal now to a simple lemmat：
6．S．2．If at every point of a path of integration the element of integral $(z) d z$ has its angle within an assigned range，then the angle of the integral $\int f(z) d z$ also is within that ranye．

From this it follows that the angle of one of the complex numbers $\pm \beta$ is in the range from $-\mu$ to $-\left(\nu-\frac{1}{2} \pi\right)$ and the angle of one of the com－ plex numbers $\pm \gamma$ is in the range from $-\left(\mu+\frac{1}{2} \pi\right)$ to $-\nu$ ．Since

$$
-\left(\mu+\frac{1}{2} \pi\right) \leqslant-\nu<-\mu \leqslant-\left(\nu-\frac{1}{2} \pi\right)<-\left(\mu+\frac{1}{2} \pi\right)+\pi
$$

these ranges do not overlap and they are on the same side of one diameter；in other words，no angle which belongs to one of them either belongs to the other or differs by $\pi$ from an angle belonging to the other：

6．83．If the ratio of $b$ to $c$ is not ral，and if the critical paths radiate from the origin，the ratio of $\beta$ to $\gamma$ is not real．

If $2(\nu-\mu)=\pi$ ，that is，if the ratio of $b^{2}$ to $c^{2}$ is real and negative， one integral has the angle $-v$ and the other has the angle $-\mu$ ，and these，in this ease，differ by $\frac{1}{2} \pi$ ：

6．84．If the ratio of $b$ to $c$ is purely imaginary，so also is the ratio of $\beta$ to $\gamma$ ，if the critical paths radiate from the origin．

If the ratio of $b$ to $c$ is real，let $|b|>|c|$ ．The prolongation of the

[^18]radius from the origin in the $w$ plane to $c$ passes through $b$ or $-b$ and ean not be used as a critical path．But this prolongation indented at the point which must be avoided is reconcilable with a half－line from $c$ to $\infty$ ，and in this form it can be used for the evaluation of a quarter－ period $\gamma$ ：the indent is needed only to connect the radical on one side of the branchpoint with the radical on the other side．In the II plane， the ratio of $b^{2}$ to $c^{2}$ is real and positive．The path of integration for $2 \gamma$ is the prolonged radius from $c^{2}$ ，and $\pm 2 \gamma$ is the sum of an integral from $c^{2}$ to $b^{2}$ and an integral from $b^{2}$ to $\infty$ ．The second of these integrals is $\pm 2 \beta$ ；to the first，which has therefore one of the four values $\pm 2 \gamma \mp 2 \beta$ ，is applicable the argument which establishes $\cdot 84$ ， and the ratio of either $\gamma-\beta$ or $\gamma+\beta$ to $\beta$ is a purely imaginary number which can not vanish：

6．85．If $b / c$ is a real number numerically greater than unity，and if the critical paths are rectilinear，then $\gamma / \beta$ is a complex number whose real part is 1 or -1 and whose imaginary parl is nol zero．
The steps $\gamma+\beta, \gamma-\beta$ are steps in the lattice built on $\beta$ and $\gamma$ ，and therefore this lattice does contain steps at right angles to $\beta$ ；the differ－ ence between this case and that of 84 is that $\gamma$ is not itself one of these steps．

Since $\cdot 85$ deals with the only ease omitted from $\cdot 83$ ，the conclusion of 83 is general with respect to the values of $b$ and $c$ ．Also we can remove the restriction on the paths．By 61 ，the general values of the integrals $I(b), I(c)$ are given in terms of particular values $\beta, \gamma$ by

$$
I(b)=\left(2 m_{1}+1\right) \beta+2 n_{1} \gamma, \quad I(c)=2 m_{2} \beta+\left(2 n_{2}+1\right) \gamma
$$

Since the ratios $\left(2 m_{1}+1\right) / 2 m_{2}, 2 n_{1} /\left(2 n_{2}+1\right)$ can not be identical，a real ratio of any value of $I(b)$ to any value of $I(c)$ would imply a real ratio of $\beta$ to $\gamma$ ．Hence

6．86．If $b^{2}, c^{2}$ are different and neither of them is zero，the ratio of one of the integrals

$$
\int_{b}^{\infty} \frac{d w}{\sqrt{ }\left\{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}}, \quad \int_{c}^{\infty} \frac{d w}{\sqrt{ }\left\{\left(u^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}}
$$

to the other can not be purely real，whatever the paths of integration．

## THE LBIQUITY OF'THE FUN("TTON INVERSE TO AN ELLIP'TIC INTEGRAL,

$7 \cdot 1$. The sense in which the function $w(I)$ has been shown to be doubly periodic is as follows: If $u_{*}$ is a value of $u^{\prime}$ associated with a value $I_{*}$ of $I$, then $\|_{*}$ is associated also with every value of $I$ that is of the form $2 h a+4 k \beta+I_{*}$. This does not imply that there are not other values of $u$ associated with the same set of values of $I$, or that there are not values of $I$ with which no value of $x$ is associated; in other words, the property of double periodicity may helong to a many valued function or to a lacunary function, and indeed it must belong to any function that is an algebraic function or a lacmary function of an elliptic function. For example, if $w^{3}=\varsigma z$. the three values of $w$ associated with a value $z_{0}$ of $z$ are all associated also with every value of $z$ that is of the form $z_{0}+2 m \omega_{1}+2 n \omega_{2}$. Similarly, for the function defined by the expansion

$$
w=1+\wp z+\wp^{2} z+\varsigma^{4} z+\wp^{8} z+\ldots,
$$

if the value $u_{0}$ is assumed by $w$, when $z$ has the value $z_{0}$, the same value $u_{0}$ is assumed when $z$ has any value congruent with $z_{0}$, but in this example $u$ has no meaning unless $|\wp z|<1$, and since there are no values which $\rho z$ does not take, it follows that there are values of $z$ for which $w$ does not exist. The function defined by $u^{3}=f, z$ and the fumetion defined by the expansion 101 are doubly periodic fimetions of $z$ in precisely the sense in which the fumction $u(I)$ has been shown to be a doubly periodic function of $I$, but they are not elliptie functions. An elliptic function is required to be singlevalued, and to have no singularities other than poles except at infinity. These conditions are not mere simplifications adopted in a first approach to the subject only to be abandoned if they become irksome; they are essential to the argmments that depend on integration round the perimeter of a period parallelogram, and the whole general theory presupposes them in one way or another.

To suppose that every value of $I$ is possible as an argument of the function $u(I)$ is to suppose that to a value of $I$ given arbitrarily must correspond at least one path to infinity along which the integral of $1 / \sqrt{ } /(u)$ has the given value. To suppose that $w$ as a function of $I$ is singlevalued is to suppose that integrals to infinity from different points
of the $u$ plane can in no case be equal. We have only to state the assumptions in this explicit language to know that nothing that we have yet said has any bearing on either of them.

Taken literally, the question whether integrals from different points of the $w$ plane can be equal is not a local question: the whole plane, not only the immediate neighbourhood of one point, is involved. We recall however that in constructing the function $\mathrm{fj} z$ we did take into account that a singlevalued function was required, and that in that ease we secured the result by conditions each of which was purely local: we could see that a branchpoint must be either a zero or an infinity, and by direct inspection of the zeros and infinities of the function we proved that there could be no branchpoints; we concluded that the function was singlevalued. The inference seems immediate, but there is a tacit assumption, which it would have been pedantic to emphasize then, that if a function has branches it has branchpoints.

Let us analyse this assumption. If a function $w$ of $z$ is not a singlevalued function or a formal aggregate of a number of distinct singlevalued functions, there is some simple closed circuit $\Gamma$ in the $z$ plane with the property that if the point $z$ describes the circnit and $w$ varies continuously, nevertheless the value of $\mathbb{r}$ after description of the circuit may be different from the starting value. To reduce this characteristic of the function to the local property that there is some point $t$ such that the function is not singlevalued within a circle drawn round $t$ as centre, however small the cirele may be, we may talk naively of contracting the circuit $\Gamma$, or we may apply the Heine-Borel theorem $\dagger$ to a reticulation, but however it is conducted the argment breaks down if the region in which it is applied is not simply connected, that is, if the mutating eircuit surromds points at which the function is not defined. The function $\mathrm{fj} z$ is defined from the begiming for every finite value of $z$, and is proved to be singlevalued as soon as it is proved.to have no branchpoints. To seareh the $I$ plane for branchpoints of the

[^19]function $w(I)$ is premature until we know whether the function exists throughout the whole plane.

As we shall see, to discuss the relation between $w$ and $I$ near a value of $I$ which the integral is known to take is a simple matter. The difficulty in discussing a value of $I$ which the integral is not known to take is that we do not even know how to connect that value by any expansions with a value which the integral does take. While this is true in general. there must be at least one point in the $I$ plane where the difficulty does not arise. For the points of the $I$ plane which are values of the integral $I(w)$ compose an aggregate $\Delta$. If there are finite values that the integral ean not take, the aggregate $\Delta$ does not cover the whole plane, and there is at least one aecessible boundary point to this aggregate; that is. either there is at least one accessible point which does not belong to $\Delta$ but is a limit of members of $\Delta$, or there is at least one accessible member of $\Delta$ which is a limit of points that do not belong to $\Delta$. As far as logieal classification ean tell us, there may be any number of points of each kind, but unless there is one point of one kind or the other there can be no finite values impossible for $I(w)$.

We proceed to investigate the alternatives, and we consider first the neighbourhood of a member of $\Delta$, because results obtained by working outwards from a known centre are needed in the subsequent more difficult discussion.
7.2. Assuming the relation
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$$
I_{*}=\int_{u}^{\infty} \frac{d w}{\sqrt{2} R(w)}
$$

we are to consider the neighbourhood of $I_{*}$, or rather, to consider together the neighbourhoods of $I_{*}$ and $u_{*}$ in their two planes.

The definition of $I$ as an integral implies the existence of $d I / d w$, and therefore implies the analytic character of the branch of $I(w)$ involved, near any point at which $w, I$, and the integrand are all finite, and implies also the analytic character of the corresponding branch of $w$ as a function of $I$ unless the integrand $d / / d w$ is zero. In detail, there is a number $\sigma$ such that if $\left|u-u_{*}\right|<\sigma$ the relevant branch of $1 / \sqrt{ } R(u)$ is expansible in a series

$$
k_{0}+k_{1}\left(u-u_{*}\right)+k_{2}\left(u-u_{*}\right)^{2}+\ldots,
$$

and if $I$ is the integral along a path which comes from $w$ to $w_{*}$ inside the circle $\left|w-u_{*}\right|<\sigma$ and then follows the path of $I_{*}$, we have

$$
J-I_{*}=-k_{0}\left(w-w_{*}\right)-\frac{1}{2} k_{1}\left(w-w_{*}\right)^{2}-\frac{1}{3} k_{2}\left(w-w_{*}\right)^{3}-\ldots
$$

Unless $k_{0}=0$, this expansion is reversible in the form
-203

$$
u-w_{*}=h_{1}\left(I-I_{*}\right)+h_{2}\left(I-I_{*}\right)^{2}+h_{3}\left(I-I_{*}\right)^{3}+\ldots,
$$

valid for sufficiently small values of $\left|I-I_{*}\right|$.
That is, there is a number $\rho$, not zero, such that if $I$ is any number satisfying the inequality $\left|I-I_{*}\right|<\rho$, the expansion in $\cdot 203$ is convergent and determines a value $w$ for which $\left|w-\|_{*}\right|<\sigma$; for this value of $w$, the integral to $\infty$ has the value $I$ if the path of integration is the path $w w_{*} \infty$.
7.21. In general, if $I_{*}=I\left(u_{*}\right)$, there is a number $\rho$ such that if $\left|I-I_{*}\right|<\rho$, then there exists a point $w$ such that $I$ is a value of $I(w)$.

We must examine the cases, of zero or infinite integrand, not covered by our proof of $\cdot 21$ to see if there are any exceptions, to the result.

First, the integrand $1 / \sqrt{ } R(w)$ is zero at $w_{*}$ only if $w_{*}$ is infinite, that is, if $I_{*}$ is the value of the integral along a path $S$ which comes from and returns to infinity. This is the type of integral to which the greater part of the last chapter was devoted. If $w$ is any point of $S$, one value of $I(w)$ is the integral from $w$ along $S$, and one value of $I_{*}-I(w)$ is the integral to $w$ along $S$. Since $S$ comes from infinity, there is a point $v$ of $S$ before which every point of $S$ is outside the circle

$$
|w|=\max (|b|,|c|)
$$

and in the notation of $6 \cdot 3$ the integrand along $S$ from $\infty$ to $r$ is one of the two functions $\pm A(w)$. Thus for any point $w$ of $S$ before $r$, we have $I(w)=I$, where
$\cdot 204$

$$
I_{*}-I= \pm \int_{\infty}^{w} A(w) d w=\mp \frac{1}{w}\left(1+\frac{a_{1}}{3 w^{2}}+\frac{a_{2}}{5 w^{4}}+\ldots\right)
$$

For sufficiently small values of $I-I_{*}$ this expansion is reversible in the form
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$$
\frac{1}{w}= \pm\left(I-I_{*}\right)\left\{1+h_{1}\left(I-I_{*}\right)^{2}+h_{2}\left(I-I_{*}\right)^{4}+\ldots\right\}
$$

which is further equivalent to
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$$
w= \pm \frac{1}{I-I_{*}}\left\{1+g_{1}\left(I-I_{*}\right)^{2}+g_{2}\left(I-I_{*}\right)^{2}+\ldots\right\}
$$

From this expansion we can argue as from $\cdot 203$. For any sufficiently small value of $I-I_{*}$, the expansion gives a definite value of $u$, and we can secure the condition $|w|>\max (|b|,|c|)$ by a reduction if necessary of the limit imposed on $\left|I-I_{*}\right|$. Then it follows that for this 4767
value of $u$, given by 206 , the integral $I(w)$ has the value $I$ if the path of integration lies along $S$. That is to say, the case in which $w_{*}=\infty$ is no exception to 21 .

Incidentally, since the upper sign or the lower must be taken in $\cdot 204$ according as passage along $S$ restores or reverses the integrand at infinity, that is, according as the form of $I_{*}$ is $2 h \alpha+4 k \beta$ or $2 h \alpha+(4 k+2) \beta$, we have proved that
7.22. The infinities of the function $u(I)$ are simple poles; those congruent with the origin have residue 1 and those not congruent with the origin have residue -1 .

Next, the integrand $1 / \sqrt{ } R(w)$ is infinite at $w_{*}$ if $w_{*}$ has one of the critical values $\pm b, \pm c$. We have already seen that the integral remains finite if the path starts actually from the critical point; the value of the integral is of the form $m \beta+n \gamma$, with $m$ odd and $n$ even at $\pm b$ and with $m$ even and $n$ odd at $\pm c$. Writing

$$
w-b=t^{2},
$$

we have

$$
R(w)=t^{2}\left(2 b+t^{2}\right)\left\{\left(b^{2}-c^{2}\right)+2 b t^{2}+t^{4}\right\},
$$

and since $b\left(b^{2}-c^{2}\right) \neq 0,1 / \sqrt{ } R(w)$ is expansible for sufficiently small values of $t$ in the form

$$
\frac{1}{t}\left(k_{0}+k_{1} t^{2}+k_{2} t^{4}+\ldots\right)
$$

where $k_{0} \neq 0$; more generally, this is the form of $1 / \sqrt{ } R(w)$ near any critical point $w_{*}$, if $t$ denotes either value of $\sqrt{ }\left(w-w_{*}\right)$. Since $d w / d t=2 t$, integration gives

$$
\int_{w_{0}}^{w} \frac{d w}{\sqrt{R} R(w)}=2 k_{0} t+\frac{2}{3} k_{1} t^{3}+\frac{2}{5} k_{2} t^{5}+\ldots
$$

if the path of integration remains inside the circle $\left|w-w_{*}\right|=\delta^{2}$, where $\delta$ is the radius of convergence of the series $k_{0}+k_{1} t^{2}+k_{2} t^{1}+\ldots$. If then the path of integration to $\infty$ from a point $w$ inside this circle consists of a path to $w_{*}$ inside the circle followed by the path which provides the value $I_{*}$, the value $I$ of $I(w)$ is given by

$$
\begin{equation*}
I-I_{*}=-t\left(2 k_{0}+\frac{2}{3} k_{1} t^{2}+\frac{2}{5} k_{2} t^{4}+\ldots\right), \tag{207}
\end{equation*}
$$

implying a reversal
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$$
t=\left(I-I_{*}\right)\left\{h_{0}+h_{1}\left(I-I_{*}\right)^{2}+h_{2}\left(I-I_{*}\right)^{4}+\ldots\right\}
$$

and therefore an expansion
$\cdot 209$

$$
w-w_{*}=\left(I-I_{*}\right)^{2}\left\{y_{0}+g_{1}\left(I-I_{*}\right)^{2}+g_{2}\left(I-I_{*}\right)^{4}+\ldots\right\} .
$$

As before, any value of $I$ sufficiently near to $I_{*}$ is a value for which a point $w$ and a path of integration $w w_{*} \infty$ exist: the case in which $w_{*}$ is a branchpoint is no exception to 21 .

We have dealt with the only possible cases: there are no exceptions to $\cdot 21$, and we can assert that
-210. Any finite value which the integral $I(w)$ assumes is completely embedded in values which it assumes,
or in other words that
7.23. A finite value taken by the integral $I(w)$ can not be a limit of values which the integral does not take.
In the language of $\cdot 1$, we have disposed of one alternative regarding boundary points of the aggregate $\Delta$.
$7 \cdot 3$. From the formulae $\cdot 202, \cdot 204, \cdot 207$ used to establish $\cdot 23$, it follows $\dagger$ that
7.31. If $I_{*}$ is a value of the integral $I\left(w_{*}\right)$, then $I_{*}$ is a limit of values of $I(w)$ as $w$ tends to $w_{*}$.
What we have now to prove is the converse theorem, that if $J$ is a limit of values that $I(w)$ can take, then there is some value $w_{*}$ of $w$ such that $J$ is a value of $I\left(w_{*}\right)$. The proof is simple in principle, but in detail complications arise because $I(w)$ is not a singlevalued function of $w$, and $w(I)$ must not be assumed to be a singlevalued function of $I$.

We first show that we can, in effect, treat $I(w)$ as singlevalued: we can surround $J$ by a circle within which there can not be two distinct values of $I$ associated with the same value of $w$. The evidence is naturally to be drawn from the conclusions in 6.77 regarding the multiplicity of values of $I$.

If $I$ is at a distance less than $\rho$ from $J$, then $2 m \alpha+4 n \beta+I$ is at a distance less than $\rho$ from $2 m \alpha+4 n \beta+J$, and $2 m \alpha+(4 n+2) \beta-I$ is at a distance less than $\rho$ from $2 m_{\alpha}+(4 n+2) \beta-J$. Let us surround each point of the form $2 m \alpha+4 n \beta+J$ and each point of the form $2 m \alpha+(4 n+2) \beta-J$ by a circle of radius $\rho$. Then if one value of $I$ is inside the circle round $J$, there can not be a second value of $I$ inside the same circle unless this circle is overlapped by one of the other circles, and we ask if $\rho$ can be chosen small enough to make overlapping impossible.

Since, as we have proved in $6 \cdot 8$, the ratio of $\beta$ to $\gamma$ is not real, the points $2 m \alpha+4 n \beta$ form an undegenerate lattice. A distance between $\dagger$ The reader will notice that $\cdot 31$ is not a corollary of $\cdot 23$.
one point of the form $2 m a+4 n \beta+J$ and another, or between one point of the form $2 m_{a}+(4 n+2) \beta-J$ and another, is the same as a distance between two points of this lattice, and is at least as large as the smaller of the perpendicular distances between opposite sides of the period parallelogram $\imath_{\alpha,}, \beta$; this distance has therefore a minimum value $\delta_{1}$ which is not zero.

Again, since

$$
\begin{aligned}
\left\{2 m_{1} \alpha+4 n_{1} \beta+J\right\}-\left\{2 m_{2} \alpha+\right. & \left.\left(4 n_{2}+2\right) \beta-J\right\} \\
& =2\left(m_{1}-m_{2}\right) \alpha+4\left(n_{1}-n_{2}\right) \beta-2(\beta-J),
\end{aligned}
$$

identically, a distance between a point of the form $2 m \alpha+4 n \beta+J$ and a point of the form $2 m \alpha+(4 n+2) \beta-J$ is the same as a distance between the point $2(\beta-J)$ and a lattice point. As we have just seen, the minimum distance between two lattice points is not zero; hence the aggregate of lattice points can not have $2(\beta-J)$ for a limiting point, and either $2(\beta-J)$ is an actual lattice point, or the distances from $2(\beta-J)$ to lattice points, that is, the distances between points of the form $2 m \alpha+4 n \beta+J$ and points of the form $2 m \alpha+(4 n+2) \beta-J$, have a minimum va'ue $\delta_{2}$ which is not zero.

If $2(\beta-J)$ is the lattice point $2 m \alpha+4 n \beta$, then $J=-m \alpha-(2 n-1) \beta$; if $m$ is even, $J$ is congruent either with $\beta$ or with $-\beta$ and is a value either of $I(b)$ or of $I(-b)$; if $m$ is odd, $J$ is congruent either with $\gamma$ or with $-\gamma$ and is a value either of $I(c)$ or of $I(-c)$. Thus if $2(\beta-J)$ is a lattice point, $J$ is known already to have the form $I\left(w_{*}\right)$, and further argument to this end is unnecessary.

Setting aside the case in which $2(\beta-J)$ is a lattice point, we have a distance $\min \left(\delta_{1}, \delta_{2}\right)$, not zero, which is the least distance between two points each of which has one of the two forms $2 m \alpha+4 n \beta+J$, $2 m \alpha+(4 n+2) \beta-J$, and therefore if every point of each form is the centre of a circular region of radius $\frac{1}{2} \min \left(\delta_{1}, \delta_{2}\right)$, no two of these regions overlap, and if, for a given value of $w$, there is a value of $I(w)$ inside one of these circles, then, for that value of $w$, there is one and only one value of $I(w)$ inside each circle.

We can now suppose the point $J$, which is a limit of values taken by $I(w)$ as $w$ varies, to be the centre of a circle within which there is at most one value of $I(w)$ corresponding to any one value of $u$. The radius $\mu$ of this circle is not zero, and in dealing with $J$ as a limiting point we may ignore altogether points outside the circle.

Let $\rho$ be any radins between 0 and $\mu$, and denote by $P(\rho)$ the interior of the circular region with centre $J$ and radius $\rho$. Inside the region
$P(\rho)$ there is an infinity of values that $I(w)$ can take, since $J$ is a limit of these values; since one value of $w$ can not be the source of more than one value of $I(u)$ inside $P(\rho)$, the values of $w$ which give values of $I(w)$ inside $P(\rho)$ form a set $W^{\prime}(\rho)$ which also contains an infinity of members, and therefore has at least one limiting point. That is, the limiting points of the set $W^{\prime}(\rho)$ compose a set $D(\rho)$ with at least one member, which may be the point at infinity in the $w$ plane. Now if $0<\sigma<\rho$, the circular region $P(\sigma)$ forms part of the circular region $P(\rho)$, and the sets $W(\sigma), D(\sigma)$ therefore form partst of the sets $W^{W}(\rho)$, $D(\rho)$; also the set $D(\rho)$ is closed, since the $w$ plane is completed by the point at infinity. The collection of sets $D(\rho)$, for all values of $\rho$ in the open interval $0<\rho<\mu$, determines a set $\Pi$ composed of the values of $w$ that belong to every member of this collection, and because the individual sets are closed and the collection is a nest, the set If is not empty $\ddagger$ but has at least one member. Let $u_{*}$ be a momber of $\Pi$ and therefore a limiting point of $\mathbb{W}^{\prime}(\rho)$. By $\cdot 31$, any value of $I\left(w_{*}\right)$ is a limit of values of $I(w)$ for values of $w$ belonging to $W(\rho)$, and therefore each circle of radius $\rho$ round a point of one of the forms $2 m \alpha+4 n \beta+J$, $2 m \alpha+(4 n+2) \beta-J$ includes, possibly on its circumference, one and only one of the values of $I\left(w_{*}\right)$. That is, if $0<\rho<\mu$, there is one and only one value of $I\left(w_{*}\right)$ in or upon the circle round $J$ with radius $\rho$. But $w_{*}$ and the values of $I\left(w_{*}\right)$ are independent of $\rho$; the value of $I\left(w_{*}\right)$ belongs therefore to the only point which is common to all the circles, namely, the centre $J$ itself.
7.32. If $J$ is a finite limit of values which $I(w)$ can take, then $J$ is itself a value which $I(w)$ can take.

Or, in the form of the enunciation of $\cdot \underline{23}$,
7.33. A finite value which the integral $I(w)$ does not take can not be a limit of values which the integral does take.

An alternative method of reaching the conclusion 33 will seem simpler; logically it is less satisfactory, since the controversial multiplicative axiom is assumed.

Since $J$ is a limit of values that $I(w)$ can take inside the circle round $J$ with radius $\mu$, we can select from these values a sequence $I_{1}, I_{2} \ldots$ of which $J$ is the only limit. These values belong to arguments $w_{1}, w_{2}, \ldots$, and since one value of

[^20]$w$ can not account for more than one of the values of $I$, the sequence $w_{1}, w_{2}, \ldots$ consists of an infinite number of distinet terms and has at least one limit, finite or infinite. If $w_{*}$ is a limit of the sequence $w_{1}, w_{2}, \ldots$, there is a subsequence $w_{m_{1}}, u_{m_{2}}, \ldots$, where $m_{1}<m_{2}<\ldots$, of whieh $w_{*}$ is the only limit. By $\cdot 31$, if $I_{\dagger}$ is a value of $I\left(w_{*}\right)$, then $I_{\dagger}$ is a limit of values of $I\left(w_{m_{2}}\right), I\left(w_{m_{3}}\right), \ldots$. Since every value of each of the integrals $I\left(w_{m_{1}}\right), I\left(w_{m_{2}}\right), \ldots$ is in some circle with radius $\mu$ round a point of one of the forms $2 m \alpha+4 n \beta+J, 2 m \alpha+(4 n+2) \beta-J$, the limiting point $I_{\dagger}$ is in or upon one of these circles, and therefore each of the cireles contains one and only one value of $I\left(w_{*}\right)$. In particular, there is one value $I_{*}$ of $I\left(w_{*}\right)$ in or upon the circle round $J$, and this value is a limit of the values $I_{m_{1}}$, $I_{m_{2}} \ldots$ of $I\left(w_{m_{1}}\right), I\left(u_{m_{2}}\right), \ldots$ which are inside the same circle. But $I_{m_{1}}, I_{m_{2}} \ldots$ are terms of the sequence $I_{1}, I_{2}, \ldots$ which by hypothesis has only the one limit $J$. Hence $I_{*}$ coineides with $J$, that is, $J$ is identified with a value of $I\left(w_{*}\right)$.

Essentially what is done in the earlier proof of $\cdot 33$ is to transform this argument into a form in which picked sequences are not invoked, without losing the thread which runs so elearly through the unsophisticated version.
$7 \cdot 4$. The combination of the two results $\cdot 23, \cdot 33$ is the theorem that
-401. There exists no boundary to the aggregate of values taken by the integral $I(w)$ if the range of $w$ is unrestricted.
This implies that these values cover the whole of the $I$ plane:
7.41. There is no finite value which the integral $I(w)$ does not take for some value, finite or infinite, of the lower limit $w$.

In other words, with the convention that a function exists at a point where its value is unequivocally infinite as well as at a point where it has a finite value,
$7 \cdot 42$. The function $w(I)$ exists for every finite value of $I$.
It follows now that the discussion in $\cdot 2$ of the character of $w(I)$ in the neighbourhood of a point determined by an arbitrary value of $w$ was also a diseussion of the function in the neighbourhood of an arbitrary value of $I$, and from an inspection of the three types of expansion $\cdot 203, \cdot 206, \cdot 209$, we see that
$7 \cdot 43$. The only accessible singularities of the function $u(I)$ are simple poles with residue 1 or -1 .
In particular, $w(I)$ has no branchpoints, and therefore
7.44. The function $w(I)$ is either a singlevalued function or an aggregate of distinct singleralued functions.
The second alternative recognized in this theorem will be understood from the example of such simple relations as $w^{2}=1 / z^{2}$ and $w^{2}=\csc ^{2} z-1$. In each of these relations $w$, regarded as a function of $z$, satisfies the conditions of both $\cdot 42$ and $\cdot 43$, and it is only our previous acquaintance with the functions that enables us to see at once that the
one function is the combination of the two distinct functions $1 / z,-1 / z$ and the other the combination of the two distinct functions $\cot z$, $-\cot z$.
$7 \cdot 5$. For the last step in determining the character of $w(I)$ we replace the integral relation defining $I(w)$ by the differential equation

- 501

$$
(d w / d I)^{2}=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)
$$

The argument is a repetition of that used in $5 \cdot 1$ and $5 \cdot 3$. Substituting $w=\mathrm{I} / y$, we have
. 502

$$
(d y / d I)^{2}=\left(1-b^{2} y^{2}\right)\left(1-c^{2} y^{2}\right)
$$

whence
-503

$$
d^{2} y / d l^{2}=-\left(b^{2}+c^{2}\right) y+2 b^{2} c^{2} y^{3}
$$

In $502, y=0$ implies $d y / d I=1$ or $d y / d I=-1$, and there is one and only one solution of 503 for which initially $y=0, d y / d I=1$, that is, one and only one solution expansible near $I=0$ in the form
-504

$$
y=I\left(1+b_{1} I+b_{2} I^{2}+\ldots\right) .
$$

Hence there is one and only one solution of 501 expansible near $I=0$ in the form
-505

$$
w=\frac{1}{I}+c_{0}+c_{1} I+c_{2} I^{2}+\ldots
$$

That is to say, near the origin $w(I)$ is one singlevalued function, whence from $\cdot 44$
7.51. The function $w(I)$ is singlevalued throughout the I plane, except possibly at infinity,
implying with $\cdot 43$ the fundamental theorem to which we have been working:
7.52. The function $w(I)$ obtained by inverting the integral relation

$$
I=\int_{w}^{\infty} \frac{d w}{\sqrt{\left\{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}}},
$$

in which the radical is asymptotic to $w^{2}$ towards infinity along the path of integration, is a meromorphic function.
$7 \cdot 6$. In $5 \cdot 1$, the identification of the function $\mathrm{fj} z$ with a particular solution of the differential equation

$$
(d w / d z)^{2}=\left(w^{2}-f_{g}^{2}\right)\left(w^{2}-f_{n}^{2}\right)
$$

over the whole $z$ plane was made without comment, and it is worth while to remark on the difference between 601 and $\cdot 501$ in respect of
the use that can be made of a particular solution selected at the origin. The solution of 501 is not necessarily confined to the circle of convergence of the series $c_{0}+c_{1} I+c_{2} I^{2}+\ldots$ which constitutes the regular part of the Laurent expansion $\cdot 505$. If $p$ is any point inside this circle, the expansion
-602

$$
\frac{1}{p+(I-p)}+c_{0}+c_{1}\{p+(I-p)\}+c_{2}\{p+(I-p)\}^{2}+\ldots
$$

can be rearranged as a power series in $I-p$, and the function represented by $\cdot 505$ can be continued analytically from the new series; thus continued, the function nowhere ceases to satisfy the differential equation -501. The function exists at a point $I_{*}$ if there is $\dagger$ a curve $D$ joining $p$ to $I_{*}$ with a finite sequence of overlapping circles such that each point of $D$ lies inside at least one of the circles, that the centre of each circle is inside the preceding circle, and that each circle is the circle of convergence of the Taylor series constructed at its centre from the function defined in its predecessor. Whether such a curve and such a sequence of circles exist for a specified point $I_{*}$ depends ultimately on the sequence of coefficients $c_{0}, c_{1}, c_{2}, \ldots$, and in this sense the domain of existence of the function $w(I)$ is undoubtedly determined theoretically by the constants $b^{2}, c^{2}$. From this point of view the extent of the domain is a subject for investigation, and the proper assumption to make is that it is only if the constants $b^{2}, c^{2}$ satisfy some set of conditions at first unknown that the domain of existence of the function as a meromorphic function extends over the whole plane, except perhaps at infinity.

In the case of the equation 601 , we make no effort to continue the solution analytically. The solution being identified with a known function $\mathrm{fj} z$, the expansion obtained by rearrangement from

$$
\frac{1}{p+(z-p)}+c_{0}+c_{1}\{p+(z-p)\}+c_{1}\{p+(z-p)\}^{2}+\ldots,
$$

where the coefficients depend on $f_{g}, f_{h}$ in precisely the same way as the coefficients in 602 on $b, c$, is the expansion of $\mathrm{fj}(p+h)$ as a power series in $h$, and any continuation of $\mathrm{fj} z$ from the centre $p$ is equally a continuation from the series 603 . Knowing that $\mathrm{fj} z$ can be continued to any point that does not belong to its lattice of poles, we infer that whatever conditions are necessary for the continuation of 603 must in

[^21]fact be satisfied. In other words, if there are any conditions which b, $c$ must satisfy in order that a solution of the pair of equations $f_{g}=b, f_{k}=c$ should exist, these conditions certainly include conditions sufficient to ensure that the domain covered by the continuation of the series $\cdot 602$ is the whole plane with the exception of the points forming a single lattice. This result helps us not at all in the determination of the domain of existence of the continuation of 505 for arbitrary values of $b$ and $c$.

There is however a method, altogether different from that of analytic continnation, due in principle to Weierstrass and applied in detail by Goursat $\dagger$, for dealing with the inversion problem by extending the region of existence of $w(I)$ as a meromorphic solution of the differential equation
-604

$$
(d w / d I)^{2}=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)
$$

We know that if $u(I)$ is an elliptic function, then $u(I+J)$ is expressible rationally in terms of $w(I), w(J)$ and their derivatives, and in particular $w(2 I)$ is expressible rationally in terms of $w(I)$ and $w^{\prime}(I)$. A rational function of two meromorphic functions is itself meromorphic. If then we can calculate $u(I)$ as a meromorphic function of $I$ throughout a region $|I|<\rho$, we can calculate $w(2 I)$ as a meromorphic function throughout the same region, that is, we can extend the calculation of $w(I)$ to the larger region $|I|<2 \rho$, and it follows that there can be no maximum to $\rho$. We propose therefore to use the following lemma:
7.61. If the function $w(I)$ exists as a meromorphic function throughout some circle round the origin, and if $u(2 I)$ can be expressed rationally in terms of $w(I)$ and $w^{\prime}(I)$, then $w(I)$ exists as a meromorphic function throughout the whole plane, the point at infinity perhaps excepted.

If $u(I)$ is the solution of $\cdot 604$ for which

$$
w(I) \sim 1 / I
$$

near the origin, the first condition in 61 is satisfied, as we have proved in $\cdot 505$. For the second condition, we are not at liberty simply to quote an addition theorem for $\mathrm{fj} z$ or a formula for $\mathrm{fj} 2 z$; whatever formulae we need we must establish from the definition of $u(I)$ in terms of the differential equation. We can however say that because, from $4 \cdot 44$,

$$
\mathrm{fj} 2 z=\left(f_{g}^{2} f_{n}^{2}-\mathrm{fj}^{4} z\right) / 2 \mathrm{fj} z \mathrm{fj}^{\prime} z
$$

it follows that if $u(I)$ is $\mathrm{fj} I$, then $u(2 I)$ must be $\left\{b^{2} c^{2}-w^{4}(I)\right\} / 2 u(I) w^{\prime}(I)$;

[^22]the glance forward $\dagger$ does its work in suggesting a formula for verification.

Suppressing the argument $I$ throughout, we accept for examination the function $W$ defined by the formula

$$
W=\frac{b^{2} c^{2}-w^{4}}{2 w w^{\prime}},
$$

where $w$ satisfies the differential equation 604 and the initial condition -605. Writing also
-607

$$
T=\frac{w^{\prime 2}}{w^{2}}=\frac{b^{2} c^{2}}{w^{2}}-\left(b^{2}+c^{2}\right)+w^{2}
$$

we have
-608

$$
T^{\prime}=-2\left(\frac{b^{2} c^{2}}{w^{3}}-w\right) w^{\prime}=-4 W T
$$

On the other hand, since $\cdot 606$ can be written

$$
\frac{2 w^{\prime} W}{w}=\frac{b^{2} c^{2}}{w^{2}}-w^{2},
$$

we have from •607
that is,

$$
\begin{aligned}
& 4 W^{2} T=\left\{T+\left(b^{2}+c^{2}\right)\right\}^{2}-4 b^{2} c^{2} \\
& 4 W^{2}=T+2\left(b^{2}+c^{2}\right)+\frac{\left(b^{2}-c^{2}\right)^{2}}{T}
\end{aligned}
$$

whence
$\cdot 609 \quad 4\left(W^{2}-b^{2}\right) T=\left\{T-\left(b^{2}-c^{2}\right)\right\}^{2}, \quad 4\left(W^{2}-c^{2}\right) T=\left\{T+\left(b^{2}-c^{2}\right)\right\}^{2}$ and also, from $\cdot 608$,

$$
2 W^{\prime}=-T\left(1-\frac{\left(b^{2}-c^{2}\right)^{2}}{T^{2}}\right)
$$

that is,
-610

$$
2 W^{\prime} T=-\left\{T^{2}-\left(b^{2}-c^{2}\right)^{2}\right\} .
$$

From -609, 610,

$$
W^{\prime 2}=4\left(W^{2}-b^{2}\right)\left(W^{2}-c^{2}\right),
$$

so that if $J=2 I$, then
-611

$$
(d W / d J)^{2}=\left(W^{2}-b^{2}\right)\left(W^{2}-c^{2}\right)
$$

Also, near $I=0$, from $\cdot 605, W \sim 1 / 2 I$, that is, near $J=0$,

$$
\begin{equation*}
W(J) \sim 1 / J . \tag{6}
\end{equation*}
$$

[^23]Hence $W^{\top}$, as a function of $J$, satisfies precisely the conditions which define $\psi$ as a function of $I$. That is to say,

$$
W(I)=w(2 I)
$$

and the second condition in 61 is satisfied as well as the first:
$7 \cdot 62$. The solution of the equation

$$
(d w / d I)^{2}=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)
$$

which resembles $1 / I$ near $I=0$ exists as a meromorphic function throughout the whole I plane, except perhaps at infinity.

It will not be disputed that the deduction from 61 is simpler than the series of proofs in $\cdot 3-\cdot 5$. On the other hand, while the earlier propositions depend on general principles that can be expected to have applications elscwhere, the later proof depends on the exact form of the differential equation, on a formula that is peculiar to this equation and not to be diseovered without some trouble, and on a lemma of which the range of usefulness is necessarily limited, since addition theorems are rare.

## VIII

## THE SOLUTION OF THE PROBLEM OF INVERSION

8.1. The characterization of the function $w(I)$ inverse to the integral $I(w)$ is now complete. By 7.52 the function is meromorphic except at infinity, and by 6.76 it has two periods whose ratio, by $6 \cdot 86$, is not real. By 7.22 the poles are simple, and by 6.55 and 6.76 there are only two poles in a primitive parallelogram. Hence
8.11. The function $w(I)$ is an elliptic function of the second order with distinct simple poles.

Once known to be an elliptic function, $w(I)$ is readily identified by its structure. By 6.55 the poles form the lattice built on $2 \beta$ and $2 \gamma$, and since $2 \alpha$ is a period, $\alpha$ is a step from a pole to a zero, and therefore, the origin being a pole, $\alpha$ and $-\alpha$ are zeros.
8.12. If $b^{2}$ and $c^{2}$ are unequal and neither of them is zero, and if

$$
I=\int_{w}^{\infty} \frac{d w}{\left.\sqrt{\{ }\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}}
$$

where the radical resembles $w^{2}$ towards infinity along the path of integration, then

$$
w=\mathrm{fj}(I ; \alpha, \beta, \gamma),
$$

where $\alpha, \beta, \gamma$ are appropriate values of $I(0), I(b), I(c)$ connected by the relation $\alpha+\beta+\gamma=0$.

In particular,

$$
\cdot 101-102 \quad b=\mathrm{fj}(\beta ;-\beta-\gamma, \beta, \gamma), \quad c=\mathrm{fj}(\gamma ;-\beta-\gamma, \beta, \gamma) .
$$

But this pair of formulae is a corollary of $\cdot 12$, not, as it might be if the formulae were proved independently, the foundation of the theorem.
$8 \cdot 2$. The restrictions imposed in $6 \cdot 3$ on the paths $B, C$ from $b, c$ to $\infty$, the paths by which $\beta, \gamma$ are defined, had the sole purpose of clearing the ground for the subsequent discussion. It is easy to see that they do not render the integrals $\beta, \gamma$ determinate: without infringing the restrictions, we can change the paths in such a way as to change the integrals also. For example, without altering the path $B$ we may replace $C$ by a path $C_{1}$ such that $C$ and $C_{1}$ together form a simple loop impeded by $B$. The integral along $C_{1}$, which then replaces $\gamma$ throughout the discussion, has the value $2 \beta-\gamma$, which is necessarily different from
$\gamma$, but the resultant function $\mathrm{fj}(I ; \gamma-3 \beta, \beta, 2 \beta-\gamma)$ is identical with $\mathrm{fj}(I ;-\beta-\gamma, \beta, \gamma)$.


Fig. 28.
If $B_{*}, C_{*}$ are any two paths from $b, c$ to $\infty$, the integrals along these paths are values of $I(b), I(c)$ and are given by

$$
\beta_{*}=\left(2 m_{1}+1\right) \beta+2 n_{1} \gamma, \quad \gamma_{*}=2 m_{2} \beta+\left(2 n_{2}+1\right) \gamma
$$

where $m_{1}, n_{1}, m_{2}, n_{2}$ are whole numbers, not necessarily positive, and $m_{1}+n_{1}, m_{2}+n_{2}$ are even. The function $\mathrm{fj}\left(I ; \alpha_{*}, \beta_{*}, \gamma_{*}\right)$ is identical with $\mathrm{fj}(I ; \alpha, \beta, \gamma)$ only if $\beta_{*}, \gamma_{*}$ is a primitive pair of quarterperiods of the latter function, that is, only if
-202

$$
\left(2 m_{1}+1\right)\left(2 n_{2}+1\right)-4 n_{1} m_{2}= \pm 1
$$

It follows that some restrictions on the paths from $b, c$ are essential to the identification of $w(I)$ with $\mathrm{fj}(I ; \alpha, \beta, \gamma)$. But the restrictions in $6 \cdot 3$ are of no intrinsic significance.
$8 \cdot 3$. The definition of $w(I)$ as a particular solution of the differential equation

$$
(d w / d I)^{2}=R(w)
$$

is almost equivalent to definition as the inverse of $I(w)$. Since the Weierstrass-Goursat proof that the function is meromorphic avoids the topographical problems inseparable from the study of the integral $I(w)$, it is of some interest to see how the double periodicity of the function can be established from the differential equation alone.

Given a function $f(z)$, if we can express $f(z+\omega)$ in terms of $f(z)$, with functions of $\omega$ playing a parametric part, we can easily see if any choice
of $\omega$ reduces $f(z+\omega)$ identically to $f(z)$. The periodicity of a function can therefore be verified immediately if an addition theorem is known.

As we verified in $7 \cdot 6$ that $w(I)$ satisfies the duplication formula of $\mathrm{fj} z$, so we can verify that $w(I)$ satisfies the addition formula
-301

$$
\begin{gathered}
w(I+J)=\frac{w(I) w^{\prime}(J)-w(J) w^{\prime}(I)}{w^{2}(I)-w^{2}(J)} . \\
W=\frac{k w-h w^{\prime}}{w^{2}-h^{2}},
\end{gathered}
$$

Write temporarily
where $h, k$ are constants and the argument $I$ of the functions $w, w^{\prime}, W$ is understood. Since
-302--303

$$
w^{\prime 2}=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right), \quad w^{\prime \prime}=2 w^{3}-\left(b^{2}+c^{2}\right) w,
$$

we have

$$
\begin{aligned}
\left(w^{2}-h^{2}\right)^{2} W^{\prime} & =\left(k w^{\prime}-h w^{\prime \prime}\right)\left(w^{2}-h^{2}\right)-2 w w^{\prime}\left(k w-h w^{\prime}\right) \\
& =-k w^{\prime}\left(h^{2}+w^{2}\right)+h w\left\{2\left(h^{2} w^{2}+b^{2} c^{2}\right)-\left(b^{2}+c^{2}\right)\left(h^{2}+w^{2}\right)\right\},
\end{aligned}
$$

on substitution and reduction. Hence simultaneous interchange of $h$ with $w$ and of $k$ with $w^{\prime}$ leaves $W^{\prime}$ unaltered. It follows that if
-304

$$
h=w(J), \quad k=w^{\prime}(J)
$$

then

- 305

$$
\frac{\partial W}{\partial I}=\frac{\partial W}{\partial J}
$$

whence, with $h, k$ given by $\cdot 304, W(I, J)$ is a function $\phi(I+J)$ of $I+J$. Since $I$ can be connected continuously with the origin, and since $W \rightarrow h$ as $I \rightarrow 0$, the function $\phi(J)$ is $w(J)$, that is, $W(I, J)=w(I+J)$, and $\cdot 301$ is proved.

Attention may be called to the part played by $7 \cdot 62$ in this argument. Without $7 \cdot 62$ we reach the point that the function on the right-hand side of $\cdot 301$ is some function of $I+J$, but if $I$ and $J$ could belong to domains separated from the neighbourhood of the origin, a condition derived from some point in one of these domains would be necessary before this function of $I+J$ could be identified. It is for this reason that investigation of periodicity by means of the addition theorem could not be included in Chapter VI, where it would seem appropriate.

It is a curious feature of the formal development of the theory from the differential equation that the duplication formula, or some other weakened form of the addition theorem, appears to be essential to the proof of the general theorem.
Since $w^{\prime}(I)$ is an irrational function of $w(I)$, the expression for $w(I+J)$ can not reduce to $w(I)$ for all values of $I$ unless the term $w(J) w^{\prime}(I)$ disappears, on account of the value of $J$, either absolutely
or, as we shall see is possible, in comparison with $u(I) u^{\prime}(J)$. We have to consider the two possibilities,
-306
(i) $w(J)=0 \quad$ when $J=\omega$,
$\cdot 307$
(ii) $w(J) / w^{\prime}(J) \rightarrow 0 \quad$ as $J \rightarrow \delta$.

Firstly, if $w(\omega)=0$, that is, if $\omega$ is a value of $I(0)$, then from 302

$$
w^{\prime 2}(\omega)=b^{2} c^{2} \neq 0
$$

and we have from 301 ,
-308

$$
w(I+\omega)=w^{\prime}(\omega) / u(I)
$$

Hence $\omega$ is not a period, but writing $\cdot 308$ in the form

$$
w(I) w(I+\omega)=w^{\prime}(\omega)
$$

and replaeing $I$ by $I+\omega$ we have, since $u(I+\omega)$ is not identically zero,

$$
w(I+2 \omega)=w(I)
$$

8.31. If $\omega$ is any value of $I(0)$, that is, is the integral of $1 / \sqrt{ } R(w)$ along any path from 0 to $\infty$, the function $u(I)$ is periodic in $2 \omega$ but not in $\omega$.

Secondly, to the condition $\cdot 307$ we may add $w(\delta) \neq 0$, since we do not need to recapitulate the first case. But with this condition added, -307 requires
-309

$$
w^{\prime}(J) \rightarrow \infty
$$

implying, from the differential equation, $w(J) \rightarrow \infty$, and further

$$
\frac{w^{\prime 2}(J)}{w^{1}(J)} \rightarrow 1
$$

Hence from - 301,
-311

$$
w(I+\delta)=\mp w(I)
$$

according as
-312

$$
\lim _{J \rightarrow \delta} \frac{w^{\prime}(J)}{w^{2}(J)}= \pm 1
$$

Now from the duplication formula, in the form
$\cdot 313$

$$
w(J)=\frac{b^{2} c^{2}-w^{4}\left(\frac{1}{2} J\right)}{2 w\left(\frac{1}{2} J\right) w^{\prime}\left(\frac{1}{2} J\right)}
$$

it follows that an infinity of $w$ at $\delta$ is associated with three possibilities at $\frac{1}{2} \delta$; we may have there (i) a zero of $w$, (ii) a zero of $w^{\prime}$, or (iii) an infinity of $w$.

Differentiating $\cdot 313$ logarithmically we have
$\cdot 314$

$$
\frac{2 w^{\prime}(J)}{w(J)}=-\frac{4 w^{3} w^{\prime}}{b^{2} c^{2}-w^{4}}-\frac{w^{\prime}}{w}-\frac{w^{\prime \prime}}{w^{\prime}}
$$

and therefore, from $\cdot 303$,

$$
\frac{w^{\prime}(J)}{w^{2}(J)}=-\frac{4 w^{4} w^{\prime 2}}{\left(b^{2} c^{2}-w^{4}\right)^{2}}-\frac{w^{\prime 2}}{b^{2} c^{2}-w^{4}}-\frac{2 w^{4}-\left(b^{2}+c^{2}\right) w^{2}}{b^{2} c^{2}-w^{4}}
$$

the unwritten argument on the right of $\cdot 314$ and 315 being everywhere $\frac{1}{2} J$, and this formula gives us, in each of the three cases, the value of the limit required for applying $\cdot 312$ to $\cdot 311$.
(i) If $w\left(\frac{1}{2} \delta\right)=0$, then $w^{\prime 2}\left(\frac{1}{2} \delta\right)=b^{2} c^{2}$, and 315 gives

$$
\frac{w^{\prime}(J)}{w^{2}(J)} \rightarrow-1,
$$

as $J \rightarrow \delta$; hence $w(I+\delta)=w(I)$. This is $\cdot 31$, reached from the other end.
(ii) If $w^{\prime}\left(\frac{1}{2} \delta\right)=0$, then from $\cdot 302$

$$
2 w^{4}\left(\frac{1}{2} \delta\right)-\left(b^{2}+c^{2}\right) w^{2}\left(\frac{1}{2} \delta\right)=-\left\{b^{2} c^{2}-w^{4}\left(\frac{1}{2} \delta\right)\right\},
$$

and from $\cdot 315$

$$
\frac{w^{\prime}(J)}{w^{2}(J)} \rightarrow 1
$$

whence $w(I+\delta)=-w(I)$; the condition $w^{\prime}\left(\frac{1}{2} \delta\right)=0$ implies that $w\left(\frac{1}{2} \delta\right)$ is $\pm b$ or $\pm c$ :
8.32. If $\frac{1}{2} \delta$ is any value of $I(b)$ or any value of $I(c)$, then $w(I)$ is periodic in $2 \delta$ but not in $\delta$.
(iii) If $w\left(\frac{1}{2} J\right) \rightarrow \infty$ as $J \rightarrow \delta$, then $w^{\prime 2}\left(\frac{1}{2} J\right) / w^{4}\left(\frac{1}{2} J\right) \rightarrow 1$, and therefore from $\cdot 315$,

$$
\frac{w^{\prime}(J)}{w^{2}(J)} \rightarrow-1
$$

implying $w(I+\delta)=w(I)$. This however is only a deduction from $\cdot 31$ and $\cdot 32$ combined, since $\delta$ is now of one of the forms $2^{n} I(0), \pm 2^{n} I(b)$, $\pm 2^{n} I(c)$, with $n \geqslant 2$.

The cumulative argument establishes that
8.33. Every period of the function $w(I)$ is of one of the three forms $2 I(0), \pm 4 I(b), \pm 4 I(c)$,
but does not indicate how a primitive pair of periods is to be found.
The proof of periodicity from the differential equation possesses the doubtful merit of invoking the minimum of theoretical principles, neither the theory of aggregates nor the topography of paths being used. But the comment made in 5.5 on $5 \cdot 14$ is again apt. When we construct $\wp \rho z$ as a doubly infinite series, we are deliberately constructing a function that will be doubly periodic. When we have
investigated the effect of varying the path of the elliptic integral, we understand why the aggregate of values is a pair of coubly infinite congruences. But doublperiodieity emerges from the addition theorem as an inexplicable accident, and the addition theorem though easy to verify is hard to diseover. And is not the use of the duplication formula in the proof of $\cdot 32$ ingenious enough to be pleasing but too ingenious to be satisfying?
$8 \cdot 4$. The introduction of an elliptic function with simple poles has now been effected in two ways, radically different. If the sole purpose is to have such a function to study, there can be no doubt that it is simpler to construct the function by means of doubly infinite serics than to invert an integral. But, as we have scen, the construction and the inversion do not really solve the same problem: one process is not an altemative to the other. The direct process discovers a function with assigned quarterperiods; in the inverse process the function is one for which given parameters play in the end the part of the critical values $f_{g}, f_{h}$. In the one case, $f_{g}, f_{h}$ are implicitly determined from $\omega_{g}, \omega_{h}$, in the other ease, $\omega_{g}, \omega_{h}$ are implicitly determined from $f_{g}, f_{h}$.

It is important to remark that in each case the primary object is the function $\mathrm{fj} z$ itself; any evaluation of parameters associated with the function is incidental. As we have said, the determination of $\omega_{g}, \omega_{h}$ from $f_{g}, f_{h}$ is not unique. This is not because the function $f j z$ is not unique: the relation

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{R_{f}(w)}}=z
$$

determines $w$ as one definite elliptic function, not as one or other of a group of elliptic functions; it is because the lattice to which the function $\mathrm{fj} z$ is attached can be constructed from any primitive pair of its periods. The points at which $\mathrm{fj} z$ has the values $f_{g}$, $f_{h}$, or in other words the solutions of the two equations
$\cdot 402 \mathrm{fj}\left(\Omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)=f_{g}, \quad \mathrm{fj}\left(\Omega_{h} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)=f_{h}$
in $\Omega_{g}, \Omega_{h}$, are
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$$
\begin{aligned}
& \Omega_{g}=\left(2 m_{1}+1\right) \omega_{g}+\left(2 m_{1}+4 n_{1}\right) \omega_{h} \\
& \Omega_{h}=\left(4 m_{2}+2 n_{2}\right) \omega_{g}+\left(2 n_{2}+1\right) \omega_{h}
\end{aligned}
$$

This is therefore the solution of the pair of equations

$$
\mathrm{fj}\left(\Omega_{g} ;-\Omega_{g}-\Omega_{h}, \Omega_{g}, \Omega_{h}\right)=f_{g}, \quad \mathrm{fj}\left(\Omega_{h} ;-\Omega_{g}-\Omega_{h}, \Omega_{g}, \Omega_{h}\right)=f_{h}
$$

if the lattice built on $\Omega_{g}, \Omega_{h}$ is geometrically identical with the lattice built on $\omega_{g}, \omega_{h}$, that is, if
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$$
\left(2 m_{1}+1\right)\left(2 n_{2}+1\right)-\left(2 m_{1}+4 n_{1}\right)\left(4 m_{2}+2 n_{2}\right)= \pm 1
$$

The significance of the sign in the last condition was investigated in the first section of the introduction. Applying $0 \cdot 14$ as a criterion to $\cdot 403-\cdot 405$, we see that
8.41. The pairs of quarterperiods $\Omega_{g}, \Omega_{h}$ such that the function $\mathrm{fj}\left(z ;-\Omega_{g}-\Omega_{h}, \Omega_{g}, \Omega_{h}\right)$ is identical with the function $\mathrm{fj}\left(z ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)$ and that rotation from $\Omega_{g}$ to $\Omega_{h}$ is in the same direction as rotation from $\omega_{g}$ to $\omega_{h}$ are given by
$\cdot 41_{1}$

$$
\begin{aligned}
& \Omega_{g}=\left(2 m_{1}+1\right) \omega_{g}+\left(2 m_{1}+4 n_{1}\right) \omega_{h} \\
& \Omega_{h}=\left(4 m_{2}+2 n_{2}\right) \omega_{g}+\left(2 n_{2}+1\right) \omega_{h}
\end{aligned}
$$

with the condition
$\cdot 41_{2}$

$$
\left(2 m_{1}+1\right)\left(2 n_{2}+1\right)-\left(2 m_{1}+4 n_{1}\right)\left(4 m_{2}+2 n_{2}\right)=1
$$

the pairs such that the functions are identical and that rotation from $\Omega_{g}$ to $\Omega_{h}$ is in the opposite direction to rotation from $\omega_{g}$ to $\omega_{h}$ are given by the same pair of formulae with the condition -41 3

$$
\left(2 m_{1}+1\right)\left(2 n_{2}+1\right)-\left(2 m_{1}+4 n_{1}\right)\left(4 m_{2}+2 n_{2}\right)=-1
$$

It follows from the way in which the formulae have come into our work, and it can be verified immediately by elementary algebra, that the aggregate of pairs of numbers given by $\cdot 41_{1}$ with the condition $\cdot 41_{2}$ can be constructed from any one of its members by precisely the same formulae subject to precisely the same condition. For this reason the aggregate is called automorphic, and because there is no ambiguity of sign in $\cdot 41_{2}$ the aggregate is said to be definite. The aggregate given by the same formulae with the less restrictive condition 405 also is automorphic: it too can be reconstructed from any one of its members with the same formulae and the same condition. The aggregate formed with the ambiguous sign is said to be extended from the definite aggregate.

There are many types of automorphic aggregate, but since we are dealing with only one problem we shall not attempt a general definition. If the formulae 403 are understood, the aggregate can be said to be conditioned by $\cdot 41_{2}$ or $\cdot 405$. Alternatively we can speak of the definite aggregate and the extended aggregate generated by $\cdot 403$.

Every pair of complex numbers belongs to one and only one definite automorphic aggregate with the generating relation $\cdot 4 l_{1}$, and to one and only one extended antomorphic aggregate with the same generating relation. Each aggregate, though it has an infinity of members, is determined by any one of them.

If the ratio of $\omega_{g}$ to $\omega_{h}$ is real, $\omega_{g}$ and $\omega_{h}$ are real multiples of one
complex number $\omega$, and every pair of numbers determined by formulae such as 403 is a pair of real multiples of $\omega$. ('onversely therefore, if there is one member of the aggregate for which the ratio of $\Omega_{\|,} t_{0} \Omega_{/}$ is not real, there are no members for which the ratio is real: either the aggregate degenerates completely, or it has no degenerate members. We are not concerned with degenerate automorphic aggregates.

We must be on guard against supposing that because the condition $\cdot 405$ is resolved into the exelusive alternatives $\cdot 1_{2}, \cdot 1_{3}$, the extended automorphic aggregate is the sum of two aggregates of different kinds, a 'positive' aggregate conditioned by $\cdot 4 \mathrm{I}_{2}$ and a 'negative' aggregate eonditioned by $41_{3}$. Geometrically, the mistake is clear enough: the aggregate of pairs of quarterperiods for which rotation from $\omega_{g}$ to $\omega_{h}$ is in one direction is just the same kind of aggregate as that in which rotation is in the reverse direction. Analytically, the fallacy lies in overlooking that whereas $\cdot 403$ and $\cdot 405$, or $\cdot 41_{1}$ and $\cdot 41_{2}$, define an aggregate in relation to one of its members, describing as we may say the internal structure of the aggregate, $\cdot 41_{1}$ and $\cdot 41_{3}$ define an aggregate by a relation of its members to an external term: $\cdot 1_{3}$ is not satisfied if $m_{1}, n_{1}, m_{2}, n_{2}$ are all zero, and $\omega_{g}, \omega_{h}$ do not constitute a member of the alleged 'negative' aggregate. As they stand, $\cdot 41_{1}$ and $\cdot 41_{3}$ give us no reason to suspect that the aggregate which they define is automorphic. To determine the internal structure of this aggregate, we must find the relation of the member $\Omega_{g}, \Omega_{h}$ to some member of the aggregate itself. Since $41_{3}$ is satisfied by $m_{1}=0, n_{1}=0, m_{2}=1$, $n_{2}=-1$, the pair $\omega_{g}, 2 \omega_{g}-\omega_{h}$ belongs to the aggregate conditioned by $\cdot 4 l_{3}$, and if we write

$$
\bar{\omega}_{g}=\omega_{g}, \quad \bar{\omega}_{h}=2 \omega_{g}-\omega_{h}
$$

the generating formulae become

$$
\begin{aligned}
& \Omega_{g}=\left(6 m_{1}+8 n_{1}+1\right) \bar{\omega}_{g}-\left(2 m_{1}+4 n_{1}\right) \bar{\omega}_{h} \\
& \Omega_{h}=\left(4 m_{2}+6 n_{2}+2\right) \bar{\omega}_{g}-\left(2 n_{2}+1\right) \bar{\omega}_{h}
\end{aligned}
$$

that is,

$$
\Omega_{g}=\left(2 \bar{m}_{1}+1\right) \bar{\omega}_{g}+\left(2 \bar{m}_{1}+4 \bar{n}_{1}\right) \bar{\omega}_{h}, \quad \Omega_{h}=\left(4 \bar{m}_{2}+2 \bar{n}_{2}\right) \bar{\omega}_{g}+\left(2 \bar{n}_{2}+1\right) \bar{\omega}_{h},
$$

where

$$
\begin{array}{ll}
\bar{m}_{1}=3 m_{1}+4 n_{1}, & \bar{n}_{1}=-2 m_{1}-3 n_{1} \\
\bar{m}_{2}=m_{2}+2 n_{2}+1, & \bar{n}_{2}=-n_{2}-1
\end{array}
$$

Reeiproeally,

$$
\begin{array}{ll}
m_{1}=3 \bar{m}_{1}+4 \bar{n}_{1}, & n_{1}=-2 \bar{m}_{1}-3 \bar{n}_{1} \\
m_{2}=\bar{m}_{2}+2 \bar{n}_{2}+1, & n_{2}=-\bar{n}_{2}-1
\end{array}
$$

and therefore the condition that $m_{1}, n_{1}, m_{2}, n_{2}$ are integers is equivalent to the condition that $\bar{m}_{1}, \bar{n}_{1}, \bar{m}_{2}, \bar{n}_{2}$ are integers, and since identically

$$
\begin{array}{cc}
2 m_{1}+1=\left(2 \bar{m}_{1}+1\right)+2\left(2 \bar{m}_{1}+4 \bar{n}_{1}\right), & 2 m_{1}+4 n_{1}=-\left(2 \bar{m}_{1}+4 \bar{n}_{1}\right), \\
4 m_{2}+2 n_{2}=\left(4 \bar{m}_{2}+2 \bar{n}_{2}\right)+2\left(2 \bar{n}_{2}+1\right), & 2 n_{2}+1=-\left(2 \bar{n}_{2}+1\right),
\end{array}
$$

the 'negative' condition

$$
\left(2 m_{1}+1\right)\left(2 n_{2}+1\right)-\left(2 m_{1}+4 n_{1}\right)\left(4 m_{2}+2 n_{2}\right)=-1
$$

becomes the 'positive' condition

$$
\left(2 \bar{m}_{1}+1\right)\left(2 \bar{n}_{2}+1\right)-\left(2 \bar{m}_{1}+4 \bar{n}_{1}\right)\left(4 \bar{m}_{2}+2 \bar{n}_{2}\right)=1 .
$$

That is to say, the internal structure of the aggregate determined by $\cdot \mathbf{4 1}_{1}$ and $\cdot 41_{3}$ is expressed by a condition of the form $\cdot 41_{2}$. The aggregate determined by $\cdot 41_{1}$ and $\cdot 41_{3}$ is a definite automorphic aggregate, definite in the same sense as the aggregate for which the positive sign is chosen from $\cdot 405$. The extended aggregate is composed of two mutually exclusive definite aggregates.

The poles and zeros of $\mathrm{fj} z$ form in the $z$ plane lattices which exist independently of the notation by which the function is studied, but the notation is governed to some extent by the uses to which it is to be put. To take the simplest example, neither $\omega_{g}$ nor $\omega_{h}$ can be used as a symbol for a zero of $\mathrm{fj} z$. If $\omega_{g}$ and $\omega_{h}$ are to be replaced by another pair of quarterperiods without the meanings of $f_{g}$ and $f_{h}$ being changed, $\cdot 403$ and $\cdot 405$ give the conditions to be observed.
8.42. If the function fjz is given, the pairs of quarterperiods $\omega_{g}$, $\omega_{l}$ with which it can be associated form an extended automorphic aggregate.

The fundamental existence theorem of the inversion problem can now be put succinctly:
8.43. If $b^{2}$ and $c^{2}$ are unequal and neither of them is zero, the pair of equations
$\cdot 43_{1-2} \quad \mathrm{fj}\left(\omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)=b, \quad \mathrm{fj}\left(\omega_{h} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)=c$
is soluble, and the solutions compose a single extended automorphic aggregate.

In $\cdot 42$ and $\cdot 43$ we recover in the automorphic aggregate the uniqueness which one pair of quarterperiods can not display. Of course it is always possible to secure verbal uniqueness in the solution of any problem by speaking of the aggregate of solutions rather than of an individual solution, and we need not even assume that the problem is soluble if we remember that logically an aggregate may have no members, but there is much more in $\cdot 42$ and $\cdot 43$ than a verbal trick: the
aggregate has been shown not to be nul, and its structure has been discovered.

The significance in the analytical theory of the geometrical interpretation of the distinction between the two conditions $\cdot 41_{2}, \cdot 41_{3}$ was seen on p. 59 :
8.44. If the function $\mathrm{fj} z$ is given, the pairs of quarterperiods $\omega_{g}, \omega_{h}$ for which the signature of $\left(-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)$ is $+i$ compose a definite automorphic aggregate, and the pairs for which the signature is -i compose the complementary definite aggregate.
That is to say, for every member of the first aggregate,

$$
f_{g}=i g_{f}, \quad g_{h}=i h_{g}, \quad h_{f}=i f_{h}
$$

and for every member of the second,

$$
f_{g}=-i g_{f}, \quad g_{h}=-i h_{g}, \quad h_{f}=-i f_{h}
$$

The two definite aggregates of $\cdot 44$ together form the extended aggregate of 42 .

We have broken the aggregate defined by 403 and $\cdot 405$ into two halves by taking a definite sign in 405 . There is another line along which we can divide this aggregate. Let us require the function denoted by gj $z$ as well as the function denoted by fjz to be unaltered. Since $g_{f}$ and $f_{g}$ are to have the same value in every specification, their ratio is always the same, and is either $i$ for all pairs of quarterperiods or $-i$ for all pairs of quarterperiods. Hence the aggregate is necessarily definite. Also $f_{h}, g_{h}$, and the ratios $h_{f} / f_{h}, h_{g} / g_{h}$, have the same values for all pairs of quarterperiods. Hence $h_{f}, h_{g}$ are unaltered, and the third function $\mathrm{hj} z$ is unaltered $\dagger$.
8.45. If two of the three functions $\mathrm{fj} z, \operatorname{gj} z, \mathrm{hj} z$ are given, the third function is determinate, and the pairs of quarterperiods $\omega_{g}$, $\omega_{h}$ with which the set of functions can be associated compose a definite automorphic aggregate.

The values of $\Omega_{g}$ which satisfy the equation
are given by

$$
\begin{gathered}
\mathrm{hj}\left(\Omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)=h_{g} \\
\Omega_{g}=(4 m+1) \omega_{g}+2 n \omega_{h}
\end{gathered}
$$

and therefore in 403 the number $m_{1}$ is even if $\mathrm{hj} z$ is unaltered; becanse $\operatorname{gj} z$ also is unaltered, $n_{2}$ is even, and
8.46. The aggregate of pairs of quarterperiods $\omega_{g}, \omega_{h}$ such that the three functions $\mathrm{fj}(z ; \Omega), \operatorname{gj}(z ; \Omega), \operatorname{hj}(z ; \Omega)$ are identical with the three functions

[^24]$\mathrm{fj}(z ; \omega), \operatorname{gj}(z ; \omega), \operatorname{hj}(z ; \omega)$ is the definite automorphic aggregate generated by the pair of relations
$$
\Omega_{g}=\left(4 m^{\prime}+1\right) \omega_{g}+4 n^{\prime} \omega_{h}, \quad \Omega_{h}=4 m^{\prime \prime} \omega_{g}+\left(4 n^{\prime \prime}+1\right) \omega_{h}
$$
with the condition
$$
\left(4 m^{\prime}+1\right)\left(4 n^{\prime \prime}+1\right)-16 n^{\prime} m^{\prime \prime}=1 .
$$
8.5. To modify 43 to concern one complex variable, not a pair of variables, we may write
$$
\cdot 501-.503 \frac{\omega_{g}}{\omega_{h}}=\tau, \quad \frac{\mathrm{fj}\left(\omega_{g} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)}{\mathrm{fj}\left(\omega_{h} ;-\omega_{g}-\omega_{h}, \omega_{g}, \omega_{h}\right)}=\phi(\tau), \quad \frac{b}{c}=k .
$$

The pair of equations $\cdot 43_{1-2}$ is then replaced by the one equation

$$
\phi(\tau)=k
$$

and the pair of formulae $\cdot 403$ by a single formula

- 505

$$
\mathrm{T}=\frac{\left(2 m_{1}+1\right) \tau+\left(2 m_{1}+4 n_{1}\right)}{\left(4 m_{2}+2 n_{2}\right) \tau+\left(2 n_{2}+1\right)}
$$

By an automorphic aggregate we now mean an aggregate of values of one complex number. Examples of automorphic aggregates in one variable are the aggregates generated by $\cdot 505$ with coefficients subject to one or other of the conditions $\cdot 41_{2}, \cdot 405$, the aggregate being definite in the one case, extended in the other. If the aggregate is definite, it follows from 41 that its members lie all on one side of the real axis. The generating relation and condition being given, every complex number belongs to one and only one definite automorphic aggregate, and to one and only one extended automorphic aggregate; an undegenerate automorphic aggregate has no real members.

Translated into terms of one variable, 45 becomes
8.51. If $k^{2}$ is finite and neither 0 nor 1 , the equation $\phi(\tau)=k$ is soluble and the solutions compose an undegenerate extended automorphic aggregate.
In other words,
8.52. If $k^{2}$ is finite and neither 0 nor 1 , the equation $\phi(\tau)=k$ is an automorphic equation with one and only one solution.
It is to be remembered that the function $\phi(\tau)$ is a defined function of $\tau$, involving no parameters whatever.
If the inversion problem is attacked as the problem of satisfying the conditions $f_{g}=b, f_{h}=c$, the fundamental theorem to establish is $\cdot 52$. The function $\phi(\tau)$ has the property, easily verifiable, that its value is unaltered by the substitution 505 if the coefficients are subject to the
condition 405 ; for this reason the function itself is called automorphic. That the equation $\phi(\tau)=k$ is automorphic is almost trivial; the clifficulty lies in proving that it has a solution.

From a slightly different point of view, the theorem $\cdot 52$ asserts that if the variable $\tau$ is subject to no restrictions except that it is not to be purely real, there are no finite values except 0 , 1 , and -1 which the function $\phi(\tau)$ does not assume. Essentially this is a theorem on the correspondence established between the two complex variables $\tau, k$ by the relation $\phi(\tau)=k$. It is a theorem of exactly the same kind as the theorem we have proved in Chapter VII regarding the correspondence established between $w$ and $I$ by the relation

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{ } R(w)}=I .
$$

## IX <br> FUNCTIONS AND INTEGRALS WITH REAL CRITICAL VALUES

$9 \cdot 1$. If $b^{2}$ and $c^{2}$ are real, consideration of the possible reality of quarterperiods falls into three cases.
(i) If $b^{2}>c^{2}>0$, with $b>0$, the integral

$$
\int_{i}^{\infty} \frac{d u}{\sqrt{\left\{\left(u^{2}-b^{2}\right)\left(u^{2}-c^{2}\right)\right\}}}
$$

is real, and the integral

$$
\int_{0}^{\infty} \frac{i d v}{\sqrt{\left\{\left(v^{2}+b^{2}\right)\left(v^{2}+c^{2}\right)\right\}}}
$$

is imaginary $\dagger$; thus, in the notation of $6 \cdot 4$ and $6 \cdot 5, \beta$ has a real value and $\alpha$ an imaginary value.
(ii) If $b^{2}>0>c^{2}$, with $c=i q, b>0, q>0$, the integral

$$
\int_{b}^{\infty} \frac{d u}{\sqrt{\left\{\left(u^{2}-b^{2}\right)\left(u^{2}+q^{2}\right)\right\}}}
$$

is real, and the integral

$$
\int_{q}^{\infty} \frac{i d v}{\sqrt{\left\{\left(v^{2}+b^{2}\right)\left(v^{2}-q^{2}\right)\right\}}}
$$

is imaginary; $\beta$ has a real value and $\gamma$ an imaginary value.
(iii) If $0>b^{2}>c^{2}$, with $b=i p, c=i q, q>p>0$, the integral

$$
\int_{0}^{\infty} \frac{d u}{\sqrt{\left\{\left(u^{2}+p^{2}\right)\left(u^{2}+q^{2}\right)\right\}}}
$$

is real, and the integral

$$
\int_{q}^{\infty} \frac{i d v}{\sqrt{\left\{\left(v^{2}-p^{2}\right)\left(v^{2}-q^{2}\right)\right\}}}
$$

is imaginary; $\alpha$ has a real value and $\gamma$ an imaginary value.

[^25]Thus in all cases the system includes one real quarterperiod and, as might have been infered from 6.84 and 6.85 , one that is imaginary.

The three cases are not as distinct as they have been allowed to seem. If $f_{g}^{2}$, $f_{h}^{2}$ have the real values $C,-B$, then $!_{f}^{2}, h_{f}^{2}$ have the real values $-C, B$, and since
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$$
f_{g}^{2}+g_{l}^{2}+h_{f}^{2}=0
$$

$g_{h}^{2}, h_{g}^{2}$ have the real values $A,-A$, where
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$$
A+B+C=0
$$

that is, $g_{h}^{2}, g_{f}^{2}$ have the real values $A,-C$, and $h_{f}^{2}, h_{g}^{2}$ have the real values $B,-A$. Of the three real numbers $A, B, C$ subject to $\cdot 102$, the one which is algebraically greatest is necessarily positive, and the one which is algebraically least is necessarily negative. If then $A>B>C$, the pair of numbers $A,-C$ belongs to case (i); if further $B>0$, the pair of numbers $B,-A$ belongs to case (ii) and the pair of numbers $C,-B$ to case (iii), while if $B<0$, the pair of numbers $C,-B$ belongs to case (ii) and the pair of numbers $B,-A$ to case (iii). That is to say, the three cases must occur together, one of the three primitive functions $\mathrm{fj} z, \operatorname{gj} z, \mathrm{hj} z$ satisfying the conditions associated with each case, and it is the simultaneous occurrence of the three cases in the triplet of inseparable functions with which we are really dealing. If the triplet possesses this property, then the system has a real and an imaginary quarterperiod.

That the converse is true follows immediately from the definition of §z. If $\omega_{j}$ has a real value $\omega$ and $\omega_{g}$ an imaginary value $i \omega^{\prime}$,
$\cdot 103 \wp(x+i y)$

$$
=\frac{1}{(x+i y)^{2}}+\sum^{\prime}\left\{\begin{array}{c}
1 \\
\left\{(x+2 m \omega)+i\left(y+2 n \omega^{\prime}\right)\right\}^{2}
\end{array}-\frac{1}{\left.\left(2 m \omega+2 i n \omega^{\prime}\right)^{2}\right)^{2}}\right\} .
$$

If $y=0$, the first term and the terms for which $n=0$ are real, and the terms for which $n \neq 0$ can be added in conjugate pairs; if $x=0$, the first term and the terms for which $m=0$ are real, and the terms for which $m \neq 0$ can be added in conjugate pairs:

9•11. If $\wp z$ has one real and one imaginary period, then $\wp z$ is real if $z$ is either real or imaginary.

In particular, $\wp \omega_{f}$ and $\wp \omega_{g}$, that is, $e_{f}$ and $e_{\vartheta}$, are real, and since $e_{f}+e_{g}+e_{h}=0, e_{h}$ is real, and so also are the differences which are the squares of the critical values of the primitive functions. Hence

9•12. A system in which the squares of the critical values of the primitive functions are all real is a system which has one real quarterperiod and one imaginary quarterperiod.

9•2. In our direct investigation into the inversion of the integral $I(w)$, we have identified the particular integrals $\alpha, \beta, \gamma$ with the quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$ and the function $w(I)$ with $\mathrm{fj} I$. To allocate the integrals differently is to permute the symbols $\alpha, \beta, \gamma$, but to permute the symbols $\omega_{f}, \omega_{g}$, $\omega_{h}$ would be to deny the notation of which these symbols form part. To put the matter differently, the six functions

$$
\begin{array}{lll}
\mathrm{fj}(z ; \alpha, \beta, \gamma), & \mathrm{gj}(z ; \gamma, \alpha, \beta), & \mathrm{hj}(z ; \beta, \gamma, \alpha), \\
\mathrm{fj}(z ; \alpha, \gamma, \beta), & \mathrm{gj}(z ; \beta, \alpha, \gamma), & \mathrm{hj}(z ; \gamma, \beta, \alpha)
\end{array}
$$

are identically the same function of $z$, but such a collection of symbols as $\operatorname{gj}\left(z ; \omega_{h}, \omega_{f}, \omega_{g}\right)$ is literally a contradiction in terms.

If then we are to translate the results of $\cdot 1$ into results concerning a set of functions in which $\omega_{f}$ is real and $\omega_{g}$ imaginary, it is the functional symbol which is different in the different cases, corresponding in each case to the part played by $\alpha$ : in (i), $\alpha$ is imaginary and coincides with $\omega_{g}$; in (ii), $\alpha$ is complex and coincides with $\omega_{h}$; in (iii), $\alpha$ is real and coincides with $\omega_{f}$.
9.21. If $\omega_{f}$ is real and $\omega_{g}$ imaginary, then $f_{g}$ and $f_{h}$ are both imaginary, $g_{f}$ and $g_{h}$ are both real, $h_{f}$ is real and $h_{g}$ is imaginary.

We can render these results almost self-evident by locating more completely the real values of $\wp z$. We suppose as above that $\omega_{f}$ has a real value $\omega$ and that $\omega_{g}$ has an imaginary value $i \omega^{\prime}$; we do not assume that the real numbers $\omega, \omega^{\prime}$ are positive, for we have presently to make comparisons in which this restriction would have to be removed.

One period parallelogram for the function $\delta z z$ is now a rectangle of which one side extends along the real axis from 0 to $2 \omega$ and one along the imaginary axis from 0 to $2 i \omega^{\prime}$. By the midlines of the rectangle we mean the lines $x=\omega$ and $y=\omega^{\prime}$, which cross at right angles at the midpoint $\omega+i \omega^{\prime}$, which is $-\omega_{h}$.

Since $e_{f}, e_{g}, e_{h}$ are real, two formulae typified by 0.79 , namely

$$
\left\{\wp z-e_{f}\right\}\left\{\wp\left(z+\omega_{f}\right)-e_{j}\right\}=\left(e_{g}-e_{f}\right)\left(e_{h}-e_{j}\right),
$$

imply that if $\wp z$ is real, so also are $\wp(z+\omega)$ and $\wp\left(z+i \omega^{\prime}\right)$. Hence
9.22. If $\wp z$ has two pure periods, then $\wp z$ is real along the midlines of a period rectangle.

It is convenient to denote the four points $0, \omega, i \omega^{\prime}, \omega+i \omega^{\prime}$ now by $J, F, G, H$, and to eall the rectangle of which these points are the vertices the fundamental reetangle. The function $\wp z$ is real at every point of the perimeter of the fundamental rectangle, and if $z$ describes this perimeter continuously in the direction $J G H F J$, the value of $\delta, z$ varies continuously from $-\infty$ to $+\infty$, being dominated by $-1 / y^{2}$ on the imaginary axis near the origin and by $1 / x^{2}$ on the real axis near the origin; hence $\wp z$ assumes every real value at least once on the perimeter. If $z_{1}, z_{2}$ are two incongruent points where $\wp \sim z$ has the same value, $z_{1}+z_{2} \equiv 0$, and therefore $\frac{1}{2}\left(z_{1}+z_{2}\right)$ is congruent with 0 or with a halfperiod of $\wp z$; but if $z_{1}, z_{2}$ are two points on the perimeter of the fundamental rectangle, $\frac{1}{2}\left(z_{1}+z_{2}\right)$ is either inside the rectangle or on the perimeter and ean not be zero or a halfperiod unless $z_{1}, z_{2}$ coincide at a corner-in any ease $\frac{1}{2}\left(z_{1}+z_{2}\right)$ is not zero or a halfperiod if $z_{1}, z_{2}$ are distinct, and $\wp z$ does not assume any value more than once on the perimeter. Hence

9•23. As z describes the perimeter JGHF J of the fundamental rectangle, $\wp \sim$ increases steadily through all real values from $-\infty$ to $+\infty$.

Incidentally we have established the inequalities - 203

$$
e_{g}<e_{h}<e_{f},
$$

which taken with $e_{f}+e_{g}+e_{h}=0$ imply that $e_{f}$ is positive and $e_{g}$ negative, and therefore that in the case under consideration $\rho \sim z$ is positive for all real values of $z$ and negative for all imaginary values of $z$.

Since $\wp \sigma=\wp_{\circ} z_{1}$ implies $z \equiv \pm z_{1}$, we can complete $\cdot 22$ from $\cdot 23$ :
9•24. If $\wp$. has the pure periods $2 \omega, 2 i \omega^{\prime}$, then $\wp(x+i y)$ is real if $x$ is a multiple of $\omega$ or $y$ of $\omega^{\prime}$, but not otherwise.

To subtract $e_{f}, e_{g}$, or $e_{h}$ from $\wp z$ does not affect the monotonic property expressed in $\cdot 23$ but brings the zero to a known point. Hence
$9 \cdot 25$. On the perimeter of the fundamental rectangle, the squares of the functions $\mathrm{fj} z, \operatorname{gj} z, \mathrm{hj} z$ are everywhere real; $\mathrm{fj} z$ is real along $F \cdot J$ and imaginary along FHGJ; gjz is real along GHFJ and imaginary along $G J ; h \mathrm{~h} z$ is real along IIFJ and imaginary along IIGJ.

On the perimeter, each function has only one zero and only one infinity, and these are the points which divide the real stretch from the imaginary stretch. Hence there is no change of sign along a real stretch or along an imaginary streteh, and the signs which the function has near the origin persist along the two stretches. Near the origin each function is dominated by the term $1 / z$, which is positive for positive
real values of $z$ and negatively imaginary for positively imaginary values of $z$. The sign of $x$ along $J F$ is the sign of $\omega$, and the sign of $y$ along $J G$ is the sign of $\omega^{\prime}$.

9•26. The real values of $\mathrm{fj} z, \mathrm{gj} z, \mathrm{hj} z$ along the perimeter of the fundamental rectangle have the sign of $\omega$, the imaginary values are negatively or positively imaginary according as $\omega^{\prime}$ is positive or negative.

The results of $\cdot 25$ and $\cdot 26$ can be extended immediately to the whole set of elementary functions. To the function $p q z$, where $p, q$ are two of the four letters $\mathrm{j}, \mathrm{f}, \mathrm{g}, \mathrm{h}$, there correspond two points $P, Q$ which are two of the four points $J, F, G, H$.
9.27. The function $\mathrm{pq} z$ is real with a definite sign along one of the stretches into which the points $P, Q$ divide the perimeter of the fundamental rectangle, imaginary with a definite sign along the other of these two stretches; the function is purely real or imaginary if $x$ is a multiple of $\omega$ or $y$ of $\omega^{\prime}$, but not otherwise.

Near the point $Q$ the function resembles $1 /\left(z-z_{Q}\right)$ or $-1 /\left(z-z_{Q}\right)$, and of the two sides of the rectangle which meet at $Q$, one is parallel to the real axis and the other is parallel to the imaginary axis. The real stretch for the function $\mathrm{pq} z$ is the stretch $P Q$ which includes the former of these sides, the imaginary stretch the stretch $P Q$ which includes the latter. If $Q$ is $J, F$, or $G$, the pole is necessarily positive, but $H$ is $-\omega_{h}$ and is a positive pole of $\mathrm{jh} z$ and a negative pole of $\mathrm{fh} z$ and ghz. Hence the two functions $\mathrm{fh} z, \mathrm{gh} z$ are real and have the opposite sign to $x-x_{I I}$ at points near $H$ on the line $y=y_{H}$; on the line $x=x_{I I}$ these functions are positively imaginary for small positive values of $y-y_{H}$ and negatively imaginary for small negative values of $y-y_{H}$. In each of the other ten cases, the function has the same sign as $x-x_{Q}$ near $Q$ on the line $y=y_{Q}$ and the opposite sign to $i\left(y-y_{Q}\right)$ near $Q$ on the line $x=x_{Q}$. So far the determinations are independent of the signs of $\omega$ and $\omega^{\prime}$, but the signs of $x-x_{Q}$ and $y-y_{Q}$ on the perimeter depend on the signs of $\omega$ and $\omega^{\prime}$ as well as on the position of $Q$. Results are most easily read from a diagram.
$9 \cdot 3$. Combining $\cdot 25$ and $\cdot 26$ to determine the nature of the six critical values, remembering that the values of $\mathrm{fj} z$ and $\mathrm{gj} z$ at $H$ are $-f_{h}$ and $-g_{h}$, we see that if $\omega$ and $\omega^{\prime}$ are positive, $f_{g}$ is negatively imaginary, $f_{h}$ is positively imaginary, $g_{f}$ is real and positive, $g_{h}$ is real and negative, $h_{f}$ is real and positive, and $h_{g}$ is negatively imaginary. Thus $g_{f} / f_{g}, h_{g} / g_{h}$, $f_{h l} / h_{f}$ are all positively imaginary, and since the square of each of these
fractions is $\mathbf{- 1}$, the fractions have the common value $i$. If the sign of $\omega$ is changed, the three critical values that are real change sign together, and if the sign of $\omega^{\prime}$ is changed, each of the imaginary critical values is replaced by its negative. That is, in agreement with l-66,

9•31. According as $\omega^{\prime} / \omega$ is positive or negative,

$$
\begin{equation*}
g_{j} / f_{g}=h_{g} / g_{h}=f_{h} / h_{j}=i \tag{1}
\end{equation*}
$$

or
$\cdot 31_{2}$

$$
g_{i} / f_{g}=h_{g} / g_{h}=f_{h} / h_{f}=-i
$$

The relation between the three real constants $g_{f}, g_{h}, h_{f}$ is
$9 \cdot 32$

$$
g_{h}^{2}+h_{f}^{2}=g_{f}^{2} .
$$

To put the results of $\cdot 31, \cdot 32$ differently, let $b, c, d$ be the positive square roots of the positive real numbers $e_{f}-e_{g}, e_{h}-e_{g}, e_{f}-e_{h}$; then -301

$$
b^{2}=c^{2}+d^{2},
$$

identically, the three real critical values are given by

$$
\cdot 302-304 \quad g_{j}= \pm b, \quad g_{h}=\mp c, \quad h_{j}= \pm d
$$

the upper or the lower signs being taken according as $\omega$ is positive or negative, and the three imaginary critical values are given by

$$
\cdot 305-307 \quad f_{g}=\mp i b, \quad h_{g}=\mp i c, \quad f_{h}= \pm i d,
$$

the upper or the lower signs being taken according as $\omega^{\prime}$ is positive or negative.

It will be noticed that $\cdot 302-\cdot 307$ restrict the values possible simultaneously to the critical values. Naturally gj $z$ and $\operatorname{hj} z$ must have the same sign at $F$, if they are real along $J F$, for they have the same approximate form near $J$ and no change of sign takes place. They are distinct functions, and there is nothing in our previous work with which this result seems to clash. But $g_{f}$ and $g_{h}$ are the critical values of the same fumction $\mathrm{gj} z$, and the qualitative restriction, that these valnes must have different signs, needs explanation. It is quite possible to define a function with real critical values that are both positive; in fact it is quite possible to arrange for $b$ and $c$ to be the critical values of the very function $\mathrm{gj} z$ with which we are dealing. And there is no fallacy in the proof that the function has both a real and an imaginary quarterperiod. But what is implied by $\cdot 302-\cdot 303$ is that a choice of a real period and an imaginary period to constitute a primitive pair for the function is incompatible with a choice of critical values with the same sign: the point $-\omega_{g}$ is the corner opposite to the origin in the parallelogram $\omega_{f}, \omega_{h}$, and therefore if $\omega_{g}$ is on the imaginary axis, $\omega_{f}$ and $\omega_{h}$ are on lines equidistant from that axis and the values of $g \mathrm{gj} z$ on these lines have opposite signs. Without changing the function $\mathrm{gj} \tilde{z}$ or the quarterperiod $\omega$ we can take $\omega_{h}=\omega+i \omega^{\prime}$ and secure $g_{f}=b, g_{h}=c$, but now $\omega_{g}=-2 \omega-i \omega^{\prime}$ and neither $\omega_{g}$ nor $\omega_{h}$ is purely imaginary.

If we refer to the conditions imposed in $6 \cdot 3$ and $6 \cdot 5$ on paths from which the integrals $\alpha, \beta, \gamma$ are made definite, we see that the first of these paths and its
reflection in the origin divide the plane into two distinct parts, and that the paths to $\infty$ from $b, c$ lie wholly in the same division. If $b, c$ are real, with $b^{2}>c^{2}$, we can satisfy these conditions whether or not $b$ and $c$ have the same sign, but the proof that $\alpha$ can be real depends on using one half or the other of the imaginary axis itself as the path of integration from


Fig. 29. 0 to $\infty$, and this particular choice is impossible if the signs of $b$ and $c$ are different. That is to say, if the signs of $b$ and $c$ are different, the transformation in $\cdot 1$ (i) is impossible and we have no reason to expect a primitive pair of quarterperiods of the form $\omega, i \omega^{\prime}$; what we have now learned is that in this case such a pair can not in fact exist.

We can write down both $\omega$ and $\omega^{\prime}$ in terms of $b, c, d$ from any one of the functions $\mathrm{fj} z, \operatorname{gj} z, \operatorname{hj} z$. The immediate theorems are
$9 \cdot 33_{1-3}$. Expressions for $\pm \omega$ as integrals are

9.33 ${ }_{46}$. Expressions for $\pm \omega^{\prime}$ as integrals are
$\int_{b}^{\infty} \frac{d v}{\sqrt{\left\{\left(v^{2}-b^{2}\right)\left(v^{2}-d^{2}\right)\right\}}, \quad \int_{0}^{\infty} \frac{d v}{\sqrt{\left\{\left(v^{2}+b^{2}\right)\left(v^{2}+c^{2}\right)\right\}}}, \quad \int_{c}^{\infty} \frac{d v}{\sqrt{\left\{\left(v^{2}-c^{2}\right)\left(v^{2}+d^{2}\right)\right\}}} . ~ . ~ . ~ . ~}$
The implied equalities between integrals are made obvious by a preliminary substitution $u^{2}=U, v^{2}=V$.

Since the integrals

$$
\int_{0}^{i b} \frac{d w}{\sqrt{\left\{\left(w^{2}+b^{2}\right)\left(w^{2}+d^{2}\right)\right\}}}, \quad \int_{0}^{b} \frac{d w}{\sqrt{\left\{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}},} \quad \int_{i c}^{a} \frac{d w}{\sqrt{\left\{\left(w^{2}+c^{2}\right)\left(w^{2}-d^{2}\right)\right\}}}
$$

are combinations of an integral in $\cdot 33_{1-3}$ with an integral in $\cdot 33_{4-6}$, each of them has a value $\pm \omega \pm i \omega^{\prime}$ for an appropriate path in the complex plane. It follows from the investigation in Chapter VI that a path which does not surround any of the branchpoints is appropriate in this sense, and therefore that we may take the first path along the imaginary axis, the second path along the real axis, and the third path to the origin along one axis and away from the origin along the other axis. The first two paths pass through branchpoints, and although the substitution has the same form along the whole path, the radical is real on one side of the branchpoint and imaginary on the other side; on

gj $z$



Full lines indicate real values, broki

imaginary values, of the function.

the third path the substitution changes form at the origin. Thus we have $\pm \omega \pm i \omega^{\prime}$ expressed in the three forms

$$
\begin{aligned}
& i \int_{0}^{d} \frac{d v}{\sqrt{\left\{\left(b^{2}-v^{2}\right)\left(d^{2}-v^{2}\right)\right\}}+\int_{d}^{b} \frac{d v}{\left.\sqrt{\{ }\left(b^{2}-v^{2}\right)\left(v^{2}-d^{2}\right)\right\}}} \\
& \int_{0}^{c} \frac{d u}{\sqrt{\{ }\left\{\left(b^{2}-u^{2}\right)\left(c^{2}-u^{2}\right)\right\}}+i \int_{c}^{b} \frac{d u}{\sqrt{\{ }\left\{\left(b^{2}-u^{2}\right)\left(u^{2}-c^{2}\right)\right\}}, \\
& \int_{0}^{c} \frac{d v}{\sqrt{\left\{\left(c^{2}-v^{2}\right)\left(d^{2}+v^{2}\right)\right\}}+i \int_{0}^{d} \frac{d u}{\sqrt{\left\{\left(c^{2}+u^{2}\right)\left(d^{2}-u^{2}\right)\right\}},}}=.
\end{aligned}
$$

and to $\cdot 33_{1-6}$ we can add
$9 \cdot 33_{7-9}$. Expressions for $\pm \omega$ as integrals are
$\int_{d}^{b} \frac{d u}{\left.\sqrt{\{ }\left(b^{2}-u^{2}\right)\left(u^{2}-d^{2}\right)\right\}}, \quad \int_{0}^{c} \frac{d u}{\left.\sqrt{\{ }\left(b^{2}-u^{2}\right)\left(c^{2}-u^{2}\right)\right\}}, \quad \int_{0}^{c} \frac{d u}{\sqrt{\left\{\left(c^{2}-u^{2}\right)\left(d^{2}+u^{2}\right)\right\}}}$;
9•33 ${ }_{10-12}$. Expressions for $\pm \omega^{\prime}$ as integrals are
$\int_{0}^{d} \frac{d v}{\sqrt{\left\{\left(b^{2}-v^{2}\right)\left(d^{2}-v^{2}\right)\right\}}}, \quad \int_{c}^{b} \frac{d v}{\sqrt{\left\{\left(b^{2}-v^{2}\right)\left(v^{2}-c^{2}\right)\right\}}}, \quad \int_{0}^{a} \frac{d v}{\sqrt{\left\{\left(c^{2}+v^{2}\right)\left(d^{2}-v^{2}\right)\right\}}}$.
The formulae $\cdot 33_{8}, \cdot 33_{9}$ for $\omega$ come from $\cdot 33_{2}, \cdot 33_{3}$ by the substitutions of $b c / u, c d / u$ for $u$, and the formulae $\cdot 33_{10}, \cdot 33_{12}$ for $\omega^{\prime}$ from $\cdot 33_{4}, \cdot 33_{6}$ by the substitutions of $b d / v, c d / v$ for $v$.

Interchange of $c$ with $d$ interchanges the sets of formulae for $\omega$ with the sets for $\omega^{\prime}$. This was to be anticipated, for if $\mathrm{pq} z$ is a function with quarterperiods $\omega, i \omega^{\prime}$, then $\mathrm{pq} i z$ is a function with quarterperiods $i \omega, \omega^{\prime}$. To put $\omega^{\prime}, i \omega$ into the parts of $\omega_{f}, \omega_{g}$ involves minor adjustments equivalent to a change of sign of one quarterperiod, but substantially the change is from a system in which the critical values $g_{f},-g_{h}, h_{f}$ are $b, c, d$ to one in which these values are $b, d, c$.

Detailed descriptions of the behaviour of the twelve elementary functions are better incorporated in diagrams than tabulated or formulated, and a set of diagrams for positive values of $\omega$ and $\omega^{\prime}$ constitutes Figure 30. Lines along which the function is real are continuous, lines along which it is imaginary, broken. Zeros and infinities are indicated, and critical values are inserted, with the notation of $\cdot 302-\cdot 307: b, c, d$ are positive real numbers definable as $g_{f},-g_{h}, h_{f}$. Barbs show the direction of algebraic increase, and therefore the values along a stretch
between a zero and an infinity are positive or positively imaginary if the barbs point from 0 towards $\infty$, negative or negatively imaginary if the barbs point from $\infty$ towards 0 .

The diagrams are extended to cover a complete period parallelogram of each function. All that is necessary for this extension is to remember that a direction of increase is unchanged at a zero or an infinity, since the zeros and infinities are all simple, but is reversed at a critical point which is neither one nor the other. For the functions $\mathrm{fj} z$ and $\mathrm{gj} z$ we naturally choose as period parallelograms the rectangles $2 \omega, 4 i \omega^{\prime}$ and $4 \omega, 2 i \omega^{\prime}$; for $\mathrm{hj} z$ no rectangle is available, but by choosing $4 \omega$, $-2 \omega+2 i \omega^{\prime}$ as the primitive pair of periods we secure that the fundamental rectangle $J F H G$ is included in the period parallelogram.
$9 \cdot 4$. We can express $\cdot 27$ as a property of the transformation $w=\mathrm{pq} z$ rather than of the function $\mathrm{pq} z$ :

9•41. In the transformation $w=\mathrm{pq} z$, there is a point to point correspondence between the perimeter of the fundamental rectangle in the $z$ plane and the pair of half-lines bounding a definite quadrant of the $w$ plane.
This theorem prompts us to ask, before turning to the classification of real integrals, if the transformation associates points inside the rectangle with points belonging to the quadrant.

The lines $x=m \omega, y=n \omega^{\prime}$ dissect the $z$ plane into rectangles each of which is congruent geometrically with the fundamental rectangle; we will call these rectangles cells. Each of the period parallelograms $2 \omega, 4 i \omega^{\prime}$ and $4 \omega, 2 i \omega^{\prime}$ is dissected into eight cells. The period parallelogram $4 \omega,-2 \omega+2 i \omega^{\prime}$ of $\mathrm{hj} z$ is dissected into six cells and four triangles, and the triangles have to be associated in pairs to form regions equivalent to two more cells. For our immediate purpose we can however avoid even verbal conventions by recalling the distinction between a period parallelogram and a parallelogram which is a primitive region. The rectangle $4 \omega, 2 i \omega^{\prime}$ is not a period parallelogram for $\mathrm{hj} z$, for $2 i \omega^{\prime}$ is not a period of the function. But the triangle ( $\left.0,2 i \omega^{\prime},-2 \omega+2 i \omega^{\prime}\right)$ is congruent with the triangle ( $4 \omega, 4 \omega+2 i \omega^{\prime}, 2 \omega+2 i \omega^{\prime}$ ), and therefore the rectangle $4 \omega, 2 i \omega^{\prime}$, like the period parallelogram $4 \omega,-2 \omega+2 i \omega^{\prime}$, is $\dagger$ a primitive region for hj $z$ : of any set of points $z+m .4 \omega+n\left(-2 \omega+2 i \omega^{\prime}\right)$ congruent for the function, this rectangle contains one and only one.

[^26]Thus we can say that each of the twelve elementary elliptic functions has a primitive region consisting of precisely eight cells．


Fig． 31.
We can repeat for the interior of a cell the argument used in $\cdot 2$ regarding the perimeter of the fundamental rectangle．If $z_{1}, z_{2}$ are inside the same cell，then $\frac{1}{2}\left(z_{1}+z_{2}\right)$ is inside that cell and is of the form $(h+\xi) \omega+(k+\eta) i \omega^{\prime}$ ，where $h, k$ are integers and $\xi, \eta$ real numbers between 0 and 1．Hence $z_{1}+z_{2}$ is of the form $2(h+\xi) \omega+2(k+\eta) i \omega^{\prime}$ and is not of the form $2 m \omega+2 n i \omega^{\prime}$ with integral values of $m, n$ ， and therefore the values of $\mathrm{pq} z_{1}, \mathrm{pq} z_{2}$ are not equal：

9•42．Two points at which pqz has the same value can not be inside the same cell．
Again，from $\cdot 27$ ，no points inside any cell give either real or imaginary values to $\mathrm{pq} z$ ；it follows that if $z_{1}, z_{2}$ are inside the same cell，the arc in the $w$ plane corresponding to an are $z_{1} z_{2}$ which lies wholly in the cell is an are which joins $w_{1}$ to $w_{2}$ without crossing either the real axis or the imaginary axis，even at infinity：

9．43．If $z_{1}, z_{2}$ are in the same cell of the $z$ plane，then $w_{1}, w_{2}$ are in the same quadrant of the $w$ plane．

Now let $w_{1}, w_{2}, w_{3}, w_{4}$ be points one in each quadrant of the $w$ plane， and，for $r=1,2,3,4$ ，let $z_{r}^{\prime}, z_{r}^{\prime \prime}$ be the two points in a primitive region of $\mathrm{pq} z$ which satisfy the equation $\mathrm{pq} z=w_{r}$ ．Of the eight points so defined， 42 implies that two for which $r$ is the same are not in the same cell，and $\cdot 43$ implies that two for which $r$ is different are not in the same cell．Hence the eight points are in eight different cells，and since the primitive region consists of eight cells，there is one and only one of the eight points in each cell．

Since $w_{1}, w_{2}, w_{3}, w_{4}$, inside their several quadrants, are independent, it follows that

9•44. Each quadrant of the $w$ plane is associated by the function $\mathrm{pq} z$ with a pair of cells in a primitive region of the z plane.
As a corollary,
9•45. If $z_{2}$ is inside the same cell as $z_{1}$, the second point in any primitive region at which $\mathrm{pq} z$ has the value $\mathrm{pq} z_{2}$ is inside the same cell as the second point at which $\mathrm{pq} z$ has the value $\mathrm{pq} z_{1}$.
In other words, the function $p q z$ couples the eight cells composing a primitive region in four pairs. Different functions with a common primitive region may couple the cells differently.

We can now absorb $\cdot 41$ into a much more complete theorem:
$9 \cdot 46$. If one quarterperiod is real and one imaginary, the transformation $w=\mathrm{pq} z$ establishes a point-to-point correspondence between a rectangle and its perimeter in the z plane and a quadrant and its boundary in the w plane.

On the perimeter of a rectangle there are four exceptional points, the four corners. On the boundary of a quadrant there are only two exceptional points, the origin and the point at infinity. Since the angles are all right angles, the transformation remains conformal at the two corners $\omega_{p}, \omega_{q}$ in the $z$ plane since these correspond to 0 and $\infty$ in the $w$ plane, but there must still be two points where the correspondence, though definite, is not conformal. In the $z$ plane, these are two corners of the rectangle; in the $w$ plane, they are points on the boundary, with no geometrical peculiarity.

9•47. The transformation of a rectangle into a quadrant by means of the functional relation $w=\mathrm{pq} z$ is conformal except at the points $\omega_{r}, \omega_{t}$ which are zeros of $\mathrm{pq}^{\prime} z$ in the $z$ plane and the corresponding points $\mathrm{pq} \omega_{r}$, $\mathrm{pq} \omega_{t}$ in the $w$ plane.

We anticipate three types of function: if the singularities in the $w$ plane are both on the real radius of the quadrant, the function is coperiodic with $\mathrm{gj} z$, if one is on the real radius and one on the imaginary radius, the function is coperiodic with $\mathrm{hj} z$, and if both are on the imaginary radius, the function is coperiodic with $\mathrm{fj} z$. This is the classification of $\cdot 1$, from another point of view.
9.5. In discussing the evaluation of real integrals we suppose that $\omega$ and $\omega^{\prime}$, determined from given positive constants $b, c, d$ such that
$b^{2}=c^{2}+d^{2}$ by any of the equivalent formulae in $\cdot 33$, are chosen to be positive, and that elliptic functions are constructed with $\omega$ for the first quarterperiod and $i \omega$ ' for the second. 'The radicals in the integrals are all taken to be positive.

If $x$ is the value of the real integral

$$
\int_{i}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}-b^{2}\right)\left(t^{2}-c^{2}\right)\right\}}},
$$

then $t=\operatorname{gj} x$. Even with the restriction to real values the functional equation alone does not determine $x$ when $t$ is given, but since the integral is to be real we are supposing $t \geqslant b$. As $t$ decreases from $\infty$ to $b$, the value of the integral increases steadily from 0 to $\omega$; that is, $0 \leqslant x \leqslant \omega$, and in this range the function $\operatorname{gj} x$ is monotonic and can not assume any value for more than one value of $x$.

The differential equation

$$
(d w / d z)^{2}=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)
$$

satisfied by $\mathrm{gj} z$ is satisfied by the coperiodic functions $\mathrm{hf} z, \mathrm{jg} z, \mathrm{fh} z$ also, and we see from Figure 30 that as $x$ increases from 0 to $\omega$, hf $x$ decreases from $-b$ to $-\infty, \operatorname{jg} x$ increases from 0 to $c$, and fh $x$ decreases from $c$ to 0 .
9.51. The equations

$$
\operatorname{gj} x_{1}=t_{1}, \quad \text { hf } x_{2}=-t_{2}
$$

with the condition $0 \leqslant x \leqslant \omega$ determine $x_{1}, x_{2}$ as singlevalued real functions of $t_{1}, t_{2}$ for the range $b \leqslant t$, and $x_{1}, x_{2}$ so determined are the values of the integrals

$$
\int_{\ell_{1}}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}-b^{2}\right)\left(t^{2}-c^{2}\right)\right\}}}, \quad \int_{b}^{t_{2}} \frac{d t}{\sqrt{\left\{\left(t^{2}-b^{2}\right)\left(t^{2}-c^{2}\right)\right\}}}
$$

9.52. The equations

$$
\mathrm{fh} x_{3}=t_{3}, \quad \mathrm{jg} x_{4}=t_{4}
$$

with the condition $0 \leqslant x \leqslant \omega$ determine $x_{3}, x_{4}$ as singlevalued real functions of $t_{3}, t_{4}$ for the range $0 \leqslant t \leqslant c$, and $x_{3}, x_{4}$ so determined are the values of the integrals

$$
\int_{t_{3}}^{c} \frac{d t}{\sqrt{\left\{\left(b^{2}-t^{2}\right)\left(c^{2}-t^{2}\right)\right\}}}, \quad \int_{0}^{t_{4}} \frac{d t}{\sqrt{\left\{\left(b^{2}-t^{2}\right)\left(c^{2}-t^{2}\right)\right\}}}
$$

There are four elementary functions associated with the equation

$$
(d w / d z)^{2}=\left(w^{2}+r^{2}\right)\left(w^{2}-d^{2}\right)
$$

hj $x$ decreases from $\infty$ to $d$ and gf $x$ decreases from $-d$ to $-\infty$, as $x$ increases from 0 to $\omega$. Since $\operatorname{fg} x$ and $\operatorname{jh} x$ are imaginary in this range, $-i \operatorname{fg} x$ and $-i \mathrm{jh} x$ are real; in real terms, these functions, of which the first decreases from $c$ to 0 and the second increases from 0 to $c$, satisfy the equation

$$
(d t / d x)^{2}=\left(c^{2}-t^{2}\right)\left(d^{2}+t^{2}\right) .
$$

9.53. The equations

$$
\mathrm{hj} x_{5}=t_{5}, \quad \operatorname{gf} x_{6}=-t_{6}
$$

with the condition $0 \leqslant x \leqslant \omega$ determine $x_{5}, x_{6}$ as singlevalued real functions of $t_{5}, t_{6}$ for the range $d \leqslant t$, and $x_{5}, x_{6}$ so determined are the ralues of the integrals

$$
\int_{i_{5}}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+c^{2}\right)\left(t^{2}-d^{2}\right)\right\}}}, \quad \int_{d}^{t_{0}} \frac{d t}{\sqrt{\left\{\left(t^{2}+c^{2}\right)\left(t^{2}-d^{2}\right)\right\}}}
$$

9.54. The equations

$$
\operatorname{fg} x_{7}=i t_{7}, \quad \text { jh } x_{8}=i t_{8}
$$

with the condition $0 \leqslant x \leqslant \omega$ determine $x_{7}, x_{8}$ as singlevalued real functions of $t_{7}, t_{8}$ for the range $0 \leqslant t \leqslant c$, and $x_{7}, x_{8}$ so determined are the values of the integrals

$$
\int_{t_{2}}^{e} \frac{d t}{\sqrt{\left\{\left(c^{2}-t^{2}\right)\left(d^{2}+t^{2}\right)\right\}}}, \quad \int_{0}^{t_{s}} \frac{d t}{\sqrt{\left\{\left(c^{2}-t^{2}\right)\left(d^{2}+t^{2}\right)\right\}}}
$$

There remain the functions for which the differential equation is

$$
(d w / d z)^{2}=\left(w^{2}+b^{2}\right)\left(w^{2}+d^{2}\right) .
$$

As $x$ increases from 0 to $\omega, \mathrm{fj} x$ decreases from $\infty$ to 0 , and $\mathrm{jf} x$ decreases from 0 to $-\infty$. Since hg $x$ and gh $x$ are imaginary, $-i \operatorname{hg} x$ and $-i \operatorname{gh} x$ are real; the first decreases from $b$ to $d$, the second decreases from $-d$ to $-b$, and they both satisfy the equation

$$
(d t / d x)^{2}=\left(b^{2}-t^{2}\right)\left(t^{2}-d^{2}\right)
$$

9.55. The equations

$$
\mathrm{fj} x_{9}=t_{9}, \quad \mathrm{jf} x_{10}=-t_{10}
$$

with the condition $0 \leqslant x \leqslant \omega$ determine $x_{9}, x_{10}$ as singlevalued real functions of $t_{9}, t_{10}$ for the range $0 \leqslant t$, and $x_{9}, x_{10}$ so determined are the values of the integrals

$$
\int_{t_{0}}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+b^{2}\right)\left(t^{2}+d^{2}\right)\right\}}}, \quad \int_{0}^{t_{10}} \frac{d t}{\sqrt{\left\{\left(t^{2}+b^{2}\right)\left(t^{2}+d^{2}\right)\right\}}}
$$

$9 \cdot 56$. The equations

$$
\lg x_{11}=i t_{11}, \quad \operatorname{gh} x_{12}=-i t_{12}
$$

with the condition $0 \leqslant x \leqslant \omega$ determine $x_{11}, x_{12}$ as singlevalued real functions of $t_{11}, t_{12}$ for the range $d \leqslant t \leqslant b$, and $x_{11}, x_{12}$ so determined are the values of the integrals

$$
\int_{t_{11}}^{b} \frac{d t}{\sqrt{\left\{\left(b^{2}-t^{2}\right)\left(t^{2}-d^{2}\right)\right\}}}, \quad \int_{i}^{t_{12}} \frac{d t}{\left.\sqrt{\{ }\left(b^{2}-t^{2}\right)\left(t^{2}-d^{2}\right)\right\}}
$$

In real terms, the undegenerate integral

$$
\int \frac{d t}{\sqrt{\left\{ \pm\left(t^{2}-P\right)\left(t^{2}-Q\right)\right\}}},
$$

in which we may suppose $t$ positive, takes one of six essentially distinct forms. If $P, Q$ have positive values $p^{2}, q^{2}$, with $0<q<p$, the character of the integral is different in the three ranges $(0, q),(q, p),(p, \infty)$; if $P$ is negative and $Q$ has the positive value $q^{2}$, the ranges $(0, q),(q, \infty)$ need separate consideration; only if $P$ and $Q$ are both negative is there no subdivision. For each of the six forms there are two standard integrals, for the fixed limit of integration may be taken at either end of the range to which $t$ is confined. Thus a set of twelve functions, closely allied analytically, but differing in detail in the real domain, is naturally associated with this problem of integration.

The sum of the two integrals associated with the same range of values of $t$, if the variable limits coincide, is on the one hand the integral over the whole range of values of $t$, and on the other hand the difference between the smallest and the largest values of $x$, which in every case is $\omega$. In this way each of the six pairs of formulae $\cdot 51-56$ is bound up with one of the formulae $\cdot 33_{1-3,7-9}$.

It is particularly to be emphasized that the formulae of this section are read, without suppressed algebra, from the diagrams composing Figure 30. An alternative set of formulae is based on the consideration of values along the imaginary axis. On this axis the functions, written as functions of $i y$, are functions of the real variable $y$. The formulae are derivable from those already given by the interchange of $\omega, c, \mathrm{f}$ with $\omega^{\prime}, d, \mathrm{~g}$ and the substitution of $i y, \pm i t$ for $x, t$ in the functional equations. For example, the value $y_{1}$ of the integral

$$
\int_{t_{1}}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}-b^{2}\right)\left(t^{2}-d^{2}\right)\right\}}}
$$

is determined by

$$
\mathrm{fj} i y_{1}=-i t_{1}, \quad 0 \leqslant y_{1} \leqslant \omega^{\prime}
$$

and the value of the integral

$$
\int_{t_{7}}^{d} \frac{d t}{\sqrt{\left\{\left(c^{2}+t^{2}\right)\left(d^{2}-t^{2}\right)\right\}}}
$$

is determined by

$$
\operatorname{gf} i y_{7}=-t_{7}, \quad 0 \leqslant y_{7} \leqslant \omega^{\prime}
$$

Although it is sometimes it and sometimes -it that replaces $t$, there is no ambiguity in any individual formula, and it is simpler to refer to the diagrams than to a set of rules.

Again the expressions for the quarterperiod can be recovered, but the point that should now be clear is that one formula for $\omega$ and one for $\omega^{\prime}$ can be read from each of the diagrams in Figure 30 without subsidiary analysis. The variable in the integral is $t$ or $i t$ for $\omega$ according as the function with which the diagram deals is real or imaginary along the real axis, and is $t$ or $i t$ for $\omega^{\prime}$ according as the function is imaginary or real along the imaginary axis. The limits of integration are marked on the axes. The factors in the radical are $w^{2}-r^{2}, w^{2}-s^{2}$, where $\pm r$, $\pm s$ are the critical values, real or imaginary, marked on the diagram, and these factors become $t^{2}-r^{2}, t^{2}-s^{2}$ or $-t^{2}-r^{2},-t^{2}-s^{2}$ according as the variable is $t$ or $i t$. Automatically the radical absorbs if necessary a factor $i$ and is real within the range of integration. In this way the diagram for hf $z$ gives the formulae $\cdot 33_{2}$ for $\omega$ and $\cdot 33_{11}$ for $\omega^{\prime}$. The whole operation is far simpler to perform than to describe. Each of the six expressions for each quarterperiod is implicit in two diagrams, and two diagrams which give the same formula for one quarterperiod give different formulae for the other.

9•6. A formula expressing one of the elementary functions in terms of another is a substitution reducing one of the standard integrals to another. For example, the relation $\mathrm{jf} z \mathrm{fj} z=-g_{f} h_{f}$, that is, $\mathrm{jf} z \mathrm{fj} z=-b d$, expresses that the transformation $t_{9}=b d / t_{10}$ converts the first of the integrals in $\cdot 55$ into the second. Similarly,

$$
\mathrm{fg}^{2} z=\frac{h_{g}^{2}\left(\mathrm{gj}^{2} z-g_{f}^{2}\right)}{\mathrm{gj}^{2} z}
$$

and writing $\operatorname{fg} z=i t_{7}, \operatorname{gj} z=t_{1}$, we have the transformation

$$
t_{7}^{2}=c^{2}-\frac{b^{2} c^{2}}{t_{1}^{2}}
$$

which converts the first integral in 54 into the first integral in $\cdot 51$. Verification is immediate, but it is from the functional side that the transformations can be forescen most readily.

In the same way, the equality of alternative expressions for the same integral, by means of a function of $x$ and by means of a function of $i y$, depends ultimately on the identity

$$
\mathrm{pq}(z ; \alpha, \beta, \gamma)=\lambda \mathrm{pq}(\lambda z ; \lambda \alpha, \lambda \beta, \lambda \gamma),
$$

which, for $\lambda=i$, gives

$$
\mathrm{pq}\left(z ; \omega, i \omega^{\prime},-\omega-i \omega^{\prime}\right)=i p q\left(i z ; i \omega,-\omega^{\prime},-i \omega+\omega^{\prime}\right) .
$$

To arrange the periods on the right as $-\omega^{\prime}, i \omega, \omega^{\prime}-i \omega$ involves only an interchange of $f$ with $g$, if either of these symbols occurs, and the minor adjustments necessary when the sign of $\omega_{f}$ is changed are obvious in each individual case.

## Table IX 1

Relations between functions of $z$ with quarterperiods $\omega, i \omega^{\prime},-\omega-i \omega^{\prime}$ and functions of $i z$ with quarterperiods $\omega^{\prime}, i \omega,-\omega^{\prime}-i \omega$

| $\mathrm{fj} z=i \mathrm{gj} i z$ | jf $z=i \mathrm{jg} i z$. | $\lg z=-i \operatorname{lnf} i z$ | ghz - -ifhiz |
| :---: | :---: | :---: | :---: |
| gj $z=i f j i z$ | hf $z=i \operatorname{lng} i z$ | $\mathrm{jg} z=\quad i \mathrm{jf} i z$ | $\mathrm{fh} z=i$ ghiz |
| $\mathrm{hj} z=i \mathrm{hj} i z$ | $\operatorname{gf} z=i f g i z$ | $\mathrm{fg} z=-i \operatorname{gf} i z$ | $j h z=-i j h i z$ |

$9 \cdot 7$. We have said that the classical inversion of the elliptic integral presented none of the theoretical difficulties which we have found serious, the reason being that the integrals involved were real functions of real variables $\dagger$. Although we have taken the general solution of the inversion problem for granted in the present chapter, it is interesting to discuss the restricted problem. The difficulty is rather in discovering what has to be proved than in constructing proofs, and explanation tends to be in language too deliberately elementary.

Given two real numbers $\omega, \omega^{\prime}$, we can construct from them a system in which the first two quarterperiods are $\omega$ and $i \omega^{\prime}$, and we find as in $\cdot 2$ and $\cdot 3$ that the critical values $g_{f},-g_{h}, h_{f}$ are real numbers with the same sign satisfying the condition $g_{f}^{2}=g_{h}^{2}+h_{f}^{2}$. The question is whether. if $b, c, d$ are given real numbers with the same sign satisfying the condition $b^{2}=c^{2}+d^{2}$, there necessarily exist two real numbers $\omega, \omega^{\prime}$ such that $b, c, d$ play the parts of $g_{f},-g_{h}, h_{f}$ in the system constructed on

[^27]$\omega, i \omega$ '. There is no loss of generality in supposing $b, c, d$ all positive, for we change their common sign by changing the sign of one of the numbers $\omega, \omega^{\prime}$.

We follow the argument which in $5 \cdot 5$ we could not press to a conclusion. From the given positive real numbers $b, c, d$ subject to the condition
. 701

$$
b^{2}=c^{2}+d^{2}
$$

we calculate the positive real numbers $\omega, \omega^{\prime}$ by the formulae

$$
9 \cdot 71_{1-2} \quad \omega=\int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+b^{2}\right)\left(t^{2}+d^{2}\right)\right\}}}, \quad \omega^{\prime}=\int_{0}^{\infty} \frac{d t}{\left.\sqrt{\{ }\left(t^{2}+b^{2}\right)\left(t^{2}+c^{2}\right)\right\}}
$$

chosen from $\cdot 33$. With the real number $\omega$ as $\omega_{f}$ and the imaginary number $i \omega^{\prime}$ as $\omega_{g}$ we construct a system of primitive functions, and in this system the critical constants $g_{f},-g_{h}, h_{f}$ have definite positive real values which satisfy the condition

$$
g_{f}^{2}=g_{h}^{2}+h_{f}^{2}
$$

Can we identify these values with $b, c, d$ ?
Suppose first that $b$ has the fixed value 1 ; then $\cdot 71_{1}$ defines a relation between the real variables $\omega, d$, and $\cdot 71_{2}$ defines a relation between the real variables $\omega^{\prime}, c$. If $c, d$ are subject to the condition

$$
c^{2}+d^{2}=1
$$

they both lie between 0 and 1 and one increases as the other decreases. As $d$ decreases from 1 to $0, \omega$ increases steadily from $\frac{1}{2} \pi$ to $\infty$; as $c$ increases from 0 to $1, \omega^{\prime}$ decreases steadily from $\infty$ to $\frac{1}{2} \pi$. It follows that as $c$ increases and $d$ decreases, the ratio of $\omega$ to $\omega^{\prime}$ increases steadily from 0 to $\infty$, and acquires any given value for one and only one pair of values of $c$ and $d$; for this pair of values, $\omega$ and $\omega^{\prime}$ as well as the ratio of $\omega$ to $\omega^{\prime}$ are determinate. In other words, if $\omega$ and $\omega^{\prime}$ are given, the conditions

$$
\mu^{2}+\nu^{2}=1
$$

$$
\int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+\nu^{2}\right)\right\}}}=\lambda \omega, \quad \int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+\mu^{2}\right)\right\}}}=\lambda \omega^{\prime}
$$

are satisfied by one and only one set of positive real values of $\lambda, \mu, \nu$. If now we substitute $t / \lambda$ for $t$ in the integrals, we find that

9•72．The equations

$$
\mu^{2}+\nu^{2}=1
$$

$$
\int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+\lambda^{2}\right)\left(t^{2}+\lambda^{2} \nu^{2}\right)\right\}}}=\omega, \quad \int_{0}^{\infty} \sqrt{\prime\left\{\left(t^{2}+\lambda^{2}\right)\left(t^{2}+\lambda^{2} \mu^{2}\right)\right\}}=\omega^{\prime}
$$

are satisficd by one and only one set of positive real ralues of $\lambda, \mu, v$ ，
and since these equations are identical with $\cdot 701, \cdot 1_{1-2}$ with $\lambda, \mu, \nu$ written for $b, c / b, d / b$ ，it follows that，for given positive real values of $\omega$ and $\omega^{\prime}$ ，the relations $\cdot 7 \mathrm{l}_{1-2}$ with the condition $\cdot 701$ are sutisfied by one and only one set of positive real values of $b, c, d$ ．Since the relations are satisfied on the one hand by the set of values $b, c, d$ from which $\omega$ and $\omega^{\prime}$ are calculated，and on the other hand by the set of critical values $g_{f},-g_{h}, h_{f}$ in the system of functions with $\omega_{f}=\omega, \omega_{g}=i \omega^{\prime}$ ，the identification of the original constants with the critical values is complete：

9•73．Given three positive constants $b, c, d$ ，none of which is zero，satis－ fying the condition $b^{2}=c^{2}+d^{2}$ ，there is one and only one system of elliptic functions in which the quarterperiod $\omega_{\text {，}}$ has a real value $\omega$ ，the quarter－ period $\omega_{g}$ has an imaginary value $i \omega^{\prime}$ ，and the critical values $g_{f}, g_{h}, h_{f}$ are $b,-c, d$ ；the values of $\omega$ and $\omega^{\prime}$ are given by

This theorem does not include $\cdot 12$ ，for it does not deny the possibility of a system with real critical valucs but without pure quarterperiords； we could not expect to disprove such a possibility without entering the complex field．But in the majority of applications the restricted theorem is sufficient，without the general theory completed in the last chapter and used to establish $\cdot 12$ ，to justify the introduction of elliptic functions when they are required．In particular，the real integrations in $\cdot 5$ need no deeper foundation．

## X

## INTRODUC'IION OF THE JACOBIAN FUNCTIONS

10.1. In the study of elliptic integrals and functions, standardization, reduction to normal forms, naturally plays a part. From a practical point of view, if a function is to be used in numerical work it is always worth while in the long run to reduce the number of independent parameters if this can be done by trivial transformations: we do not tabnlate $\log _{a} x$ and $\sin a x$ as functions of two variables, although we are prepared to tabulate $\log _{10} x$ as well as $\log _{e} x$ and $\sin \frac{1}{2} \pi x$ as well as $\sin x$. In theoretical work, when there is a question of functional dependence on parameters, a reduction which makes available the methods of the theory of functions of one variable may be the first step to a solution: we have glanced at an illustration of this use of reduction in connexion with the inversion problem.

By substituting $\lambda w$ for $w$, we replace the integral

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{\left\{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}}}
$$

by a constant multiple of

$$
\int_{\lambda w}^{\infty} \frac{d w}{\sqrt{\left\{\left(w^{2}-b_{\lambda}^{2}\right)\left(w^{2}-c_{\lambda}^{2}\right)\right\}}}
$$

where $b_{\lambda}=b / \lambda, c_{\lambda}=c / \lambda$, and $\lambda$ is arbitrary. In particular, by a trivial modification we can deal with an integral involving only one parameter $c / b$ instead of with an integral involving two that are independent.

From the point of view of the elliptic functions, the change is associated most simply with the periods. The identity

$$
\operatorname{pq}(z ; \alpha, \beta, \gamma)=\lambda \mathrm{pq}(\lambda z ; \lambda \alpha, \lambda \beta, \lambda \gamma)
$$

implies that the detailed behaviour of an elliptic function depends on the ratios $\omega_{f}: \omega_{g}: \omega_{h}$ rather than on the values of the quarterperiods, or, to put it graphically, on the shape of a period parallelogram rather than on its size and orientation: except for a constant factor, the distribution of values of the function is governed by position relative to the cardinal points. To multiply the three quarterperiods simultaneously by $\lambda$ is also to divide the six critical values simultaneously by $\lambda$.

We can say that among all the triplets $\alpha, \beta, \gamma$ subject to the condition $\alpha+\beta+\gamma=0$ and having the same shape, we are free to select one; we agree upon a nomalizing factor $\lambda$, and the triplet $\lambda \alpha, \lambda \beta, \lambda \gamma$ is then the eanonical triplet of shape $\alpha: \beta: \gamma$. The factor $\lambda$ must be homogencous of degree -1 in $\alpha, \beta, \gamma$, and the choice is otherwise arbitrary: we could take $\lambda=1 / \alpha$ and seeure a unit quarterperiod; we could take $\lambda=\pi / 2 \alpha$ and assimilate the functions to the circular functions by providing a real quarterperiod $\frac{1}{2} \pi$; possibly if the theory had originated on the functional side, one of these selections would have been made.

It was in fact the development of the theory from the side of the integrals which determined the normalizing factor and the canonical functions. The first integral to be inverted was Legendre's integral

$$
\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}}
$$

and although the functions assoeiated with this integral can not have the symmetry and the formal simplicity of the functions associated with an integral in which the radical has the more general form $\sqrt{ }\left\{\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right)\right\}$, their importance now is far more than historical. The choice of functions and parameters in current use was determined by the lines along which the subject actually developed, and the choice ean not be made to appear in every respect natural when the whole subject is approached in another way. But our object is to exhibit the elassical results in a functional setting, and this requires the use of the elassical notation. Only it is to be remembered that, as soon as we have found how to fit the notation into our scheme, we are dealing with functions of complex variables, and the parameters we use, whatever their traditional origin, are subject only to such restrictions as prevent functions or integrals from degenerating.
$10 \cdot 2$. To reduce the integral

$$
\int_{0}^{w} \frac{d w}{\sqrt{\left\{\left(b^{2}-w^{2}\right)\left(c^{2}-w^{2}\right)\right\}}}
$$

to the form of Legendre's integral, with $0<k<1$ if $0<c<b$, we substitute $w=c x$, and the relation

$$
z=\int_{0}^{w} \frac{d w}{\sqrt{ }\left\{\left(b^{2}-u^{2}\right)\left(c^{2}-u^{2}\right)\right\}}
$$

becomes

$$
u=\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}},
$$

with $k=c / b, u=b z$. That is to say, since $\cdot 201$ is equivalent to $w=\mathrm{jg} z$ in a system in which $g_{f}=b, g_{h}=-c$,
10.21. Legendre's relation is equivalent to

$$
k x=-\mathrm{jg} u
$$

in a system in which $g_{f}=1, g_{h}=-k$.
Since it was by the inversion of Legendre's integral that Jacobi introduced the elliptic functions with which his name is associated, we therefore say that
-203. A set of quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$ is a Jacobian set if $g_{f}=1$.
In other words, admitting a constant multiplier instead of determining the specific function $\mathrm{gj} z$ by its residue,

10•22. The pair of quarterperiods $\omega_{f}, \omega_{g}$ determines a Jacobian lattice if an elliptic function with simple zeros congruent with $\omega_{g}$ and simple poles congruent with the origin has its residue at the origin equal to its value at $\omega_{f}$.
Or, replacing the function by its reciprocal,
10.23. The pair of quarterperiods $\omega_{f}, \omega_{g}$ determines a Jacobian lattice if an elliptic function with simple zeros congruent with the origin and simple poles congruent with $\omega_{g}$ has its derivative at the origin equal to its value at $\omega_{f}$.
To verify the form of the condition in $\cdot 23$, we remark that

$$
\mathrm{jg}^{\prime} 0=\lim _{z \rightarrow 0} \mathrm{jg} z \operatorname{gj} z=\operatorname{jg} \omega_{f} \operatorname{gj} \omega_{f}
$$

whence the condition $g_{f}=1$ is equivalent to $\mathrm{jg}^{\prime} 0=\mathrm{jg} \omega_{f}$.
If $\alpha, \beta, \gamma$ is any set of quarterperiods, then $\operatorname{gj}(\lambda \alpha ; \lambda \alpha, \lambda \beta, \lambda \gamma)=1$ if and only if $\lambda=\operatorname{gj}(\alpha ; \alpha, \beta, \gamma)$. That is,
10.24. There is one and only one Jacobian set of quarterperiods similar to any given set, and the normalizing factor of the set $\omega_{f}, \omega_{g}, \omega_{h}$ is the critical value $g_{f}$.

The Jacobian triplet is the unique representative of the class of similar triplets to which it belongs. In general the normalizing factor $\lambda$ is complex and the Jacobian parallelogram $\lambda \alpha, \lambda \beta$ differs in orientation as well as in size from the parallelogram $\alpha, \beta$ which it represents. For
example, if $\alpha=i \omega^{\prime}, \beta=\omega$, where $\omega, \omega^{\prime}$ are real, then $g j$ iy is imaginary, and if $-2 \omega^{\prime} \leqslant y \leqslant 2 \omega^{\prime}$, the sign of gj $i y$ is opposite to that of $y$, and $i y \mathrm{gj}$ iy is real and positive in that range; in particular, $y_{\rho} x$ is real and positive whether $\omega^{\prime}$ is positive or negative, and the rectangle is turned through a right angle, negatively or positively, as well as brought to the right size. If $\alpha$ is real and $\beta$ imaginary, $g j x$ is real with the same sign as $x$ if $-2 \alpha \leqslant x \leqslant 2 \alpha$, and $x \operatorname{gj} x$ is real and positive in that range; in particular, $g_{f} \alpha$ is real and positive, implying if $\alpha$ is negative that the rectangle is turned through two right angles. Since every rectangle is congruent with some rectangle whose sides are along the real and imaginary axes, we have proved incidentally that
$\cdot 204$. If $\omega_{f}$ and $\omega_{g}$ are at right angles, the first member of the corresponding Jacobian set of quarterperiods is real and positive and the second member is positively or negatively imaginary according as rotation from $\omega_{f}$ to $\omega_{g}$ is positive or negative.
Briefly,
10.25. If a Jacobian parallelogram is a rectangle, its first side is along the positive half of the real axis.
$10 \cdot 3$. Legendre expresses the fundamental elliptic integral in the form
-301

$$
F(\phi)=\int_{0}^{\phi} \frac{d \phi}{\left.\sqrt{\left(1-k^{2}\right.} \sin ^{2} \phi\right)}
$$

as well as, with $x=\sin \phi$, in the form
$\cdot 302$

$$
u=\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}}}
$$

which we have been using. The angle $\phi$ is called the amplitude of the integral $F(\phi)$, but in spite of this terminology the functional relationship is not seen as a dependence of $\phi$ on $F(\phi)$. The crucial step was taken when the relation
$\cdot 303_{1}$

$$
u=F(\phi)
$$

was treated as a relation
$-303_{2}$

$$
\phi=\operatorname{am} u
$$

Circular functions of $\phi$, with which Legendre's pages abound, became $\sin \operatorname{ain} u, \cos \operatorname{am} u$, and so on, and the radical $\sqrt{ }\left(1-k^{2} \sin ^{2} \phi\right)$, which is $d \phi / d u$, became $d \mathrm{am} u / d u$, abbreviated by Jacobi to $\Delta$ am $u$.

Gudermann introduced a more compact notation, writing $\operatorname{sn} u$, cn $u$
for $\sin \operatorname{am} u, \cos \operatorname{am} u$, and $\dagger \operatorname{dn} u$ for $\Delta \operatorname{am} u$. Any exposition that is to facilitate access to the subject must deal with Jacobi's functions and conform to Gudermann's notation and its accepted extension.

That $\operatorname{sn} u$ is an elliptic function, a multiple of $\mathrm{jg} u$ in the Jacobian lattice, we already know. In symbols, 21 can be written

- 304

$$
\operatorname{sn} u=\operatorname{jg} u / \mathrm{jg}^{\prime} 0=\left(1 / g_{h}\right) \operatorname{jg} u ;
$$

the value of $g_{j}$ is implicit. It follows that $\operatorname{cn} u, \operatorname{dn} u$ are multiples of the copolar functions $\operatorname{fg} u, \operatorname{hg} u$, and these also are therefore elliptic functions. To prove this directly is to repeat the arguments of $1 \cdot 2$ : the functions are doubly periodic functions with simple poles at the poles of $\sin u$, and it has only to be shown that their zeros are not branchpoints. Alternatively we may utilize the general theory. If $\mathrm{pq} z$ is an elementary elliptic function satisfying the equation

$$
(d w / d z)^{2}=\left(w^{2}-b^{2}\right)\left(w^{2}-c^{2}\right),
$$

then $\mathrm{pq}^{2} z-b^{2}, \mathrm{pq}^{2} z-c^{2}$ are the squares of the elementary functions copolar with $\mathrm{pq} z$. To replace $\mathrm{pq} z$ by a constant multiple $\mu \mathrm{pq} z$ is to replace 305 by the equation

$$
\mu^{2}(d x / d z)^{2}=\left(x^{2}-\mu^{2} b^{2}\right)\left(x^{2}-\mu^{2} c^{2}\right)
$$

which may appear in the form

$$
(d x / d z)^{2}=\left(\kappa x^{2}-\xi\right)\left(\lambda x^{2}-\eta\right),
$$

where $\kappa, \lambda$ are any two constants such that $\kappa \lambda=1 / \mu^{2}$. But $\xi=\kappa \mu^{2} b^{2}$, $\eta=\lambda \mu^{2} c^{2}$, and the factors $\kappa x^{2}-\xi, \lambda x^{2}-\eta$ are necessarily multiples of $\mathrm{pq}^{2} z-b^{2}, \mathrm{pq}^{2} z-c^{2}$. It follows from the equation

$$
(d x / d u)^{2}=\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right),
$$

which is implied by the integral relation $\cdot 302$, that $\mathrm{cn}^{2} u, \operatorname{dn}^{2} u$ are multiples of $\mathrm{fg}^{2} u, \lg ^{2} u$, that is, that $\mathrm{cn} u$, $\operatorname{dn} u$ are multiples of $\mathrm{fg} u$, $\operatorname{hg} u$, one way round or the other, and since $\mathrm{cn} u=0$ when $\operatorname{sn} u=1$, it is en $u$ which is a multiple of $\operatorname{fg} u$ and $\operatorname{dn} u$ which is a multiple of $\mathrm{hg} u$. The constant multipliers are determined by the values at the origin: since cn $0=1$ and dn $0=1$,
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$$
\operatorname{cn} u=\operatorname{fg} u / \operatorname{fg} 0=-\left(\mathbf{1} / h_{g}\right) \operatorname{fg} u
$$
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$$
\operatorname{dn} u=\operatorname{hg} u / \operatorname{hg} 0=-\left(\mathbf{l} / f_{g}\right) \operatorname{hg} u .
$$

If $\omega_{j}$ is real and $\omega_{g}$ imaginary, the functions $\mathrm{fg} u$ and $\operatorname{hg} u$ are real between $\omega_{g}$ and $\omega_{f}+\omega_{g}$, imaginary for real values of $u$ and in particular

[^28]at the origin; fg $u / \operatorname{fg} 0$ and $\operatorname{hg} u / \operatorname{hg} 0$ are real if $u$ is real, but rather than deseribe a real function of a real variable in such a manner that an imaginary factor has to be removed, we describe the functions directly in structural terms, and including in one deseription the original function $\sin u$ and the functions en $u$, dn $u$ we can say that

10-31. The Jacobian elliptic functions sn $u$, $\mathrm{en} u$, dn $u$ are the functions constructed with a Jacobian set of quarterperiods $\omega_{j}, \omega_{g}$, $\omega_{h}$ to have simple poles congruent with $\omega_{g}$, and simple zeros congruent with the origin, with $\omega_{f}$, and with $\omega_{h}$, respectively, and to have unity for leading coefficient at the origin.

We have followed history in introducing sn $u$ from Legendre's integral, but whatever the lattice it is not surprising to find $\mathrm{jg} z / \mathrm{jg}^{\prime} 0$ as a canonical function. For theoretical purposes, a function is dominated by its infinities; hence the choice of $\mathrm{fj} z$, with a pole at the origin, for a primitivo function. But for applications, and especially for calculations, infinities are to be avoided in favour of zeros: a canonical integral has 0 rather than $\infty$ for a fixed limit, the corresponding function has the origin for a zero rather than for a pole. And if the staudard is to be set at the origin, we shall concern ourselves not with the residue at the pole which we have been at pains to avoid, but with the coefficient at the zero which we have located. If the origin is a simple pole it is natural to introduce the factor which causes a function to resemble $1 / z$; if the function is a simple zero we arrange $\dagger$ for the function to resemble $z$. To this end we may apply a constant factor either to the function or to the independent variable: if $\psi(z)$ is a function which resembles $z / \lambda$ near $z=0$, then $\lambda \psi(z)$ as a function of $z$ resembles $z$, and $\psi(\lambda u)$ as a function of $u$ resembles $u$ near $u=0$. We may say that having chosen the canonical function as $\mathrm{jg} z / \mathrm{jg} \omega_{f}$ in order to secure the value 1 at $\omega_{f}$, we have still in hand a factor $\lambda$ to be chosen so that $\operatorname{jg}(\lambda u) / \operatorname{jg}\left(\lambda \omega_{f}\right)$ resembles $u$; this unique factor is the normalizing factor which produees the Jacobian lattice.

We now introduce an expressive notation $\ddagger$ for a Jacobian parallelogram, writing the three quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$ as $K_{c}, K_{n}, K_{d}$, and using $K_{s}$, as we have hitherto used $\omega_{j}$, as an alternative symbol for zero. In this notation $\operatorname{sn} u$, en $u$, dn $u$ are functions with zeros congruent with $K_{s}$, with $K_{c}$, and with $K_{d}$, respectively, and the three functions have poles congruent with $K_{n}$. But whereas in the earlier chapters $\mathrm{pq} z$ is rendered specifie, its structure being implicit in the notation, by its form near its own pole $\omega_{q}$, the Jacobian functions are rendered specifie by their forms near the origin. This change is marked by the change of symbol for the independent variable as well as for the quarterperiods. And we have to remember that whereas $\omega_{f}, \omega_{g}, \omega_{h}$

[^29]are subject to only the one condition $\omega_{f}+\omega_{g}+\omega_{h}=0$, the Jacobian quarterperiods are subject to the characteristic condition
$10 \cdot 32$
$$
\operatorname{gj}\left(K_{c} ; K_{c}, K_{n}, K_{d}\right)=1
$$
as well as to the condition
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$$
K_{c}+K_{n}+K_{d}=0
$$

It is sometimes convenient to write $K_{d}^{\prime}$ for $K_{c}+K_{n}$, that is, for $-K_{d}$, to facilitate comparison with classical formulae.

The three quarterperiods in a Jacobian set play distinct parts. In the characteristic condition $\cdot 32, K_{n}$ corresponds to the function that occurs, and $K_{c}$ is the argument. Precisely because the three parts are distinct, there is nothing artificial in ignoring one of the quarterperiods in a specification. If $\alpha, \beta$ are the values of $K_{c}, K_{n}$, we say that the Jacobian system has the basis $\alpha$, $\beta$, leaving the value of $K_{d}$, which is $-\alpha-\beta$, to be inferred.

A set of quarterperiods is Jacobian only with a definite allocation of parts: if the triplet $\alpha, \beta, \gamma$ is Jacobian in this order, there is no reason to suppose that it is Jacobian in any other order. In symbols, $\cdot 24$ becomes
10.33. The Jacobian triplet similar to $\omega_{f}, \omega_{g}, \omega_{h}$ is given by

$$
K_{c}=g_{f} \omega_{f}, \quad K_{n}=g_{f} \omega_{g}, \quad K_{d}=g_{f} \omega_{h} .
$$

To permute $\alpha, \beta, \gamma$ among the parts $\omega_{f}, \omega_{g}, \omega_{h}$ is to bring each of the critical values of one system $\alpha, \beta, \gamma$ in turn into the part of $g_{f}$. Each permutation has its own normalizing factor as well as its own allocation, and the six permutations give rise to six different Jacobian triplets. The significance of this multiplicity will appear in $13 \cdot 4$.
$10 \cdot 4$. Having indicated our right to the classical notation, we now reverse the deductions and treat 31 not as a theorem but as the definition of the functions to be studied. The advantage of this course is that we can develop the theory of the functions in complete generality, that is, for complex values of the parameter, without assuming the solution of the inversion problem, while the simple theory of inversion for a real parameter, as given in $9 \cdot 7$, will justify in the end the uses to which the functions are commonly put. Logically we could have dispensed with preliminary analysis and laid down our definitions dogmatically, but the set of letters $s, c, d, n$ is a queer one to impose without explanation, and it is better to incur the cost of a little repetition. In repeating $\cdot 31$ as a definition we incorporate the notation for the quarterperiods.
10.41. The functions sin $u$, cn $u$, dn $u$ are defined as the elliptic functions constructed with a Jacobian set of quarterperiods $K_{c}, K_{n}, K_{d}$, to have simple poles congruent with $K_{n}$, and simple zeros congruent with the origin, with $K_{c}$, and with $K_{d}$, respectively, and to have unity for leading coefficient at the origin.
Thus
$10 \cdot 4 \ddot{1}_{1-3} \quad \operatorname{sn}^{\prime} 0=1, \quad$ cn $0=1, \quad$ dn $0=1$.
Also, because $\dagger$ the lattice is Jacobian,
$10 \cdot 43$

$$
\operatorname{sn} K_{c}=1
$$

The whole theory of the functions is implicit in 41 and $\cdot 43$.
Jacobi's three functions are standardized functions with a common pole at $K_{n}$ and zeros at $K_{s}, K_{c}, K_{d}$, just as the primitive functions defined in 1.2 are standardized functions with a common pole at $\omega_{j}$ and zeros at $\omega_{f}, \omega_{g}, \omega_{h}$. And the Jacobian functions, like the primitive functions, are best understood as belonging to a set of twelve functions, each choice of a zero and a pole among the four cardinal points providing one function. The typical function of the complete set has a zero at $K_{p}$ and a pole at $K_{q}$, and the standardizing factor is chosen in every case in relation to the origin, where the leading cocfficient is required to be unity; with this condition we denote the function by pqu.

Thus se $u$, sn $u$, sd $u$ have simple zeros at the origin, and the quotient of each of them by $u$ tends there to 1 :
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$$
\operatorname{sq} u \sim u
$$

The reciprocal functions cs $u$, us $u$, ds $u$ have simple poles at the origin, and the product of each of these by $u$ tends there to 1 :
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$$
\operatorname{ps} u \sim 1 / u
$$

in fact these three functions are the primitive functions of the lattice, in the sense of our earlier chapters. If the origin is neither zero nor pole, then
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$$
\mathrm{pq} 0=1
$$

The utility, if not the importance, of the set of twelve functions was first seen by Glaisher, who introduced $\ddagger$ the nine functions which complete the set by defining $\mathrm{ns} u$ as $1 / \operatorname{sn} u$, sc $u$ as $\operatorname{sn} u / \mathrm{cn} u$, and so on,

[^30]regarding the notation purely as mnemonical. That the functions we have defined satisfy the relations
$\cdot 404-405 \quad \mathrm{pq} u \mathrm{qp} u=1, \quad \mathrm{pq} u \mathrm{qr} u=\mathrm{pr} u$
and are therefore in fact Glaisher's functions, follows immediately from Liouville's theorem. No constant factors other than unity now occur, because the functions are all standardized at the same point: the leading coefficient at the origin is 1 for every function. Glaisher constructed the set from Jacobi's functions, the three functions with a pole at $K_{n}$, but the set can be reconstructed by the same rules from any triplet with a common pole or a common zero: if the primitive functions $\operatorname{cs} u$, ns $u$, ds $u$ are regarded as fundamental, Jacobi's functions are given by $\cdot 406-408 \quad \operatorname{sn} u=1 / \mathrm{ns} u, \quad$ cn $u=\operatorname{cs} u / \mathrm{ns} u, \quad \operatorname{dn} u=\mathrm{ds} u / \mathrm{ns} u$, or if we begin with the three functions sc $u, \operatorname{sn} u, \operatorname{sd} u$ which vanish at the origin, we have
$\cdot 409-410 \quad \operatorname{cn} u=\operatorname{sn} u / \operatorname{sc} u, \quad \operatorname{dn} u=\operatorname{sn} u / \operatorname{sd} u$.
The set of Glaisher's functions, unlike the set of elementary functions defined in $2 \cdot 1$, is wholly lacking in symmetry. A formula may be typical in its algebraical structure of a group of three or more formulae, but the constants in one formula can seldom be obtained from those in another by mere transliteration.

Each of the elementary functions built on the Jacobian lattice is a constant multiple of the corresponding Glaisher function, and in a sense the factor is known, for it is the leading coefficient of the elementary function, as given in Table II 2 . But the coefficients in this table are given in terms of the critical values of the earlier theory. If we propose to translate theorems from Chapters I-IV into theorems on Glaisher's functions, we shall have to relate the parameters as well as the functions to the Jacobian system. It is usually better to apply the methods of the general theory than to translate the results.

## XI

## PROPERTIES OF THE JACOBIAN FUNC'IIONS

11.1. Many of the arguments used in the first part of the book are unaffected by the presence of constant factors in the functions considered, and lead to theorems that are true of the Jacobian $\dagger$ functions. If arguments are repeated, they will be given succinctly.

Since the function $p q(-u)$ lias the same poles and the same zeros as $\mathrm{pq} u$, one function is a constant multiple of the other. If the origin is neither a zero nor a pole, the functions have the same value there and everywhere: $\mathrm{pq} u$ is an even function. If the origin is a simple pole or a simple zero, $\mathrm{pq}(-u) / \mathrm{pq} u \rightarrow-1$ as $u \rightarrow 0$, and the constant value of the ratio is -1 : the function $p q u$ is odd.

11•11. The three functions $\operatorname{se} u, \operatorname{sn} u, s d u$ and their reciprocals are ordd functions; the three functions en $u$, $\mathrm{dn} u$, cd $u$ and their reciprocals are even functions.

If $K_{l}$ is a step from a zero to a pole of the function $\mathrm{pq} u$, the product $\mathrm{pq} u \mathrm{pq}\left(u+K_{t}\right)$ has no poles and is therefore a constant; hence

$$
\mathrm{pq} u \mathrm{pq}\left(u+K_{t}\right)=\mathrm{pq}\left(u+K_{t}\right) \mathrm{pq}\left(u+2 K_{t}\right)
$$

for all values of $u$, and therefore

$$
\mathrm{pq}\left(u+2 K_{l}\right)=\mathrm{pq} u:
$$

11•12. Any step from a zero to a pole of the function $\mathrm{pq} u$ is a halfperiod of the function.
In particular,
11•13. The step $K_{p q}$ from $K_{p}$ to $K_{q}$ is a halfperiod of $\mathrm{pq} u$.
If $K_{i}$ is any one of the three numbers $K_{c}, K_{n}, K_{d}$, the function pq $\left(u+2 K_{t}\right)$ has the same zeros and the same poles as pq $u$, and $\mathrm{pq}\left(u+2 K_{l}\right) / \mathrm{pq} u$ is a constant which can be equated to $\mathrm{pq} K_{t}^{*} / \mathrm{pq}\left(-K_{t}\right)$ if $K_{t}$ is neither zero nor pole and can in any case be equated to

$$
\lim _{u \rightarrow 0} \frac{\mathrm{pq}\left(u+K_{\ell}\right)}{\mathrm{pq}\left(u-K_{\ell}\right)}
$$

Whether $\mathrm{pq} u$ is even or odd, and whether it is a value or a limit which we find, the constant is either -1 or 1 , and therefore each of the numbers

[^31]$2 K_{c}, 2 K_{n}, 2 K_{d}$ is a halfperiod if not a period of pqu. From $\cdot 12$ it follows that one of these numbers is a period, and since $p q u$ has only one pole, and that a simple one, in the parallelogram $2 K_{c}, 2 K_{n}$, it follows that not more than one of the numbers is a period; thus one of the three is a period and two are halfperiods:
11.14. Of the three numbers $K_{c}, K_{n}, K_{d}$, the one which is equal to a step from a zero to a pole of $\mathrm{pq} u$ is a halfperiod of the function, the other two are quarterperiods.
If $K_{i}$ is a halfperiod, $\mathrm{pq} u \mathrm{pq}\left(u+K_{t}\right)$ is constant; if $K_{i}$ is a quarterperiod, $\mathrm{pq}\left(u+2 K_{t}\right)=-\mathrm{pq} u$. It is easy to confirm the latter result by a direct examination of the ratio $\mathrm{pq}\left(u+2 K_{t}\right) / \mathrm{pq} u$ in the different cases.

If the function $p q u$ is odd, one of the symbols $p, q$ is s and the other belongs to a halfperiod; if the function is even, $p, q$ are two of the symbols $c, n, d$ and belong to quarterperiods, while the third of these symbols belongs to a halfperiod.

Since $K_{q}-K_{p}$ differs from $K_{p}+K_{q}$ by $2 K_{p}$, which is at least a halfperiod if it is not zero,

11•15. The sum $K_{p}+K_{q}$ is a halfperiod of the function pq $u$.
This form of the result, with the identity

$$
K_{s}+K_{c}+K_{n}+K_{d}=0
$$

is the clearest analytical explanation of the grouping of the functions with respect to periodicity: the four terms can be split into pairs in three ways, and each pair is associated with two functions.

The natural classification of the twelve functions is shown in the following scheme:

## Table XI 1

Poles and periods of the twelve Jacobian functions

|  | Pole $K_{s}$ | Pole $K_{c}$ | Pole $K_{n}$ | Pole $K_{d}$ |
| :--- | :---: | :---: | :---: | :---: |
| Periods $2 K_{c}, 4 K_{n}, 4 K_{d}$ | cs $u$ | sc $u$ | dn $u$ | nd $u$ |
| Periods $4 K_{c}, 2 K_{n}, 4 K_{d}$ | ns $u$ | dc $u$ | sn $u$ | cd $u$ |
| Periods $4 K_{c}, 4 K_{n}, 2 K_{d}$ | ds $u$ | nc $u$ | cn $u$ | sd $u$ |

The double stratification was perceived by Glaisher, but it is perhaps fair to say that he did not quite understand it, for he uses the phrase 'groups having the same denominator', taking this denominator to be one of Jacobi's three functions sn $u$, cn $u$, dn $u$ and attaching no functional significance to his notation. He observes, without offering an explanation, that formulae relating to the group cs $u$, ns $u$, ds $u$ are sometimes simpler in respect of literal coefficients than formulae relating
to other groups．The reason is，that in this gromp alone the factor which renders an elliptic function specific when its poles and zeros are assigned bears the same organic relation to cach of the three functions．

The recognition of the congruences of points at which a function $\mathrm{pq} u$ has a common value，or in other words the solution of the equation $\mathrm{pq} u=\mathrm{pq} a$ ，is implicit in the table of periods and poles．If the func－ tion is an even function，$a$ and $-a$ are distinct solutions of the equation， and every solution is congruent with one of these．For example，the general solution of
$\cdot 102 \quad$ en $u=\operatorname{cn} a$
is
$\cdot 103$

$$
u=4 m K_{c}+2 n \boldsymbol{K}_{d} \pm a
$$

or in terms of $K_{c}$ and $K_{n}$ ，
－104

$$
u=2 m K_{c}+2 n K_{n} \pm a, \quad \text { with } m+n \text { even }
$$

the general solution of
$\operatorname{dn} u=\operatorname{dn} a$
is
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$$
u=2 m K_{c}+4 n K_{n} \pm a
$$

If $\mathrm{pq} u$ is an odd function，and $2 K_{r}$ is one of the halfperiods，the sum of the two poles is congruent with $2 K_{r}$ ，and distinct solutions of the equation are $a$ and $2 K_{r}-a$ ．Thus the general solution of
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$$
\operatorname{sn} u=\operatorname{sn} a
$$

is
－108

$$
u=4 m K_{c}+2 n K_{n}+a \quad \text { or } \quad u=(4 m+2) K_{c}+2 n K_{n}-a .
$$

11．2．We have explained in $10 \cdot 1$ that the effect of standardizing the elliptic integral is that only one parameter remains．The constants in the elliptic integrals are the critical values in the corresponding system of elliptic functions，and we have in effect asserted that the mutual relations between the Jacobian functions depend on a single constant．

Since $\mathrm{pq}\left(u+2 K_{t}\right)$ is equal to $\mathrm{pq} u$ or to $-\mathrm{pq} u$ according as $K_{t}$ is a halfperiod or a quarterperiod，

$$
\mathrm{pq}^{2}\left(u+2 K_{l}\right)=\mathrm{pq}^{2} u
$$

in either case．That is， $\mathrm{pq}^{2} u$ is doubly periodic in $2 K_{c}$ and $2 K_{n}$ ，and since there is only one pole in a period parallelogram，the principal part of the expansion of $\mathrm{pq}^{2} u$ near $K_{q}$ consists of a single term $A_{p} /\left(u-K_{q}\right)^{2}$ ； a linear term $B_{p} /\left(u-K_{q}\right)$ which would supply a residuc can not oceur．It
follows that if $\mathrm{pq} u$, rq $u$ are copolar functions, the functions $\left(\mathrm{pq}^{2} u\right) / A_{p}$, $\left(\mathrm{rq}^{2} u\right) / A_{r}$ have the same principal part $l /\left(u-K_{q}\right)^{2}$ near the common pole, and their difference, a doubly periodic function everywhere finite, is constant:

11•21. The squares of any two copolar Jacobian functions are connected by a linear relation with constant coefficients.
The relation is known if two pairs of corresponding values of the related functions are known; the relation between $\mathrm{pq}^{2} u$ and $\mathrm{rq}^{2} u$ is expressible as
11.22

$$
\frac{\mathrm{pq}^{2} u}{\mathrm{pq}^{2} K_{r}}+\frac{\mathrm{rq}^{2} u}{\mathrm{rq}^{2} K_{p}}=1
$$

Since the functions are known at or near the origin, only one other point need in fact be examined, but we can not write down a general formula if we introduce the origin with no regard to its functional relation to the two functions which are to be connected. The relation $\cdot 22$ is equivalent to
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$$
\frac{\mathrm{pq}^{2} u}{A_{p}}-\frac{\mathrm{rq}^{2} u}{A_{r}}=C
$$

and therefore
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$$
A_{p}: A_{r}=-\mathrm{pq}^{2} K_{r}: \mathrm{rq}^{2} K_{p}
$$

If the pole $K_{q}$ is not the origin, the value of the constant $C$ in $\cdot 202$ is $1 / A_{p}-1 / A_{r}$, and $\cdot 22$ implies similarly that
11.23

$$
\mathrm{qp}^{2} K_{r}+\mathrm{qr}^{2} K_{p}=1,
$$

provided that the common zero is not the origin. For a function ps $u$ with a pole at the origin, the principal part of $\mathrm{ps}^{2} u$ there is $1 / u^{2}$; hence for two functions $\mathrm{ps} u$, $\mathrm{qs} u$, the difference $\mathrm{ps}^{2} u-\mathrm{qs}^{2} u$ is constant, and this may be evaluated either at $K_{p}$ or at $K_{q}$ :
11.24

$$
\mathrm{ps}^{2} u-\mathrm{qs}^{2} u=-\mathrm{qs}^{2} K_{p}=\mathrm{ps}^{2} K_{q}
$$

$11 \cdot 3$. The three original Jacobian functions are copolar and the linear relations between their squares are generally regarded as expressing $\mathrm{cn}^{2} u$ and $\mathrm{dn}^{2} u$ in terms of $\operatorname{sn}^{2} u$. Since simultaneously at the origin

$$
\operatorname{sn} u=0, \quad \text { cn } u=1, \quad \operatorname{dn} u=1
$$

we have

$$
\mathrm{cn}^{2} u=1-b \operatorname{sn}^{2} u, \quad \operatorname{dn}^{2} u=1-c \operatorname{sn}^{2} u
$$

where $b, c$ are constants. Since also $\mathrm{cn} u=0$, sn $u=1$ simultaneously when $u=K_{c}$, the constant $b$ is 1 , and we have
11.31

$$
\mathrm{cn}^{2} u=1-\mathrm{sn}^{2} u
$$

11.32

$$
\mathrm{dn}^{2} u=1-c \operatorname{sn}^{2} u
$$

where $c$ remains as the one parameter involved in the algebraic relations between the functions of the system; when we speak of the parameter, it is $c$ that we mean. If we put the relations $\cdot 31, \cdot 32$ into the form of $\cdot 22$, we have
$\cdot 302-303 \quad \operatorname{sn}^{2} u+\mathrm{cn}^{2} u=1, \quad c \operatorname{sn}^{2} u+\mathrm{dn}^{2} u=1$,
and we recognize that these relations depend on the specific values of en $K_{s}$, dn $K_{s}$, and $\operatorname{sn} K_{c}$, while $1 / c$ is identified with $\operatorname{sn}^{2} K_{d l}$ :
11-33

$$
c=\mathrm{ns}^{2} K_{d} .
$$

The relation between $\operatorname{cn}^{2} u$ and $\operatorname{dn}^{2} u$ is
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$$
\mathrm{dn}^{2} u=c^{\prime}+c \mathrm{en}^{2} u
$$

where $c^{\prime}$ defined by
11-34

$$
c^{\prime}=1-c
$$

is the complementary parameter of the system, identifiable also from $\cdot 304$ :
11.35

$$
c^{\prime}=\mathrm{dn}^{2} K_{c}^{\prime} .
$$

From -304,
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$$
\mathrm{cn}^{2} K_{d}=-c^{\prime} / c
$$

We can find the identities similar to $\cdot 31, \cdot 32, \cdot 304$ for the other pairs of copolar functions without returning to first principles. Dividing $\cdot 31, \cdot 32$ by $\mathrm{sn}^{2} u$ we have
$\cdot 306-307 \quad \operatorname{cs}^{2} u=\mathrm{ns}^{2} u-1, \quad \mathrm{ds}^{2} u=\mathrm{ns}^{2} u-c$.
If we divide $\cdot 304 \mathrm{by}_{\mathrm{sn}^{2}} u$ we obtain not the relation between $\mathrm{cs}^{2} u$ and $\mathrm{ds}^{2} u$ but the homogeneous relation
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$$
\mathrm{ds}^{2} u=c^{\prime} \mathrm{ns}^{2} u+c \operatorname{cs}^{2} u,
$$

and it is from the homogeneous relation
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$$
\operatorname{dn}^{2} u=c^{\prime} \operatorname{sn}^{2} u+\operatorname{en}^{2} u
$$

that the relation
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$$
\mathrm{ds}^{2} u=\mathrm{es}^{2} u+c^{\prime}
$$

comes by mere division. We therefore add the homogeneous identity at each pole, and set out the complete scheme of formulac as follows:

Table XI2

$$
\begin{array}{cccc}
\operatorname{cs}^{2} u+1=\mathrm{ns}^{2} u & \operatorname{cs}^{2} u+c^{\prime}=\mathrm{ds}^{2} u & \mathrm{ds}^{2} u+c=\mathrm{ns}^{2} u & c \operatorname{cs}^{2} u+c^{\prime} \mathrm{ns}^{2} u=\mathrm{ds}^{2} u \\
\mathrm{sc}^{2} u+1=\mathrm{nc}^{2} u & c^{\prime} \operatorname{sc}^{2} u+1=\mathrm{dc}^{2} u & c^{\prime} \mathrm{nc}^{2} u+c=\mathrm{dc}^{2} u & c \operatorname{sc}^{2} u+\mathrm{dc}^{2} u=\mathrm{nc}^{2} u \\
\operatorname{sn}^{2} u+\mathrm{cn}^{2} u=1 & c \operatorname{sn}^{2} u+\operatorname{dn}^{2} u=1 & c \operatorname{cn}^{2} u+c^{\prime}=\operatorname{dn}^{2} u & c^{\prime} \operatorname{sn}^{2} u+\mathrm{cn}^{2} u=\mathrm{dn}^{2} u \\
c^{\prime} \operatorname{sd}^{2} u+\mathrm{cd}^{2} u=1 & c \operatorname{sd}^{2} u+1=\mathrm{nd}^{2} u & c \mathrm{~cd}^{2} u+c^{\prime} \operatorname{nd}^{2} u=1 & \operatorname{sdd}^{2} u+\mathrm{cd}^{2} u=\mathrm{nd}^{2} u
\end{array}
$$

To understand the individual formulae in Table XI2, we must recognize those which are not homogeneous as identities of the form $\cdot 22$. For this purpose we must be able to determine, otherwise than from the formulae themselves, the squares of the critical values of Glaisher's twelve functions, in terms of the constants of the system. There is no difficulty in writing down the required values of $\mathrm{ns}^{2} u, \mathrm{nc}^{2} u$, $n^{2} u$, since zero and infinite values do not concern us. But if, for example, we consider $\mathrm{cd} u$ as $\mathrm{cn} u / \mathrm{dn} u$, we can not write down $\mathrm{cd}^{2} K_{n}$, one of the constants wanted in the determination of the relation between $\mathrm{cd}^{2} u$ and $\mathrm{nd}^{2} u$. Knowing that $\mathrm{cd}^{2} u$ and $\mathrm{nd}^{2} u$ are simultaneously unity at the origin, we have

$$
\left(\mathrm{nd}^{2} K_{c}-1\right) \mathrm{cd}^{2} u=\mathrm{nd}^{2} K_{c}-\mathrm{nd}^{2} u,
$$

and since $n^{2} K_{c}=1 / c^{\prime}$, we can infer $\operatorname{cd}^{2} K_{n}$, but we might as well find the relation between $\operatorname{cd}^{2} u$ and $\operatorname{nd}^{2} u$ from the relation between $\operatorname{cn}^{2} u$ and $\operatorname{dn}^{2} u$ as write it down in the form $\cdot 311$.

There is however another line of argument. We can evaluate $\operatorname{cd}^{2} u$ as $\mathrm{cn}^{2} u / \mathrm{dn}{ }^{2} u$ even at the common pole $K_{n}$ if we know the principal parts of the functions $\mathrm{cn}^{2} u, \mathrm{dn}^{2} u$ there. In other words, although we can not pass directly from the six critical values of one copolar triad to the six critical values of another, we can pass directly from the twelve leading coefficients of one copolar triad to the twelve leading coefficients of another.

If the principal part of sn $u$ near $K_{n}$ is $a_{s} /\left(u-K_{n}\right)$, the leading coefficient of $\operatorname{sn}^{2} u$ at $K_{n}$ is $a_{s}^{2}$. Now the product $\operatorname{sn} u \operatorname{sn}\left(u+K_{n}\right)$ has no poles, and therefore has a constant value, whence
-312

$$
\lim _{u \rightarrow 0} \operatorname{sn} u \operatorname{sn}\left(u+K_{n}\right)=\operatorname{sn} K_{c} \operatorname{sn}\left(K_{c}+K_{n}\right) .
$$

But, as $u \rightarrow 0,(\operatorname{sn} u) / u \rightarrow 1, u \operatorname{sn}\left(u+K_{n}\right) \rightarrow a_{s}$; hence

$$
a_{s}=\operatorname{sn} K_{c} \operatorname{sn} K_{d}^{\prime},
$$

and the leading coefficient of $\operatorname{sn}^{2} u$ at $K_{n}$ is $1 / c$. It follows from $\cdot 31, \cdot 32$ that the leading coefficients of $\mathrm{cn}^{2} u, \operatorname{dn}^{2} u$ at $K_{n}$ are $-1 / c,-1$.

The leading coefficients of cn $u$ at $K_{c}$ and of $\operatorname{dn} u$ at $K_{d}$ are values of the derivatives $\mathrm{en}^{\prime} u, \mathrm{dn}^{\prime} u$, but without anticipating the discussion of derivatives we can find the squares of these leading coefficients by repeating the argument we have just used. The products

$$
\operatorname{cn} u \operatorname{cn}\left(u+K_{d}\right), \quad \operatorname{dn} u \operatorname{dn}\left(u+K_{c}\right)
$$

are constants, and therefore
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$$
\cdot 314
$$

$$
\begin{gathered}
\operatorname{cn}\left(u+K_{c}\right) \operatorname{cn}\left(u-K_{n}\right)=\operatorname{cn} K_{d}, \\
\operatorname{dn}\left(u+K_{d}\right) \operatorname{dn}\left(u-K_{n}\right)=\operatorname{dn} K_{c} ;
\end{gathered}
$$

as we have just seen，as $u \rightarrow 0$

$$
u^{2} \operatorname{cn}^{2}\left(u-K_{n}\right) \rightarrow-1 / c, \quad u^{2} \operatorname{dn} n^{2}\left(u-K_{n}\right) \rightarrow-1
$$

hence，from $\cdot 305$ and $\cdot 35$ ，
$\cdot 315-316 \quad \mathrm{en}^{2}\left(u+K_{c}\right) \sim c^{\prime} u^{2}, \quad \ln ^{2}\left(u+K_{d}\right) \sim-c^{\prime} u^{2}$.
Thus the seheme of leading coefficients for the squares of Jacobi＇s original functions is as follows：

Table XI 3

|  | $A t K_{s}$ | At $K_{c}$ | At $K_{n}$ | At $K_{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{sn}^{2} u$ | $1 \times$ | 1 | $1 / c \div$ | $1 / c$ |
| $\operatorname{cn}^{2} u$ | 1 | $c^{\prime} \times$ | $-1 / c \div$ | $-c^{\prime} / c$ |
| $\operatorname{dn}^{2} u$ | 1 | $c^{\prime}$ | $-1 \div$ | $-c^{\prime} \times$ |

In each row，the product of the coefficients at the zero and the pole is equal to the product of the other two coefficients．

With Table XI 3 in front of us，we can write down the corresponding scheme for any other copolar triad．The scheme for the functions with a pole at the origin is remarkably simple：

Table XI4

|  | $A t K_{s}$ | $A t K_{c}$ | $A t K_{n}$ | At $K_{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{cs}^{2} u$ | $1 \div$ | $c^{\prime} \times$ | -1 | $-c^{\prime}$ |
| $\mathrm{ns}^{2} u$ | $1 \div$ | 1 | $c \times$ | $c$ |
| $\mathrm{ds}^{2} u$ | $1 \div$ | $c^{\prime}$ | $-c$ | $-c c^{\prime} \times$ |

In this scheme，for a reason which we shall discover in the next section， the coefficient at a zero is the product of the other cocfficients in the same column．

We can read from either of the tables XI 3 ，XI 4 the square of any critical value $\mathrm{pq} K_{t}$ ，and so we can write down any required relation between the squares of two copolar functions immediately in the form of $\cdot 22$ ．Further，the square of any one of the twelve Jacobian functions can be expressed rationally in terms of the square of any other：

11－36．If $K_{t}$ is neither a pole nor a zero of $\mathrm{pq} u$ ，then

$$
\frac{\mathrm{pq}^{2} u}{\mathrm{pq}^{2} K_{t}}=\frac{\mathrm{r}^{2} u-\mathrm{rt}^{2} K_{p}}{\mathrm{rt}^{2} u-\mathrm{r}^{2} K_{q}}
$$

$11 \cdot 4$ ．The square of $\mathrm{pq} u$ is a function $\phi(u)$ of the sccond order with $2 K_{c}, 2 K_{n}, 2 K_{d}$ for periods and with the one pole $K_{q}$ ，which is double； the derivative $\phi^{\prime}(u)$ is therefore of the third order，with $K_{q}$ for a triple pole．The points where the function $\phi(u)$ has the same valuc as at a given point $a$ are the points congruent with $a$ and the points con－
gruent with $-a$; two of these points coincide, that is, $a$ is a double root of the equation $\phi(u)=\phi(a)$ and therefore a root of the equation $\phi^{\prime}(u)=0$, only if $2 a \equiv 0$, that is, if $a$ is congruent with one of the four numbers $K_{s}, K_{c}, K_{n}, K_{d}$. Of the four numbers, $K_{q}$ is a triple pole of $\phi^{\prime}(u)$, and therefore each of the other three is a simple zero. Expressing $\phi^{\prime}(u)$ as $2 \mathrm{pq} u \mathrm{pq}^{\prime} u$ and removing the pole and the zero of $\mathrm{pq} u$, we see that

11•41. The derivative $\mathrm{pq}^{\prime} u$ has double poles congruent with $K_{q}$, and simple zeros congruent with the two cardinal points other than $K_{p}$ and $K_{q}$.

It follows from 41 that
11.42. If $K_{r}, K_{t}$ are the two cardinal points other than $K_{p}, K_{q}$, the derivative $\mathrm{pq}^{\prime} u$ is a constant multiple of $\mathrm{rq} u \mathrm{tq} u$.

For a function sq $u$ with a zero at the origin, the values of $\mathrm{sq}^{\prime} u$ and of $\operatorname{rq} u, \operatorname{tq} u$ at the origin are all 1 , and the constant factor is 1 :

$$
\mathrm{sq}^{\prime} u=\operatorname{rq} u \operatorname{tq} u .
$$

For a function $\mathrm{ps} u$ with a pole at the origin, $\mathrm{ps} u \sim 1 / u$, and therefore $\mathrm{ps}^{\prime} u \sim-1 / u^{2}$ while rs $u$ ts $u \sim 1 / u^{2}$ :

$$
11 \cdot 44 \quad \mathrm{ps}^{\prime} u=-\mathrm{rs} u \text { ts } u .
$$

If the origin is neither a pole nor a zero, we have

$$
\mathrm{pq}^{2} u=1-\mathrm{qs}^{2} K_{p} \mathrm{sq}^{2} u,
$$

and therefore

$$
11 \cdot 45
$$

$$
\mathrm{pq}^{\prime} u=-\mathrm{qs}^{2} K_{p} \mathrm{sq} u \mathrm{rq} u=\mathrm{ps}^{2} K_{q} \mathrm{sq} u \operatorname{rq} u,
$$

where $\mathrm{rq} u$ is the third function copolar with $\mathrm{pq} u$ and $\mathrm{sq} u$; the coefficient in $\cdot 45$ is supplied by either of the Tables XI 3 , XI 4.

We tabulate for reference the coefficients in the twelve derivatives; the functional contribution to the complete formula for $\mathrm{pq}^{\prime} u$ is supplied by the two functions with which pq $u$ shares a column in the table.

## Table XI 5

$$
\begin{array}{rlll}
\operatorname{cs}^{\prime} u=-1 \times & \operatorname{sc}^{\prime} u=1 \times & \operatorname{dn}^{\prime} u=-c \times & \operatorname{nd}^{\prime} u=c \times \\
\mathrm{ns}^{\prime} u=-1 \times & \operatorname{dc}^{\prime} u=c^{\prime} \times & \operatorname{sn}^{\prime} u=1 \times & c^{\prime} u=-c^{\prime} \times \\
\mathrm{ds}^{\prime} u=-1 \times & \operatorname{nc}^{\prime} u=1 \times & \operatorname{cn}^{\prime} u=-1 \times & \mathrm{sd}^{\prime} u=1 \times
\end{array}
$$

It must be remembered that this table gives the expression of $\mathrm{pq}^{\prime} u$ as a function of $u$, not the form of $\mathrm{pq} u$ near the zero $K_{p}$. The leading coefficient of pq $u$ at $K_{p}$ is the product of the entry in XI 5 by $\mathrm{rq} K_{p} \operatorname{tq} K_{p}$. If the entry against $\mathrm{pq}^{\prime} u$ in XI 5 is $\pm 1$, then

$$
\mathrm{pq}^{\prime 2} u=\mathrm{rq}^{2} u \mathrm{tq}^{2} u
$$

and the leading coefficient of $\mathrm{pq}^{2} u$ at $K_{p}$ ，is the product of the valucs there of $\mathrm{rq}^{2} u$ and $\mathrm{tq}^{2} u$ ；this is the property of Table XI 4 noticerl in the last section，and we see that in Table XI3 it is possessed by $\operatorname{sn}^{2} u$ and $\mathrm{cn}^{2} u$ but not by $\operatorname{dn}^{2} u$ ．

The classical formulae in differentiation are in the third column of Table XI 5 ：
$11 \cdot 46_{1-3} \quad \operatorname{sn}^{\prime} u=\mathrm{cn} u \mathrm{dn} u, \quad \operatorname{cn}^{\prime} u=-\operatorname{sn} u \operatorname{dn} u, \quad \mathrm{dn}^{\prime} u=-\operatorname{csn} u \mathrm{cn} u$ ．
These formulae can be regarded as a set of simultaneous differential equations which with the set of initial conditions

$$
\operatorname{sn} 0=0, \quad \operatorname{cn} 0=1, \quad \operatorname{dn} 0=1
$$

determines completely the set of functions $\operatorname{sn} u$, cn $u, \mathrm{dn} u$ ．From this point of view it is clear that

11－47．There can not be more than one set of Jacobian functions with a given parameter $c$ ．
To prove however that there is a set of Jacobian functions for an arbitrary value of $c$ ，that is，that the set of functions determined from the set of differential equations is necessarily a Jacobian set of which $c$ is the parameter，is to meet all the difficulties of the inversion problem．

11．5．Addition of a quarterperiod transfers the poles and zcros of one Jacobian function to the poles and zeros of another．If $2 h_{t}$ is a period of $\mathrm{pq} u$ ，addition of $K_{l}$ interchanges poles and zeros，and $\mathrm{pq}\left(u+K_{t}\right)$ is a multiple of $\mathrm{qp} u$ ．This is the theorem by which we established the periodicitics of $\mathrm{pq} u$ and of which we used particular cases in compiling Table XI3： $\operatorname{sn}\left(u+K_{n}\right), \operatorname{cn}\left(u+K_{d}\right), \operatorname{dn}\left(u+K_{c}\right)$ are multiples of ns $u$ ，nc $u$ ，nd $u$ ．If $2 K_{t}$ is not a period of pqu，the zero $K_{p}+K_{t}$ and the pole $K_{q}+K_{t}$ of $\mathrm{pq}\left(u+K_{t}\right)$ are congruent with the two cardinal points other than $K_{p}$ and $K_{q}$ ．For example， $\operatorname{sn}\left(u+K_{c}\right)$ ， $\operatorname{cn}\left(u+K_{n}\right), \operatorname{dn}\left(u+K_{d}\right)$ are multiples of cd $u$ ，ds $u$ ，sc $u$ ．

The functional change is obvious geometrically in each particular case．Symbolically we may say that in replacing $\mathrm{pq}\left(u+K_{t}^{*}\right)$ by $\mathrm{rm} u$ ， that is，by $\mathrm{rm}\left(u+K_{s}\right)$ ，we interchange t with s and we must interchange at the same time the other two of the four symbols $\mathrm{s}, \mathrm{c}, \mathrm{n}, \mathrm{d}$ ．But to ascertain the constant factor we must be able to compare the two functions $\mathrm{pq}\left(u+K_{t}\right)$ ，rm $u$ at some one point．Most simply，if

$$
\mathrm{pq}\left(u+K_{t}\right)=\lambda \mathrm{rm} u,
$$

then $\lambda$ is the leading coefficient of pq $u$ at $K_{t}$ ．The square of any such coefficient is determinable from either of the tables XI 3, XI 4 ；what we have now to consider is the determination of the coefficient itself．

As before, we can write down the leading coefficients of any one of the twelve functions if we know them for one copolar triad. The leading coefficient of $\mathrm{pq} u$ at the zero $K_{p}$ is the value of $\mathrm{pq}^{\prime} K_{p}$, and is given by Table XIs in terms of the values $\mathrm{rq} K_{p}$, $\mathrm{tq} K_{p}$ of the two functions copolar with $\mathrm{pq} u$. Also the product of the leading coefficients at $K_{p}$ and $K_{q}$ is given in terms of values by an argument that is now familiar: this product is

$$
\lim _{u \rightarrow 0} \mathrm{pq}\left(u+K_{p}\right) \mathrm{pq}\left(u+K_{q}\right),
$$

and since $K_{q}-K_{p}$ is a step from zero to pole and from pole to zero, the product $\mathrm{pq}\left(u+K_{p}\right) \mathrm{pq}\left(u+K_{q}\right)$ is independent of $u$ and can be evaluated directly. If $\mathrm{pq} u$ is an odd function, either $K_{p}$ or $K_{q}$ is zero, and since $\left(K_{r}+K_{q}\right)+\left(K_{l}+K_{p}\right)=0$, the product is expressible as $\mathrm{pq} K_{r} \mathrm{pq}\left(-K_{t}\right)$, that is, as $-\mathrm{pq} K_{r} \mathrm{pq} K_{t}$. If $\mathrm{pq} u$ is even, neither $K_{p}$ nor $K_{q}$ is zero and we may take $K_{r}=0, K_{t}=-\left(K_{p}+K_{q}\right)$; putting $u=-K_{p}$ we have, since $2 K_{q}$ is now a halfperiod,

$$
\mathrm{pq}\left(u+K_{p}\right) \mathrm{pq}\left(u+K_{q}\right)=\mathrm{pq} 0 \mathrm{pq}\left(2 K_{q}+K_{t}\right)=-\mathrm{pq} K_{r} \mathrm{pq} K_{t},
$$

and the result is the same as before:
11-51. The product of the leading coefficients of the Jacobian function $\mathrm{pq} u$ at the zero $K_{p}$ and the pole $K_{q}$ is the negative of the product of the values of the function at the other two cardinal points.

It follows that to form a complete set of leading coefficients we require only the values of each of the three members of one triad at the two cardinal points where that function is neither zero nor infinite. Taking the original Jacobian triad sn $u$, cn $u$, dn $u$, we have by definition $\cdot 501-503 \quad \operatorname{sn} K_{c}=1, \quad \operatorname{cn} 0=1, \quad \operatorname{dn} 0=1$;
the constants unidentified are $\operatorname{sn} K_{d}$, en $K_{d}$, dn $K_{c}$, of which only the squares are known:
$\cdot 504-506 \quad \mathrm{sn}^{2} K_{d}=1 / c, \quad \mathrm{cn}^{2} K_{d}=-c^{\prime} / c, \quad \mathrm{dn}^{2} K_{c}=c^{\prime}$.
As we shall see in the next section, the values of sn $K_{d}$, en $K_{d}$, dn $K_{c}$ are not only unidentified but unidentifiable: without altering the parameters $c, c^{\prime}$, we can alter the basis and replace any one of these constants by its negative. What we must do therefore is to accept these values, or a set of constants rationally equivalent to them, as fundamental constants in the theory.

Since $\mathrm{ns}^{2} K_{d}=c, \mathrm{dn}^{2} K_{c}=\boldsymbol{c}^{\prime}$, we have in effect first to choose definite square roots of $c$ and $c^{\prime}$. The choice is governed by the consideration that in the classical case of a positive real first quarterperiod and a
positively imaginary second quarterperiod, the functions chosen are to become the positive square roots of the positive real numbers $c, c^{\prime}$. In the language of Chapter $\mathbf{I X}$, the real values of an elementary function on the perimeter of the fundamental rectangle all have the same sign. It follows that in the classical case sn $u$, which resembles $u$ and is therefore positive for sufficiently small positive values of $u$, is positive when $u=K_{c}+K_{n}$, and dn $u$, which has the positive value $l$ at the origin, is positive when $u=K_{c}$. Accordingly $\mathrm{ns}\left(K_{c}+K_{n}\right)$ is chosen for one constant, dn $K_{c}$ for another, and we write
$11 \cdot 52_{1-2} \quad k=\operatorname{ns}\left(K_{c}+K_{n}\right), \quad k^{\prime}=\operatorname{dn} K_{c}$,
thus defining the constants known as the modulus, $k$, and the complementary modulus, $k^{\prime}$. With these definitions,
$\cdot 507-509 \quad c=k^{2}, \quad c^{\prime}=k^{\prime 2}, \quad k^{2}+k^{\prime 2}=1$.
Since the condition $K_{c}+K_{n}+K_{d}=0$ is essential to 51 , we have to notice specially that
$\cdot 510$

$$
\mathrm{ns} K_{d}=-k
$$

There remains the critical value en $K_{d}$, whose square is now expressible as $-k^{\prime 2} / k^{2}$. In the classical case, there are positive real values of cn $u$ along the line from the zero $K_{c}$ towards the origin $K_{s}$, and therefore the imaginary values along the line from $K_{c}$ towards $K_{c}+K_{n}$, which makes a negative right angle with the line from $K_{c}$ towards $K_{s}$, are negatively imaginary; in particular, since $k^{\prime}$ and $k$ are positive, $\operatorname{cn}\left(K_{c}+K_{n}\right)=-i k^{\prime} / k$, and since en $u$ is an even function, en $K_{d}$ has the same value. We write therefore in general

$$
11 \cdot 53
$$

$$
\operatorname{cn} K_{d}=\operatorname{cn}\left(K_{c}+K_{n}\right)=-v k^{\prime} \mid k
$$

where
11.54

$$
v^{2}=-1
$$

Always $v$ has one of the two values $i,-i$, but for some bases $v$ has one value, for other bases the other value, and we can not dispense with the symbol.

We can now complete the set of leading coefficients, using $\cdot 46_{2}, \cdot 46_{3}$, and $\cdot 51$ :
$.511-.513$

$$
\begin{gathered}
\operatorname{sn}^{\prime} 0=1, \quad \mathrm{cn}^{\prime} K_{c}=-\operatorname{sn} K_{c} \operatorname{dn} K_{c}=-k^{\prime} \\
\operatorname{dn}^{\prime} K_{d}^{\prime}=-k^{2} \operatorname{sn} K_{d} \operatorname{cn} K_{d}=-v k^{\prime}
\end{gathered}
$$

and therefore, since

$$
\operatorname{sn} K_{c} \operatorname{sn} K_{d}=-1 / k, \quad \text { en } K_{s} \text { en } K_{d}=-v k^{\prime} / k, \quad \operatorname{dn} K_{s} \operatorname{dn} K_{c}=k^{\prime}
$$

. 51 implies that near $K_{n}$,
$.514-.516$ sn $u \sim \frac{1 / k}{u-K_{n}}, \quad$ cn $u \sim-\frac{v / k}{u-K_{n}}, \quad \operatorname{dn} u \sim-\frac{v}{u-K_{n}}$.
In collecting the leading coefficients of the original Jacobian functions into a table we include a column for the point $K_{d}^{\prime}$, that is, $K_{c}+K_{n}$, since it is to this point more often than to $K_{d}$ that classical results refer, and since in the case of real moduli this point becomes important as the fourth corner of the fundamental rectangle.

## Table XI 6

Leading coefficients of Jacobi's functions

|  | $A t K_{s}$ | At $K_{c}$ | At $K_{n}$ | At $K_{d}$ | At $K_{d}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{sn} u$ | $1 \times$ | 1 | $1 / k \div$ | $-1 / k$ | $1 / k$ |
| $\operatorname{cn} u$ | 1 | $-k^{\prime} \times$ | $-v / k \div$ | $-v k^{\prime} / k$ | $-v k^{\prime} / k$ |
| $\operatorname{dn} u$ | 1 | $k^{\prime}$ | $-v \div$ | $-v k^{\prime} \times$ | $v k^{\prime} \times$ |

To see more clearly the significance of $v$, let us look at the table of coefficients for the functions cs $u$, $\mathrm{ns} u$, $\mathrm{ds} u$, the primitive functions of the Jacobian system; the table is constructed from XI6:

## Table XI 7

Leading coefficients of the primitive Jacobian functions

|  | $A t K_{s}$ | At $K_{c}$ | At $K_{n}$ | At $K_{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{cs} u$ | $1 \div$ | $-k^{\prime} \times$ | $-v$ | $v k^{\prime}$ |
| $\mathrm{ns} u$ | $1 \div$ | 1 | $k \times$ | $-k$ |
| $\mathrm{ds} u$ | $1 \div$ | $k^{\prime}$ | $-v k$ | $v k k^{\prime} \times$ |

This table includes the six critical values of the primitive functions; in the earlier notation we have

$$
\begin{array}{llll}
\cdot 517-.519 & g_{f}=\mathrm{ns} K_{c}=1, & h_{g}=\mathrm{ds} K_{n}=-v k, & f_{h}=\operatorname{cs} K_{d}=v k^{\prime} \\
\cdot 520-.522 & f_{g}=\operatorname{cs} K_{n}=-v, & g_{h}=\operatorname{ns} K_{d}=-k, & h_{j}=\operatorname{ds} K_{c}=k^{\prime}
\end{array}
$$

These values satisfy the relations

$$
\frac{g_{f}}{f_{g}}=\frac{h_{g}}{g_{h}}=\frac{f_{h}}{h_{f}}=v
$$

Thus the constant $v$, which is definable by
11.55

$$
\operatorname{sc} K_{n}=v
$$

is the signature of the set of quarterperiods $K_{c}, K_{n}, K_{d}$, according to the definition in $1 \cdot 6$; we call it the signature of the basis $K_{c}, K_{n}$.
11.56. The signature is $+i$ or $-i$ according as minimum rotation $K_{c} \rightarrow K_{n} \rightarrow K_{d}$ is positive or negative.

In the theory of the elementary functions constructed from an arbitrary set of quarterperiods，the explicit use of the signature is slight，since the product of one critical value by the signature is express－ ible as another critical value，and the six critical values though inter－ dependent are all of the same standing．In the Jacobian theory， equality of standing and symmetry are sacrificed at the outset，and the signature becomes one of the insistent constants associated with a basis．

If the leading coefficient of $\mathrm{pq} u$ at the pole $K_{q}$ is $a_{p}$ ，the quotient （pq $u) / a_{p}$ is the elementary function，in the sense of Chapter II，con－ structed from the quarterperiods $K_{c}, K_{n}, K_{d}$ ．The set of elementary functions is therefore as follows：

## Table XIs

| $\mathrm{fj} u=\operatorname{cs} u$ | jf $u=-k^{\prime}$ sc $u$ | $\operatorname{hg} u=v \ln u$ | gh $u=-v k^{\prime}$ nd $u$ |
| :---: | :---: | :---: | :---: |
| gj $u=\mathrm{ns} u$ | hf $u=-$ de $u$ | $\operatorname{jg} u=k \sin u$ | fh $u=k \cdot \mathrm{~cd} u$ |
| $\mathrm{hj} u=\mathrm{ds} u$ | gf $u=-k^{\prime}$ ne $u$ | $\mathrm{fg} u=v k \operatorname{cn} u$ | jh $u=v k k ' s d u$ |

This table，which may be otherwise compiled from Table II 2 and the set of critical values $517-522$ ，shows the substitutions by which formulae concerning the elementary functions become formulae in the theory of Jacobian functions．

11．6．Since the conditions which render the Jacobian functions specific when their poles and zeros are known are conditions at the origin，the functions themselves depend only on the distributions of poles and zeros，not in any way on the pair of quarterperiods chosen for the basis of the system．Hence the parameter $c$ ，which is the con－ stant value of $\mathrm{ns}^{2} u-\mathrm{ds}^{2} u$ ，is uniquely determinate．But the constants $k, k^{\prime}, v$ required for the complete scheme of leading coefficients of the functions are in a different category．Their squares $c, c^{\prime},-1$ are deter－ minate，but when the constants are defined as ns $K_{d}^{\prime \prime}$ ，dn $K_{c}$ ，sc $K_{n}$ it is with respect to the particular set of quarterperiods in use that they are unambiguous，and their relation to the system of functions is still in question．

Supposing the system of functions to be given，we may attach the symbol $K_{c}$ to any point at which $\operatorname{sn} u=1$ and the symbol $K_{n}$ to any pole of $\operatorname{sn} u$ ，provided only that the pair of quarterperiods $K_{c}, K_{n}$ is then a primitive pair．That is to say，from $\cdot 108$ ，

11－61．If $\alpha, \beta$ is one basis of a set of Jacobian functions，the general basis of the same set is given by

$$
\cdot 61_{1-2} \quad K_{c}=\left(4 m_{1}+1\right) \alpha+2 n_{1} \beta, \quad K_{n}=2 m_{2} \alpha+\left(2 n_{2}+1\right) \beta
$$

with the one condition
$\cdot 61_{3} \quad\left(4 m_{1}+1\right)\left(2 n_{2}+1\right)-4 n_{1} m_{2}= \pm 1$.
Since $2 \alpha$ is a halfperiod and $2 \beta$ is a period of ns $u$,

$$
\mathrm{ns}\left(K_{c}+K_{n}\right)= \pm \mathrm{ns}(\alpha+\beta) \quad \text { according as } m_{2} \text { is even or odd; }
$$

since $2 \alpha$ is a period and $2 \beta$ is a halfperiod of $\mathrm{dn} u$, $\operatorname{dn} K_{c}= \pm \mathrm{dn} \alpha \quad$ according as $n_{1}$ is even or odd;
since $2 \alpha$ is a period and $2 \beta$ is a halfperiod of sc $u$,

$$
\text { sc } K_{n}= \pm \operatorname{se} \beta \quad \text { according as } n_{2} \text { is even or odd. }
$$

In other words, if with the basis $\alpha, \beta$ the values of $k, k^{\prime}, v$ are $a, a^{\prime}, \iota$, then when $K_{c}, K_{n}$ are given by $\cdot 61_{1}, \cdot 61_{2}$,
.601 $k= \pm a \quad$ according as $m_{2}$ is even or odd,
-602 $k^{\prime}= \pm a^{\prime}$ according as $n_{1}$ is even or odd,
-603 $v= \pm \iota$ according as $n_{2}$ is even or odd.
These alternatives are independent, for the condition $\cdot 61_{3}$ is satisfied by $n_{2}=0, m_{1}=n_{1} m_{2}$ and by $n_{2}=-1, m_{1}=-n_{1} m_{2}$, whatever the values of $m_{2}$ and $n_{1}$. Hence for a given set of functions, the eight possibilities latent in the set of equations
$\cdot 604-606 \quad k^{2}=c, \quad k^{\prime 2}=c^{\prime}, \quad v^{2}=-1$
are all realized. For a particular choice of $K_{c}$ and $K_{n}$ we may ask which square root of $c$ is playing the part of $k$, which square root of $c^{\prime}$ is playing the part of $k^{\prime}$, and whether $i$ or $-i$ is playing the part of $v$, but the answers depend on the choice of $K_{c}$ and $K_{n}$; we can change the answers by changing the basis.

In $\cdot 61_{3}$, the sign on the right is positive or negative according as $n_{2}$ is even or odd; hence $v$ is $\iota$ or $-\iota$ according as the transformation from $\alpha, \beta$ to $K_{c}, K_{n}$ is direct or reverse. This is in agreement with $0 \cdot 14$. We can in fact conclude from the simple arguments of the present section that for a given set of functions the sets of quarterperiods for which sc $K_{n}$ is $i$ are those for which the rotation $K_{c} \rightarrow K_{n} \rightarrow K_{d}$ is in one direction and the sets for which sc $K_{n}$ is $-i$ are those for which the rotation is in the reverse direction, but we can not tell which direction is associated with se $K_{n}=i$, which with sc $K_{n}=-i$. If $K_{c}$ is real and positive and $K_{n}$ is imaginary, then between the origin and $K_{n}$, cn $u$ is real and positive and $\operatorname{sn} u$ is positively or negatively imaginary according as $K_{n}$ is positively or negatively imaginary; thus in this case sc $K_{n}$ is $i$ or $-i$ according as rotation from $K_{c}$ to $K_{n}$ through a right angle is positive
or negative, and $\cdot 56$ is proved for this case without the analysis used in Chapter III. Since $i$ is an absolute constant, the association of the value of $\operatorname{sc} K_{n}$ with the direction of rotation can not vary from one Jacobian system to another, and we could in fact appeal to continuity and identify the $v$ of $1 \cdot 606$ with the signature retrospectively from $\cdot 56$.

There is a temptation to remove the signature from the formulae connected with Jacobian functions by including the condition se $K_{n}=i$ in the definition of a Jacobian basis; the pair of conditions
$\cdot 607-608 \quad \operatorname{sn} K_{c}=1, \quad$ se $K_{n}=i$
is attractively complete. As we have seen, the second condition is a restriction not on the functions with which we deal, but only on the period systems with which we work. If $\alpha, \beta$ is a Jacobian basis, so also is $\alpha$, $-\beta$; the Jacobian functions constructed on the two foundations are identical, and one of the two values $\operatorname{sc} \beta, \operatorname{sc}(-\beta)$ is $i$ and the other is $-i$. Since $\mathrm{ns}(\alpha+\beta)$ and $n s(\alpha-\beta)$ are equal, $i$ has the same value on each basis, and so also has $k^{\prime}$, which is $\ln \alpha$. Thus to impose the condition sc $K_{n}=i$ means only that of the two potential bases $\alpha, \beta$ and $\alpha,-\beta$, one is accepted and one rejected. If $\alpha, \beta$ is an acceptable basis, the general basis for the same set of functions is given by the symmetrical pair of formulae
-609

$$
K_{c}=\left(4 m_{1}+1\right) \alpha+2 n_{1} \beta, \quad K_{n}=2 m_{2} \alpha+\left(4 n_{2}+1\right) \beta
$$

with the condition
-610

$$
\left(4 m_{1}+1\right)\left(4 n_{2}+1\right)-4 n_{1} m_{2}=1
$$

which is now definite since the expression on the left can not be equal to -1 for any integral values of $m_{1}, n_{1}, m_{2}, n_{2}$.

The question is of course purely one of convenience in vocabulary and notation. If the change is made, the theorem that will be lost is the first part of $10 \cdot 24$ : it will no longer be true that every set of quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$ is represented by a Jacobian set geometrically similar to it. We shall be able to assert only that of the two pairs of numbers $g_{f} \omega_{f}, g_{f} \omega_{g}$ and $g_{f} \omega_{f},-g_{f} \omega_{g}$, one is a Jacobian basis and the other is not; we shall then define the set of quarterperiods $(\alpha,-\beta,-\alpha+\beta)$ as the complement or conjugate of the set $(\alpha, \beta,-\alpha-\beta)$, and instead of saying that $g_{f} \omega_{f}, g_{f} \omega_{g}$ is necessarily a Jacobian basis and insisting that its signature may be either $i$ or $-i$, we shall have to say that $g_{f} \omega_{f}, g_{f} \omega_{g}$ is either a Jacobian basis or the conjugate of a Jacobian basis. The duplexity removed from the value of se $K_{n}$ reappears in the procedure of standardization.

The alternative vocabulary might be introduced in another way. The proof that in the system of elliptic functions constructed on the set of quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$, the fractions $g_{f} / f_{g}, h_{g} / g_{h}, f_{h} / h_{f}$ have a common value $v$ whose square is -1 is simple. Also if $\omega_{f}$ is kept fixed at a value $\alpha$ and $\omega_{g}$ is changed from $\beta$ to $-\beta$, then $g_{f}, g_{h}, h_{f}$ are unaltered and $f_{g}, h_{g}, f_{h}$ are replaced by their negatives, and therefore $v$ is replaced by $-v$. It follows that by taking

$$
\omega_{f}=\alpha, \quad \omega_{g}=\frac{v(\alpha, \beta)}{i} \beta
$$

we have a set of quarterperiods for which the signature is automatically given the value $i$. Thus we could define the Jacobian basis corresponding to $\omega_{f}, \omega_{g}, \omega_{h}$ by

$$
K_{c}=g_{f} \omega_{f}, \quad K_{n}=\frac{v}{i} g_{f} \omega_{g},
$$

that is, by
-613

$$
K_{c}=g_{j} \omega_{f}, \quad K_{n}=i f_{g} \omega_{g}
$$

and secure the definite identity sc $K_{n}=i$ without attempting the comparatively difficult interpretation of the alternatives $v=i, v=-i$. It will have been established that of the two sets of quarterperiods $(\alpha, \beta,-\alpha-\beta),(\alpha,-\beta,-\alpha+\beta)$ one is geometrically similar to the Jacobian set which represents it and the other is not, and the transformation formulae $\cdot 609, \cdot 610$ will follow from the condition sc $K_{n}=i$ as before.

The obvious criticism of this course is that there is no merit in evading an interpretation; the only question can be whether there are advantages in postponing it. The content of our theorems will not be entirely preserved: we shall not know in advance that rotation in a basis defined by $\cdot 612$ is necessarily positive. From $\cdot 610$ we shall learn that rotation in equivalent bases is in the same direction, but we shall have either to appeal to continuity or to develop sooner or later analysis equivalent to that in Chapter III if we are to compare directions of rotation in bases that are not equivalent.

There is no doubt that in practice we need to replace the pair of quarterperiods $\omega_{f}, \omega_{g}$ by the similar pair $g_{f} \omega_{f}, g_{f} \omega_{g}$ without knowing whether rotation from $\omega_{f}$ to $\omega_{g}$ is positive or negative; if we are to be debarred from the Jacobian notation in the latter case, we shall have to introduce a notation to indicate that the normalizing factor $g_{f}$ has been used. That is, if $K_{c}, K_{n}$ were defined by $\cdot 612$, we should presently be writing $g_{f} \omega_{g}=\epsilon K_{n}$ with $\epsilon$ defined as 1 or -1 according as $g_{f} \omega_{f}, g_{f} \omega_{g}$ was or was not a Jacobian basis in the restricted sense: an adaptable
$\epsilon$ woukd replace an adaptable $v$ ，and the notation would be no less and no more complicated than before．

After all，when we have said that the restriction imposed by the condition se $K_{n}=i$ would be imposed on the period system but not on the function，is not that an overwhelming argument against im－ posing the restriction？Should the pair of equations $K_{c}=\alpha, K_{n}=\beta$ mean more or mean less than that the set of functions constructed on the basis $\alpha, \beta$ is the Jacobian set for which $\operatorname{sn} \alpha=1$ and $\beta$ is a pole？
$11 \cdot 7$ ．We have seen at the beginning of $\cdot 5$ that the effect of the addition of quarterperiods is to be read from a table of leading coeffi－ cients．Thus from XI 7 we have an almost equivalent table：

## ＇Table XI 9

Addition of quarterperiods in the primitive Jucobian functions

$$
\begin{array}{lll}
\operatorname{cs}\left(u+K_{c}^{\prime}\right)=-k^{\prime} \operatorname{sc} u & \mathrm{~ns}\left(u+K_{c}^{\prime}\right)=\operatorname{de} u & \mathrm{ds}\left(u+K_{c}^{\prime}\right)=k^{\prime} \mathrm{nc} u \\
\operatorname{cs}\left(u+K_{n}^{\prime}\right)=-v \operatorname{dn} u & \mathrm{~ns}\left(u+K_{n}^{\prime}\right)=k \operatorname{sn} u & \mathrm{ds}\left(u+K_{n}\right)=-v k \operatorname{cn} u \\
\operatorname{cs}\left(u+K_{d}\right)=v k^{\prime} \mathrm{nd} u & \mathrm{~ns}\left(u+K_{d}\right)=-k \operatorname{cd} u & \mathrm{ds}\left(u+K_{d}\right)=v k k^{\prime} \operatorname{sd} u \\
\operatorname{cs}\left(u+K_{d}^{\prime}\right)=-v k^{\prime} \mathrm{nd} u & \mathrm{~ns}\left(u+K_{d}^{\prime}\right)=k \operatorname{cd} u & \mathrm{ds}\left(u+K_{d}^{\prime}\right)=v k k^{\prime} \operatorname{sd} u
\end{array}
$$

The similar table for Jacobi＇s original functions can be written down either from XI 6 or from XI9：

## Table XI 10

Addition of quarterperiods in Jacobi＇s functions

| $\operatorname{sn}\left(u+K_{c}^{\prime}\right)=\operatorname{cd} u$ | $\operatorname{cn}\left(u+K_{c}^{\prime}\right)=-k^{\prime} \operatorname{sd} u$ | $\operatorname{dn}\left(u+K_{c}^{\prime}\right)=k^{\prime} \operatorname{nd} u$ |
| :--- | :--- | :--- |
| $\operatorname{sn}\left(u+K_{n}^{\prime}\right)=(1 / k) \mathrm{ns} u$ | $\operatorname{cn}\left(u+K_{n}\right)=-(v / k) \mathrm{d} \cdot u$ | $\operatorname{dn}\left(u+K_{n}\right)=-v \operatorname{cs} u$ |
| $\operatorname{sn}\left(u+K_{d}\right)=-(1 / k) \operatorname{dc} u$ | $\operatorname{cn}\left(u+K_{d}\right)=-\left(v k^{\prime} / k\right) \operatorname{nc} u$ | $\operatorname{dn}\left(u+K_{d}\right)=-v k^{\prime} \operatorname{sc} u$ |
| $\operatorname{sn}\left(u+K_{d}^{\prime}\right)=(1 / k) \operatorname{dc} u$ | $\operatorname{cn}\left(u+K_{d}^{\prime \prime}\right)=-\left(v k^{\prime} / k\right) \operatorname{nc} u$ | $\operatorname{dn}\left(u+K_{d}^{\prime}\right)=v k^{\prime} \operatorname{se} u$ |

An individual function $\mathrm{pq}\left(u+K_{t}\right)$ is found more readily from XI 9 than from XI10，since there are no fractional coefficients in the former table， but it is to the formulae in the latter table that historical interest attaches．
$11 \cdot 8$ ．Since $\mathrm{pq}^{\prime} u$ is a multiple of $\mathrm{rq} u$ tq $u$ ，and $\mathrm{rq}^{2} u, \mathrm{tq}^{2} u$ are multiples of $\mathrm{pq}^{2} u-\mathrm{pq}^{2} K_{r}, \mathrm{pq}^{2} u-\mathrm{pq}^{2} K_{l}$ ，the function $\mathrm{pq} u$ satisfies a differential equation
－ 801

$$
(d x / d u)^{2}=\lambda\left(x^{2}-\mu\right)\left(x^{2}-v\right)
$$

where $\lambda, \mu, \nu$ are constants determinable from Tables XI5．2．In particular，$x_{1} \equiv \mathrm{cs} u, x_{2} \equiv \mathrm{~ns} u, x_{3} \equiv \mathrm{ds} u$ satisfy the equations
－802
$\left(d x_{1} / d u\right)^{2}=\left(x_{1}^{2}+1\right)\left(x_{1}^{2}+c^{\prime}\right)$,
． 803
$\left(d x_{2} / d u\right)^{2}=\left(x_{2}^{2}-1\right)\left(x_{2}^{2}-c\right)$,
－ 804

$$
\left(d x_{3} / d u\right)^{2}=\left(x_{3}^{2}+c\right)\left(x_{3}^{2}-c^{\prime}\right)
$$

Instead of referring again to Tables XI 5,2 , we can utilize XI 9 . The function $\mathrm{pq}\left(u+K_{t}\right)$ satisfies the same differential equation of the form -801 as pq $u$, and if $\mathrm{pq} u$ satisfies $\cdot 801$, the function ( $\mathrm{pq} u) / \kappa$, where $\kappa$ is a constant, satisfies the equation
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$$
\kappa^{2}(d x / d u)^{2}=\lambda\left(\kappa^{2} x^{2}-\mu\right)\left(\kappa^{2} x^{2}-\nu\right) .
$$

The complete set of expressions for the squares of the derivatives is as follows:

| Table XI 11 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $(d x / d u)^{2}$ | $x$ | $(d x / d u)^{2}$ |  |
| $\operatorname{cs} u$ | $\left(x^{2}+1\right)\left(x^{2}+c^{\prime}\right)$ | sc $u$ | $\left(1+c^{\prime} x^{2}\right)\left(1+x^{2}\right)$ |  |
| $\operatorname{ns} u$ | $\left(x^{2}-1\right)\left(x^{2}-c\right)$ | dc $u$ | $\left(x^{2}-1\right)\left(x^{2}-c\right)$ |  |
| ds $u$ | $\left(x^{2}+c\right)\left(x^{2}-c^{\prime}\right)$ | ne $u$ | $\left(c^{\prime} x^{2}+c\right)\left(x^{2}-1\right)$ |  |
|  | $x$ | $(d x / d u)^{2}$ | $x$ | $(d x / d u)^{2}$ |
|  | $\operatorname{dn} u$ | $\left(1-x^{2}\right)\left(x^{2}-c^{\prime}\right)$ | nd $u$ | $\left(1-c^{\prime} x^{2}\right)\left(x^{2}-1\right)$ |
|  | $\operatorname{sn} u$ | $\left(1-x^{2}\right)\left(1-c x^{2}\right)$ | $\operatorname{cd} u$ | $\left(1-x^{2}\right)\left(1-c x^{2}\right)$ |
|  | $\operatorname{cn} u$ | $\left(1-x^{2}\right)\left(c^{\prime}+c x^{2}\right)$ | sd $u$ | $\left(1-c^{\prime} x^{2}\right)\left(1+c x^{2}\right)$ |

The coefficient $\lambda$ in 801 is 1 for a primitive function; hence if $\mathrm{pq} u=\left\{\mathrm{rs}\left(u+K_{q}\right)\right\} / \kappa$, the coefficient of $x^{4}$ in the entry against pq $u$ in this table is $\kappa^{2}$. But if $\operatorname{rs}\left(u+K_{q}\right)=\kappa \mathrm{pq} u$, then $\kappa^{2}$ is the leading coefficient of $\mathrm{rs}^{2} u$ at $K_{q}$. Thus the coefficient of $x^{4}$ in any entry in XIı is the corresponding entry in XI4. Also the constant term against $\mathrm{pq} u$ in XIn is the coefficient of $x^{4}$ against $\mathrm{qp} u$.

From Table XIn we derive the details of the fundamental theorems connecting the functions of Jacobi and Glaisher with elliptic integrals. To demonstrate the results is only to repeat the arguments of $5 \cdot 1$ and $5 \cdot 3$ in each case. As before, if $c$ and $c^{\prime}$ come from a known system of functions, the equivalence of the functional relation with the integral relation is proved without difficulty; it is when $c$ and $c^{\prime}$ are given first that the problem of inversion is acute.
11.81. If the radicals resemble $x^{2}$ towards infinity on the paths of integration, the relations

$$
\begin{gathered}
\cdot 81_{1-3} \quad u_{1}=\int_{x_{1}}^{\infty} \frac{d x}{\sqrt{\left\{\left(x^{2}+1\right)\left(x^{2}+c^{\prime}\right)\right\}}, \quad u_{2}=\int_{x_{2}}^{\infty} \frac{d x}{\sqrt{ }\left\{\left(x^{2}-1\right)\left(x^{2}-c\right)\right\}},} \begin{array}{c}
u_{3}=\int_{x_{3}}^{\infty} \frac{d x}{\sqrt{ }\left\{\left(x^{2}+c\right)\left(x^{2}-c^{\prime}\right)\right\}}
\end{array} . ; \text {, }
\end{gathered}
$$

are equivalent to

$$
x_{1}=\operatorname{cs} u_{1}, \quad x_{2}=\mathrm{ns} u_{2}, \quad x_{3}=\mathrm{ds} u_{3} .
$$

11-82. If the radicals have the value 1 at the origin, the relations

$$
\begin{gathered}
\cdot 82_{1-3} u_{4}=\int_{0}^{x_{4}} \frac{d x}{\sqrt{\left\{\left(1+x^{2}\right)\left(1+c^{\prime} x^{2}\right)\right\}}}, \quad u_{8}=\int_{0}^{x_{8}} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-c x^{2}\right)\right\}},} \\
u_{12}=\int_{0}^{x_{12}} \frac{d x}{\sqrt{\left\{\left(1+c x^{2}\right)\left(1-c^{\prime} x^{2}\right)\right\}}}
\end{gathered}
$$

are equivalent to

$$
x_{4}=\operatorname{sc} u_{4}, \quad x_{8}=\sin u_{8}, \quad x_{12}=\operatorname{sd} u_{12}
$$

11-83. The relations

$$
\begin{aligned}
& .83_{1-3} \quad u_{5}=\int_{i}^{x_{5}} \frac{d x}{\sqrt{ }\left\{\left(x^{2}-1\right)\left(x^{2}-c\right)\right\}}, \quad u_{6}=\int_{i}^{x_{6}} \frac{d x}{\sqrt{\left\{\left(c^{\prime} x^{2}+c\right)\left(x^{2}-1\right)\right\}},} \\
& u_{7}=\int_{x_{7}}^{1} \frac{d x}{\sqrt{ }\left\{\left(1-x^{2}\right)\left(x^{2}-c^{\prime}\right)\right\}}
\end{aligned}
$$

are equivalent to

$$
x_{5}=\operatorname{dc} u_{5}, \quad x_{6}=\operatorname{nc} u_{6}, \quad x_{7}=\operatorname{dn} u_{7}
$$

and the relations

$$
\begin{gathered}
.83_{4-6} \quad u_{9}=\int_{x_{9}}^{1} \frac{d x}{\sqrt{ }\left\{\left(c^{\prime}+c x^{2}\right)\left(1-x^{2}\right)\right\}}, \quad u_{10}=\int_{1}^{x_{10}} \frac{d x}{\sqrt{ }\left\{\left(x^{2}-1\right)\left(1-c^{\prime} x^{2}\right)\right\}} \\
u_{11}=\int_{x_{11}}^{1} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-c x^{2}\right)\right\}}}
\end{gathered}
$$

are equivalent to

$$
x_{9}=\operatorname{cn} u_{9}, \quad x_{10}=\operatorname{nd} u_{10}, \quad x_{11}=\operatorname{cd} u_{11}
$$

If to the variable $u$ in any of the formulae in these three theorems we give the value $K_{c}$, we have from Table XI 7 a limit of integration by means of which this quarterperiod is expressible as an integral. Since some of the limits of integration involve $k$ and $k^{\prime}$, we use $k^{2}, k^{\prime 2}$ instead of $c, c^{\prime}$ in the integrands also. It is to be remembered that the variables and parameters are complex, and that the paths of integration in $\cdot 81, .82, \cdot 83$ are arbitrary.

The set of formulae we obtain for $K_{c}$ from $\cdot 81, \cdot 82, \cdot 83$ is both redundant and in a sense incomplete. On the one hand, de $u$ gives the
same integral as ns $u$, and $\operatorname{cd} u$ as $\operatorname{sn} u$. On the other hand, the integrals given by ds $u$ and ne $u$ are

$$
\int_{k^{\prime}}^{\infty} \frac{d t}{\sqrt{ }\left(\left(t^{2}+k^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}}, \quad \int_{1}^{\infty} \frac{d t}{\left.\sqrt{\left\{\left(k^{\prime 2} t^{2}+k^{2}\right)\left(t^{2}-1\right)\right.}\right\}}
$$

the distinction between these is trivial, and if they are both to be recorded, the equivalent form

$$
\int_{k^{\prime} / k}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(k^{2} t^{2}-k^{\prime 2}\right)\right\}}}
$$

must be added, although this is not provided by any of our twelve formulae. With this extension, the ten distinct formulae for $K_{c}$ become sixteen; if we allow the possible changes of this kind to be made mentally, the ten become six. Further, the substitution of $1 / t$ for $t$, equivalent to the use of $q p u$ instead of $p q u$, is trivial, and if the possibility of this substitution also is borne in mind, four integrals remain:
11.84. For each of the integrals

$$
\begin{aligned}
& \cdot 84_{1-4} \\
& \int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+k^{\prime 2}\right)\right\}}}, \\
& \int_{0}^{1} \frac{d t}{\left.\left.\sqrt{\left\{( 1 - t ^ { 2 } ) \left(1-k^{2} t^{2}\right.\right.}\right)\right\}}, \\
& \int_{0}^{1 / k^{\prime}} \frac{d t}{\left.\sqrt{\{ }\left(1+k^{2} t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)\right\}^{\prime}}, \\
& \int_{h^{\prime}}^{1} \sqrt{ } \sqrt{ }\left\{\left(t-t^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}
\end{aligned}
$$

there are paths of integration such that the value of the integral is $K_{c}$.
If $K_{n}$ is substituted for $u$ in $\cdot 81$ or $\cdot 82$, each limit of integration either has the signature $v$ for an explicit factor or is 0 or $\infty$. By substituting $\pm v t$ for $x$ we transfer the factor $v$ from the limit to the entire integral. In $\cdot 81$ the radical has then to resemble $-t^{2}$ towards infinity and the substitution $x=-v t$ removes the negative sign; in $\cdot 82$ the determining value of the radical is not affected by the substitution and we put $x=v t$. In $\cdot 83$ the limits of integration do not involve $v$, but for the sake of comparison we can introduce $v$ as a factor of the integral by reversing one of the two factors in the radical. These changes having been made, the discussion is exactly parallel to that leading to 84 :

### 11.85. For each of the integrals

$\cdot 85_{1-4}$

$$
\begin{array}{ll}
\int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+k^{2}\right)\right\}^{\prime}}} & \int_{0}^{1} \\
\int_{0}^{1 / k} \sqrt{\left\{\left(1-t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)\right\}^{\prime}} \\
\left.\sqrt{\{ }\left(1+k^{\prime 2} t^{2}\right)\left(1-k^{2} t^{2}\right)\right\}^{\prime} & \int_{k}^{1} \sqrt{\left.d t\left(1-t^{2}\right)\left(t^{2}-k^{2}\right)\right\}}
\end{array}
$$

there are paths of integration such that the value of the integral is $K_{n} / v$.
The classieal integrals giving $K_{c}$ and $K_{n}$ are $\cdot 84_{2}$ and $\cdot 85_{2}$ :
11.86. If $K_{c}=K$ and $K_{n}=v K^{\prime}$, there are paths of integration such that

$$
\cdot 86_{1-2} \quad K=\int_{0}^{1} \frac{d t}{\left.\sqrt{ }\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)\right\}^{\prime}}, \quad K^{\prime}=\int_{0}^{1} \sqrt{d t} \sqrt{\left\{\left(1-t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)\right\}^{\prime}}
$$

In the simple theory in which $k$ and $k^{\prime}$ are real and therefore it is possible, as we have really shown in $9 \cdot 7$, to take for $K$ and $K^{\prime}$ the real values obtained by treating the integrals in 84 and 85 as integrals along the real axis, the interpretation of the similarity between the two sets of integrals, and in particular between the two integrals in -86, is immediate: $K^{\prime \prime}$ is the same function of $k^{\prime}$ as $K$ is of $k$. But in the general theory we are not yet in a position to make this comparison, for we have established no relations between paths of integration.

Among the integral expressions for $K_{d}$ are two, namely, those given by ne $u$ and en $u$, in which one limit is $l$ and the other has $v$ for a factor. It is impossible to eliminate $v$ from the formal expression of such an integral, and if we replace the integral by the difference between two integrals from 0 or by the difference between two integrals to $\infty$, we can be doing nothing but putting the integral into the form $A+v B$. The expressions obtainable for $K_{d}$ in this way are identifiable immediately with forms of $-K_{c}-K_{n}$ derivable from $\cdot 84$ and $\cdot 85$, and nothing is gained by deriving them from $\cdot 81, \cdot 82, \cdot 83$. The simplest formal expressions are

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+k^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}},} \\
& \int_{0}^{1} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}},}
\end{aligned}
$$

and if $0<k^{\prime}<1$ the formal simplicity of these integrals is a transparent illusion.

## XII

## ADDITION THEOREMS FOR THE JACOBIAN FUNCTIONS

12.I. The Jacobian system of functions generates a profusion of addition theorems, and the total lack of symmetry in the system renders general theorems hard to express and tends to deprive general formulae of their utility. For the construction of isolated results it is often better to return to first principles than to attempt a substitution.

For a first example of a general method, let us find a formula for $\mathrm{cn}(u+v)$ by Liouville's process. As functions of $u$, the functions

$$
\operatorname{cn}(u+v)+\operatorname{cn}(u-v), \quad \operatorname{cn}(u+v)-\operatorname{cn}(u-v)
$$

both have four simple poles, the two poles of $\mathrm{cn}(u+v)$, which are $-v+K_{n}$ and $-v+K_{n}+2 K_{c}$, and the two poles of $\mathrm{cn}(u-v)$, which are $v+K_{n}$ and $v+K_{n}+2 K_{c}$. Of these four poles, $-v+K_{n}$ and $v+K_{n}+2 K_{c}$ are zeros of $\mathrm{cn} u-\mathrm{cn}\left(v-K_{n}\right)$, and $v+K_{n}$ and $-v+K_{n}+2 K_{c}$ are zeros of en $u-\operatorname{cn}\left(v+K_{n}\right)$, that is, $2 K_{n}$ being a halfperiod, of $\operatorname{cn} u+\operatorname{cn}\left(v-K_{n}\right)$. Thus the four poles are the zeros of $\mathrm{cn}^{2} u-\mathrm{cn}^{2}\left(v-K_{n}\right)$. Again, the zeros of $\operatorname{cn}(u+v)+\operatorname{cn}(u-v)$ are the solutions of the equation

$$
\operatorname{cn}(u+v)=\operatorname{cn}\left(u-v+2 K_{c}\right),
$$

and by $11 \cdot 104$, since the difference between the two arguments does not involve $u$, these are the points for which the sum $2 u+2 K_{c}$ is of the form $2 m K_{c}+2 n K_{n}$ with $m+n$ even; the points required are $K_{c}$ and $-K_{c}$, which are zeros of en $u$, and $K_{n}$ and $K_{n}+2 K_{c}$, which are poles of en $u$. Similarly the zeros of $\operatorname{cn}(u+v)-\operatorname{cn}(u-v)$ are the solutions of the equation $\operatorname{cn}(u+v)=\operatorname{cn}(u-v)$ and are identified as zeros of $\mathrm{en}^{\prime} u$. Thus

- 102

$$
\begin{align*}
\operatorname{cn}(u+v)+\operatorname{cn}(u-v) & =\frac{2 A \operatorname{cn} u}{\operatorname{cn}^{2} u-\operatorname{cn}^{2}\left(v-K_{n}\right)}, \\
\operatorname{cn}(u+v)-\operatorname{cn}(u-v) & =\frac{2 B \operatorname{cn}^{\prime} u}{\operatorname{cn}^{2} u-\operatorname{cn}^{2}\left(v-K_{n}\right)},
\end{align*}
$$

where $A, B$ are independent of $u$. Putting $u=0$ in $\cdot 101$ we have

$$
A=\operatorname{cn} v \operatorname{snn}^{2}\left(v-K_{n}\right)
$$

letting $u \rightarrow 0$ in $\cdot 102$, we have, since $\mathrm{cn}^{\prime} u \sim-u$,

$$
B=-\operatorname{sn}^{2}\left(v-K_{n}\right) \lim _{u \rightarrow 0} \frac{\operatorname{cn}(v+u)-\operatorname{cn}(v-u)}{2 u}=-\operatorname{cn}^{\prime} v \operatorname{sn}^{2}\left(v-K_{n}\right) .
$$

Hence
$\cdot 103 \quad \operatorname{cn}(u+v)=\frac{\left(\operatorname{cn} u \operatorname{cn} v-\operatorname{cn}^{\prime} u \operatorname{cn}^{\prime} v\right) \operatorname{sn}^{2}\left(v-K_{n}\right)}{\operatorname{cn}^{2} u-\operatorname{cn}^{2}\left(v-K_{n}\right)}$.

From Table XI 10 ,

$$
\operatorname{ns}^{2}\left(v-K_{n}\right)=c \operatorname{sn}^{2} v, \quad \operatorname{cs}^{2}\left(v-K_{n}\right)=-\operatorname{dn}^{2} v
$$

whence

$$
\operatorname{cn}^{2} u \operatorname{ns}^{2}\left(v-K_{n}\right)-\operatorname{cs}^{2}\left(v-K_{n}\right)=1+c \sin ^{2} v\left(\operatorname{cn}^{2} u-1\right)=1-c \operatorname{sn}^{2} u \sin ^{2} v
$$

and we have a classical formula
$12 \cdot 11$

$$
\operatorname{cn}(u+v)=\frac{\operatorname{cn} u \operatorname{cn} v-\operatorname{cn}^{\prime} u \operatorname{cn}^{\prime} v}{1-c \operatorname{snn}^{2} u \operatorname{sn}^{2} v}
$$

12.2. To illustrate another process, let $\phi(u)$ denote $\operatorname{dn}^{2} u$ and let $F(w)$ denote

$$
\begin{array}{lll}
1 & \phi(u) & \phi^{\prime}(u) \\
1 & \phi(v) & \phi^{\prime}(v) \\
1 & \phi(w) & \phi^{\prime}(w)
\end{array}
$$

This function $F(w)$ of $w$ has the periods $2 K_{c}, 2 K_{n}$, and is of the third order with a triple pole at $K_{n}$; it has obvious zeros at $u$ and $v$, and therefore a third zero at $3 K_{n}-u-v$. But
-201

$$
\phi^{\prime}(w)=2 \ln w \operatorname{dn}^{\prime} w
$$

and therefore
-202

$$
\left\{\phi^{\prime}(w)\right\}^{2}=\lambda \phi(w)\{\phi(w)-\mu\}\{\phi(w)-\nu\}
$$

where $\lambda, \mu, \nu$ are constants whose actual values we do not need. Hence the equation $F(w)=0$ implies that $\phi(w)$ satisfies an equation

- 203

$$
\left\lvert\, \begin{array}{ccc}
1 & \phi(u) & \phi^{\prime}(u)^{2}=\lambda\{\phi(u)-\phi(v)\}^{2} t(t-\mu)(t-v) \\
1 & \phi(v) & \phi^{\prime}(v) \\
\mathrm{I} & t & 0
\end{array}\right.
$$

and since this is a cubic equation, its roots are $\phi(u), \phi(v), \phi\left(3 K_{n}-u-v\right)$. The product of these three roots is therefore a constant multiple of

$$
\frac{\left\{\phi(u) \phi^{\prime}(v)-\phi(v) \phi^{\prime}(u)\right\}^{2}}{\{\phi(u)-\phi(v)\}^{2}}
$$

and it follows that $\operatorname{dn}\left(u+v+K_{n}\right)$ is a constant multiple of

$$
\begin{aligned}
& \phi(u) \phi^{\prime}(v)-\phi(v) \phi^{\prime}(u) \\
& \{\phi(u)-\phi(v)\} \operatorname{dn} u \operatorname{dn} v
\end{aligned}
$$

that is, a constant multiple of

$$
\frac{\operatorname{dn} u \operatorname{dn}^{\prime} v-\operatorname{dn} v \operatorname{dn}^{\prime} u}{\operatorname{dn}^{2} u-\operatorname{dn}^{2} v}
$$

Since $\operatorname{dn}\left(u+K_{n}\right)$ is a constant multiple of cs $u$, the simplest interpretation of this result is that $\operatorname{cs}(u+v)$ is a constant multiple of the 4767 D d
fraction 204 ; when $v=0$ the fraction becomes $\mathrm{dn}^{\prime} u /\left(1-\mathrm{dn}^{2} u\right)$, which is cs $u$, and therefore the constant factor is unity:
$12 \cdot 21$

$$
\operatorname{cs}(u+v)=\frac{\operatorname{dn} u \operatorname{dn}^{\prime} v-\operatorname{dn} v \operatorname{dn}^{\prime} u}{\operatorname{dn}^{2} u-\operatorname{dn}^{2} v} .
$$

If it is a formula for $\operatorname{dn}(u+v)$ that we require, we replace $v$ by $v-K_{n}$. Since $\operatorname{dn}\left(v-K_{n}\right)$ is a constant multiple of cs $v$, the numerator in $\cdot 204$ then becomes a multiple of

$$
\operatorname{dn} u \operatorname{css}^{\prime} v-\operatorname{cs} v \operatorname{dn}^{\prime} u,
$$

that is, of $-\operatorname{dn} u \mathrm{~ns} v \mathrm{ds} v-\mathrm{dn}^{\prime} u \operatorname{cs} v$ and therefore of $\quad\left(\mathrm{dn} u \operatorname{dn} v+\mathrm{dn}^{\prime} u \operatorname{sn} v \mathrm{cn} v\right) \mathrm{ns}^{2} v$.
Thus $\operatorname{dn}(u+v)$ is a constant multiple of

$$
\frac{\operatorname{dn} u \operatorname{dn} v-(1 / c) \operatorname{dn}^{\prime} u \operatorname{dn}^{\prime} v}{\left\{\operatorname{dn}^{2} u-\operatorname{dn}^{2}\left(v-K_{n}\right)\right\} \operatorname{sn}^{2} v} .
$$

Substituting $-\operatorname{cs}^{2} v$ for $\operatorname{dn}^{2}\left(v-K_{n}\right)$, we have the denominator

$$
\mathrm{dn}^{2} u \operatorname{sn}^{2} v+\mathrm{cn}^{2} v
$$

that is, $1-c \mathrm{sn}^{2} u \mathrm{sn}^{2} v$, and since the fraction becomes 1 when $u$ and $v$ are zero, the constant factor is again unity, and we have
$12 \cdot 22$

$$
\left.\operatorname{dn}(u+v)=\frac{\operatorname{dn} u \operatorname{dn} v-(1 / c) \mathrm{dn}^{\prime} u \mathrm{dn}^{\prime} v}{1}-c \sin ^{2} u \operatorname{sn}^{2} v\right)
$$

another classical result.
12.3. Up to a point the argument of the last paragraph is perfectly general, for the values of the coefficients in the cubic equation 203 are not used. If $\mathrm{pq} u$ is any one of Glaisher's twelve functions, and if $\phi(w)=\mathrm{pq}^{2} w$, then $\phi^{\prime}(w)$ has a triple pole at $K_{q}$, and $4 K_{q}^{\prime}$ is either zero or a period of $\phi(w)$. Hence $\mathrm{pq}\left(u+v+K_{q}\right)$ is a constant multiple of

$$
\frac{\mathrm{pq} u \mathrm{pq}^{\prime} v-\mathrm{pq}^{2} v \mathrm{pq}^{\prime} u}{\mathrm{pq}^{2} u-\mathrm{pq}^{2} v} .
$$

The function $\mathrm{pq}\left(u+K_{q}\right)$ is infinite at the origin, and is therefore a multiple of the primitive function which is coperiodic with $\operatorname{pq} u$; if then this primitive function is $\mathrm{rs} u$, it follows that $\mathrm{rs}(u+v)$ is a constant multiple of the fraction -301. Suppose that for small values of $u$, -302

$$
\mathrm{pq}\left(u+K_{q}\right) \sim a_{p l}^{\prime} u
$$

Then
$\cdot 303 \lim _{v \rightarrow 0} \frac{\mathrm{pq}\left(u+K_{q}\right) \mathrm{pq}^{\prime}\left(v+K_{q}\right)-\mathrm{pq}\left(v+K_{q}\right) \mathrm{pq}^{\prime}\left(u+K_{q}^{\prime}\right)}{\mathrm{pq}^{2}\left(u+K_{q}\right)-\mathrm{pq}^{2}\left(v+K_{g}^{\prime}\right)}=\frac{\mathrm{pq}\left(u+K_{q}\right)}{a_{p}}$ $\sim \frac{1}{u}$.

On the other hand,
-304

$$
\begin{aligned}
\lim _{v \rightarrow 0} \operatorname{rs}\left(u+v+2 K_{q}\right) & =\operatorname{rs}\left(u+2 K_{q}\right) \\
& \sim \pm \frac{1}{u}
\end{aligned}
$$

the negative sign occurring if $2 K_{q}$ is a halfperiod of rs $u$, that is, if $K_{q}$ is not one of the two points $K_{r}, K_{s}$ :
12.31. If $\mathrm{pq} u$ is any one of the four functions coperiodic with the primitive function $\mathbf{r s} u$, then

$$
\mathrm{rs}(u+v)= \pm \frac{\mathrm{pq} u \mathrm{pq}^{\prime} v-\mathrm{pq}^{v} v \mathrm{pq}^{\prime} u}{\mathrm{pq}^{2} u-\mathrm{pq}^{2} v}
$$

the sign being positive if $\mathrm{pq} u$ is $\mathrm{s} \mathrm{s} u$ or $\mathrm{sr} u$, negative if $\mathrm{pq} u$ is one of the other two coperiodic functions.

This theorem, which gives four formulae for each of the functions $\operatorname{cs}(u+v), \mathrm{ns}(u+v), \mathrm{ds}(u+v)$, and therefore for each of their reciprocals $\mathrm{sc}(u+v), \mathrm{sn}(u+v), \mathrm{sd}(u+v)$, is the simplest comprehensive addition theorem for Jacobian functions. As soon as algebraical combinations are formed and simplified, the constants $c, c^{\prime}$ enter and repetitions are rare.

The expression $\mathrm{pq} u \mathrm{pq}^{\prime} v-\mathrm{pq} v \mathrm{pq}^{\prime} u$ is an awkward denominator. If - 305

$$
\mathrm{pq}^{\prime 2} u=\lambda \mathrm{pq}^{4} u+\mu \mathrm{pq}^{2} u+\nu
$$

then
$\cdot 306 \quad \mathrm{pq}^{2} u \mathrm{pq}^{\prime 2} v-\mathrm{pq}^{2} v \mathrm{pq}^{\prime 2} u=\left(\mathrm{pq}^{2} u-\mathrm{pq}^{2} v\right)\left(v-\lambda \mathrm{pq}^{2} u \mathrm{pq}^{2} v\right)$, and we replace the reciprocal of the fraction in 31 by

$$
\frac{\mathrm{pq} u \mathrm{pq}^{\prime} v+\mathrm{pq}^{v} v \mathrm{pq}^{\prime} u}{\nu-\lambda \mathrm{pq}^{2} u \mathrm{pq}^{2} v}
$$

the coefficients $\nu, \lambda$ being taken from Table XIı. Since identically
$\cdot 307$

$$
\frac{\mathrm{qp} u \mathrm{qp}^{\prime} v+\mathrm{qp} v \mathrm{qp}^{\prime} u}{\lambda-v \mathrm{qp}^{2} u \mathrm{qp}^{2} v}=\frac{\mathrm{pq} u \mathrm{pq}^{\prime} v+\mathrm{pq}^{v} v \mathrm{pq}^{\prime} u}{\nu-\lambda \mathrm{pq}^{2} u \mathrm{pq}^{2} v}
$$

we record only one of a pair of formulae related in this way.
12•32. Addition theorems for the functions with zeros at the origin are as follows:
$\cdot 32_{1-2} \operatorname{sc}(u+v)=\frac{\operatorname{sc} u \operatorname{sc}^{\prime} v+\operatorname{sc} v \operatorname{sc}^{\prime} u}{1-c^{\prime} \operatorname{sc}^{2} u \operatorname{sc}^{2} v}=-\frac{\operatorname{dn} u \operatorname{dn}^{\prime} v+\mathrm{dn} v \mathrm{dn}^{\prime} u}{\operatorname{dn}^{2} u \operatorname{dn}^{2} v-c^{\prime}}$,
$\cdot 32_{3-4} \quad \operatorname{sn}(u+v)=\frac{\operatorname{sn} u \operatorname{sn}^{\prime} v+\operatorname{sn} v \mathrm{sn}^{\prime} u}{1-c \operatorname{sn}^{2} u \operatorname{sn}^{2} v}=-\frac{\mathrm{cd} u \mathrm{~cd}^{\prime} v+\mathrm{cd} v \mathrm{~cd}^{\prime} u}{1-c \operatorname{cd}^{2} u \mathrm{~cd}^{2} v}$
$\cdot 32_{5-6} \quad \operatorname{sd}(u+v)=\frac{\mathrm{sd} u \mathrm{sd}^{\prime} v+\mathrm{sd} v \mathrm{sd}^{\prime} u}{1+c c^{\prime} \operatorname{sd}^{2} u \mathrm{sd}^{2} v}=-\frac{\mathrm{cn} u \mathrm{cn}^{\prime} v+\mathrm{cn} v \mathrm{cn}^{\prime} u}{c^{\prime}+c \mathrm{c}^{\prime} 1^{2} u \mathrm{cn}^{2} b}$.

We can recognize the coefficients in the denominator of the formula giving $\mathrm{sq}(u+v)$ in terms of $\mathrm{sq} u$ and $\mathrm{sq} v$ and their derivatives. If - 308

$$
\mathrm{sq}^{\prime 2} u=\lambda \mathrm{sq}^{4} u+\mu \mathrm{sq}^{2} u+\nu,
$$

then putting $u=0$ we have $\nu=1$; also
-309

$$
\lambda=\lim _{u \rightarrow K_{q}}\binom{\mathrm{sq}^{\prime} u}{\mathrm{sq}^{2} u}^{2}=\mathrm{qs}^{\prime 2} K_{q}:
$$

12.33. For a Jacobian function sq $u$ which has a zero at the origin,

$$
\mathrm{sq}(u+v)=\frac{\mathrm{sq} u \mathrm{sq}^{\prime} v+\mathrm{sq} v \mathrm{sq}^{\prime} u}{1-\mathrm{qs}^{\prime 2} K_{q} \mathrm{sq}^{2} u \mathrm{sq}^{2} v}
$$

If $K_{p}, K_{q}, K_{r}$ are the three cardinal points distinct from $K_{s}$, then $\cdot 310-311 \quad \mathrm{ps}^{\prime} u=-\mathrm{qs} u \mathrm{rs} u, \quad \mathrm{sq}^{\prime} u=\mathrm{pq} u \mathrm{rq} u$.
We can therefore replace the derivatives in $\cdot 31$ by products without complicating the formulae if the functions differentiated have poles or zeros at the origin:
$12 \cdot 34_{1-2} \quad \operatorname{ps}(u+v)$

$$
=\frac{\mathrm{qs} u \operatorname{rs} u \mathrm{ps} v-\mathrm{qs} v \operatorname{rs} v \mathrm{ps} u}{\mathrm{ps}^{2} u-\mathrm{ps}^{2} v}=\frac{\mathrm{sp} u \mathrm{qp} v \operatorname{rp} v-\mathrm{sp} v \mathrm{qp} u \operatorname{rp} u}{\mathrm{sp}^{2} u-\mathrm{sp}^{2} v}
$$

Similarly from $\cdot 33$
$12 \cdot 35$

$$
\mathrm{sq}(u+v)=\frac{\mathrm{sq} u \mathrm{pq} v \mathrm{rq} v+\mathrm{sq} v \mathrm{pq} u \mathrm{rq} u}{1-\mathrm{qs}^{\prime} K_{q} K_{q} \mathrm{sq}^{2} u \mathrm{sq}^{2} v}
$$

and in detail from $\cdot 32_{1,3.5}$
12.36 $\quad \operatorname{sc}(u+v)=\frac{\operatorname{sc} u \operatorname{nc} v \mathrm{dc} v+\operatorname{sc} v \operatorname{nc} u \text { dc } u}{1-c^{\prime} \operatorname{sc}^{2} u \operatorname{sc}^{2} v}$,
12.36 $\quad \operatorname{sn}(u+v)=\frac{\operatorname{sn} u \operatorname{cn} v \operatorname{dn} v+\operatorname{sn} v \operatorname{cn} u \operatorname{dn} u}{1-c \operatorname{sn}^{2} u \operatorname{sn}^{2} v}$,
$12 \cdot 36_{3}$

$$
\operatorname{sd}(u+v)=\frac{\operatorname{sd} u \operatorname{cd} v \operatorname{nd} v+\operatorname{sd} v \operatorname{cd} u \text { nd } u}{1+c c^{\prime} \operatorname{sd}^{2} u \operatorname{sd}^{2} v}
$$

The classical formula in this set, and indeed the most celebrated addition formula in the whole subject, is $\cdot 36_{2}$, the addition theorem for Jacobi's first function sn $u$.

12•4. If neither the zero $K_{p}$ nor the pole $K_{q}$ is at the origin, then

$$
\mathrm{pq} u=\operatorname{sr} K_{q} \operatorname{rs}\left(u+K_{q}\right),
$$

where $K_{r}$ is the one of the three points $K_{c}, K_{n}, K_{d}$ that is distinct from $K_{p}$ and $K_{q}$. We have therefore
. 401

$$
\mathrm{pq}(u+v)=\frac{\operatorname{rs} u \mathrm{pq} q^{\prime} v-\mathrm{pq} v \mathrm{rs}^{\prime} u}{\operatorname{rss}^{2} u-\mathrm{rs}^{2} K_{q} \mathrm{pq}^{2} v}
$$

But

$$
\mathrm{rs}^{\prime} u=-\mathrm{ps} u \mathrm{qs} u=-\mathrm{pq} u \cdot \mathrm{q}^{2} u
$$

$$
\mathrm{rs}^{2} u-\mathrm{rs}^{2} K_{q} \mathrm{pq}^{2} v=\mathrm{r}^{2} u-\mathrm{rs}^{2} K_{q}\left(1+\mathrm{ps}^{2} K_{q} \mathrm{sq}^{2} v\right)=\mathrm{q} \mathrm{~s}^{2} u-\mathrm{q}^{\prime 2} K_{q} \mathrm{sq}^{2} v
$$

## Hence
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$$
\mu \mathrm{q}(u+v)=\frac{\mathrm{pq}\left(u \mathrm{pq} v+\mathrm{rqq} u \mathrm{sq}^{u} u \mathrm{pq}^{\prime} v\right.}{1-\mathrm{qs}^{\prime 2} K_{q} \mathrm{sq}^{2} u \mathrm{sq}^{2} v}
$$

Expressing $\mathrm{pq}^{\prime} v$ as $-\mathrm{q}^{2} K_{p} \mathrm{rq} v \mathrm{sq} v$, we have the comprehensive theorem
12.41. If pqu is a Jucobian function for which the origin is neither a pole nor a zero, then

$$
\mathrm{pq}(u+v)=\frac{\mathrm{pq} u \mathrm{pq} v-\mathrm{qs}^{2} K_{p} \mathrm{sq} u \mathrm{rq} u \operatorname{sq} v \mathrm{rq} v}{1-\mathrm{qs}^{\prime 2} K_{q} \mathrm{sq}^{2} u \mathrm{sq}^{2} v},
$$

which includes the classical formulae
$12 \cdot 42_{1}$

$$
\operatorname{en}(u+v)=\frac{\operatorname{en} u \operatorname{en} v-\operatorname{sn} u \operatorname{dn} u \operatorname{sn} v \operatorname{dn} v}{1-c \operatorname{sn}^{2} u \operatorname{sn}^{2} v}
$$

$12 \cdot 42_{2} \quad \operatorname{dn}(u+v)=\frac{\operatorname{dn} u \operatorname{dn} v-c \operatorname{sn} u \text { en } u \operatorname{sn} v \operatorname{cn} v}{1-c \operatorname{sn}^{2} u \operatorname{sn}^{2} v}$.
Alternatively, replaeing rqusqu in 402 by $-\mathrm{sq}^{2} K_{q} \mathrm{pq}{ }^{\prime} u$, we have the numerator expressed purely in terms of one function and its derivative:

12•43. If pqu is a Jacobian function for which the origin is neither a pole nor a zero, then

$$
\mathrm{pq}(u+v)=\frac{\mathrm{pq} u \mathrm{pq} v-\mathrm{sq}^{2} K_{p} \mathrm{pq}^{\prime} u \mathrm{pq}^{\prime} v}{1-\mathrm{qs}^{\prime 2} K_{q} \mathrm{sq}^{2} u \mathrm{sq}^{2} v}
$$

This is the theorem of whieh $\cdot 11$ and $\cdot 22$ are cases; the denominator ean be written

$$
1-\mathrm{sq}^{2} K_{p} \underline{\mathrm{q}}^{2} K_{r}\left(1-\mathrm{pq}^{2} u\right)\left(1-\mathrm{pq}^{2} v\right)
$$

By adding a quarterperiod $K_{l}$ simultaneously to $u$ and $v$ we obtain from $\cdot 43$ other expressions for $\mathrm{pq}(u+v)$ in terms of eoperiodie functions of $u$ and $v$. Two constant factors are involved, one for the functions in the numerator and the other for those in the denominator, but it is simpler to adjust a factor to the whole fraetion by putting $u$ and $v$ zero than to attend to the first of these factors. The complete set of explicit
formulae follows. The classical formulae for $\mathrm{cn}(u+v)$ and $\operatorname{dn}(u+v)$ reappear.

Table XII 1

$$
\operatorname{nc}(u+v)
$$

ne $u$ ne $v+$ ne' $^{\prime} u$ ne' $v$
$1-c^{\prime} \operatorname{se}^{2} u \operatorname{se}^{2} v$ en $u$ en $v+\operatorname{cn}^{\prime} u \operatorname{cn}^{\prime} v$ $\left(\mathrm{dn}^{2} u \mathrm{dn}^{2} v-c^{\prime}\right) / c$ $\mathrm{ds}^{\prime} u \mathrm{ds}^{\prime} v+\mathrm{ds} u \mathrm{ds} v$ $\operatorname{cs}^{2} u \operatorname{cs}^{2} v-c^{\prime}$ $\mathrm{sd}^{\prime} u \mathrm{sd}^{\prime} v+\mathrm{sd} u \mathrm{sd} v$ $\left(1-c^{\prime}\right.$ nd $^{2} u$ nd $\left.^{2} v\right) / c$

$$
\operatorname{dn}(u+v)
$$

$\operatorname{dn} u \operatorname{dn} v-(1 / c) \mathrm{dn}^{\prime} u \operatorname{dn}^{\prime} v$
$1-c \operatorname{sn}^{2} u \operatorname{sn}^{2} v$
nd $u$ nd $v-(1 / c)$ nd $^{\prime} u n^{\prime} v$
$\left(1-c \mathrm{~cd}^{2} u \mathrm{~cd}^{2} v\right) / c^{\prime}$
$\operatorname{cs}^{\prime} u \operatorname{cs}^{\prime} v-c \operatorname{cs} u \operatorname{cs} v$
$\mathrm{ns}^{2} u \mathrm{~ns}^{2} v-c$
$\operatorname{se}^{\prime} u \operatorname{se}^{\prime} v-c \operatorname{se} u \operatorname{se} v$ $\left(\mathrm{dc}^{2} u \mathrm{dc}^{2} v-c\right) / c^{\prime}$

$$
\operatorname{cd}(u+v)
$$

cd $u \mathrm{~cd} v-\left(1 / c^{\prime}\right) \mathrm{cd}^{\prime} u \mathrm{~cd}^{\prime} v$ $1+c c^{\prime} \mathrm{sd}^{2} u \mathrm{sd}^{2} v$
de $u \operatorname{de} v-\left(1 / c^{\prime}\right) \operatorname{de}^{\prime} u \operatorname{de}^{\prime} v$
$c+c^{\prime} \mathrm{nc}^{2} u \mathrm{nc}^{2} v$
$\mathrm{ns}^{\prime} u \mathrm{~ns}^{\prime} v-c^{\prime} \mathrm{ns} u \mathrm{~ns} v$
$\mathrm{ds}^{2} u \mathrm{ds}^{2} v+c c^{\prime}$
$\underline{\operatorname{sn}^{\prime} u \operatorname{sn}^{\prime} v-c^{\prime} \operatorname{sn} u \operatorname{sn} v}$

$$
\begin{gathered}
\operatorname{dc}(u+v) \\
\operatorname{de} u \operatorname{dc} v+\left(1 / c^{\prime}\right) \mathrm{dc}^{\prime} u \mathrm{dc}^{\prime} v \\
1-c^{\prime} \operatorname{se}^{2} u \mathrm{sc}^{2} v \\
\frac{\operatorname{sn}^{\prime} u \mathrm{sn}^{\prime} v+c^{\prime} \operatorname{sn} u \operatorname{sn} v}{\left(\operatorname{dn}^{2} u \mathrm{dn}^{2} v-c^{\prime}\right) / c} \\
\frac{\mathrm{~ns}^{\prime} u \mathrm{~ns}^{\prime} v+c^{\prime} \mathrm{ns} u \operatorname{ns} v}{\operatorname{cs}^{2} u \operatorname{cs}^{2} v-c^{\prime}} \\
\frac{\operatorname{cd} u \operatorname{cd}^{\prime} v+\left(1 / c^{\prime}\right) \mathrm{cd}^{\prime} u \mathrm{~cd}^{\prime} v}{\left(1-c^{\prime} \mathrm{nd}^{2} u \mathrm{nd}^{2} v\right) / c}
\end{gathered}
$$

$$
\operatorname{cn}(u+v)
$$

en $u \operatorname{cn} v-\operatorname{cn}^{\prime} u \operatorname{cn}^{\prime} v$
$1-c \operatorname{sn}^{2} u \operatorname{sn}^{2} v$
$\frac{\mathrm{sd}^{\prime} u \mathrm{sd}^{\prime} v-\mathrm{sd} u \mathrm{sd} v}{\left(1-c \mathrm{~cd}^{2} u \mathrm{~cd}^{2} v\right) / c^{\prime}}$
$\mathrm{ds}^{\prime} u \mathrm{ds}^{\prime} v$ - ds $u$ ds $v$
$n s^{2} u n s^{2} v-c$
ne $u$ ne $v-\mathrm{nc}^{\prime} u \mathrm{nc}^{\prime} v$
$\left(\mathrm{dc}^{2} u \mathrm{de}^{2} v-c\right) / c^{\prime}$
$n d(u+v)$
nd $u$ nd $v+(1 / c)$ nd $^{\prime} u$ nd' $^{\prime} v$
$1+c c^{\prime} \mathrm{sd}^{2} u \mathrm{sd}^{2} v$
$\operatorname{se}^{\prime} u \operatorname{sc}^{\prime} v+c \operatorname{sc} u \operatorname{sc} v$
$c+c^{\prime} \mathrm{nc}^{2} u \mathrm{nc}^{2} v$
$\operatorname{cs}^{\prime} u \operatorname{css}^{\prime} v+c \operatorname{cs} u \operatorname{cs} v$
$\frac{\operatorname{dn} u \operatorname{dn} v+(1 / c) \mathrm{dn}^{\prime} u \mathrm{dn}^{\prime} v}{c \mathrm{cn}^{2} u \mathrm{cn}^{2} v+c^{\prime}}$

If in any formula for $\mathrm{pq}(u+v)$ we add a quarterperiod to one variable and not to the other, we obtain an addition formula in which $u$ and $v$ are arguments of different functions. There is a very large number of these mixed formulae, a few of which we have already used incidentally, but although their origin is simple they are of no obvious intrinsic interest. An example is

$$
\operatorname{dn}(u+v)=\frac{\operatorname{dn}^{\prime} u \operatorname{cs} v-\operatorname{dn} u \operatorname{cs}^{\prime} v}{\operatorname{dn}^{2} u+\operatorname{cs}^{2} v}
$$

which was virtually the link between $\cdot 21$ and $\cdot 22$.
Another type of formula for the function $\mathrm{pq}(u+v)$ in which neither
a pole nor a zero is at the origin comes from 31 by simple division. The denominators of $\mathrm{ps}(u+v)$ and $\mathrm{qs}(u+v)$ are effeetively the same if $\mathrm{ps}(u+v)$ and $\mathrm{qs}(u+v)$ are expressed in terms of copolar functions, as can be done in four ways, the choice of pole determining the funetions that must be used. We have, if $K_{r}$ is the fourth cardinal point,

$$
\begin{gathered}
\mathrm{qs}^{2} u-\mathrm{qs}^{2} v=\mathrm{ps}^{2} u-\mathrm{ps}^{2} v, \quad \mathrm{rp}^{2} u-\mathrm{rp}^{2} v=-\mathrm{ps}^{2} K_{r}\left(\mathrm{sp}^{2} u-\mathrm{sp}^{2} v\right) \\
\mathrm{sq}^{2} u-\mathrm{sq}^{2} v=-\mathrm{sq}^{2} K_{r}\left(\mathrm{rq}^{2} u-\mathrm{rq}^{2} v\right) \\
\mathrm{pr}^{2} u-\mathrm{pr}^{2} v=\mathrm{pq}^{2} K_{r}\left(\mathrm{qr}^{2} u-\mathrm{qr}^{2} v\right)
\end{gathered}
$$

and noting that a negative sign is introduced if $\mathrm{ps}(u+v)$ is expressed in terms of qr $u$ or rqu , or if $\mathrm{qs}(u+v)$ is expressed in terms of pr $u$ or $\mathrm{rp}_{\mathrm{p}} u$, we have the general theorem:
12.44. If $K_{p}, K_{q}$ are two of the three points $K_{c}, K_{n}, K_{d}$, and $K_{r}$ is the third of these points, then $\mathrm{pq}(u+v)$ is expressible in the four forms
$.4_{1-2} \quad \begin{aligned} & \mathrm{ps} u \mathrm{ps}^{\prime} v-\mathrm{ps}^{\prime} \mathrm{ps}^{\prime} u \\ & \mathrm{qs} u \mathrm{qs}^{\prime} v-\mathrm{qs}^{\prime} v \mathrm{qs}^{\prime} u\end{aligned} \quad \mathrm{ps}^{2} K_{r} \cdot \frac{\mathrm{sp} u \mathrm{sp}^{\prime} v-\mathrm{sp} v \mathrm{sp}^{\prime} u}{\operatorname{rp} u \mathrm{rp}^{\prime} v-\mathrm{rp} v \mathrm{rp}^{\prime} u}$,
$. \mathbf{4 4}_{3-4} \quad \mathrm{sq}^{2} K_{r} \cdot \frac{\mathrm{rq} u \mathrm{rq}^{\prime} v-\mathrm{rq} v \mathrm{rq}^{\prime} u}{\mathrm{sq} u \mathrm{sq}^{\prime} v-\mathrm{sq} v \mathrm{sq}^{\prime} u}, \quad \mathrm{pq}^{2} K_{r} \cdot \frac{\mathrm{qr} u \mathrm{qr}^{\prime} v-\mathrm{qr} v \mathrm{qr}^{\prime} u}{\mathrm{pr} u \mathrm{pr}^{\prime} v-\mathrm{pr}^{2} v \mathrm{pr}^{\prime} u}$.
There are six functions to whieh this theorem is applicable, but since the fractions, unlike those in $\cdot 31$ and $\cdot 32$, retain their structure if denominator and numerator are interchanged, there are only twelve distinet formulae in a complete explicit set.
$12 \cdot 5$. From $\cdot 31$, substituting for the derivatives, we have
12.51

$$
\mathrm{ps}(u+v)+\mathrm{qs}(u+v)=\frac{\mathrm{ps} u \operatorname{qs} v+\operatorname{ps} v \operatorname{qs} u}{\operatorname{rs} u+\operatorname{rs} v}
$$

or in an elegant form, due for Jacobi's functions to J. J. Thomson,
$12 \cdot 52$

$$
\frac{\operatorname{pr}(u+v)+\operatorname{qr}(u+v)}{\operatorname{sr}(u+v)}=\frac{\operatorname{pr} u \operatorname{qr} v+\operatorname{pr}^{r} v \operatorname{qr} u}{\operatorname{sr} u+\operatorname{sr} v}
$$

Addition of $K_{r}$ to $v$ gives on reduction
$12 \cdot 53 \mathrm{sp} K_{r} \mathrm{pr}(u+v)+\operatorname{sq} K_{r} q \mathrm{qr}(u+v)=\frac{\mathrm{sp} K_{r} \mathrm{pr} u \mathrm{pr} v+\mathrm{sq} K_{r} \text { qruqu } v}{1-\operatorname{rs} K_{p} \operatorname{rs} K_{q} \mathrm{sr} u \mathrm{sr} v}$.

## XIII

## THE JACOBI AND LANDEN TRANSFORMATIONS

13.1. One row of poles and zeros, regularly spaced along a line, is very like another, and a system of parallel rows of this kind forming a latticework can always be compared in general terms with a system associated with a particular Jacobian function. The differences, for example, between the pattern formed by the poles and zeros of sc $u$ and the pattern formed by the poles and zeros of $\operatorname{sn} u$ are quantitative, not qualitative. We have to remember however that in the Jacobian theory shape can not be divorced from size. The normalizing factor is the key to every problem of fitting a Jacobian function into a given frame.

Suppose that we do wish to interchange, while retaining geometrical similarity, the parts played by the first two quarterperiods. We have a system in which $K_{c}=\alpha, K_{n}=\beta$. We can not postulate a system in which $K_{c}=\beta, K_{n}=\alpha$, for we have no reason to think that such a system exists. But we may legitimately postulate a system in which $K_{c}: K_{n}=\beta: \alpha$, or in other words postulate a factor $\mu$ such that $(\mu \beta, \mu \alpha)$ is a Jacobian basis, and we can investigate the relation of the system in which $K_{c}=\mu \beta, K_{n}=\mu \alpha$ to the system in which $K_{c}=\alpha, K_{n}=\beta$.

It is convenient to introduce a comprehensive notation to be used in the various transformations which we are about to study. We write $v$ for the new variable $\mu u$, and $H_{c}, H_{n}, H_{d}$ for the quarterperiods of the functions of $v$, with $H_{s}$ as an alternative symbol for the origin; we use $b, b^{\prime}$ for the parameters, $h, h^{\prime}$ for the moduli, and $\iota$ for the signature, of the Jacobian system with basis $H_{c}, H_{n}$. In each of our problems we take a relation between the basis $H_{c}, H_{n}$ and the basis $K_{c}, K_{n}$, and we infer relations between $b, b^{\prime}$ and $c, c^{\prime}$, or if possible between $h, h^{\prime}, \iota$ and $k, k^{\prime}, v$, and also between functions constructed on the one basis and functions constructed on the other; we find also the ratio of $v$ to $u$, that is, the normalizing factor $\mu$.

Throughout this work the table of leading coefficients, XI 7, is invaluable.
13.2. Our first problem is defined by the pair of formulae

$$
\cdot 201-202 \quad H_{c}=\mu K_{n}, \quad H_{n}=\mu K_{c},
$$

implying at once

$$
H_{d}=\mu K_{d},
$$

and, since the direction of rotation is reversed, $\cdot 204$

$$
\iota=-v
$$

The relation between the two systems is symmetrical.
Functions for which the origin is neither a zero nor a pole can be identified by their structure, since the value at the origin is unity in each system. Thus
$\cdot 205-\cdot 206 \quad$ en $v=\operatorname{nc} u, \quad \ln v=\operatorname{dc} u$.
But sn $v$, which has the zeros and poles of se $u$, is given by -207

$$
\operatorname{sn} v=\mu \operatorname{sc} u
$$

since the relations $\operatorname{sn} v \sim v$, se $u \sim u$ must be consistent with $v=\mu u$.
We have now only to take $u$ and $v$ at cardinal points to obtain from $\cdot 205, \cdot 206, \cdot 207$ relations between the constants of the systems. Explicitly, since sn $I_{c}=1$, and $u=K_{n}$ corresponds to $v=H_{c}$, we have from $\cdot 207$
$13 \cdot 21$

$$
\mu=\operatorname{cs} K_{n}=-v
$$

From 206,
13•22

$$
h^{\prime}=\operatorname{dn} H_{c}=\operatorname{dc} K_{n}=l
$$

and it follows that reciprocally
-208

$$
h=k^{\prime}
$$

a relation which we ean verify in the form -209

$$
h=-\mathrm{ns} I_{d}=-v \operatorname{cs} K_{d}
$$

Since $\operatorname{sn} v$ is an odd function, the relation

$$
\operatorname{sn}(\mu u ; h)=\mu \operatorname{se}(u ; k)
$$

with $\mu^{2}=-1$, is equivalent to
$\cdot 210$

$$
\operatorname{sn}(i u ; h)=i \operatorname{sc}(u ; k)
$$

whether $\mu$ is $i$ or $-i$, and since en $v$ and dn $v$ are even functions, the relations $\cdot 205, \cdot 206$ are equally independent of the signature. The relation between the parameters is
$13 \cdot 23$

$$
b=c^{\prime}, \quad b^{\prime}=c
$$

and since it is the parameters rather than the moduli which characterize a system, we express the conclusion in terms of parameters:
13.24. If $b=c^{\prime}$, then

$$
\begin{gathered}
\cdot 24_{1-3} \operatorname{sn}(i u, b)=i \operatorname{se}(u, c), \quad \operatorname{cn}(i u, b)=\operatorname{nc}(u, c), \\
\operatorname{dn}(i u, b)=\operatorname{de}(u, c)
\end{gathered}
$$
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This theorem describes Jacobi's imaginary transformation in the form that is customary, but the nature of the transformation as a sheer interchange is made more evident if attention is focused on the set of functions with the origin for a zero:
$13 \cdot 25_{1-3}$

$$
\begin{gathered}
\operatorname{sc}(i u, b)=i \operatorname{sn}(u, c), \quad \operatorname{sn}(i u, b)=i \operatorname{sc}(u, c) \\
\operatorname{sd}(i u, b)=i \operatorname{sd}(u, c)
\end{gathered}
$$

It need hardly be said that although we use the accepted name for the transformation, we do not think of $u$ as a real variable and $i u$ as an imaginary variable.

If we write

$$
\cdot 211-\cdot 214 \quad K_{c}=K, \quad K_{n}=v K^{\prime}, \quad H_{c}=H, \quad H_{n}=\iota H^{\prime}
$$

thus defining $K^{\prime}, H^{\prime}$ in terms of the signatures of the bases to which they belong, the initial conditions $\cdot 201, \cdot 202$ become, on account of the value of $\mu$,
$\cdot 215-216 \quad H=K^{\prime}, \quad H^{\prime}=K$.
This is the theorem foreshadowed on p. 199:
13.26. If $\alpha$, v $\delta$ is a basis with signature $v$ in the Jacobian system in which the parameter and its complement are $a, a^{\prime}$, then $\delta, \iota \alpha$ is a basis with signature $\iota$ in the Jacobian system in which the parameter and its complement are $a^{\prime}, a$.

Instead of reversing the signature we may take the initial conditions in the form $H_{c}=\mu K_{n}, H_{n}=-\mu K_{c}$; ultimately the same functions are found, for $\alpha,-\beta$ is always an alternative basis to $\alpha, \beta$, but we have now $H_{d}=\mu\left(K_{d}+2 K_{c}\right)$, and since cardinal points in the one system no longer correspond to cardinal points in the other system, the comparison of relevant values of the functions is much more troublesome.

13•3. We consider next the transformation in which the first and third elements change parts. Again the signature is reversed, and the initial conditions are
$\cdot 301-\cdot 303 \quad H_{c}=\mu K_{d}, \quad H_{d}=\mu K_{c}, \quad H_{n}=\mu K_{n}$,
-304

$$
\iota=-v
$$

The functional relations can be taken as
$\cdot 305-307 \quad$ cn $v=\operatorname{dn} u, \quad \operatorname{dn} v=\operatorname{cn} u, \quad \operatorname{sn} v=\mu \operatorname{sn} u$,
implying
$13 \cdot 31$
$13 \cdot 32$

$$
\mu=\mathrm{ns} K_{d}=-k
$$

$$
h=-\mathrm{ns} H_{d}=-(1 / \mu) \mathrm{ns} K_{c}=1 / k
$$

$\cdot 30 \mathrm{~S}$

$$
h^{\prime}=\operatorname{dn} H_{c}=c \cup K_{d}=-v k^{\prime} \mid k^{\prime}
$$

$13 \cdot 33_{1-2}$

$$
b=1 / c, \quad b^{\prime}=-c^{\prime} / c
$$

As before，the sign of $\mu$ is eliminated in the end，and the result takes the form：

13．34．If $b=1 / c$ and $k^{2}=c$ ，then
$\cdot 34_{1-3}$

$$
\begin{gathered}
\operatorname{sn}(k u, b)=k \operatorname{sn}(u, c), \quad \operatorname{cn}(k \cdot u, b)=\ln (u, c), \\
\operatorname{dn}(k \cdot u, b)=\operatorname{cn}(u, c) .
\end{gathered}
$$

With an alternative triplet，

$$
\operatorname{se}(k u, b)=k \cdot \operatorname{sd}(u, c), \quad \operatorname{sn}(k u, b)=k \operatorname{sn}(u, c), \quad \operatorname{sd}(k \cdot u, b)=k \operatorname{se}(u, c)
$$

The transformation described in $\cdot 34$ is known as Jacobi＇s real trans－ formation．Its importance in the restricted theory is that by connecting a modulus greater than unity with a modulus less than unity it enables all investigations in which the modulns is real to be conducted with the useful limitation $0<k<1$ ．
$13 \cdot 4$ ．The transformations considered in the last two sections can be combined and repeated，and they generate a gronp of transformations． To understand this group，we have only to think of the Jacobian functions as derived by means of a normalizing factor from the ele－ mentary functions constructed on an arbitrary set of quarterperiods $\omega_{f}, \omega_{g}, \omega_{h}$ ．The normalizing factor and the parts played by the in－ dividual elementary functions in the unsymmetrical Jacobian scheme depend on the assignment of parts among the quarterperiods，and there are six Jacobian sets which differ only in factor and notation．The possible Jacobian bases are

| $\cdot 401-402$ | $K_{c}^{1}=g_{f} \omega_{j}, K_{n}^{1}=g_{f} \omega_{g} ;$ | $K_{c}^{2}=f_{g} \omega_{g}, K_{n}^{2}=f_{g} \omega_{j} ;$ |
| :--- | :--- | :--- |
| $\cdot 403-\cdot 404$ | $K_{c}^{3}=h_{g} \omega_{g}, K_{n}^{3}=h_{g} \omega_{h} ;$ | $K_{c}^{4}=g_{h} \omega_{h}, K_{h}^{4}=g_{h} \omega_{g} ;$ |
| $\cdot 405-406$ | $K_{c}^{5}=f_{h} \omega_{h}, K_{n}^{5}=f_{h} \omega_{j} ;$ | $K_{c}^{6}=h_{j} \omega_{f}, K_{n}^{6}=h_{f} \omega_{h}$. |

After each standardization，the twelve Jacobian functions are constant multiples of the twelve elementary functions constructed on $\omega_{f}, \omega_{g}, \omega_{h}$ ， and therefore the Jacobian functions in one set are constant multiples of the Jacobian functions in any other set．

A transformation determined by a condition

$$
H_{p}: H_{q}=K_{r}: K_{t}
$$

is a transformation which connects two Jacobian sets that are derivable from one and the same elementary set．Hence no combination of such
transformations can take us outside the group of six sets with a common origin, and the totality of these transformations is a group in the mathematical sense. Symbolically, let $\mathscr{F}$ denote the transformation of $\cdot 2$ and $\mathscr{K}$ the transformation of $\cdot 3$, and denote the six Jacobian sets for the moment by the affixes in the scheme $\cdot 401-406$. The transformations $\mathscr{J}, \mathscr{K}$ are symmetrical; $\mathscr{J}$ effects a passage between 1 and 2 , between 3 and 4 , and between 5 and $6 ; \mathscr{K}$ effects a passage between 1 and 4 , between 2 and 5 , and between 3 and 6 . Writing $\mathscr{I}$ for identity, we can express the dependence of the six sets on set 1 by the formulae $13 \cdot 41_{1-6} \quad 1=\mathscr{I} 1, \quad 2=\mathscr{J} 1, \quad 3=\mathscr{J} \mathscr{K} 1, \quad 4=\mathscr{K} 1, \quad 5=\mathscr{K} \mathscr{J} 1$, $6=\mathscr{J} \mathscr{K} \mathscr{J} 1=\mathscr{K} \mathscr{J} \mathscr{K} 1$.

The symmetrical or involutionary character of the two Jacobian transformations is expressed by the formulae
$\cdot 407-408 \quad \mathscr{J}^{2}=\mathscr{I}, \quad \mathscr{K}^{2}=\mathscr{I}$.
If we reverse the formulae $\cdot 41_{1-6}$ we have
$13 \cdot 41_{7-12} \quad 1=\mathscr{I} 1=\mathscr{J} 2=\mathscr{K} \mathscr{J} 3=\mathscr{K} 4=\mathscr{J} \mathscr{K} 5=\mathscr{J} \mathscr{K} \mathscr{J} 6=\mathscr{K} \mathscr{F} \mathscr{K} 6$.
To find the dependence of the set $m$ on the set $n$, in terms of the transformations $\mathscr{J}, \mathscr{K}$, we have only to substitute the expression for 1 in terms of $n$ as given in $\cdot 41_{7-12}$ into the expression for $m$ in terms of 1 as given in $\cdot 41_{1-6}$ and to reduce by suppression of $\mathscr{J}^{2}$ and $\mathscr{K}^{2}$.

The factor by which one Jacobian set is transformable into another is a ratio of the normalizing factors by which the two sets are derivable from a common origin. These normalizing factors are given in the first place as critical values in the elementary set, but if the problem is the transformation of a Jacobian set, the ratios of the normalizing factors must be found in terms of the constants of the set to be transformed, or, to put the determination differently, the elementary set must be identified temporarily with that Jacobian set. Thus if the first set is to be transformed, the transforming factors

$$
\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}, \mu_{6}
$$

can be regarded either as the quotients by $g_{f}$ of the six normalizing factors

$$
g_{f}, f_{g}, h_{g}, g_{h}, f_{h}, h_{f}
$$

or as the values in the first set itself of the constants

$$
\operatorname{ns} K_{c}, \text { cs } K_{n}, \text { ds } K_{n}, \operatorname{ns} K_{d}, \text { cs } K_{d}, \text { ds } K_{c}
$$

and we have
$13 \cdot 42_{1-6}$

$$
\mu_{m}=1,-v,-v k,-k, v k^{\prime}, k^{\prime}
$$

We recognize the values of $\mu_{2}$ and $\mu_{4}$ found already in $\cdot 21$ and $\cdot 31$.

The signature $v_{m}$ of set $m$ is the constant se $K_{n}^{m}$; the six values are therefore

$$
\mu_{1} \operatorname{sc} K_{n}, \mu_{2} \sin K_{c}, \mu_{3} \operatorname{sn} K_{d}, \mu_{4} \operatorname{sd} K_{n}, \mu_{5} \operatorname{sd} K_{c}, \mu_{6} \operatorname{sc} K_{d}
$$

thils
$13 \cdot 43_{1-6}$

$$
v_{m}=v,-v, v,-v, v,-v
$$

as is directly obvious. The modulus $k_{m}$ is the value of $-\mathrm{ns} K_{d}^{m}$; the six values are therefore

$$
-\frac{\mathrm{ns} K_{d}}{\mu_{1}},-\frac{\operatorname{cs} K_{d l}}{\mu_{2}},-\frac{\mathrm{ds} K_{c}^{c}}{\mu_{3}},-\frac{\mathrm{ns} K_{c}}{\mu_{4}},-\frac{\operatorname{cs} K_{n}}{\mu_{5}},-\frac{\mathrm{ds} K_{n}}{\mu_{6}},
$$

giving
$13 \cdot 44_{1-6} \quad k_{m}=k, k^{\prime},-v k^{\prime} / k, 1 / k, 1 / k^{\prime}, v k^{\prime} / k^{\prime}$.
The complementary modulus $l_{m}^{\prime}$ is $\operatorname{dn} K_{c}^{m}$, to which the transforming factor is irrelevant, and the six values are

$$
\operatorname{dn} K_{c}, \operatorname{de} K_{n} \text {, ed } K_{n} \text {, en } K_{d} \text {, ne } K_{d} \text {, nd } K_{c}
$$

that is,
$13 \cdot 45_{1-6}$

$$
k_{m}^{\prime}=k^{\prime}, k, 1 / k,-v k^{\prime} / k, v k / k^{\prime}, 1 / k^{\prime} .
$$

Since the transformation $\mathscr{F}$ applied to the basis $K_{c}, K_{n}$ replaces the signature $v$ by $-v$, we may write $\mathscr{J} v=-v$; similarly $\mathscr{K} v=-v$. The set of six signatures corresponding to the six Jacobian bases is generated from any one signature by the pair of operators $\mathscr{J}, \mathscr{K}$ regarded as operating on $v$ itself.

There is no similar generation of the modulus $k$, for while $\mathscr{K} k=1 / k$, the complementary modulus $k^{\prime}$ is not determined uniquely by $k$, and $\mathcal{I} k$ is ambiguous. If we treat the operations as performed simultaneously on $k$ and $k^{\prime}$, then $\mathscr{J}\left(k, k^{\prime}\right)=\left(k^{\prime}, k\right)$, but $\mathscr{K} k^{\prime}$ is $-v k^{\prime} / k$ and there is still an ambiguity. If however we adjoin the signature, and operate on the set of parameters $\left(k, k^{\prime}, v\right)$, we have the rational transformations
$\cdot 409-410 \quad \mathscr{J}\left(k, k^{\prime}, v\right)=\left(k^{\prime}, k,-v\right), \quad \mathscr{K}\left(k, k^{\prime}, v\right)=\left(1 / k,-v k^{\prime} / k,-v\right)$, and now the group of six sets of parameters is again derivable rationally from a single member by the two generators.

Much simpler is the ease of the parameter $c$. We have

$$
\cdot 411-\cdot 412 \quad \mathscr{J} c=1-c, \quad \mathscr{K} c=1 / c
$$

and these two operations generate the complete set
$13 \cdot 46_{1-6} \quad c_{m}=c, 1-c,-(1-c) / c, 1 / c,-c /(1-c), 1 /(1-c)$.

Now if $\alpha, \beta, \gamma, \delta$ are any four numbers, the anharmonic ratio $(\alpha \beta, \gamma \delta)$ is

$$
\left.\frac{\alpha-\gamma}{\gamma-\beta} \right\rvert\, \frac{\alpha-\delta}{\delta-\beta},
$$

a number depending on the order in which $\alpha, \beta, \gamma, \delta$ occur. There are twenty-four permutations of $\alpha, \beta, \gamma, \delta$, but since identically

$$
(\alpha \beta, \gamma \delta)=(\beta \alpha, \delta \gamma)=(\gamma \delta, \alpha \beta)=(\delta \gamma, \beta \alpha),
$$

not more than six of the ratios can be distinct. Also

$$
(\alpha \gamma, \beta \delta)=1-(\alpha \beta, \gamma \delta), \quad(\alpha \beta, \delta \gamma)=1 /(\alpha \beta, \gamma \delta) .
$$

Hence if $c$ is the value of one anharmonic ratio of $\alpha, \beta, \gamma, \delta$, then $\mathscr{J} c$, $\mathscr{K} c$ are values of other anharmonic ratios of the same four numbers, and every number generated from $c$ by combinations and repetitions of the two operators $\mathscr{J}, \mathscr{K}$ is an anharmonic ratio of $\alpha, \beta, \gamma, \delta$. Since the group of operators generates from $c$ a set of six numbers which are in general all different, this set is precisely the anharmonic set to which $c$ belongs, and regarded as operators on a single variable, $\mathscr{J}, \mathscr{K}$ generate the anharmonic group.
13.47. Each set of Jacobian elliptic functions belongs to an anharmonic group of six sets. The group is generated from any one of its members by combinations and repetitions of Jacobi's two transformations, and the parameters of the six sets are the members of an anharmonic set of numbers. The six Jacobian sets are derivable from one and the same set of elementary elliptic functions by the use in turn of each of the critical values as a normalizing factor.

The complete set of transformations is given explicitly in the following table, where each column consists of the same function in its six different forms, and each row contains the three primitive functions belonging to the same.Jacobian set.

## Table XIII 1

The anharmonic group of sets of primitive Jacobian functions

| $\operatorname{cs}(u, c)$ | $\mathrm{ns}(u, c)$ | $\mathrm{ds}(u, c)$ |
| :---: | :---: | :---: |
| $i \operatorname{ns}\left(i u, c^{\prime}\right)$ | $i \operatorname{cs}\left(i u, c^{\prime}\right)$ | $i \mathrm{ds}\left(i u, c^{\prime}\right)$ |
| $i k \operatorname{ds}\left(i k u,-c^{\prime} / c\right)$ | $i k \operatorname{cs}\left(i k u,-c^{\prime} / c\right)$ | $i k \operatorname{ns}\left(i k u,-c^{\prime} / c\right)$ |
| $k \operatorname{ds}(k u, 1 / c)$ | $k \operatorname{ns}(k u, l / c)$ | $k \operatorname{cs}(k u, 1 / c)$ |
| $i k^{\prime} \operatorname{ns}\left(i k^{\prime} u, 1 / c^{\prime}\right)$ | $i k^{\prime} \operatorname{ds}\left(i k^{\prime} u, 1 / c^{\prime}\right)$ | $i k^{\prime} \operatorname{cs}\left(i k^{\prime} u, 1 / c^{\prime}\right)$ |
| $k^{\prime} \operatorname{cs}\left(k^{\prime} u,-c / c^{\prime}\right)$ | $k^{\prime} \operatorname{ds}\left(k^{\prime} u,-c / c^{\prime}\right)$ | $k^{\prime} \operatorname{ns}\left(k^{\prime} u,-c / c^{\prime}\right)$ |

If one member of an anharmonic set of numbers is real, the six members are all real, and in general one and only one of them satisfies
the condition $0 \leqslant c \leqslant \frac{1}{2}$. The only eases in any sense exceptional are those in which the inequality takes one of its limiting forms $c=0$, $c=\frac{1}{2}$; then two members of the set coincide, but the value which satisfies the condition is still unique. Omitting the ease $c=0$ which implies a degenerate set of functions, we can say that Jacobi's transformations ean be used to reduce any set for which $c$ is real to dependence on a set for which $0<c \leqslant \frac{1}{2}$, and that the conditioned set is unique.


Fig. 3:
When the variable $c$ is complex, the two points $c, 1-c$ lie on opposite sides of the line through $c=\frac{1}{2}$ parallel to the imaginary axis, that is, the line $|c|=\left|c^{\prime}\right|$, and of the two points $c, 1 / c$, one is inside and one outside the circle $|c|=1$. The circle $|c-1|=1$, that is, $\left|c^{\prime}\right|=1$, is at once the locus derived from the circle $|c|=1$ by the substitution of $1-c$ for $c$, and the locus derived from the line $|c|=\left|c^{\prime}\right|$ by the substitution of $1 / c$ for $c$. The two circles $|c|=1,\left|c^{\prime}\right|=1$ and the line $|c|=\left|c^{\prime}\right|$ divide the $c$ plane into six regions such that if $c$ is in one of these regions, the other five points in the anharmonic set to which $c$ belongs are one in each of the other five regions; this is the anlarmonic dissection of the $c$ plane. To impose the two conditions
$\cdot 413-414$

$$
|c| \leqslant 1, \quad\left|c^{\prime}\right| \leqslant 1
$$

is to confine $c$ to two of the six regions, and to add the condition

$$
|c| \leqslant\left|c^{\prime}\right|
$$

is to confine $c$ to a single region, namely, the segment of the circle
$\left|c^{\prime}\right|=1$ which lies on the same side of the line $|c|=\left|c^{\prime}\right|$ as the origin.
In other words, if $c_{m}$ belongs to the same anharmonic group as $c$, the conditions
$\cdot 416-418 \quad\left|c_{m}\right| \leqslant 1, \quad\left|c_{m}^{\prime}\right| \leqslant 1, \quad\left|c_{m}\right| \leqslant\left|c_{m}^{\prime}\right|$
provide $c$ with a representative in a fundamental region. In general the conditions $\cdot 416-\cdot 418$ determine $c_{m}$ uniquely, but if $c$ lies on one of the boundaries of the anharmonic dissection, that is, satisfies one of the equalities

$$
\cdot 419-\cdot 421 \quad|c|=1, \quad\left|c^{\prime}\right|=1, \quad|c|=\left|c^{\prime}\right|
$$

the anharmonic group consists of three conjugate pairs and the conditions $\cdot 416-\cdot 418$ are satisfied by both members of one of these pairs; the two members coincide only in the case already noticed, when $c$ has one of the real values $-1,2, \frac{1}{2}$ and $c_{m}$ has the value $\frac{1}{2}$. The equalities $\cdot 419-\cdot 421$ are all satisfied simultaneously at the points where the circles and the line intersect; the anharmonic group consists then of the two complex cube roots of -1 each taken thrice, and $c$ has one of these values, which both satisfy the conditions imposed on $c_{m}$ : the case of triple coincidence is not an exception to the exception.
13.48. The anharmonic group of numbers to which the parameter cof a Jacobian system belongs includes one member $c_{m}$ which satisfies the conditions

$$
\left|c_{m}\right| \leqslant\left|c_{m}^{\prime}\right| \leqslant 1 .
$$

In general this member is unique, but if c satisfies one of the conditions $|c|=1,\left|c^{\prime}\right|=1,|c|=\left|c^{\prime}\right|$, then $c_{m}$ may have one of two conjugate complex values, unless $c$ has one of the three real values $-1,2, \frac{1}{2}$, when $c_{m}$ must have the value $\frac{1}{2}$.

By describing $c$ as a Jacobian parameter we both indicate the relevance of this theorem to our subject and avoid specific mention of the degenerate values $0, \mathbf{1}, \infty$. We can render $c_{m}$ unique in all cases if we stipulate that in the boundary cases the imaginary part of $c_{m}$ is to be positive, thus allocating to the fundamental region that part of its boundary which lies on the positive side of the real axis, but this stipulation has little functional significance.

The anharmonic group can be studied from the integral side. If in the relation
-422

$$
\int_{x}^{\infty} \frac{d x}{\sqrt{\left\{\left(x^{2}-1\right)\left(x^{2}-c\right)\right\}}}=u
$$

which is equivalent to $x=$ ns $u$, we substitute $y$ for $x^{2}$, we see that
13.49. The relation
$\cdot 49_{1}$
is equivalent to
$\cdot 49_{2-4} \quad y=\mathrm{ns}^{2} u, \quad y-1=\operatorname{cs}^{2} u, \quad y-c=\mathrm{ds}^{2} u$.
A transformation in which $\mathrm{ns}^{2} v, \operatorname{cs}^{2} v, \mathrm{ds}^{2} v$ are multiples, in some order, of $\mathrm{ns}^{2} u, \operatorname{cs}^{2} u$, $\mathrm{ds}^{2} u$ is a linear substitution $y=\kappa z+\lambda$ replacing $-49_{1}$ by a relation
-423

$$
\int_{z}^{\infty} \frac{d z}{\sqrt{\{z(z-1)(z-b)\}}=2 v . . .4 .}
$$

In this substitution the values $0,1, b$ of $z$ correspond in some order to the values $0,1, c$ of $y$, and $\infty$ corresponds to $\infty$. But $b$ is the value of the anharmonic ratio $(\infty 0,1 b)$, and therefore, since anharmonic values are unchanged by a linear substitution, is the value of one of the anharmonic ratios of the four numbers $\infty, 0,1$, $c$, while $c$ is the value of the particular anharmonic ratio $(\infty 0, l c)$ of the same four numbers. Hence $b$, the parameter of the functions of $v$, belongs to the anharmonic group which ineludes $c$, the parameter of the functions of $u$.

It is a simple matter to connect each value of $b$ with the appropriate linear substitution and with the appropriate relation between $H_{c}: H_{n}: H_{d}$ and $K_{c}: K_{n}: K_{d}$, but since only the squares of Jacobian functions are identifiable from $\cdot 49_{2-4}$, we can not expect to discover unambiguous relations between the functions themselves. Rather, the reason why the integral relation $\cdot 49_{1}$ is the simplest foundation for a theorem concerning a group of values of the parameter is precisely that the irrelevant distinctions between different bases for the same system are not explicit in this relation.

13•5. In the Jacobian transformations, the patterns of poles and zeros are those of the Jacobian functions themselves, modified only by a kind of rechristening. We turn now to some transformations in which the Jacobian patterns are first modified by combinations which have the effect of deleting some of the poles and zeros.

The function ds $u$ has poles with residue 1 at 0 and $2 K_{c}$, and poles with residue -1 at $2 K_{n}$ and $2 K_{d}$; the function es $u$ has poles with residue 1 at 0 and $2 K_{d}$, and poles with resique -1 at $2 K_{n}$ and $2 K_{c}$. Hence the sum ds $u+$ es $u$ has a pole with residue 2 at 0 and a pole with residue
-2 at $2 K_{n}$, and the difference $\mathrm{ds} u-\operatorname{cs} u$ has a pole with residue 2 at $2 K_{c}$ and a pole with residue -2 at $2 K_{d}$. Since the product ds ${ }^{2} u-\mathrm{cs}^{2} u$ is the constant $c^{\prime}$, the poles of one factor are the zeros of the other, and ds $u+\operatorname{cs} u$, which has periods $4 K_{c}, 4 K_{n}$, has poles at 0 and $2 K_{n}$ and zeros at $2 K_{c}$ and $2 K_{n}+2 K_{c}$.

A function with a precisely similar pattern of poles and zeros is the logarithmic derivative $\operatorname{sn}^{\prime} u / \operatorname{sn} u$, which has periods $2 K_{c}, 2 K_{n}$, poles at 0 and $K_{n}$, and zeros at $K_{c}$ and $K_{d}$. The factor which converts the pattern of the latter function into the pattern of the former is 2 , and therefore ds $2 u+\operatorname{cs} 2 u$, which resembles $1 / u$ near the origin, is identical with $\operatorname{sn}^{\prime} u / \operatorname{sn} u$.

This result is easily confirmed from duplication formulae. From $12 \cdot 42_{2}, 12 \cdot 42_{1}, 12 \cdot 36_{2}$ we have, putting $v=u$,
$\cdot 501-502$ ds $2 u=\frac{\operatorname{dn}^{2} u-c \operatorname{sn}^{2} u \mathrm{cn}^{2} u}{2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u}, \quad \operatorname{cs} 2 u=\frac{\operatorname{cn}^{2} u-\operatorname{sn}^{2} u \operatorname{dn}^{2} u}{2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u}$,
and therefore
$\cdot 503-504 \quad$ ds $2 u+\operatorname{cs} 2 u=\frac{\mathrm{cn} u \operatorname{dn} u}{\operatorname{sn} u}, \quad$ ds $2 u-\operatorname{cs} 2 u=\frac{c^{\prime} \operatorname{sn} u}{\operatorname{cn} u \operatorname{dn} u}$,
as required.
Save that the residues at the poles are different, the arguments applied to the pair of functions $\mathrm{ds} u, \operatorname{cs} u$ apply also to the pair $\mathrm{dn} u$, en $u$; the first of these has poles with residue $-v$ at $K_{n}$ and $K_{n}+2 K_{c}$, and poles with residue $v$ at $3 K_{n}$ and $3 K_{n}+2 K_{c}$, the second has poles with residue $-v / k$ at $K_{n}$ and $3 K_{n}+2 K_{c}$, and poles with residue $v / k$ at $3 K_{n}$ and $K_{n}+2 K_{c}$. Hence $\operatorname{dn} u+k$ cn $u$ has a pole with residue $-2 v$ at $K_{n}$ and a pole with residue $2 v$ at $3 K_{n}$, and dnu-kcnu has a pole with residue $-2 v$ at $K_{n}+2 K_{c}$ and a pole with residue $2 v$ at $3 K_{n}+2 K_{c}$. Also $\mathrm{dn}^{2} u-k^{2} \operatorname{cn}^{2} u$ has the constant value $c^{\prime}$. Hence $\mathrm{dn} u+k \operatorname{cn} u$ has periods $4 K_{c}, 4 K_{n}$, poles at $K_{n}$ and $3 K_{n}$, and zeros at $K_{n}+2 K_{c}$ and $3 K_{n}+2 K_{c}$, while for du $u-k \operatorname{cn} u$ poles and zeros are interchanged.

We now recognize that the patterns of poles and zeros for the four functions

$$
\text { ds } u+\operatorname{cs} u, \quad \text { ds } u-\operatorname{cs} u, \quad \operatorname{dn} u+k \operatorname{cn} u, \quad \operatorname{dn} u-k \operatorname{cn} u
$$ are geometrically similar to the patterns for the four functions

$$
\operatorname{cs} v, \quad \operatorname{se} v, \quad \operatorname{dn} v, \quad \operatorname{nd} v
$$

if the quarterperiods in the two systems satisfy the relation

- 505

$$
H_{c}: H_{n}=2 K_{c}: K_{n} .
$$

If
$\cdot 506-\cdot 507$

$$
H_{c}=2 \mu K_{c}, \quad H_{n}=\mu K_{n},
$$

the transformation
-50S

$$
v=\mu u
$$

renders the functions of $u$ eonstant multiples of the functions of $v$. The constant factors are given by comparison at suitable points: $K_{n}$, $H_{n}$ correspond, ds $K_{n}=-v k$, cs $K_{n}=-v$, and the two systems have the same signature; also the origins correspond, and dn $0=1$, en $0=1$. Thus we have the first four of the formulae set ont in $\cdot 51$ below.

If we write the relation $\cdot 505$ in the form

$$
K_{c}: K_{n}=I I_{c}: 2 H_{n}
$$

we see that another set of similarities is implied: firstly, $\mathrm{ns} v+\mathrm{ds} v$ has poles at 0 and $2 H_{c}$ and zeros at $2 H_{n}$ and $2 H_{c}+2 H_{n}$, forming a pattern similar to that associated with ns $u$; secondly, de $v+h^{\prime}$ ne $v$ has poles at $H_{c}$ and $3 H_{c}$ and zeros at $H_{c}+2 H_{n}$ and $3 H_{c}+2 H_{n}$, forming a pattern similar to that associated with de $u$. That is, the four functions
ns $v+$ ds $v, \quad$ ns $v-\mathrm{ds} v, \quad$ de $v+h^{\prime}$ ne $v, \quad$ de $v-h^{\prime}$ ne $v$
are multiples of $\mathrm{ns} u, \quad \operatorname{sn} u, \quad$ de $u, \quad$ ed $u$
if $u=\nu v$, where $K_{c}=\nu H_{c}, K_{n}=2 \nu H_{n}$. We are dealing with the same pair of quarterperiods $H_{c}, H_{n}$ as before, since otherwise there would be two distinct sets of functions with the same ratio for $H_{c}: H_{n}$. Hence

$$
2 \mu \nu=1
$$

and the transformations $v=\mu u, u=\nu v$ are not the same. Writing for a moment $w$ instead of $v$ in the second transformation and retaining $v$ in the first, we have $v=\mu u=\mu \nu w$, and therefore $w=2 v$. Thus, since $u=K_{c}$ implies $2 v=H_{c}$, and ns $H_{c}=1$, ds $H_{c}=h^{\prime}$, and since de $0=1$, nc $0=1$, we have a second set of formulae, completing the following theorem:

13•51. In the transformation $v=\mu u$ which implies the quarterperiod relations

$$
H_{c}=2 \mu K_{c}, \quad H_{n}=\mu K_{n}
$$

the following functional relations hold:
$\cdot 51_{1-2} \quad$ ds $u+\operatorname{es} u=(1+k) \operatorname{es} v \quad$ ds $u-\operatorname{es} u=(1-k) \operatorname{se} v$
$\cdot 51_{3-4} \quad \operatorname{dn} u+k \operatorname{cn} u=(1+k) \operatorname{dn} v \quad \operatorname{dn} u-k \operatorname{cn} u=(1-k) \operatorname{nd} v$
$\cdot 51_{5-6} \quad \mathrm{~ns} 2 v+\mathrm{ds} 2 v=\left(1+h^{\prime}\right) \mathrm{ns} u \quad$ ns $2 v-\mathrm{ds} 2 v=\left(1-h^{\prime}\right) \mathrm{sn} u$
$\cdot 51_{7-8}$ de $2 v+h^{\prime}$ ne $2 v=\left(1+h^{\prime}\right)$ de $u$
de $2 v-h^{\prime}$ ne $2 v=\left(1-h^{\prime}\right)$ ed $u$.
We have determined the factors in $\cdot 51_{1-2}$ and $\cdot 51_{5-6}$ without reference to the origin, sinee comparison there involves the factor $\mu$. Making the comparison in $\cdot 51_{1}$ and $\cdot 51_{5}$ we have $2 \mu=(1+k), \mu\left(1+h^{\prime}\right)=1$ :
13.52. In the transformation $v=\mu u$ with the quarterperiod relations $H_{c}=2 \mu K_{c}, H_{n}=\mu K_{n}$, the factor $\mu$ is $\frac{1}{2}(1+k)$, and moduli in the two systems are connected by the relation

$$
\left(1+h^{\prime}\right)(1+k)=2 .
$$

Other relations between constants can be obtained algebraically from $\cdot 52$ or functionally by substitutions in the formulae of $\cdot 51$. We have
$.510-.512 \quad h^{\prime}=\frac{1-k}{1+k}=\left(\frac{1-k}{k^{\prime}}\right)^{2}, \quad h^{2}=\frac{4 k}{(1+k)^{2}}$,
and in the other direction
$.513-.515 \quad k=\frac{1-h^{\prime}}{1+h^{\prime}}=\left(\frac{1-h^{\prime}}{h}\right)^{2}, \quad k^{\prime 2}=\frac{4 h^{\prime}}{\left(1+h^{\prime}\right)^{2}}$.
If in $\cdot 5 l_{5}$ we substitute $u=\frac{1}{2} K_{n}, v=\frac{1}{2} H_{n}$, we have

$$
h=\frac{2 v}{1+k} \text { ns } \frac{1}{2} K_{n}
$$

It is easily shown that

$$
\mathrm{ns}^{2} \frac{1}{2} K_{n}=-k
$$

and $\cdot 516$, necessarily consistent with $\cdot 512$ and $\cdot 514$, is an instance of an unambiguous relation between three square roots which can not be extracted severally. Similarly,
.518-.519

$$
\operatorname{cs}^{2} \frac{1}{2} H_{c}=h^{\prime}, \quad k^{\prime}=\frac{2}{1+h^{\prime}} \operatorname{cs} \frac{1}{2} H_{c}
$$

The set of functional relations in $\cdot 51$ is in a sense complete, for if the required periodicities are to be preserved, poles can not be removed by additions and subtractions except in the combinations given in this enunciation. This is one reason for giving the full tale of eight relations. A second reason is that, although the relations are interdependent, the explicit dependence of individual functions in one system on functions in the other system is by no means obvious unless the eight relations are all in view. The relations are interdependent, but they are not deducible algebraically from any one of them without irrationalities, that is, without ambiguities that have to be removed by functional considerations.

The transformation described in $\cdot 51$ is equivalent to a transformation of elliptic integrals discovered by Landen, and it is known by his name. The usefulness of the transformation in the elementary theory in which attention is concentrated on real values of the variables will be seen in our concluding chapter. In the original view of the functional rela-
tionships which are now absorbed into the theory of elliptic functions, the function $F(\phi ; k)$ with amplitude $\phi$ and modulus $k$ is defined as

$$
F(\phi ; k)=\int_{0}^{\phi} \sqrt{l \phi} \sqrt{\left(1-k^{2} \sin ^{2} \phi\right)^{\prime}}
$$

and a transformation is a relation between integrals corresponding to relations between ampliturles and moduli. From the later point of view, if $u=F(\phi ; k), v=F(\chi ; h)$, the amplitudes $\phi, \chi$ are regarded as functions am $(u ; k)$, am $(v ; h)$, but the transformation expresses the same correspondence of relations. In practice the relation between amplitudes takes a trigonometrical form, and therefore becomes implicitly if not explicitly a relation between Jacobian functions, since $\sin \phi, \cos \phi$, $d \phi / d u$ are identical with $\operatorname{sn} u$, cn $u$, dn $u$.

The integral

$$
\int_{0}^{\phi} \frac{d \phi}{\left.\sqrt{\left(1-k^{2}\right.} \sin ^{2} \phi\right)}
$$

is not of the form of the integrals whose inversion has been studied, but the relation $x=\sin \phi$ which converts this integral into Legendre's form

$$
\int_{0}^{x} \frac{d x}{\sqrt{\left\{\left(1-x^{2}\right)\left(1-l^{2} x^{2}\right)\right\}}}
$$

is a familiar relation between complex variables $x, \phi$, and the use of the relation $u=F(\phi ; k)$ as a definition of $\phi$ as a function of $u$, with $k$ parametric, is entirely justified by the investigation in Chapters V-VIII. Alternatively, we may define the function am $u$ by the pair of equations

$$
\sin (\operatorname{am} u)=\sin u, \quad \cos (\operatorname{am} u)=\operatorname{cn} u
$$

The amplitude is indeterminate, by an arbitrary multiple of $2 \pi$, but a trigonometrical relation which does not involve submultiples of an amplitude is not ambiguous in any respect.

To find the trigonometrical relation between the amplitudes $\phi, \chi$ in the Landen transformation we have only to eliminate ds $u$ between $\cdot 51_{1}$ and $\cdot 51_{2}$; there results
$13 \cdot 53$

$$
2 \cot \phi=(1+k) \cot \chi-(1-k) \tan \chi
$$

For the determination of $\phi$ in terms of $\chi$ we may modify this formula to

$$
(1+k)(\cot \chi-\cot \phi)=(1-k)(\cot \phi+\tan \chi)
$$

that is, to

$$
\tan (\phi-\chi)=h^{\prime} \tan \chi
$$

If $\phi$ is given and $\chi$ is required, we write instead

$$
\frac{\cos \phi}{\sin \phi}=\frac{\cos 2 \chi+k}{\sin 2 \chi}
$$

implying
-521

$$
\sin (2 \chi-\phi)=k \sin \phi
$$

Thus we have the two equivalent forms of Landen's theorem:
13.54. If the modulus and amplitude of the elliptic integral $F(\phi ; k)$ are given in terms of the modulus and amplitude of the elliptic integral $F(\chi ; h)$ by the relations

$$
k=\left(1-h^{\prime}\right) /\left(1+h^{\prime}\right), \quad \tan (\phi-\chi)=h^{\prime} \tan \chi
$$

then

$$
F(\phi ; k)=\left(1+h^{\prime}\right) F(\chi ; h)
$$

$13 \cdot 5 \mathbf{4}_{2}$. If the modulus and amplitude of $F(\chi ; h)$ are given in terms of the modulus and amplitude of $F(\phi ; k)$ by

$$
h^{\prime}=(1-k) /(1+k), \quad \sin (2 \chi-\phi)=k \sin \phi
$$

then

$$
F(\chi ; h)=\frac{1}{2}(1+k) F(\phi ; k)
$$

13.6. The Landen transformation doubles the ratio of $K_{c}$ to $K_{n}$. It is therefore one of a set of six transformations, which fall into three reciprocal pairs. The transformation which doubles the ratio of $K_{n}$ to $K_{c}$ is only the transformation of the last section read in the reverse direction. We do not however obtain a true comparison between the two transformations merely by interchanging $u$ and $v$ in the formulae already found, for if the transformation which implies $H_{c}=2 \mu K_{c}$, $H_{n}=\mu K_{n}$ is written as $v=\mu u$, the transformation which implies $K_{c}=\nu H_{c}, K_{n}=2 \nu H_{n}$ should be written as $u=\nu v$. Thus if we write $\nu=1 / 2 \mu$ in order to throw the conditions to be satisfied into the form we require, we must, as we have already noticed, replace $2 v$ by $v$ in order to present the transformation itself correctly. This done, we can interchange the two systems throughout:
13.61. In the transformation $v=\mu u$ which implies the quarterperiod relations

$$
H_{c}=\mu K_{c}, \quad H_{n}=2 \mu K_{n}
$$

the factor $\mu$ is $\frac{1}{2}\left(1+k^{\prime}\right)$, and moduli in the two systems are connected by the relation
-61 1

$$
(1+h)\left(1+k^{\prime}\right)=2
$$

The functional relations are
$\cdot 61_{2-3} \quad$ ns $u+\mathrm{ds} u=\left(1+k^{\prime}\right) \mathrm{ns} v$
-61 4-5 $\quad$ de $u+k^{\prime}$ ne $u=\left(1+k^{\prime}\right) d c v$
$\cdot 61_{6-7} \quad(\operatorname{ls} 2 v+\operatorname{cs} 2 v=(1+h) \operatorname{cs} u$
$\cdot 61_{8-9} \quad \ln 2 v+h \operatorname{cn} 2 v=(1+h) \ln u$

11s $u-\mathrm{d} \mathrm{s} u=\left(1-k^{\prime}\right) \operatorname{sn} v$
(le $u-l^{\prime}$ ne $u=\left(1-k^{\prime}\right) \operatorname{cd} v$
$\mathrm{d} \operatorname{s} 2 v-\operatorname{cs} 2 v=(1-h) \mathrm{sc} u$
$\mathrm{d} \ln 2 v-h \mathrm{en} 2 v=(1-h) \mathrm{nd} u$.

The transformation in this form is sometimes called Landen's second transformation. The trigonometrical form of the transformation, obtained by eliminating ds $u$ between $\cdot 61_{2}$ and $\cdot 61_{3}$, is
-601

$$
2 \csc \phi=\left(1+k^{\prime}\right) \csc \chi+\left(1-k^{\prime}\right) \sin \chi
$$

This relation is not susceptible to modifications corresponding to $\cdot 520$ and $\cdot 521$, the reason for the difference between the two transformations in this respect being that the relation of the function am $u$ to the system is not symmetrical as between the quarterperiods $K_{c}$, $K_{n}$. To express the second Landen transformation in theorems parallel to $\cdot 54_{1}$ and $\cdot 54_{2}$, it is necessary to introduce a hyperbolic amplitude $\theta$ defined by $\cdot 602-\cdot 603 \quad \sinh \theta=\operatorname{sc} u, \quad \cosh \theta=\mathrm{nc} u$
or by
. 604

$$
u=\int_{0}^{\theta} \frac{d \theta}{\left.\sqrt{\left(1+k^{\prime 2}\right.} \sinh ^{2} \theta\right)} .
$$

The hyperbolic amplitude $\theta$ is connected with the circular amplitude $\phi$ by the relation
-605 $\quad \cos \phi \cosh \theta=1 ;$
that is to say, $\phi$ is the gudermannian of $\theta$.
If $\psi$ is the hyperbolic amplitude of $v$, then
-606 $2 \operatorname{coth} \theta=\left(1+k^{\prime}\right) \operatorname{coth} \psi+\left(1-k^{\prime}\right) \tanh \psi$,
whence we have the two trigonometrical forms of $\cdot 61$ :
13.62. . If $k^{\prime}=(1-h) /(1+h)$ and $\tanh (\theta-\psi)=h \tanh \psi$, then

$$
\int_{0}^{\theta} \frac{d \theta}{\sqrt{\left(1+h^{\prime 2} \sinh ^{2} \theta\right)}=(1+h) \int_{0}^{\psi} \frac{d \psi}{\sqrt{\left(1+h^{\prime 2} \sinh ^{2} \psi\right)}} . . . \text {. }{ }^{\psi} .}
$$

13.62 $2_{2}$. If $h=\left(1-k^{\prime}\right) /\left(1+k^{\prime}\right)$ and $\sinh (2 \psi-\theta)=k^{\prime} \sinh \theta$, then

$$
\int_{0}^{\psi} \frac{d \psi}{\sqrt{\left(1+h^{\prime 2} \sinh ^{2} \psi\right)}=\frac{1}{2}\left(1+k^{\prime}\right) \int_{0}^{\theta} \frac{d \theta}{\sqrt{\left(1+k^{\prime 2} \sinh ^{2} \theta\right)}} . . . . ~}
$$

Another method of deriving $\cdot 61$ from $\cdot 51$ and $\cdot 52$ suggests a simple means of completing the set of transformations. In 51 let us apply
to both the basis $K_{c}, K_{n}$ and the basis $H_{c}, H_{n}$ Jacobi's imaginary transformation. We have then bases $K_{c}^{\prime}, K_{n}^{\prime}$ and $H_{c}^{\prime}, H_{n}^{\prime}$ such that
$\cdot 607-\cdot 608 \quad K_{c}^{\prime}: K_{n}^{\prime}=K_{n}: K_{c}, \quad H_{c}^{\prime}: H_{n}^{\prime}=H_{n}: H_{c}$,
and the relation
-609

$$
H_{c}: H_{n}=2 K_{c}: K_{n}
$$

is equivalent to
-610

$$
H_{n}^{\prime}: H_{c}^{\prime}=2 K_{n}^{\prime}: K_{c}^{\prime} .
$$

But the relation

$$
\mathrm{ds}(u ; k)+\operatorname{cs}(u ; k)=(1+k) \operatorname{cs}(v ; h),
$$

which is $51_{1}$, becomes

$$
\mathrm{ds}\left(i u ; k^{\prime}\right)+\mathrm{ns}\left(i u ; k^{\prime}\right)=(1+k) \mathrm{ns}\left(i v ; h^{\prime}\right),
$$

and to say that, if $\left(1+h^{\prime}\right)(1+k)=2$, then this last relation is satisfied for all values of $u, v$ such that $v=\frac{1}{2}(1+k) u$, asserts the same proposition as that, if $(1+h)\left(1+k^{\prime}\right)=2$, then the relation

$$
\mathrm{ds}(u ; k)+\mathrm{ns}(u ; k)=\left(1+k^{\prime}\right) \mathrm{ns}(v ; h)
$$

is satisfied for all values of $u, v$ such that $v=\frac{1}{2}\left(1+k^{\prime}\right) u$; this is $\cdot 61_{4}$.
Symbolically, if $\mathscr{L}$ is the Landen transformation which doubles the ratio of $K_{c}$ to $K_{n}$, and $\mathscr{J}$ the Jacobi transformation which replaces this ratio by its reciprocal, and if ( $\alpha, \beta$ ) denotes the system with the basis $K_{c}=\alpha, K_{n}=\beta$, we can write
$\cdot 611-612 \quad \mathscr{J}(\alpha, \beta)=(\beta, \alpha), \quad \mathscr{L} \mathcal{J}(\alpha, \beta)=(2 \beta, \alpha)$,
and therefore
-613

$$
\mathscr{L} \mathscr{L} \mathscr{J}(\alpha, \beta)=(\alpha, 2 \beta) .
$$

Fundamentally the last operation is $\mathscr{J}^{-1} \mathscr{L} \mathscr{J}$ rather than $\mathscr{J} \mathscr{Z}$, since the effect of the first operation of $\mathscr{J}$ has to be reversed, but as the operator $\mathscr{J}$ is involutionary, $\mathscr{J}^{-1}$ and $\mathscr{J}$ are identical.

Because of the differences in detail it is necessary to record in full the functional consequences of the other Landen transformations, but arguments need not be repeated. Poles may be removed, as in $\cdot 5$, or the first Landen transformation may be combined with the several transformations of the anharmonic group. Actually, knowing the character of the formulae to be found, we avoid almost all algebra by utilizing both processes. From Table XIII 1 we learn the substitutions to make in the formulae of $\cdot 51$, and from Table XI7 we have then the coefficients which must be introduced if poles are to disappear. The results are set out in $\cdot 63-66$.
13.63. In the transformation $v=\mu u$ which implies the quarterperiod relations

$$
H_{n}=2 \mu K_{n}, \quad H_{d}=\mu K_{d}
$$

the factor $\mu$ is $\frac{1}{2}\left(k+v k^{\prime}\right)$, and moduli are comected by the relation

$$
\begin{equation*}
h=\left(k-v k^{\prime}\right)^{2} \tag{1}
\end{equation*}
$$

The functional relations are
-63 ${ }_{2-9}$

$$
\mathrm{ns} u+\operatorname{cs} u=\left(k+v k^{\prime}\right) \mathrm{ns} v
$$

$k \cdot \mathrm{~cd} u+v k^{\prime}$ nd $u=\left(k+v k^{\prime}\right) \operatorname{cd} v \quad k \operatorname{cd} u-v k^{\prime}$ nd $u=\left(k-v k^{\prime}\right) \mathrm{de} v$

$$
\begin{aligned}
\mathrm{ds} 2 v+\operatorname{cs} 2 v & =(1+h) k^{-1} \mathrm{ds} u & \text { ds } 2 v-\operatorname{cs} 2 v & =(1-h) h \operatorname{sd} u \\
\operatorname{dn} 2 v+h \operatorname{cn} 2 v & =(1+h) \operatorname{cn} u & \operatorname{dn} 2 v-h \operatorname{cn} 2 v & =(1-h) \operatorname{nc} u
\end{aligned}
$$

13.64. In the transformation $v=\mu u$ which implies the quarterperiod relations

$$
I_{n}=\mu K_{n}, \quad H_{d}=2 \mu K_{d}
$$

the factor $\mu$ is $h-v h^{\prime}$, and moduli are connected by the relation

- $64_{1}$

$$
k=\left(h-v h^{\prime}\right)^{2}
$$

The functional relations are

$$
\begin{aligned}
& \cdot 64_{2-9} \quad \text { ds } u+\operatorname{cs} u=(1+k) h^{-1} \operatorname{ds} v \quad \text { ds } u-\operatorname{cs} u=(1-k) h \operatorname{sd} v \\
& \operatorname{dn} u+k \operatorname{cn} u=(1+k) \operatorname{cn} v \\
& \text { dn } u-k \operatorname{cn} u=(1-k) \operatorname{nc} v \\
& \text { ns } 2 v+\operatorname{cs} 2 v=\left(h+v h^{\prime}\right) \mathrm{ns} u \\
& \text { ns } 2 v-\operatorname{cs} 2 v=\left(h-v h^{\prime}\right) \sin u
\end{aligned}
$$

$h$ cd $2 v+v h^{\prime}$ nd $2 v=\left(h+v h^{\prime}\right) \mathrm{cd} u \quad h$ ed $2 v-v h^{\prime}$ nd $2 v=\left(h-v h^{\prime}\right) \mathrm{de} u$.
13•65. In the transformation $v=\mu u$ which implies the quarterperiod relations

$$
H_{d}=2 \mu K_{d}, \quad H_{c}=\mu K_{c}
$$

the factor $\mu$ is $h^{\prime}+v h$, and moduli are connected by the relation

- $65_{1}$

$$
k^{\prime}=\left(h^{\prime}+v h\right)^{2}
$$

The functional relations are

$$
\begin{aligned}
\cdot 65_{2-9} \operatorname{ns} u+\mathrm{ds} u & =\left(1+k^{\prime}\right)\left(h^{\prime}\right)^{-1} \mathrm{ds} v & \text { ns } u-\mathrm{ds} u & =\left(1-k^{\prime}\right) h^{\prime} \operatorname{sd} v \\
\text { dc } u+k^{\prime} \text { nc } u & =\left(1+k^{\prime}\right) \operatorname{nc} v & \text { dc } u-k^{\prime} \text { nc } u & =\left(1-k^{\prime}\right) \operatorname{cn} v \\
\text { ns } 2 v+\operatorname{cs} 2 v & =\left(h+v h^{\prime}\right) \operatorname{cs} u & \text { ns } 2 v-\operatorname{cs} 2 v & =\left(h-v h^{\prime}\right) \operatorname{sc} u
\end{aligned}
$$

$h$ cd $2 v+v h^{\prime}$ nd $2 v=\left(h+v h^{\prime}\right)$ nd $u \quad h$ ed $2 v-v h^{\prime}$ nd $2 v=\left(h-v h^{\prime}\right) \mathrm{d} \mathrm{n} u$.
13.66. In the transformation $v=\mu u$ which implies the quarterperiod relations

$$
H_{d}=\mu K_{d}, \quad H_{c}=2 \mu K_{c}
$$

the factor $\mu$ is $\frac{1}{2}\left(k^{\prime}-v k\right)$, and moduli are connected by the relation

$$
h^{\prime}=\left(k^{\prime}+v k\right)^{2}
$$

The functional relations are

$$
\begin{aligned}
& \cdot 66_{2-9} \quad \text { ns } u+\operatorname{cs} u=\left(k^{\prime}-v k\right) \operatorname{cs} v \quad \text { ns } u-\operatorname{cs} u=\left(k^{\prime}+v k\right) \operatorname{sc} v \\
& k^{\prime} \text { nd } u-v k \operatorname{cd} u=\left(k^{\prime}-v k\right) \text { nd } v \quad k^{\prime} \text { nd } u+v k \operatorname{cd} u=\left(k^{\prime}+v k\right) \operatorname{dn} v \\
& \mathrm{~ns} 2 v+\mathrm{ds} 2 v=\left(1+h^{\prime}\right)\left(k^{\prime}\right)^{-1} \mathrm{ds} u \quad \mathrm{~ns} 2 v-\mathrm{ds} 2 v=\left(1-h^{\prime}\right) k^{\prime} \mathrm{sd} u \\
& \text { de } 2 v+h^{\prime} \text { nc } 2 v=\left(1+h^{\prime}\right) \text { nc } u \quad \text { de } 2 v-h^{\prime} \text { nc } 2 v=\left(1-h^{\prime}\right) \mathrm{cn} u \text {. }
\end{aligned}
$$

While the set of six Landen transformations is in one sense complete, it is not mathematically a gromp, for repetitions and combinations provide an unlimited number of transformations of which no two are identical. If $\mathscr{P}$ is the resultant of any succession of Landen transformations, the inverse transformation $\mathscr{P}^{-1}$ is the resultant of the inverse Landen transformations taken in the reverse order, and the Jacobian system with basis $\alpha, \beta$ belongs to a chain

$$
\ldots \quad \mathscr{P}^{-2}(\alpha, \beta) \quad \mathscr{P}^{-1}(\alpha, \beta) \quad(\alpha, \beta) \quad \mathscr{P}(\alpha, \beta) \quad \mathscr{P}^{2}(\alpha, \beta) \quad \ldots
$$

which is endless in both directions. For example, if $\mathscr{L}$ is still the transformation of $\cdot 51$, and $\mathscr{L}^{-1}$ therefore the inverse transformation of $\cdot 61$, there is a Landen chain

$$
\ldots \quad \mathscr{L}^{-2}(\alpha, \beta) \quad \mathscr{L}^{-1}(\alpha, \beta) \quad(\alpha, \beta) \quad \mathscr{L}(\alpha, \beta) \quad \mathscr{L}^{2}(\alpha, \beta) \quad \ldots
$$

along which the ratio $K_{c}: K_{n}$ takes the values
-615 $\quad . \quad \alpha: 2^{2} \beta \quad \alpha: 2 \beta \quad \alpha: \beta \quad 2 \alpha: \beta \quad 2^{2} \alpha: \beta \quad \ldots$.
This chain has, as we shall see, special importance for the evaluation of real integrals and real functions.
13.7. In the practical problem of reducing an integral

$$
\int \frac{d z}{\sqrt{\phi(z)}}
$$

in which $\phi(z)$ is a polynomial of the fourth degree to a standard elliptic integral, the distinction between real and imaginary is paramount, and this problem belongs to a later chapter, but there are theoretical considerations to which the distinction is irrelevant, by which this problem contributes to the understanding of the transformations of Jacobi and Landen. In the practical problem the coefficient of $z^{4}$ in $\phi(z)$ can not be ignored, since the whole character of the result may vary with the sign of this coefficient, just as, in a simpler case, the integrals

$$
\int \frac{d t}{\sqrt{\left(1-t^{2}\right)}}, \quad \int \frac{d t}{\sqrt{\left(t^{2}-1\right)}}
$$

are associated with functions betwcen which there is very little resemblance in the real domain. In the practical problem again we must
not suppose a polynomial to be decomposed into linear factors unless we are prepared to recombine conjugate complex terms. But in a theoretical investigation a constant factor ${ }^{\prime} a_{0}$ is removable by a trivial change in the variable, and we may take the function $\phi(z)$ in the form $(z-\alpha)(z-\beta)(z-\gamma)(z-\delta)$, where, since a repeated factor renders the integral elementary, we may suppose the roots $\alpha, \beta, \gamma, \delta$ to be all distinct.

The two standard forms of the elliptic integral which we shall use are those corresponding to the functions $\mathrm{ns} u$ and $\mathrm{ns}^{2} u$, namely,
$.701-.702$
if $u$ is the value of the first integral, then $x=\mathrm{ns} u$, and with the substitution $x^{2}=y$, the value of the second integral is $2 u$. The fundamental problem is the reduction of the integrand, and a transformation which affects only the constants of integration is umimportant.

A homographic transformation
$\cdot 703$

$$
z^{\prime}=\lambda^{z-\mu} \frac{z-\nu}{z-\mu}
$$

converts $\int d z / \downarrow \phi(z)$ into a multiple of $\int d z^{\prime} / \mathcal{} \psi\left(z^{\prime}\right)$, where the zeros of $\psi\left(z^{\prime}\right)$ correspond under the transformation to the zeros of $\phi(z)$. The function $\psi\left(z^{\prime}\right)$ is necessarily of the fourth degree unless one of the factors is removed from $\phi(z)$ by the denominator $z-\nu$, that is, unless $\nu$ is one of the zeros $\alpha, \beta, \gamma, \delta$; formally, $\infty$ on the one side then corresponds to a zero on the other side. Thus one transformation which converts $\int d z /{ }^{\prime} \phi(z)$ into a multiple of the integral in $y$ is
.704

$$
y=\frac{\alpha-\gamma}{\gamma-\beta} \cdot \frac{z-\beta}{\alpha-z}
$$

where $z=\alpha, \beta, \gamma$ are chosen to correspond to $y=\infty, 0,1$; since then the factor $y-c$ must be provided by the factor $z-\delta$, the value of $c$ is given by
$\cdot 705$

$$
c=\frac{\alpha-\gamma}{\gamma-\beta} \cdot \frac{\delta-\beta}{\alpha-\delta}
$$

That is to say, $c$ is the anharmonic ratio $(\alpha \beta, \gamma \delta)$.
The only arbitrary element in this transformation is the choice among $\alpha, \beta, \gamma, \delta$ of the three zeros to play the definite parts allotted here to $\alpha, \beta, \gamma$. If the zeros are permuted in such a way that the anharmonic ratio is preserved, the same Jacobian system is being used, and the change is no more significant than the use of cosines instead of sines
in an elementary integration. Other permutations change the Jacobian system, but from $\cdot 705$ the only systems that can be introduced are the six systems composing one anharmonic group.

It follows from the relation between the integral in $x$ and the integral in $y$ that one transformation for reducing the integral $\int d z / \sqrt{ } \phi(z)$ to the form 701 is
$13 \cdot 71$

$$
x^{2}=\frac{\alpha-\gamma}{\gamma-\beta} \cdot \frac{z-\beta}{\alpha-z}
$$

and that then
$13 \cdot 72$

$$
k^{2}=(\alpha \beta, \gamma \delta)
$$

But the reduction can be effected also by a homographic transformation in which the linear factors $x-1, x+1, x-k, x+k$ correspond to the linear factors $z-\alpha, z-\beta, z-\gamma, z-\delta$. If the correspondence is in this order, the transformation is identified by the first three factors as

$$
\frac{1-k}{k+1} \cdot \frac{x+1}{1-x}=\frac{\alpha-\gamma}{\gamma-\beta} \cdot \frac{z-\beta}{\alpha-z}
$$

and since $x=-k$ corresponds to $z=\delta$, the condition to be satisfied by the modulus $k$ is

$$
\left(\frac{1-k}{1+k}\right)^{2}=(\alpha \beta, \gamma \delta)
$$

That is, if
.706

$$
\frac{1-k}{1+k}=l
$$

then $l$ is a modulus of the system with which the integral $\int d z / \sqrt{ } \phi(z)$ is associated by the transformation $\cdot 71$. We have seen in $\cdot 510$ that the ratio $(1-k) /(1+k)$ is also the complementary modulus of the system derived from the system whose modulus is $k$ by the first of the Landen transformations. To replace $l$ by a complementary modulus is only to permute $\alpha, \beta, \gamma, \delta$ in the transformation $\cdot 71$; identically,

$$
(\alpha \beta, \gamma \delta)=1-(\alpha \gamma, \beta \delta)
$$

and if
13.75

$$
x^{2}=\frac{\alpha-\beta}{\beta-\gamma} \cdot \frac{z-\gamma}{\alpha-z}
$$

then $\int d z / \sqrt{ } \phi(z)$ is a multiple of $\int d x / \sqrt{ }\left\{\left(x^{2}-1\right)\left(x^{2}-h^{2}\right)\right\}$, where
$13 \cdot 76$

$$
h^{2}=(\alpha \gamma, \beta \delta), \quad h^{\prime 2}=(\alpha \beta, \gamma \delta)
$$

We have now

$$
\frac{1-k}{1+k}= \pm h^{\prime}
$$

the relation

$$
\begin{aligned}
& \frac{1-k}{1+k}=-h^{\prime} \\
& \frac{1-(1 / k)}{1+(1 / k)}=h^{\prime}
\end{aligned}
$$

and to change the modulus from $k$ to $1 / k$ is only to permute $\alpha, \beta, \gamma, \delta$ in the transformation $\cdot 73$ :
13.77. An integral $\int d z /{ }^{\prime} \phi(z)$ in which $\phi(z)$ is a polynomial of the fourth degree is reducible to the standard form $\int d x / \sqrt{ }\left\{\left(x^{2}-1\right)\left(x^{2}-k^{2}\right)\right\}$ both by a homographic relation between $z$ and $x^{2}$ and by a homographic relation between $z$ and $x$. The systems of elliptic functions corresponding to a reduction of the first lind are derivable from the systems corresponding to a reduction of the second kind by Landen's transformation.

If we take $\phi(z)$ already as $\left(z^{2}-1\right)\left(z^{2}-k^{2}\right)$, we have Landen's transformation at once in the form
$13 \cdot 78$

$$
x^{2}=\frac{2}{1+k} \cdot \frac{z-k}{z-1}
$$

where $x^{2}=\infty, 0,1$ correspond to $z=1, k,-1$, and if $x^{2}=h^{2}$ corresponds to $z=-k$, then
-708

$$
h^{2}=\frac{4 k}{(1+k)^{2}}
$$

as in 512 . But the origin and the details of the algebraical transformation are clearest if the problem is seen as a special case of a general problem.

## INTEGRATION AND THE INTEGRATING FUNCTIONS

$14 \cdot 1$. The product of any number of functions belonging to the same Jacobian system is an elliptic function whose poles and zeros, of arbitrary multiplicities, are situated at cardinal points; such a function we shall call a general Glaisher function.

If we treat a zero as a pole of negative order, or a pole as a zero of negative order, we may say that the typical function of this kind has poles of orders $h, k, l, m$ or zeros of orders $-h,-k,-l,-m$, at $K_{s}, K_{c}$, $K_{n}, K_{d}$, where $h, k, l, m$ are any four whole numbers, positive zero or negative, subject to the condition

- 101

$$
h+k+l+m=0
$$

We denote this function by $\mathrm{s}^{h} \mathrm{c}^{k} \mathrm{n}^{l} \mathrm{~d}^{m} u$, or by any variation in which the upper affix is replaced by a lower affix which then defines the order of a zero. One affix may be omitted, since it can be supplied from $\cdot 101$, and if a cardinal point is known not to be wanted the corresponding letter may be omitted. Thus in this notation $p_{n} q^{n} u$ can be replaced by $\mathrm{pq}^{n} u$, whether $n$ is positive or negative, and the function so denoted is the function ( $\mathrm{pq} u)^{n}$ already denoted in the same way. It is necessary to agree that $p q u$ is abbreviated from $p_{1} q^{1} u$, not from $p^{1} q_{1} u$, and this is a natural convention.

We can express the general function in terms of three functions at whichever of the four cardinal points we wish. For example, in terms of the primitive Jacobian functions,

$$
\mathrm{sc}_{k} \mathrm{n}_{l} \mathrm{~d}_{m} u=\mathrm{cs}^{k} u \mathrm{~ns}^{l} u \mathrm{ds}^{m} u,
$$

and in terms of Jacobi's functions,

- 103

$$
\mathrm{s}_{h} \mathrm{c}_{k} \mathrm{~d}_{m} \mathrm{n} u=\operatorname{sn}^{h} u \mathrm{cn}^{k} u \mathrm{dn}^{m} u
$$

The notation is particularly useful for the logarithmic derivatives of Jacobian functions; these are functions with simple poles at two of the cardinal points and simple zeros at the other two, and although they can be expressed as products in the elementary notation, this expression is not unique and compels us to bear in mind that $\mathrm{pq} u \mathrm{rt} u$ is the same function as pt $u \mathrm{rq} u$. We can now write, omitting one affix,
$\cdot 104 \cdot 105 \quad \operatorname{sn}^{\prime} u=\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n} u, \quad \operatorname{sn}^{\prime} u / \mathrm{sn} u=\mathrm{s}^{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n} u$.

With positive affixes only, there are six types of function, which, with an arbitrary constant factor ineluded, are
$\cdot 106$
(i) $C_{\mathrm{p}_{h}} \mathrm{t}^{m} u$,
$h=m$
$\cdot 107$
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(ii) $C_{\mathrm{p}} \mathrm{p}_{h} \mathrm{t}^{m} u$,
$h+k=m$.
(iii) $C_{P_{h}} \mathrm{r}^{1} \mathrm{t}^{m} u$,
$h=l+m$
$\cdot 109$
- 110
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(iv) $C_{\mathrm{P}}^{\mathrm{p}_{h}} \mathrm{q}_{k} \mathrm{r}_{t} \mathrm{t}^{m} u$,
$h+k+l=m$
(v) $C_{\mathrm{P}_{h}} q_{h^{1}}{ }^{l^{l} \mathrm{t}^{m} u}$,
$h+k=l+m$
(vi) $C_{\mathrm{p}_{h}} \mathrm{q}^{k} \mathrm{r}^{\prime} \mathrm{t}^{m} u$,
$h=k+l+m$.

A function of type (i) is a multiple of the power $\mathrm{pt}^{m} u$ of the elementary function $p t u$. If in (ii), $k \geqslant 2$, we can use a relation of the form $\mathrm{qt}^{2} u=A+B \mathrm{pt}^{2} u$ to express the function as a sum of functions of the same type with $k$ diminished by any even number. Hence if $k$ is even, the function is a sum of functions of type (i), and the same is true if $h$ is even. Similarly if two of the three suffixes in (iv) are even, the function is a sum of functions of type (i), and if one is even and two odd, the function is a sum of functions of type (ii) with odd suffixes. But if, in (ii), $h$ and $k$ are odd, the function has $\mathrm{rt}^{\prime} u$ for a factor, and the quotient involves pt $u$, qt $u$ only in even powers, that is, in sueh a way that they are expressible in terms of $\mathrm{rt}^{2} u$ : the function is the sum of terms of the form $C \mathrm{rt}^{n} u \mathrm{rt}^{\prime} u$ with $n$ even. In (iv), with $h, k, l$ all odd, terms of the form $C \mathrm{rt}^{n} u \mathrm{rt}^{\prime} u$ are multiplied by an odd power of rt $u$.

14•11. A function of type $\mathrm{p}_{h} \mathrm{q}_{k} \mathrm{t}^{m} u$ or $\mathrm{p}_{h} \mathrm{q}_{k} \mathrm{r}_{l} \mathrm{t}^{m} u$ is the sum of functions of type $C \mathrm{pt}^{m} u$ and functions of type $C \mathrm{pt}^{m} u \mathrm{pt}^{\prime} u$, with $m \geqslant 0$.

As for type (v), by the same argument if $h$ or $k$ is even the function is the sum of functions of type (iii), and if both $h$ and $k$ are odd we can reduce one of them systematically and take provisionally as a standard type

- $112 \quad\left(\mathrm{v}^{\prime}\right) C \mathrm{p}_{h} q_{1} \mathrm{r}^{l} \mathrm{t}^{m} u, \quad h+\mathbf{l}=l+m$, with $h$ odd.

The reduction of a function with two or more poles and one zero proceeds somewhat differently. The relation $A \mathrm{rp}^{2} u+B \mathrm{t}^{2} u=1$ between functions copolar at $K_{p}$ is equivalent to

$$
\mathrm{p}_{4} \mathrm{r}^{2} \mathrm{t}^{2} u=B \mathrm{pr}^{2} u+A \mathrm{pt}^{2} u
$$

Hence the function $\mathrm{P}_{h} \mathrm{r}^{\mathrm{I} \mathrm{t}^{m} u \text { is the sum of multiples of the functions }}$
$\mathrm{p}_{h-2} \mathrm{r}^{l-2} \mathrm{t}^{m} u, \mathrm{p}_{h-2} \mathrm{r}^{l} \mathrm{t}^{m-2} u$, and by repetition of the process is the sum of multiples of the functions
-113

$$
\begin{aligned}
& \mathrm{p}_{h-r} \mathrm{r}^{l-r} \mathrm{t}^{m} u, \mathrm{p}_{h-r-2} \mathrm{r}^{l-r} \mathrm{t}^{m-2} u, \ldots, \mathrm{p}_{h-r-s^{r^{l-r} \mathrm{t}^{m-s}} u,} \\
& \mathrm{p}_{h-s^{1}} \mathrm{t}^{m-s} u, \mathrm{p}_{h-s-2} \mathrm{r}^{\mathrm{l}-2} \mathrm{t}^{m-s} u, \ldots, \mathrm{p}_{h-r-s^{1}} \mathrm{r}^{l-r} \mathrm{t}^{m-s} u,
\end{aligned}
$$

-114
for any even values of $r, s$. A single even affix does not now reduce the type of a function. If $l$ and $m$ are both even, we can take $r=l$, $s=m$, and the sets of functions $\cdot 113, \cdot 114$ become
$\cdot 115$

$$
\begin{gathered}
\mathrm{p}_{m} \mathrm{t}^{m} u, \mathrm{p}_{m-2} \mathrm{t}^{m-2} u, \ldots, \mathrm{p}_{2} \mathrm{t}^{2} u, 1, \\
\mathrm{p}_{l} \mathrm{r}^{\mathrm{l}} u, \mathrm{p}_{l-2} \mathrm{r}^{l-2} u, \ldots, \mathrm{p}_{2} \mathrm{r}^{2} u, 1,
\end{gathered}
$$

composed entirely of functions of type (i). If $l$ is odd and $m$ even, we can not eliminate the point $K_{r}$ by any choice of $r$ in $\cdot 113$, but by taking $r=l+1$ we convert this point into a zero; the two sets of functions are

- 117

$$
\begin{gathered}
\mathrm{p}_{m-1} \mathrm{r}_{1} \mathrm{t}^{\mathrm{t}} u, \mathrm{p}_{m-3} \mathrm{r}^{\mathrm{r}} \mathrm{t}^{m-2} u, \ldots, \mathrm{p}_{1} \mathrm{r}_{1} \mathrm{t}^{2} u, \mathrm{p}^{\mathrm{r}} \mathrm{r}_{1} u, \\
\mathrm{p}_{l} \mathrm{r}^{\mathrm{r}} u, \mathrm{p}_{l-2^{-2}}{ }^{\mathrm{l}-2} u, \ldots, \mathrm{p}_{1} \mathrm{r}^{1} u, \mathrm{p}^{\mathrm{l} \mathrm{r}_{1}} u,
\end{gathered}
$$

of which the second consists of functions of type (i), the first of functions of type (ii) together with the one elementary function $\mathrm{rp} u$. Similarly, if $l$ and $m$ are both odd, we take $r=l+1, s=m+1$ in $\cdot 113$, $\cdot 114$, and we have the two sets of functions

$$
\begin{gather*}
\mathrm{p}_{m-1} \mathrm{r}^{\mathrm{r}} \mathrm{r}^{\mathrm{t}} u, \mathrm{p}_{m-3} \mathrm{r}_{1} \mathrm{t}^{m-2} u, \ldots, \mathrm{p}_{2} \mathrm{r}_{1} \mathrm{t}^{3} u, \mathrm{r}_{1} \mathrm{t}^{1} u, \mathrm{p}^{2} \mathrm{r}_{1} \mathrm{t}_{1} u, \\
\mathrm{p}_{l-1} \mathrm{r}^{\mathrm{r}} \mathrm{t}_{1} u, \mathrm{p}_{l-3} 3^{\mathrm{r}^{-2} \mathrm{t}_{1} u}, \ldots, \mathrm{p}_{2} \mathrm{r}^{3} \mathrm{t}_{1} u, \mathrm{r}^{1} \mathrm{t}_{1} u, \mathrm{p}^{2} \mathrm{r}_{1} \mathrm{t}_{1} u,
\end{gather*}
$$

composed of functions of type (ii) with the elementary functions rt $u$ and $\operatorname{tr} u$. Thus in every case a function of type (iii) is the sum of functions of types (i) and (ii), and 11 is applicable:

14•12. A function of type $\mathrm{p}_{h} \mathrm{r}^{\mathrm{t}}{ }^{m_{u}} u$ is the sum of functions of type $C \mathrm{p}^{m} u$ and functions of type $C \mathrm{pt}^{m} u \mathrm{pt}^{\prime} u$, with $m \geqslant 0$.

Instead of examining the function of type (vi) as it stands, we may regard this function as the product by $p_{k} q^{k} u$ of the function $\mathrm{p}_{l+m}{ }^{\mathrm{r}^{t}{ }^{m} u}$ which we have just dissected. In the sets of functions $\cdot 115-\cdot 120$, each non-constant function has only one pole, and if $K_{r}$ or $K_{l}$ occurs as a zero, this zero is simple; moreover, $\mathrm{p}^{2} \mathrm{r}_{1} \mathrm{t}_{1} u$ in $\cdot 119$ and $\cdot 120$ is the only function in which the points $K_{r}, K_{l}$ both occur as zeros. Hence if we multiply throughout by $\mathrm{p}_{k} \mathrm{q}^{k} u$, we obtain, except in this one case, either a function with not more than two poles and with $K_{p}$ for the only zero, that is, a function of type (i) or (iii), or a function with not more than two poles, with not more than two zeros, and with one of
its zeros simple, that is, a function of one of the types (i), (ii), (iii), ( $\mathrm{v}^{\prime}$ ): the product $\mathrm{p}_{k} \mathrm{q}^{k} u \mathrm{p}^{2} \mathrm{r}_{1} \mathrm{t}_{1} u$ may be $\mathrm{p}^{1} \mathrm{q}^{1} \mathrm{r}_{1} \mathrm{t}_{1} u$, of type $\left(\mathrm{v}^{\prime}\right), \mathrm{q}^{2} \mathrm{r}_{1} \mathrm{t}_{1} u$, of type (ii), or $p_{k-2} q^{k} \mathrm{r}_{1} \mathrm{t}_{1} u$, of type (iv), but ( $\mathrm{v}^{\prime}$ ) remains the only type not yet considered.

To deal with $\left(\mathrm{v}^{\prime}\right)$, we write the function $p_{h} q_{1} r^{l} t^{m} u$ as the product
 factor $p^{1} q_{1} u$. If $K_{p}$ is already either a pole or a zero, the resulting product has only one pole and is of one of the types (i), (ii), (iv); the functions in which $K_{p}$ does not figure are the constant in $\cdot 115$ and $\cdot 116$, and the functions $\mathrm{r}_{1} \mathrm{t}^{1} u, \mathrm{r}^{1} \mathrm{t}_{1} u$ in $\cdot 119, \cdot 120$, and in these cases the product is either the elementary function $q_{\mathrm{p}} u$ or a function, $q_{1} \mathrm{r}_{1} \mathrm{p}^{1} \mathrm{t}^{1} u$ or $\mathrm{q}_{1} \mathrm{t}_{1} \mathrm{p}^{1} \mathrm{r}^{\mathbf{1}} u$, with two simple poles and two simple zeros, a multiple of a logarithmic derivative. To include the logarithmic derivative in the formula $C \mathrm{pt}^{m} u \mathrm{pt}^{\prime} u$ of $\cdot 11$ and $\cdot 12$ we have only to allow $m$ to take the value -1 . Replacing $\mathrm{pt} u$ by our more familiar $\mathrm{pq} u$, we have the result:

14•13. The general Glaisher function is the sum of a number of terms each of which has one of the tuo forms $C \mathrm{pq}^{m} u, C^{\mathrm{pq}}{ }^{m-1} u \mathrm{pq}^{\prime} u$, where $C$ is a constant and $m$ is zero or a positive integer.

The remarkable features of this theorem are that each term involves only one of the twelve Jacobian functions, and that therefore negative powers are not invoked except in the case of the logarithmic derivative. The theorem is not to be confused in character with Liouville's theorem on the expression of one elliptic function by means of a coperiodic function and its derivative. Liouville's theorem requires rational funetions, not merely positive powers, while in 13 different terms in the sum may involve different elementary functions, and the elementary functions are not all coperiodic.
14.2. From $\cdot 13$, since $p q^{m-1} u p q^{\prime} u$ is immediately integrable, it follows that the problem of integrating the general Glaisher function rests entirely on that of integrating positive integral powers of the twelve Jacobian functions.

For the function pq $u$ there is a relation

$$
\mathrm{pq}^{\prime 2} u=\lambda \mathrm{pq}^{4} u+\mu \mathrm{p}^{2} u+v
$$

given in 'Table XIı, implying
-202

$$
\mathrm{pq}^{\prime \prime} u=\underset{\mathrm{H} \mathrm{~h}}{2 \lambda \mathrm{pq}^{3} u+\mu \mathrm{pq} u .}
$$

We have therefore, for any value of $m$,
$\cdot 203 \frac{d}{d u}\left(\mathrm{pq}^{m-1} u \mathrm{pq}^{\prime} u\right)$

$$
\begin{aligned}
& =\left\{(m-1)\left(\lambda \mathrm{pq}^{4} u+\mu \mathrm{pq}^{2} u+\nu\right)+\left(2 \lambda \mathrm{pq}^{4} u+\mu \mathrm{pq}^{2} u\right)\right\} \mathrm{pq}^{m-2} u \\
& =(m+1) \lambda \mathrm{pq}^{m+2} u+m \mu \mathrm{pq}^{m} u+(m-1) \nu \mathrm{pq}^{m-2} u
\end{aligned}
$$

from which follows a formula of reduction connecting the integrals of $\mathrm{pq}^{m+2} u, \mathrm{pq}^{m} u, \mathrm{pq}^{m-2} u$.

With $m=1, \cdot 203$ is identical with $\cdot 202$ and gives a formula for the integral of $\mathrm{pq}^{3} u$ in terms of the integral of $\mathrm{pq} u$; we can therefore evaluate the integral of any odd power of $\mathrm{pq} u$ in terms of that of $\mathrm{pq} u$. With $m=2$, the constant term $\nu$ occurs in 203 , but this term is integrable and we can express the integral of $\mathrm{pq}^{4} u$, and therefore the integral of any even power of $\mathrm{pq} u$, in terms of the integral of $\mathrm{pq}^{2} u$.
14.21. The integral of the general Glaisher function is the sum of constant multiples of functions each of which has one of the forms $\mathrm{pq}^{m} u, \quad \mathrm{pq}^{m} u \mathrm{pq}^{\prime} u, \quad u, \quad \log \mathrm{pq} u, \quad \int \mathrm{pq} u d u, \quad \int \mathrm{pq}^{2} u d u$, where $m$ is zero or a positive integer.

We proceed to consider the integration of $\mathrm{pq} u$ and $\mathrm{pq}^{2} u$.
$14 \cdot 3$. The Jacobian function $\mathrm{pq} u$ can be integrated by means of the two functions copolar with it, combinations that serve this purpose being evident $\dagger$ from Table XI 5.

Table XIV 1
$\begin{aligned} \operatorname{cs} u=\frac{\mathrm{ns}^{\prime} u-\mathrm{ds}^{\prime} u}{\mathrm{~ns} u-\mathrm{ds} u} & \mathrm{~ns} u=\frac{\mathrm{ds}^{\prime} u-\operatorname{cs}^{\prime} u}{\mathrm{ds} u-\operatorname{cs} u} \quad \mathrm{ds} u=\frac{\mathrm{ns}^{\prime} u-\operatorname{cs}^{\prime} u}{\mathrm{~ns} u-\operatorname{cs} u} \\ \operatorname{se} u=-\frac{1}{k^{\prime}} \cdot \frac{\mathrm{dc}^{\prime} u-k^{\prime} \mathrm{nc}^{\prime} u}{\operatorname{dc} u-k^{\prime} \mathrm{nc} u} & \text { dc } u=-\frac{\mathrm{nc}^{\prime} u-\operatorname{sc}^{\prime} u}{\mathrm{nc} u-\operatorname{sc} u} \quad \text { nc } u=-\frac{1}{k^{\prime}} \cdot \frac{\mathrm{dc}^{\prime} u-k^{\prime} \operatorname{sc}^{\prime} u}{\operatorname{dc} u-k^{\prime} \operatorname{sc} u} \\ \operatorname{dn} u & =\frac{1}{v} \cdot \frac{\operatorname{cn}^{\prime} u+v \operatorname{sn}^{\prime} u}{\operatorname{cn} u+v \operatorname{sn} u}\end{aligned}$

$$
\operatorname{sn} u=\frac{1}{k} \cdot \frac{\operatorname{dn}^{\prime} u-k \operatorname{cn}^{\prime} u}{\operatorname{dn} u-k \operatorname{cn} u}
$$

$$
\operatorname{cn} u=\frac{1}{v k} \cdot \frac{\ln ^{\prime} u+v k \operatorname{sn}^{\prime} u}{\operatorname{dn} u+v k \operatorname{sn} u}
$$

nd $u=\frac{v}{k^{\prime}} \cdot \frac{c^{\prime} u-v k^{\prime} \mathrm{sd}^{\prime} u}{\mathrm{~cd} u-v k^{\prime} \operatorname{sd} u}$

$$
\operatorname{cd} u=\frac{1}{k} \cdot \frac{\mathrm{nd}^{\prime} u+k \operatorname{sd}^{\prime} u}{\mathrm{nd} u+k \operatorname{sd} u}
$$

$$
\operatorname{sd} u=\frac{1}{v k k^{\prime}} \cdot \frac{k \operatorname{cd}^{\prime} u+v k^{\prime} \mathrm{nd}^{\prime} u}{k \operatorname{cd} u+v k^{\prime} \mathrm{nd} u}
$$

$\dagger$ See also the argument in 16.6 below.

Signs can be altered in the numerator and denominator of any of these fractions if a negative sign is prefixed to the fraction.

The expression for dn $u$ as a logarithmic derivative brings us back to the place of this function in Jacobi's work, for if $\phi$ is such that $\cos \phi=\mathrm{cn} u, \sin \phi=\operatorname{sn} u$, then

$$
e^{i \phi}=\operatorname{cn} u+i \operatorname{sn} u, \quad i e^{i \phi} d \phi \mid d u=\operatorname{cn}^{\prime} u+i \operatorname{sn}^{\prime} u,
$$

formulae which together identify dn $u$ with $d \phi / d u$. This alternative suggests that avoidance of radicals and auxiliary functions has perhaps been carried too far. If $\mathrm{pq} u, \mathrm{rq} u, \operatorname{tq} u$ are copolar, $\mathrm{pq} u \mathrm{rq} u / \mathrm{rq} u$ is of the form $\operatorname{tq}^{\prime} u / \sqrt{ }\left(\lambda \operatorname{tq}^{2} u+\mu\right)$ and can be integrated in this form, the necessary constants being taken from Tables XI2 and XIs. For example, cs $u=-\mathrm{ns}^{\prime} u / \mathrm{ds} u$ where $\mathrm{ds}^{2} u=\mathrm{ns}^{2} u-k^{2}$, and therefore cs $u=d \psi / d u$ if $\psi$ is defined by $k \cosh \psi=\mathrm{ns} u, k \sinh \psi=-\mathrm{ds} u$; the alternative expression for cs $u$, as $-\mathrm{ds}^{\prime} u / \mathrm{ns} u$ where $\mathrm{ns}^{2} u=\mathrm{ds}^{2} u+k^{2}$, leads to the same substitution. The following table gives substitutions which render the integrations immediate.

## Table XIV 2

| $\left\{\begin{array}{l} k \cosh \psi=\mathrm{ns} u \\ k \sinh \psi=-\mathrm{d} u \\ \operatorname{css} u=d \psi / d u \end{array}\right.$ | $\left\{\begin{array}{c} k^{\prime} \cosh \psi=\mathrm{ds} u \\ k^{\prime} \sinh \psi=-\cos u \end{array}\right.$ | $\left\{\begin{aligned} \cosh \psi & =\mathrm{ns} u \\ \sinh \psi & =-\operatorname{cs} u \\ \mathrm{ds} u & =d \psi / d u \end{aligned}\right.$ |
| :---: | :---: | :---: |
| $1 k \cosh \psi=$ dc $u$ | $\{\cosh \psi=$ nc $u$ | $\int \cosh \psi=$ de $u$ |
| $\begin{aligned} k \sinh \psi & =k^{\prime} \mathrm{nc} u \\ k^{\prime} \operatorname{se} u & =d \psi / d u \end{aligned}$ | $\begin{aligned} \sinh \psi & =\operatorname{sc} u \\ \operatorname{dc} u & =d \psi / d u \end{aligned}$ | $\begin{aligned} & \sinh \psi=k^{\prime} \operatorname{se} u \\ & k^{\prime} \operatorname{nc} u=d \psi / d u \end{aligned}$ |
| ( $\cos \psi=\mathrm{en} u$ | $\int k^{\prime} \cosh \psi=\mathrm{dn} u$ | $\int \cos \psi=\mathrm{dn} u$ |
| $\begin{aligned} & \sin \psi=\operatorname{sn} u \\ & \mathrm{dn} u=d \psi / d u \end{aligned}$ | $\begin{gathered} k^{\prime} \sinh \psi=-k \mathrm{cn} u \\ k \sin u=\mathrm{d} \psi / d u \end{gathered}$ | $\begin{aligned} \sin \psi & =k \sin u \\ k \operatorname{cn} u & =d \psi / d u \end{aligned}$ |
| $(\cos \psi=\mathrm{cd} u$ | $\int \cosh \psi=n d u$ | $\left\{\cos \psi=k^{\prime} \mathrm{nd} u\right.$ |
| $\ \sin \psi=k^{\prime} \operatorname{sd} u$ | $\ \sinh \psi=k \operatorname{sdt} u$ | $\underline{\sin \psi}=-k \operatorname{cd} u$ |
| $k^{\prime} \mathrm{nd} u=d \psi / d u$ | $k \mathrm{~cd} u=d \psi / d u$ | $k \cdot k^{\prime} \mathrm{sd} u=d \psi / d u$ |

14.4. The integral of $\mathrm{pq}^{2} u$ is not expressible in terms of Jacobian functions and more elementary functions, and we have to regard the integral as a function to be investigated. If the origin is not a pole of $\operatorname{pr} u$, we write
-401

$$
\operatorname{Pr} u=\int_{0}^{u} \operatorname{pr}^{2} u d u .
$$

The function $\mathrm{ps}^{2} u$ has zero residue at the origin, and $\mathrm{ps}^{2} u-1 / u^{2}$ is regular near the origin: we write
-402

$$
\operatorname{Ps} u=\int_{0}^{u}\left(\operatorname{ps}^{2} u-\frac{1}{u^{2}}\right) d u-\frac{1}{u}
$$

defining a function such that $\operatorname{Ps}^{\prime} u=\mathrm{ps}^{2} u$ and that $\operatorname{Ps} u+1 / u \rightarrow 0$ as $u \rightarrow 0$. We call the function $\mathrm{Pq} u$ the integrating function associated with pq $u$.

The function $\mathrm{Pq} u$ is a function with simple poles at the poles of $\mathrm{pq} u$. If $a_{p}$ is the residue of $\mathrm{pq} u$ at a pole, the residue of $\mathrm{Pq} u$ there is $-a_{p}^{2}$, which has the same value at every pole. Since every residue of $\mathrm{pq}^{2} u$ is zero, $\mathrm{Pq} u$ is singlevalued. Since $\mathrm{Pq}^{\prime}(-u)=\mathrm{Pq}^{\prime} u$, the sum $\mathrm{Pq} u+\mathrm{Pq}(-u)$ is a constant, which is zero whether $\dagger$ or not the origin is a pole; that is, $\mathrm{Pq} u$ is an odd function. If $K_{l}$ is any quarterperiod of the Jacobian system, $\mathrm{pq}^{2}\left(u+2 K_{l}\right)-\mathrm{pq}^{2} u=0$, that is,

$$
\mathrm{Pq}^{\prime}\left(u+2 K_{t}\right)-\mathrm{Pq}^{\prime} u \doteq 0
$$

whence $\mathrm{Pq}\left(u+2 K_{l}\right)-\mathrm{Pq} u$ has a constant value which is recognizable as $\mathrm{Pq} 2 K_{l}$ if the origin is not a pole, and as $\mathrm{Pq} K_{t}-\mathrm{Pq}\left(-K_{l}\right)$, that is, as $2 \mathrm{Pq} K_{t}$, if $K_{l}$ is not a pole; if neither the origin nor $K_{t}$ is a pole, $\mathrm{Pq} 2 K_{t}=2 \mathrm{Pq} K_{l}$. Since the two differences

$$
\operatorname{Pq}\left(u+2 K_{c}\right)-\mathrm{Pq} u, \quad \mathrm{Pq}\left(u+2 K_{n}\right)-\mathrm{Pq} u
$$

are constant, the function $\mathrm{Pq} u$ is doubly quasiperiodic. The constants of quasiperiodicity are discussed in the next section.

There are evident relations between the twelve integrating functions. From the relations between the squares of copolar Jacobian functions, given in Table XI2, we have corresponding formulae.
$14 \cdot 41_{1-3} \quad$ Ns $u-\mathrm{Cs} u=u$,

$$
\operatorname{Ds} u-\operatorname{Cs} u=c^{\prime} u
$$

Ns $u-\operatorname{Ds} u=c u$;
$14 \cdot 41_{4-6} \quad$ Nc $u-\operatorname{Sc} u=u$,

$$
\operatorname{Dc} u-c^{\prime} \operatorname{Sc} u=u
$$

Dc $u-c^{\prime} \mathrm{Nc} u=c u ;$
$14 \cdot 41_{7-9} \quad \operatorname{Sn} u+\operatorname{Cn} u=u$,

$$
c \operatorname{Sn} u+\operatorname{Dn} u=u
$$

$\operatorname{Dn} u-c \operatorname{Cn} u=c^{\prime} u ;$
$14 \cdot 41_{10-12} \quad c^{\prime} \operatorname{Sd} u+\operatorname{Cd} u=u$,

$$
\begin{aligned}
& \mathrm{Nd} u-c \mathrm{Sd} u=u, \\
& \qquad c \mathrm{Cd} u+c^{\prime} \mathrm{Nd} u=u
\end{aligned}
$$

$\dagger$ It is to secure this result that $P s u$ is defined from the origin, althongh the integral from $K_{p}$ would be an easier function to handle.

In addition $\cdot 203$, with $m=0$, is a relation between $\mathrm{Pq} u$ and $\mathrm{Qp} u$; using Table XI11, we have the six formulae
$14 \cdot 42_{1-3} \quad c^{\prime} \operatorname{Sc} u-\operatorname{Cs} u=\operatorname{se}^{\prime} u / \operatorname{sc} u$, $c \operatorname{Sn} u-\mathrm{Ns} u=\operatorname{sn}^{\prime} u / \operatorname{sn} u$, $c c^{\prime} \operatorname{Sd} u+\mathrm{Ds} u=\mathrm{ds}^{\prime} u / \mathrm{ds} u ;$
14.42 ${ }_{4-6} \quad c \mathrm{Cn} u+c^{\prime} \mathrm{Nc} u=$ nc' $^{\prime}$ /nc $u$,

$$
\operatorname{Dc} u-c \mathrm{Cd} u=\mathrm{de}^{\prime} u / \mathrm{dc} u
$$

$$
\operatorname{Dn} u-c^{\prime} \mathrm{Nd} u=\operatorname{nd}^{\prime} u / \mathrm{nd} u
$$

The function $\mathrm{pq}^{\prime} u / \mathrm{pq} u$ is not included in $\cdot 21$ among those required for the integration of the general Glaisher function, and in fact it is not essential if the integrals of $\mathrm{pq}^{2} u$ and $\mathrm{qp}^{2} u$ are both available, but clearly the function is one which we should be ready to use.

To the homogeneous relations between the squares of copolar functions correspond the homogeneous relations $14 \cdot 43_{1-4}$

$$
\begin{aligned}
c \mathrm{Cs} u+c^{\prime} \mathrm{Ns} u-\mathrm{Ds} u & =0, \\
c \operatorname{Sc} u+\mathrm{Dc} u-\mathrm{Nc} u & =0, \\
\mathrm{Dn} u-c^{\prime} \operatorname{Sn} u-\mathrm{Cn} u & =0, \\
\mathrm{Nd} u-\mathrm{Cd} u-\operatorname{Sd} u & =0
\end{aligned}
$$

For themselves these need hardly be recorded, but if we replace $\mathrm{Pq} u$ by $\mathrm{Qp} u$ throughout by means of $\cdot 42$, we have the relations

$$
\begin{aligned}
14 \cdot 44_{1-4} & \begin{aligned}
\mathrm{Sc} u+\mathrm{Sn} u+\mathrm{Sd} u & =\mathrm{sc}^{1} \mathrm{n}^{1} \mathrm{~d}^{1} u \\
\mathrm{Cs} u+c^{\prime} \mathrm{Cd} u+\mathrm{Cn} u & =-\mathrm{cs}^{1} \mathrm{~d}^{1} \mathrm{n}^{1} u \\
c \mathrm{Nd} u-\mathrm{Ns} u+\mathrm{Nc} u & =\mathrm{nd}^{1} \mathrm{~S}^{1} \mathrm{c}^{1} u \\
c \mathrm{Dn} u-c^{\prime} \mathrm{Dc} u+\mathrm{Ds} u & =-\mathrm{dn}^{1} \mathrm{c}^{1} \mathrm{~s}^{1} u
\end{aligned}, ~
\end{aligned}
$$

which are less obvious in the differentiated form.
$14 \cdot 5$. Since we can connect $\mathrm{Pq} u$ with $\mathrm{Tq} u$ by a formula from $\cdot 41$, Tqu with Qt $u$ by a formula from $\cdot 42$, and $\mathrm{Qt} u$ with Rt $u$ by a second formula from 41 , we can formulate a direct relation between the two functions $\operatorname{Pq} u$, Rt $u$, that is, between any two of the twelve integrating functions. In other words, it is not untrue to say that the integration of even powers of the Jacobian functions requires the introduction of only one integrating function, and the traditional point of view is that to perform an integration is to express a result in terms of one function chosen as canonical. If it is anomalous to recognize that the original Jacobian triad $\operatorname{sn} u$, en $u$, $\operatorname{dn} u$ is not properly understood except as a section of Glaisher's interrelated dozen, and yet to insist on reducing
the dozen integrals to the algebraical minimum, again the tradition has determined the notation and permeates the literature.

The integral from which elliptic functions derive their name, the integral giving the length of an elliptic arc, has the form

$$
\int_{0}^{\phi} \sqrt{ }\left(a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi\right) d \phi
$$

that is, but for the factor $a$,

$$
\int_{0}^{\phi} \sqrt{ }\left(1-k^{2} \sin ^{2} \phi\right) d \phi
$$

where $k^{2}=\left(a^{2}-b^{2}\right) / a^{2}$, and this is Legendre's first elliptic integral $E(\phi)$. When $\phi$ is regarded as the function am $u$ of the second integral $u$, defined by

$$
u=\int_{0}^{\phi} \frac{d \phi}{\sqrt{ }\left(1-k^{2} \sin ^{2} \phi\right)}
$$

we have

$$
\sqrt{ }\left(1-k^{2} \sin ^{2} \phi\right)=d \phi \mid d u=\operatorname{dn} u \text {, }
$$

and the first integral becomes

$$
\int_{0}^{u} \operatorname{dn}^{2} u d u .
$$

It was therefore almost inevitable, historically, that this integral should become the standard integral of its kind, in spite of the leading position assigned to $\mathrm{sn} u$ in the beginning. The integral is denoted by $E(u)$, and we retain this definition, although of course abandoning any restriction on the parameter $k^{2}$. To express the twelve integrating functions in terms of Jacobi's function $E(u)$ is to relate each of them, in the manner already outlined, to the function Du $u$. Logarithmic derivatives are expressed in the notation of $\cdot 1$.

## Table XIV 3

$$
\begin{array}{r}
\operatorname{Cs} u=-E(u)-\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{n}^{1} u \\
\operatorname{Ns} u=-E(u)+u-\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{n}^{1} u \\
\operatorname{Ds} u=-E(u)+c^{\prime} u-\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{n}^{1} u
\end{array}
$$

Sc $u=\left\{-E(u)+\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{n}^{1} u\right\} / c^{\prime}$

$$
\begin{aligned}
& \operatorname{Dc} u=-E(u)+u+\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{n}^{1} u \\
& \operatorname{Nc} u=\left\{-E(u)+c^{\prime} u+\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{n}^{1} u\right\} / c^{\prime}
\end{aligned}
$$

Dn $u=E(u)$

$$
\begin{aligned}
& \operatorname{Sn} u=\{-E(u)+u\} / c \\
& \operatorname{Cn} u=\left\{E(u)-c^{\prime} u\right\} / c
\end{aligned}
$$

$\mathrm{Nd} u=\left\{E(u)-c \mathrm{~S}_{1} \mathrm{c}_{1} \mathrm{~d}^{1} n^{1} u\right\} / c^{\prime}$

$$
\begin{aligned}
& \operatorname{Cd} u=\left\{-E(u)+u+c \mathrm{~s}_{1} \mathrm{c}_{1} \mathrm{~d}^{1} \mathrm{n}^{1} u\right\} / c \\
& \operatorname{Sd} u=\left\{E(u)-c^{\prime} u-c \mathrm{~s}_{1} \mathrm{c}_{1} \mathrm{~d}^{1} \mathrm{n}^{1} u\right\} / c c^{\prime}
\end{aligned}
$$

Generally speaking, there is no reason for preferring one of the twelve integrating functions to another, and we should use the functions appropriate to any investigation without supposing that a solution is unfinished if it is not stated explicitly in terms of $E(u)$.

The value of the difference $\mathrm{Pq}\left(u+2 K_{c}\right)-\mathrm{Pq} u$ is evident from 'Table XTV 3 in terms of $E\left(2 K_{c}\right)$, a constant which is equal to $2 E\left(K_{c}\right)$, since neither the origin nor $K_{c}$ is a pole of dn $u$. Writing $E_{c}$ for $E\left(K_{c}\right)$, we have
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$$
\operatorname{Cs}\left(u+2 K_{c}\right)-\operatorname{Cs} u=-2 E_{c}
$$

$$
\mathrm{Ns}\left(u+2 K_{c}\right)-\mathrm{Ns} u=2\left(K_{c}-E_{c}\right)
$$

$$
\operatorname{Sn}\left(u+2 K_{c}\right)-\operatorname{Sn} u=2\left(K_{c}-E_{c}\right) / c
$$

and so on.
We must notice a distinction between the last six functions in XIV 3 and the first six. In the last six we have
$\cdot 504-507$ Dn $2 K_{c}=2$ Dn $K_{c}=2 E_{c}, \quad$ Sn $2 K_{c}=2 \operatorname{Sn} K_{c}=2\left(K_{c}-E_{c}\right) / c$,
and so on. In the first six, we have $\mathrm{Cs} K_{c}=-E_{c}$ but $2 K_{c}$ is a pole, De $2 K_{c}=2\left(K_{c}-E_{c}\right)$ but $K_{c}$ is a pole, and so on; in no case are $K_{c}$ and $2 K_{c}$ both available as arguments. This contrast reappears as a difficulty in the expression of $\mathrm{Pq}\left(u+2 K_{n}\right)-\mathrm{Pq} u$. Since $2 K_{n}$ is not a pole of $\mathrm{d} n u$, $E\left(2 K_{n}\right)$ is finite, but $\frac{1}{2} E\left(2 K_{n}\right)$ needs identification. The immediate solution is to admit De $u$ as a second eanonical function $D(u)$. Corresponding to XIV 3 we have another table:

## Table XIV 4

Writing $D_{n}$ for $D\left(K_{n}\right)$, we have now

$$
\operatorname{Cs} K_{n}=D_{n}-K_{n}, \quad \operatorname{Dn} 2 K_{n}=2\left(K_{n}-D_{n}\right)
$$

$$
\begin{aligned}
& \text { Cs } u=D(u)-u-\mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{c}^{1} u \\
& \text { Ns } u=D(u)-\mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{c}^{1} u \\
& \text { Ds } u=D(u)-c u-\mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{c}^{1} u \\
& \text { Sc } u=\{D(u)-u\} / c^{\prime} \\
& \text { Dc } u=D(u) \\
& \mathrm{Nc} u=\{D(u)-c u\} / c^{\prime} \\
& \operatorname{Dn} u=-D(u)+u+\mathrm{s}_{1} \mathrm{~d}_{1} \mathbf{n}^{\mathrm{c}} \mathrm{c}^{\mathbf{1}} u \\
& \operatorname{Sn} u=\left\{D(u)-\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{n}^{1} \mathrm{c}^{1} u\right\} / c \\
& \operatorname{Cn} u=\left\{-D(u)+c u+\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{n}^{1} \mathrm{c}^{1} u\right\} / c \\
& \mathrm{Nd} u=\left\{-D(u)+u+c^{\prime} \mathrm{s}_{1} \mathrm{n}_{1} \mathrm{~d}^{1} \mathrm{c}^{1} u\right\} / c^{\prime} \\
& \mathrm{Cd} u=\left\{D(u)-c^{\prime} s_{1} \mathrm{n}_{\mathbf{1}} \mathrm{d}^{1} \mathbf{c}^{\mathrm{t}} u\right\} / c \\
& \mathrm{Sd} u=\left\{-D(u)+c u+c^{\prime} \mathrm{s}_{1} \mathrm{n}_{1} \mathrm{~d}^{1} \mathrm{c}^{1} u\right\} / c c^{\prime}
\end{aligned}
$$

while $2 K_{n}$ is a pole of Cs $u$ and $K_{n}$ is a pole of Dn $u$, but
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$\mathrm{Sc} 2 K_{n}=2 \mathrm{Sc} K_{n}=2\left(D_{n}-K_{n}\right) / c^{\prime}$,
Dc $2 K_{n}=2 \mathrm{Dc} K_{n}=2 D_{n}$
and so on.
If the quasiperiodicity of the function $\mathrm{Pq} u$ in the Jacobian halfperiods $2 K_{c}, 2 K_{n}$ is expressed by the formula

$$
\mathrm{Pq}\left(u+2 l K_{c}+2 m K_{n}\right)=\mathrm{Pq} u+2 l \mathrm{~A}+2 m \mathrm{~B},
$$

the values of the constants $\mathrm{A}, \mathrm{B}$ for the twelve functions are given as follows:

## Table XIV 5

Moduli of quasiperiodicity of the integrating functions

| $\begin{gathered} \operatorname{Cs} u \\ -E_{c},-\left(K_{n}-D_{n}\right) \end{gathered}$ | $\begin{gathered} \mathrm{Ns} u \\ \left(K_{c}-E_{c}\right), D_{n} \end{gathered}$ | $\begin{gathered} \operatorname{Ds} u \\ -\left(E_{c}-c^{\prime} K_{c}\right),\left(D_{n}-c K_{n}\right) \end{gathered}$ |
| :---: | :---: | :---: |
| $\begin{gathered} \operatorname{Sc} u \\ -E_{c} / c^{\prime},-\left(K_{n}-D_{n}\right) / c^{\prime} \end{gathered}$ | $\begin{gathered} \text { Dc } u \\ \left(K_{c}^{-}-E_{c}\right), D_{n} \end{gathered}$ | $\begin{gathered} \text { Ne } u \\ -\left(E_{c}-c^{\prime} K_{c}^{\prime}\right) / c^{\prime},\left(D_{u}-c K_{n}\right) / c^{\prime} \end{gathered}$ |
| $\stackrel{\text { Dn } u}{E_{c},\left(K_{n}-D_{n}\right)}$ | $\begin{gathered} \operatorname{Sn} u \\ \left(K_{c}-E_{c}\right) / c, D_{n} / c \end{gathered}$ | Cn $u$ $\left(E_{c}-c^{\prime} K_{c}\right) / c,-\left(D_{n}-c K_{n}\right) / c$ |
| $\begin{gathered} \mathrm{Nd} u \\ E_{\mathrm{c}} / c^{\prime},\left(K_{n}-D_{n}\right) / c^{\prime} \end{gathered}$ | $\begin{gathered} \mathrm{Cd} u \\ \left(K_{c}-E_{c}\right) / c, D_{n} / c \end{gathered}$ | $\begin{gathered} \operatorname{Sd} u \\ \left(E_{c}-c^{\prime} K_{c}\right) / c c^{\prime},-\left(D_{n}-c K_{n}\right) / c c^{\prime} \end{gathered}$ |

One relation between the two functions $E(u), D(u)$ is apparent from the two tables XIV 3, 4:
14.51

$$
D(u)+E(u)=u+\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{n}^{1} u .
$$

Also we can express the constant which belongs primarily to one function as a limit associated with the other function:
$14 \cdot 52_{1}$

$$
\begin{gathered}
K_{n}-D_{n}=\lim _{u \rightarrow K_{n}}\left\{E(u)-\frac{1}{u-K_{n}}\right\}, \\
K_{c}-E_{c}=\lim _{u \rightarrow K_{c}}\left\{D(u)+\begin{array}{c}
1 \\
u-K_{c}
\end{array}\right\},
\end{gathered}
$$

$14 \cdot 52_{2}$
for $\quad \lim _{u \rightarrow K_{n}}\left\{\mathrm{~s}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{n}^{1} u-\frac{1}{u-K_{n}}\right\}=0, \quad \lim _{u \rightarrow K_{c}}\left\{\mathrm{~s}_{1} \mathrm{~d}_{1} \mathrm{n}^{1} \mathrm{c}^{1} u+\frac{1}{u-K_{c}}\right\}=0$.
But the fundamental relation between the functions is implied in the interchange of the parts played by $K_{c}$ and $K_{n}$. Jacobi's imaginary transformation replaces one of the functions dn $u$, dc $v$ by the other, and we have, exhibiting the dependence on the parameter,

$$
\operatorname{Dn}(u, c)=v \operatorname{Dc}(v, b)
$$

if

$$
v=v u, \quad b=c^{\prime}, \quad b^{\prime}=c,
$$

so that we may write
$\cdot 514$

$$
D_{n}(c)=v E_{c}\left(c^{\prime}\right)
$$

In view of the relation of the primitive functions $\operatorname{cs}^{2} u, \mathrm{~ns}^{2} u, \mathrm{ds}^{2} u$ to the Weierstrassian function $\wp\left(u ; K_{c}, K_{n}, K_{d}\right)$, there is a third function to which the integrating functions are naturally reducible, namely, the function $\zeta u$ by which $\wp u$ is integrated. By definition,
.515

$$
\zeta u=\frac{1}{u}-\int_{0}^{u}\left(\wp u-\frac{1}{u^{2}}\right) d u
$$

and therefore
$\cdot 516-.518 \mathrm{Cs} u+u \wp K_{c}=\mathrm{Ns} u+u \wp K_{n}=\mathrm{Ds} u+u \wp K_{d}=-\zeta u$.
These formulae however introduce the constants $\wp K_{c}, \wp K_{n}, \wp K_{d}$ themselves, whereas only differences between these constants are required elsewhere in our work.
14.6. In the parallelogram whose vertices are $0,2 K_{c}, 2 K_{c}+2 K_{n}, 2 K_{n}$, the function $\operatorname{sd}^{2} u$ has only one pole, a double pole at $K_{d}^{\prime}$ with leading coefficient $-1 / c c^{\prime}$. Hence the only pole of $\left(u-K_{d}^{\prime}\right) \operatorname{sd}^{2} u$ in the parallelogram is a simple pole with residue $-1 / c c^{\prime}$, and the integral of the function round the perimeter is $-2 \pi i / c c^{\prime}$ or $2 \pi i / c c^{\prime}$ according as the description of the perimeter is in the positive or the negative direction, that is, according as the signature of the basis $K_{c}, K_{n}$ is $i$ or $-i$; in other words, the value of the integral is $-2 \pi v / c c^{\prime}$. But

$$
\begin{aligned}
\left(\int_{0}^{2 K_{c}}+\int_{2 K_{c}+2 K_{n}}^{2 K_{n}}\right)\left(u-K_{d}^{\prime}\right) \mathrm{sd}^{2} u d u & =-\int_{0}^{2 K_{c}} 2 K_{n} \mathrm{sd}^{2} u d u=-2 K_{n} \mathrm{Sd} 2 K_{c} \\
& =-4 K_{n}^{\prime}\left(E_{c}-c^{\prime} K_{c}\right) / c c^{\prime} \\
\left(\begin{array}{rl}
2 K_{c}+2 K_{n} \\
\int_{2 K_{c}}^{0}
\end{array} \int_{2 K_{n}^{\prime}}^{0}\right)\left(u-K_{d}^{\prime}\right) \mathrm{sd}^{2} u d u & =\int_{0}^{2 K_{n}} 2 K_{c} \mathrm{sd}^{2} u d u=2 K_{c} \mathrm{Sd} 2 K_{n} \\
& =-4 K_{c}\left(D_{n}-c K_{n}\right) / c c^{\prime}
\end{aligned}
$$

Hence
$14 \cdot 61$

$$
K_{c} D_{n}+K_{n} E_{c}-K_{c} K_{n}=\frac{1}{2} \pi v
$$

that is, writing
$\cdot 601-604 \quad K_{c}^{\prime}=K, \quad K_{n}=v K^{\prime}, \quad E_{c}=E, \quad D_{n}=v E^{\prime}$,
we have
$14 \cdot 62$

$$
K E^{\prime}+K^{\prime} E-K K^{\prime}=\frac{1}{2} \pi
$$

a relation discovered by Legendre.
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Legendre's relation is unique, for application of the same method to any of the twelve integrating functions leads, with differences of detail in the proof, to the same result. For example, to use $\left(u-K_{n}\right) \mathrm{dn}^{2} u$ we take the parallelogram whose vertices are $-K_{c}, K_{c}, K_{c}+2 K_{n},-K_{c}+2 K_{n}$; one pair of sides gives the integral $-2 K_{n} \mathrm{Dn} 2 K_{c}$, which is $-4 K_{n} E_{c}$, and the other pair gives $2 K_{c}\left\{\operatorname{Dn}\left(K_{c}+2 K_{n}\right)-\mathrm{Dn} K_{c}\right\}$, which is $4 K_{e}\left(K_{n}-D_{n}\right)$; the residue is -1 . Notice that we do not change the integrand to $\mathrm{dn}^{2}\left(K_{c}+u\right)$ in this argument.

Priority has been given to the quarterperiods $K_{c}, K_{n}$ throughout the discussion of constants associated with the integrating functions. There is of course a constant $\mathrm{Pq}\left(u+2 K_{d}\right)-\mathrm{Pq} u$, but this is only

$$
-\left\{\mathrm{Pq}\left(u+2 K_{c}\right)-\mathrm{Pq} u\right\}-\left\{\mathrm{Pq}\left(u+2 K_{n}\right)-\mathrm{Pq} u\right\}
$$

and calls for no comment. The forms taken by Legendre's relation if $K_{d}$ replaces $K_{c}$ or $K_{n}$ are only trivially different from $\cdot 61$, and when $K, K^{\prime}, E, E^{\prime}$ are introduced - 62 necessarily reappears.
14.7. From the addition formula $12 \cdot 33$ for a function $\mathrm{sq} u$ which has a zero at the origin, namely,

$$
\begin{equation*}
\mathrm{sq}(u+v)=\frac{\mathrm{sq} u \mathrm{sq}^{\prime} v+\mathrm{sq} v \mathrm{sq}^{\prime} u}{1-\lambda \mathrm{sq}^{2} u \mathrm{sq}^{2} v} \tag{701}
\end{equation*}
$$

where $\lambda=q s^{\prime 2} K_{q}$, we have

$$
\mathrm{sq}^{2}(u+v)-\mathrm{sq}^{2}(u-v)=\frac{4 \mathrm{sq} u \mathrm{sq}^{\prime} u \mathrm{sq} v \mathrm{sq}^{\prime} v}{\left(1-\lambda \mathrm{sq}^{2} u \mathrm{sq}^{2} v\right)^{2}}
$$

Integrating with respect to $u$,
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$$
\mathrm{Sq}(u+v)-\mathrm{Sq}(u-v)-2 \mathrm{Sq} v=\frac{2 \mathrm{sq}^{2} u \mathrm{sq}^{2} v \mathrm{sq}^{\prime} v}{1-\lambda \mathrm{sq}^{2} u \mathrm{sq}^{2} v}
$$

Interchanging $u$ and $v$ and adding the formula so obtained to $\cdot 702$ we have
$14 \cdot 71_{1} \quad \mathrm{Sq}(u+v)-\mathrm{Sq} u-\mathrm{Sq} v=\mathrm{sq} u \mathrm{sq} v \mathrm{sq}(u+v)$,
or in a more symmetrical form,

$$
\begin{aligned}
& 14 \cdot 71_{2} . \text { If } u+v+w=0, \text { then } \\
& \quad \mathrm{Sq} u+\mathrm{Sq} v+\mathrm{Sq} w=\operatorname{sq} u \operatorname{sq} v \mathrm{Sq} w .
\end{aligned}
$$

We must not overlook that in this theorem the sum $u+v+w$ must be actually zero; congruence is not enough.

Corresponding results for a function $\mathrm{pq} u$ which has neither a zero nor a pole at the origin can be obtained directly from the addition theorem $12 \cdot 43$, but it is simpler to derive them from $\cdot 71_{1}$ and $\cdot 71_{2}$ by means of the elementary formula

$$
\mathrm{pq}^{2} u=1+\mathrm{ps}^{2} K_{q} \mathrm{sq}^{2} u,
$$

which implies
$\cdot 703$

$$
\mathrm{Pq} u=u+\mathrm{ps}^{2} K_{q} \mathrm{Sq} u
$$

and therefore
$14 \cdot 72_{1}$

$$
\mathrm{Pq}(u+v)-\mathrm{Pq} u-\mathrm{Pq} v=\mathrm{ps}^{2} K_{q} \mathrm{sq} u \mathrm{sq} v \mathrm{sq}(u+v)
$$

$14.72_{2}$. If $\mathrm{pq} u$ is a Jacobian function of which the origin is neither a zero nor a pole, and if $u+v+w=0$, then

$$
\mathrm{Pq} u+\mathrm{Pq} v+\mathrm{Pq} w=\mathrm{ps}^{2} K_{q} \mathrm{sq} u \operatorname{sq} v \mathrm{sq} u .
$$

Since the differences $\operatorname{cs}^{2} u-\mathrm{ns}^{2} u, \mathrm{ds}^{2} u-\mathrm{ns}^{2} u$ are constants, we nced examine only one of the three functions with a pole at the origin. From the addition formula

$$
\mathrm{ns}(u+v)=\frac{\mathrm{ns} u \mathrm{~ns}^{\prime} v-\mathrm{ns} v \mathrm{~ns}^{\prime} u}{\mathrm{~ns}^{2} u-\mathrm{ns}^{2} v}
$$

we have

$$
\mathrm{Ns}(u+v)-\mathrm{Ns}(u-v)-2 \mathrm{Ns} v=\begin{gathered}
2 \mathrm{~ns} v \mathrm{~ns}^{\prime} v \\
\mathrm{~ns}^{2} u-\mathrm{ns}^{2} v
\end{gathered}
$$

and therefore
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$$
\mathrm{Ns}(u+v)-\mathrm{Ns} u-\mathrm{Ns} v=\frac{\mathrm{ns} v \mathrm{~ns}^{\prime} v-\mathrm{ns} u \mathrm{~ns}^{\prime} u}{\mathrm{~ns}^{2} u-\mathrm{ns}^{2} v}
$$

The addition formula $\cdot 704$ can be written
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$$
\mathrm{ns} u \mathrm{~ns} v \mathrm{~ns}(u+v)=\frac{\mathrm{ns}^{2} u \cdot \mathrm{~ns} v \mathrm{~ns}^{\prime} v-\mathrm{ns}^{2} v \cdot \mathrm{~ns} u \mathrm{~ns}^{\prime} u}{\mathrm{~ns}^{2} u-\mathrm{ns}^{2} v}
$$

and since $\operatorname{cs} u \operatorname{cs}^{\prime} u=\mathrm{ns} u \mathrm{~ns}^{\prime} u$, the corresponding formula for $\operatorname{cs}(u+v)$ can be written
$.707 \quad \operatorname{cs} u \operatorname{cs} v \operatorname{cs}(u+v)=\frac{\operatorname{cs}^{2} u \cdot \mathrm{~ns} v \mathrm{~ns}^{\prime} v-\operatorname{cs}^{2} v \cdot \mathrm{~ns} u \mathrm{~ns}^{\prime} u}{\mathrm{~ns}^{2} u-\mathrm{ns}^{2} v}$.
Hence

$$
\text { ns } u \text { ns } v \mathrm{~ns}(u+v)-\operatorname{cs} u \operatorname{cs} v \operatorname{cs}(u+v)=\frac{n s v \mathrm{~ns}^{\prime} v-\mathrm{ns} u \mathrm{~ns}^{\prime} u}{\mathrm{~ns}^{2} u-\mathrm{ns}^{2} v}
$$

implying, for each of the three functions $\mathrm{ps} u$ with a pole at the origin, $14 \cdot 73_{1} \quad \operatorname{Ps}(u+v)-\operatorname{Ps} u-\mathrm{Ps}_{\mathrm{s}} v=\mathrm{ns} u \mathrm{~ns} v \mathrm{~ns}(u+v)-\operatorname{cs} u \operatorname{cs} v \operatorname{cs}(u+v) ;$
$14 \cdot 73_{2}$. If $u+v+w=0$, then

$$
\operatorname{Ps} u+\operatorname{Ps} v+\operatorname{Ps} w=\mathrm{ns} u \operatorname{ns} v \mathrm{~ns} w-\operatorname{cs} u \operatorname{cs} v \operatorname{cs} w
$$

The formulae $\cdot 71_{1}, \cdot 72_{1}, \cdot 73_{1}$ are addition theorems for the integrating functions. Each of them can be expressed in terms of one function and its derivative; for example, we have
14.74. If $u+v+w=0$, then

$$
(\mathrm{Sq} u+\mathrm{Sq} v+\mathrm{Sq} w)^{2}=\mathrm{Sq}^{\prime} u \mathrm{Sq}^{\prime} v \mathrm{Sq}^{\prime} w
$$

But we have to remember that there is no algebraic relation between an integrating function and its derivative; the theorems are not algebraic addition theorems.

For the classical integrating function $E(u)$ and its companion $D(u)$ we have
14.75. If $u+v+w=0$, then

$$
\begin{aligned}
& E(u)+E(v)+E(w)=-c \sin u \operatorname{sn} v \operatorname{si} w, \\
& D(u)+D(v)+D(w)=c^{\prime} \operatorname{sc} u \operatorname{sc} v \operatorname{sc} w .
\end{aligned}
$$

14.8. We need not appeal to explicit formulae for evidence that the function $\mathrm{Pq} u-2 \mathrm{Pq} \frac{1}{2} u$ is doubly periodic, and by direct inspection of periods and poles we have

$$
\operatorname{cs} u+\mathbf{n s} u+\mathrm{ds} u=\operatorname{Ps} u-2 \operatorname{Ps} \frac{1}{2} u .
$$

In a sense this result has no counterpart at the cardinal points $K_{c}, K_{n}$, $K_{d}$, for it is the form of the left-hand side that is attractive and $\mathrm{Pq} u-2 \mathrm{Pq} \frac{1}{2} u$ has poles congruent with the origin, $\bmod 2 K_{c}, 2 K_{n}$, whether $K_{q}$ is at the origin or not. The limitation is apparent otherwise. The differentiated form of 81 is
14.82

$$
\operatorname{ps}^{2} \frac{1}{2} u=(\mathrm{ps} u+\operatorname{rs} u)(\mathrm{ps} u+\operatorname{ts} u),
$$

and the addition of $2 K_{q}$ to $u$, which alters the function on the left, only rings changes of sign on the right.

Formulae for $\mathrm{Pq} u-2 \mathrm{Pq} \frac{1}{2} u$ are obtainable in a variety of ways, of which perhaps the simplest is that just indicated, namely, the transformation and reintegration of $\cdot 82$. Particular cases are
$14 \cdot 83$

$$
\begin{aligned}
& 2 E\left(\frac{1}{2} u\right)-E(u)=(\mathrm{ns} u-\operatorname{cs} u)(1-\operatorname{dn} u), \\
& D(u)-2 D\left(\frac{1}{2} u\right)=(\mathrm{ns} u-\operatorname{cs} u)(\mathrm{dc} u-1) .
\end{aligned}
$$

14.84

The general result can be written
14.85 $\quad 2 \mathrm{Pq} \frac{1}{2} u-\mathrm{Pq} u=(\mathrm{qs} u-\mathrm{rs} u)(\mathrm{qs} u-\mathrm{ts} u) / \lambda \mathrm{qs} u$,
where $\lambda$ is the leading coefficient at $K_{q}$ of the square of the primitive function coperiodic with $\mathrm{pq} u$; this coefficient is given in Table XI 4.

## XV <br> THE DEPENDENCE OF THE JACOBIAN FUNCTIONS AND QUARTERPERIODS ON THE PARAMETER

15.1. It is as doubly periodic functions of $u$ that the Jacobian functions engage our attention, and we have thought of the parameter $c$ as a constant determining a system of functions. In the transformations examined in Chapter XIII we have allowed discrete changes of the parameter, but we are now to recognize that $c$ is in fact a second variable. The 'constants' of a Jacobian system are functions of $c$, and the 'functions' we have studied are functions not of one variable $u$ but of two independent variables $u, c$.

The Jacobian functions are differentiable functions of $c$, and their derivatives can be written down with unexpected ease, by a process discovered by Hermite. If in the relation
$\cdot 101$

$$
\int_{x}^{\infty} \frac{d x}{\sqrt{\left\{\left(x^{2}+1\right)\left(x^{2}+c^{\prime}\right)\right\}}}=u
$$

which is equivalent to $x=\operatorname{cs} u, u$ is constant and $c$ varics, then
$\cdot 102$

$$
-\frac{\partial x / \partial c}{\sqrt{\left\{\left(x^{2}+1\right)\left(x^{2}+c^{\prime}\right)\right\}}}+\frac{1}{2} \int_{x}^{\infty} \frac{d x}{\left(x^{2}+c^{\prime}\right) \sqrt{\left\{\left(x^{2}+1\right)\left(x^{2}+c^{\prime}\right)\right\}}}=0
$$

that is,
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$$
\frac{\partial x}{\partial c}=\frac{1}{2} \mathrm{~ns} u \mathrm{ds} u \int_{0}^{u} \mathrm{sd}^{2} u d u
$$

As in so many problems, isolated formulae are most readily found from first principles, but in compiling a complete set we utilize relations between the functions.

## Table XV 1

The derivatives of the Jacobian functions with respect to the parameter

| $\partial \operatorname{cs} u / \partial c$ | $\partial \operatorname{ns} u / \partial c$ | $\partial \mathrm{ds} u / \partial c$ |
| :---: | :---: | :---: |
| $\frac{1}{2} \operatorname{ns} u \mathrm{ds} u \operatorname{Sd} u$ | $\frac{1}{2} \operatorname{cs} u \operatorname{ds} u \operatorname{Sd} u$ | $-\frac{1}{2} \operatorname{cs} u \operatorname{ns} u(\operatorname{Sc} u+\operatorname{Sn} u)$ |
| $\partial \operatorname{se} u / \partial c$ | $\partial \operatorname{dc} u / \partial c$ | $\partial \operatorname{nc} u / \partial c$ |
| $-\frac{1}{2} \operatorname{nc} u \operatorname{dc} u \operatorname{Sd} u$ | $-\frac{1}{2} \operatorname{sc} u \operatorname{nc} u \operatorname{Cn} u$ | $-\frac{1}{2} \operatorname{se} u \operatorname{dc} u \operatorname{Sd} u$ |
| $\partial \operatorname{dn} u / \partial c$ | $\partial \operatorname{sn} u / \partial c$ | $\partial \operatorname{cn} u / \partial c$ |
| $-\frac{1}{2} \operatorname{sn} u \operatorname{cn} u \operatorname{Nc} u$ | $-\frac{1}{2} \operatorname{cn} u \operatorname{dn} u \operatorname{Sd} u$ | $\frac{1}{2} \sin u \operatorname{dn} u \operatorname{Sd} u$ |
| $\partial \operatorname{nd} u / \partial c$ | $\partial \operatorname{cd} u / \partial c$ | $\partial \operatorname{sd} u / \partial c$ |
| $\frac{1}{2} \operatorname{sd} u \operatorname{cd} u \operatorname{Ne} u$ | $\frac{1}{2} \operatorname{sd} u \operatorname{nd} u \operatorname{Cn} u$ | $\frac{1}{2} \operatorname{cd} u \operatorname{nd} u(\operatorname{Sc} u+\operatorname{Sn} u)$ |

To proceed to higher derivatives of the Jacobian functions, we need the derivatives of the integrating functions, or at least of the five of these functions which occur in the above table. If we can evaluate one derivative, we can evaluate the others by means of the relations in $14 \cdot 4$, but except for the functions with a pole at the origin a direct method is shortest.

Actually the form of the results is clearest if the problem is generalized. Each of the formulae in Table XV 1 is of the form

$$
\frac{\partial \mathrm{pq}(u, c)}{\partial c}=\frac{\partial \mathrm{pq}(u, c)}{\partial u} \int_{0}^{u} f(u, c) d u
$$

and this formula implies
$\cdot 105 \frac{\partial}{\partial c} \int_{0}^{u} \mathrm{pq}^{m}(u, c) d u=\mathrm{pq}^{m}(u, c) \int_{0}^{u} f(u, c) d u-\int_{0}^{u} \mathrm{pq}^{m}(u, c) f(u, c) d u$,
provided that as $u \rightarrow 0$
$\cdot 106$

$$
\mathrm{pq}^{m}(u, c) \int_{0}^{u} f(u, c) d u \rightarrow 0
$$

a condition that is satisfied except for the functions with a pole at the origin.

We have for example
$\cdot 107$

$$
\frac{\partial}{\partial c} \int_{0}^{u} \operatorname{sn}^{m} u d u=-\frac{1}{2} \operatorname{sn}^{m} u \operatorname{Sd} u+\frac{1}{2} \int_{0}^{u} \operatorname{sn}^{m} u \operatorname{sd}^{2} u d u
$$

whence in particular
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$$
\frac{\partial \operatorname{Sn} u}{\partial c}=-\frac{1}{2} \operatorname{sn}^{2} u \operatorname{Sd} u+\frac{1}{2} \int_{0}^{u} \operatorname{sn}^{2} u \operatorname{sd}^{2} u d u .
$$

The last integrand is a function of the kind considered in $14 \cdot 1$; since $\mathrm{ns}^{2} u-\mathrm{ds}^{2} u=c$, we have

$$
\begin{gathered}
c \sin ^{2} u \operatorname{sd}^{2} u=\operatorname{sd}^{2} u-\operatorname{sn}^{2} u \\
c \int_{0}^{u} \operatorname{sn}^{2} u \operatorname{sd}^{2} u d u=\operatorname{Sd} u-\operatorname{Sn} u
\end{gathered}
$$

whence

$$
c \frac{\partial \operatorname{Sn} u}{\partial c}=\frac{1}{2}\left(\operatorname{dn}^{2} u \operatorname{Sd} u-\operatorname{Sn} u\right)
$$

Applying $\cdot 109$ to $14 \cdot 42_{2}$ we have

$$
\begin{aligned}
\frac{\partial \mathrm{Ns} u}{\partial c} & =\frac{1}{2}\left(\operatorname{dn}^{2} u \operatorname{Sd} u+\operatorname{Sn} u\right)-\frac{\partial}{\partial c}(\operatorname{cn} u d \sin u) \\
& =\frac{1}{2}\left\{\operatorname{Sn} u+\operatorname{cs}^{2} u(\operatorname{Sc} u+\operatorname{Sn} u)\right\} \\
& =\frac{1}{2}\left(\operatorname{css}^{2} u \operatorname{Sc} u+\operatorname{ns}^{2} u \operatorname{Sn} u\right) .
\end{aligned}
$$

On account of the relations between the integrating functions their $c$-derivatives may be expressed in a variety of forms. One set of formulae is as follows:

## Table XV2

The derivatives of the integrating functions with respect to the parameter


Other expressions for the derivatives of $\operatorname{Dn} u$ and De $u$ will presently be useful. Substituting from Table XIV 4, we have

$$
2 c c^{\prime} \partial \operatorname{Dn} u / \partial c=\left(\operatorname{dn}^{2} u-c^{\prime}\right) D(u)-c u \operatorname{dn}^{2} u
$$

that is,
$15 \cdot 11_{1}$

$$
2 c^{\prime} \partial E(u) / \partial c=-c^{\prime} u+\operatorname{cn}^{2} u\{D(u)-c u\} ;
$$

similarly,
$15 \cdot 11_{2}$

$$
2 c \partial D(u) / \partial c=c u-\mathbf{n c}^{2} u\left\{E(u)-c^{\prime} u\right\} .
$$

In a more reciprocal form
$15 \cdot 12_{1}$

$$
2 c^{\prime} \partial\left\{E(u)-c^{\prime} u\right\} / \partial c=c^{\prime} u+\mathrm{en}^{2} u\{D(u)-c u\}
$$

$15 \cdot 12_{2}$

$$
2 c \partial\{D(u)-c u\} / \partial c=-c u-\operatorname{nc}^{2} u\left\{E(u)-c^{\prime} u\right\}
$$

or briefly,
$15 \cdot 13_{1}$
$2 \partial\left(c^{\prime} \operatorname{Ne} u\right) / \partial c=-u-\operatorname{nc}^{2} u \operatorname{Cn} u$,
$15 \cdot 13_{2}$

$$
2 \partial(c \operatorname{Cn} u) / \partial c=u+\operatorname{cn}^{2} u \operatorname{Ne} u
$$

The duality in $\cdot 11, \cdot 12, \cdot 13$ becomes exact if we replace the differentiations in $\cdot 11_{2}, \cdot 12_{2}, \cdot 13_{2}$ by differentiations with respect to $c^{\prime}$, thus changing the signs on the right-hand side.

In terms of Jacobian functions the amplitude am $u$ is definable by
the pair of equations

$$
\cdot 110-\cdot 111 \quad \sin \operatorname{am} u=\operatorname{sn} u, \quad \cos \operatorname{am} u=\operatorname{cn} u
$$

implying $\quad$ cn $u \partial \operatorname{am} u / \partial c=\partial \operatorname{sn} u / \partial c$,
whence
$15 \cdot 14$

$$
\partial \operatorname{am} u / \partial c=-\frac{1}{2} \operatorname{dn} u \operatorname{Sd} u
$$

The other functions introduced as auxiliaries in Table XIV 2 can be differentiated with respect to $c$ in the same way.
$15 \cdot 2$. Evaluation of derivatives with respect to $c$ reveals the approximate forms of functions near a value of $c$ for which the Jacobian systems degenerate, that is, near $c=0$ and near $c=1$.

When $c=0$, the integral relation equivalent to $x=\operatorname{cs} u$ becomes

$$
u=\int_{x}^{\infty} \frac{d x}{x^{2}+1}
$$

and identifies $\operatorname{cs} u$ with $\cot u$; then ns $u$ and ds $u$ both reduce to $\csc u$; each of the functions $\operatorname{dn} u$, nd $u$ becomes constant, consistently with having $c$ for a factor of its derivative. The integrating functions are found by elementary integration.

## Table XV 3

$$
\begin{array}{ccc}
\operatorname{cs}(u, 0)=\cot u & \operatorname{ns}(u, 0)=\csc u & \mathrm{ds}(u, 0)=\csc u \\
\operatorname{sc}(u, 0)=\tan u & \operatorname{dc}(u, 0)=\sec u & \operatorname{nc}(u, 0)=\sec u \\
\operatorname{dn}(u, 0)=1 & \operatorname{sn}(u, 0)=\sin u & \operatorname{cn}(u, 0)=\cos u \\
\operatorname{nd}(u, 0)=1 & \operatorname{cd}(u, 0)=\cos u & \operatorname{sd}(u, 0)=\sin u \\
\operatorname{Cs}(u, 0)=-\cot u-u & \mathrm{Ns}(u, 0)=-\cot u & \operatorname{Ds}(u, 0)=-\cot u \\
\operatorname{Sc}(u, 0)=\tan u-u & \operatorname{Dc}(u, 0)=\tan u & \operatorname{Nc}(u, 0)=\tan u \\
\operatorname{Dn}(u, 0)=u & \operatorname{Sn}(u, 0)=\frac{1}{2}(u-\sin u \cos u) & \operatorname{Cn}(u, 0)=\frac{1}{2}(u+\sin u \cos u) \\
\operatorname{Nd}(u, 0)=u & \operatorname{Cd}(u, 0)=\frac{1}{2}(u+\sin u \cos u) & \operatorname{Sd}(u, 0)=\frac{1}{2}(u-\sin u \cos u)
\end{array}
$$

From this table, with XV1, we have
15•21. To the first order in c,

$$
\begin{gathered}
.21_{1-6} \quad \operatorname{cs}(u, c)=\cot u+\frac{1}{4} c \csc ^{2} u(u-\sin u \cos u) \\
\operatorname{ns}(u, c)=\csc u+\frac{1}{4} c \cot u \csc u(u-\sin u \cos u) \\
\operatorname{ds}(u, c)=\csc u-\frac{1}{4} c \cot u \csc u(2 \tan u-\sin u \cos u-u) \\
\operatorname{sc}(u, c)=\tan u-\frac{1}{4} c \sec ^{2} u(u-\sin u \cos u) \\
\operatorname{dc}(u, c)=\sec u-\frac{1}{4} c \tan u \sec u(u+\sin u \cos u) \\
\operatorname{nc}(u, c)=\sec u-\frac{1}{4} c \tan u \sec u(u-\sin u \cos u)
\end{gathered}
$$

$\cdot 21_{7-12}$

$$
\begin{aligned}
& \operatorname{dn}(u, c)=1-\frac{1}{2} c \sin ^{2} u \\
& \quad \operatorname{sn}(u, c)=\sin u-\frac{1}{4} c \cos u(u-\sin u \cos u) \\
& \quad \operatorname{cn}(u, c)=\cos u+\frac{1}{4} c \sin u(u-\sin u \cos u) \\
& \operatorname{nd}(u, c)=1+\frac{1}{2} c \sin ^{2} u \\
& \quad \operatorname{cdl}(u, c)=\cos u+\frac{1}{4} c \sin u(u+\sin u \cos u) \\
& \quad \operatorname{sdl}(u, c)=\sin u+\frac{1}{4} c \cos u(2 \tan u-\sin u \cos u-u) .
\end{aligned}
$$

It will be noticed that no two functions which coincide when $c=0$ remain indistinguishable to the first order in $c$.

The amplitude am $u$ is not a singlevalued function of $u$, but for the branch which reduces to $u$ when $c=0$ we have to the first order in $c$, from $\cdot 14$,
$15 \cdot 22$

$$
\operatorname{am} u=u-\frac{1}{4} c(u-\sin u \cos u)
$$

When $c=0$, the value of $K_{c}$ is $\frac{1}{2} \pi$, for the relation $\sin u=1$ is not satisfied when $u=-\frac{1}{2} \pi$; other multiples of $\frac{1}{2} \pi$ are not primitive quarterperiods of the set of circular functions. The value of $K_{n}$, and therefore of every primitive quarterperiod except $\frac{1}{2} \pi$, is infinitc. The signature plays no part, for it does not enter into the leading coefficients at $K_{s}$ and $K_{c}$, the two cardinal points which remain accessible.

When $c=\mathrm{I}$, the relation equivalent to $x=\operatorname{sn} u$ is
$\cdot 202$

$$
u=\int_{0}^{x} \frac{d x}{1-x^{2}},
$$

that is, $x=\tanh u$, and $\operatorname{cn} u$ and $\operatorname{dn} u$ both reduce to sech $u$; the functions which degenerate to constants are ed $u$ and de $u$.

## Table XV4

| $\operatorname{cs}(u, 1)=\operatorname{csch} u$ | $\operatorname{ns}(u, 1)=\operatorname{coth} u$ | $\mathrm{ds}(u, 1)=\operatorname{csch} u$ |
| :--- | :---: | :--- |
| $\operatorname{sc}(u, 1)=\sinh u$ | $\operatorname{dc}(u, 1)=1$ | $\operatorname{nc}(u, 1)=\cosh u$ |
| $\operatorname{dn}(u, 1)=\operatorname{sech} u$ | $\operatorname{sn}(u, 1)=\tanh u$ | $\operatorname{cn}(u, 1)=\operatorname{sech} u$ |
| $\operatorname{nd}(u, 1)=\cosh u$ | $\operatorname{cd}(u, 1)=1$ | $\operatorname{sd}(u, 1)=\sinh u$ |

$\mathrm{Cs}(u, 1)=-\operatorname{coth} u \quad \mathrm{Ns}(u, 1)=-\operatorname{coth} u+u \quad \operatorname{Ds}(u, 1)=-\operatorname{coth} u$ $\operatorname{Sc}(u, 1)=\frac{1}{2}(\sinh u \cosh u-u) \quad \operatorname{Dc}(u, 1)=u \quad \operatorname{Nc}(u, 1)=\frac{1}{2}(\sinh u \cosh u+u)$ $\operatorname{Dn}(u, 1)=\tanh u \quad \operatorname{Sn}(u, 1)=u-\tanh u \quad \operatorname{Cn}(u, 1)=\tanh u$ $\mathrm{Nd}(u, 1)=\frac{1}{2}(\sinh u \cosh u+u) \quad \mathrm{Cd}(u, \mathrm{l})=u \quad \mathrm{Sd}(u, \mathrm{I})=\frac{1}{2}(\sinh u \cosh u-u)$

Since $c^{\prime}$ is $l-c$, not $c-1$, or, to put it differently, since derivatives with respect to $c^{\prime}$ are the negatives of the $c$-derivatives tabulated in XV1, we have
15.23. To the first order in $c^{\prime}$,
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```
- \(23_{1-12}\)
\(\operatorname{cs}(u, c)=\operatorname{csch} u-\frac{1}{4} c^{\prime} \operatorname{coth} u \operatorname{csch} u(\sinh u \cosh u-u)\)
        \(\operatorname{ns}(u, c)=\operatorname{coth} u-\frac{1}{4} c^{\prime} \operatorname{csch}^{2} u(\sinh u \cosh u-u)\)
            \(\mathrm{ds}(u, c)=\operatorname{csch} u+\frac{1}{4} c^{\prime} \operatorname{coth} u \operatorname{csch} u(\sinh u \cosh u+u-2 \tanh u)\)
\(\mathrm{sc}(u, c)=\sinh u+\frac{1}{4} c^{\prime} \cosh u(\sinh u \cosh u-u)\)
        \(\mathrm{dc}(u, c)=1+\frac{1}{2} c^{\prime} \sinh ^{2} u\)
            \(\mathrm{nc}(u, c)=\cosh u+\frac{1}{4} c^{\prime} \sinh u(\sinh u \cosh u-u)\)
\(\operatorname{dn}(u, c)=\operatorname{sech} u+\frac{1}{4} c^{\prime} \tanh u \operatorname{sech} u(\sinh u \cosh u+u)\)
    \(\operatorname{sn}(u, c)=\tanh u+\frac{1}{4} c^{\prime} \operatorname{sech}^{2} u(\sinh u \cosh u-u)\)
            \(\operatorname{cn}(u, c)=\operatorname{sech} u-\frac{1}{4} c^{\prime} \tanh u \operatorname{sech} u(\sinh u \cosh u-u)\)
\(\operatorname{nd}(u, c)=\cosh u-\frac{1}{4} c^{\prime} \sinh u(\sinh u \cosh u+u)\)
    \(\operatorname{cd}(u, c)=1-\frac{1}{2} c^{\prime} \sinh ^{2} u\)
    \(\operatorname{sd}(u, c)=\sinh u-\frac{1}{4} c^{\prime} \cosh u(\sinh u \cosh u+u-2 \tanh u)\).
```

There is no finite value for $K_{c}$. The conditions to be satisfied by $K_{n}$ may be taken as sc $K_{n}=v$, dc $K_{n}=k$; since $\operatorname{dc}(u, 1)$ is a constant, the second of these is an identity, while the first gives $K_{n}=\frac{1}{2} \pi v$. The signature remains in the formulae, and $K_{n}$ is ambiguous until the signature is prescribed.

The equations to be satisfied by the amplitude am $(u, 1)$ are $\cdot 203-204 \sin \operatorname{am}(u, 1)=\tanh u, \quad \cos \operatorname{am}(u, 1)=\operatorname{sech} u$,
and these are the equations which define the gudermannian function gd $u$, the function which links circular and hyperbolic functions:
$15 \cdot 24$

$$
\operatorname{am}(u, 1)=\operatorname{gd} u
$$

To the first order in $c^{\prime}$,
$15 \cdot 25$

$$
\operatorname{am} u=\operatorname{gd} u+\frac{1}{4} c^{\prime} \operatorname{sech} u(\sinh u \cosh u-u)
$$

15.3. If $u$ is not independent of $c$ but is a function of $c$, then

$$
\frac{d \mathrm{pq}(u, c)}{d c}=\frac{\partial \mathrm{pq}(u, c)}{\partial u} \frac{d u}{d c}+\frac{\partial \mathrm{pq}(u, c)}{\partial c}
$$

The partial derivative with respect to $u$ is the derivative previously denoted by $\mathrm{pq}^{\prime} u$, that with respect to $c$ is the derivative investigated in $\cdot 1$. Each partial derivative has the product of the two functions copolar with $\mathrm{pq} u$ as a factor, and we can combine Tables XI 5 and XVi into a single table showing the function by which this product is multiplied to give the complete derivative $d \mathrm{pq}(u, c) / d c$. For brevity $d u / d c$ is denoted in this table by $\dot{u}$.

## 'Table XV5

| csil | $-\dot{a}+\frac{1}{2} \mathrm{Sd} u$ | ns u | $-\dot{u}+\frac{1}{2} \mathrm{Sd} \\|$ | ds $u$ | $-\dot{u}-\frac{1}{2}(\operatorname{Sc} u+\operatorname{Sn} u)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| sc u | u- ${ }_{2}^{1} \mathrm{Sd} u$ | de 11 | $c^{\prime} \dot{4}-\frac{1}{2} \operatorname{Con} u$ | nc $u$ | $\dot{u}-\frac{1}{2} \mathrm{Sd} u$ |
| dn $u$ | $-c \dot{i}-\frac{1}{2} \mathrm{Ne}$ u | sin 4 | i $-\frac{1}{2} \mathrm{sd} u$ | * | $-u+\frac{1}{2} \mathrm{Sd} u$ |
| ndu | cü $+\frac{1}{2} \mathrm{Neu}$ | cdu | $c^{\prime} \dot{i}+\frac{1}{2}$ C'nu | sdu | $\dot{u}+\frac{1}{2}(\operatorname{Sc} u+\operatorname{Sn} u)$ |

In Table XV5 there appear only four distinct factors, namely,

$$
\dot{u}-\frac{1}{2} \operatorname{Sd} u, \quad c \dot{u}+\frac{1}{2} \mathrm{Nc} u, \quad c^{\prime} \dot{u}-\frac{1}{2} \operatorname{Cn} u, \quad \dot{u}+\frac{1}{2}(\operatorname{Sc} u+\operatorname{Sn} u) .
$$

An interpretation of the factors shows that even these four are intimately related although they are functionally distinct. The function $\mathrm{pq} u$ is zero identically when $u=K_{p}$, and neither of the copolar functions is zero there. Hence $d \mathrm{pq}\left(K_{p}, c\right) / d c$ is zero in virtue of the factor given in the table, and this factor, equated to zero, gives explicitly the value of $d K_{p} / d c$. With $K_{p}$ at the origin, we have a mere identity, since each of the integrating functions vanishes with $u$. But from the other entries in the table we are to expect threc expressions for $d K_{c} / d c$, three for $d K_{h} / d c$, and three for $d K_{d} / d c$. Two expressions for the same derivative must be ultimately equivalent if they are not identical, and the sum of values of the three derivatives is zero. Explicitly

15•31. The derivatives of the Jacobian quarterperiods $K_{c}, K_{n}$ with respect to the parameter $c$ are given by

$$
d K_{c} / d c=\frac{1}{2} \mathrm{Sd} K_{c}, \quad d K_{n} / d c=\frac{1}{2} \mathrm{Sd} K_{n}
$$

In terms of the functional values $E_{c}, D_{n}$, we have from Tables XIV 3, 4
$15 \cdot 3{\underset{1}{1-2}}^{2} c c^{\prime} d K_{c} / d c=E_{c}-c^{\prime} K_{c}, \quad \because c c^{\prime} d K_{n} / d c=-D_{n}+c K_{n}$.
Since $E_{c}$ is by definition $E\left(K_{c}, c\right)$, that is, $\operatorname{Dn}\left(K_{c}, c\right)$, to find $d E_{c} / d c$ we have only to substitute $K_{c}$ for $u$ in $\partial E(u) / \partial u$, which is $\mathrm{d}^{2} u$, and in $\partial E(u) / \partial c$, which is given in several forms in $\cdot 1$. Since $K_{c}$ is a simple pole of Dc $u$ and a double zero of $\operatorname{cn}^{2} u$, we have from $\cdot 11_{1}$,

$$
[\partial E(u) / \partial c]_{u=K_{c}}=-\frac{1}{2} K_{c},
$$

and therefore, since $\ln ^{2} K_{c}=c^{\prime}$,
$\cdot 302$

$$
\frac{d E_{c}}{d c}=c^{\prime} \frac{d K_{c}}{d c}-\frac{1}{2} K_{c}
$$

whence from $\cdot 32_{1}$
$15 \cdot 33_{1}$
$\because c d E_{c} / d c=E_{c}-K_{c}$.
Similarly
$15 \cdot 33_{2}$

$$
2 c^{\prime} d D_{n} / d c=-D_{n}+K_{n}
$$

But in view of the forms of the expressions for $d K_{c} / d c$ and $d K_{n} / d c$, we may use $\cdot 12_{1-2}$. Since
-303

- 304
it follows that
and that

$$
\frac{d}{d c}\left\{E\left(K_{c}\right)-c^{\prime} K_{c}\right\}=\left[\frac{\partial}{\partial c}\left\{E(u)-c^{\prime} u\right\}\right]_{u=\Sigma_{c}}
$$

$$
\frac{d}{d c}\left\{D\left(K_{n}\right)-c K_{n}\right\}=\left[\frac{\partial}{\partial c}\{D(u)-c u\}\right]_{u=K_{n}} ;
$$

thus ${ }^{12_{1-2}}$ give at once
$15 \cdot 34_{1-2} \quad 2 d\left(E_{c}-c^{\prime} K_{c}\right) / d c=K_{c}, \quad 2 d\left(D_{n}-c K_{n}\right) / d c=-K_{n}$.
We do not alter the form of the relations $\cdot 32_{2}, \cdot 34_{2}$ if we remove the signature. In the notation of $14 \cdot 601-14 \cdot 604$,
$15 \cdot 35_{1-2} \quad 2 c c^{\prime} d K / d c=E-c^{\prime} K, \quad 2 c c^{\prime} d K^{\prime} / d c=-E^{\prime}+c K^{\prime}$,
$15 \cdot 36_{1-2} \quad 2 d\left(E-c^{\prime} K\right) / d c=K, \quad 2 d\left(E^{\prime}-c K^{\prime}\right) / d c=-K^{\prime}$.
$15 \cdot 4$. Combining $\cdot 32$ and $\cdot 34$, we see that
15.41. As functions of the parameter $c$, the Jacobian quarterperiods $K_{c}, K_{n}$ are solutions of the differential equation

$$
\frac{d}{d c}\left\{c c^{\prime} \frac{d x}{d c}\right\}=\frac{1}{4} x
$$

From the form of this equation it is satisfied also by $-K_{c}-K_{n}$ and $K_{n} / v$, that is, by $K_{d}$ and $K^{\prime}$.

The solution of the equation, for sufficiently small values of $c$, is readily found. The equation can be written

$$
c^{\prime} \frac{d}{d c}\left\{c \frac{d x}{d c}\right\}-c \frac{d x}{d c}-\frac{1}{4} x=0 ;
$$

that is, if $\vartheta$ denotes the differential operator

$$
c \frac{d}{d c},
$$

the equation is
-402

$$
\left\{(1-c) \vartheta^{2}-c \vartheta-\frac{1}{4} c\right\} x=0,
$$

or, since $\vartheta^{2} x=0$ implies $x=A+B \log c$,

$$
\left\{\vartheta^{2}-c\left(\vartheta+\frac{1}{2}\right)^{2}\right\} x=\vartheta^{2}(A+B \log c),
$$

$$
\begin{aligned}
& \partial\left\{E(u)-c^{\prime} u\right\} \mid \partial u=\mathrm{dn}^{2} u-c^{\prime}=c \mathrm{cn}^{2} u, \\
& \partial\{D(u)-c u\} / \partial u=\mathrm{de}^{2} u-c=c^{\prime} \mathrm{nc}^{2} u,
\end{aligned}
$$

where $A, B$ are constants. Hence

- 404

$$
\begin{aligned}
x & =(1-\Theta)^{-1}(A+B \log c) \\
& =\left(1+\Theta+\Theta^{2}+\Theta^{3}+\ldots\right)(A+B \log c)
\end{aligned}
$$

where $\Theta$ is the operator defined by
-405

$$
\Theta=\frac{1}{\vartheta^{2}}\left\{c\left(\vartheta+\frac{1}{2}\right)^{2}\right\}=c\left(\frac{\vartheta+\frac{1}{2}}{\vartheta+1}\right)^{2}
$$

applying repeatedly the fundamental property of $\vartheta$, namely,

$$
F(\vartheta)\left\{c l^{\prime}\right\}=c F(\vartheta+1) V
$$

we see that, for the operator $\Theta$,

$$
\Theta^{n}=c^{n} \alpha_{n}(\vartheta)
$$

where $\dagger$
.406

$$
\alpha_{n}(\vartheta)=\left\{\frac{(2 \vartheta+2 n-1)(2 \vartheta+2 n-3) \ldots(2 \vartheta+1)}{(2 \vartheta+2 n)(2 \vartheta+2 n-2) \ldots(2 \vartheta+2)}\right\}^{2} .
$$

Substituting
-408

$$
\begin{gather*}
\alpha_{n}(\vartheta) .1=\left[\alpha_{n}(\vartheta)\right]_{\vartheta=0} \\
\alpha_{n}(\vartheta) \cdot \log c=\left[\alpha_{n}(\vartheta)\right]_{\vartheta=0} \log c+\left[d \alpha_{n}(\vartheta) / d \vartheta\right]_{\vartheta=0}
\end{gather*}
$$

we have
$\cdot 409-410 \quad \Theta^{n} 1=\alpha_{n} c^{n}, \quad \Theta^{n} \log c=\alpha_{n} c^{n}\left(\log c+4 \beta_{n}\right)$,
where
-411
-412

$$
\begin{gathered}
\alpha_{n}=\left(\frac{1.3 \ldots \ldots(2 n-1)}{2.4 \ldots .2 n}\right)^{2} \\
\beta_{n}=\frac{1}{1.2}+\frac{1}{3.4}+\ldots+\frac{1}{(2 n-1) 2 n},
\end{gathered}
$$

and therefore

$$
15 \cdot 42 \quad x=(A+B \log c)\left(1+\alpha_{1} c+\alpha_{2} c^{2}+\ldots\right)+4 B\left(\alpha_{1} \beta_{1} c+\alpha_{2} \beta_{2} c^{2}+\ldots\right)
$$

Both the power series in this solution have radius of convergence unity.
From the explicit solution 42 it follows that any solution for which $B \neq 0$ has a logarithmic infinity at the origin, and therefore that every solution which is finite at the origin is a multiple of a single solution. Since $K_{c}=\frac{1}{2} \pi$ when $c=0$, and $K_{c}$ is finite unless $c=1$, we are tempted to infer that

$$
K_{c}=\frac{1}{2} \pi\left(1+\alpha_{1} c+\alpha_{2} c^{2}+\ldots\right)
$$

but the result is manifestly absurd, for $c$ determines the lattice, leaving
$\dagger$ From the operational point of viow it is misleading to write the factors in ascending order, or even to exhibit $\alpha_{n}(\vartheta)$ as a square.
the choice of a primitive pair of quarterperiods still open, and no restriction on this choice is implicit in the work leading to the differential equation.

The fallacy is in forgetting that although, as we have seen in $\cdot 2, \frac{1}{2} \pi$ is the only value for $K_{c}$ when $c=0$, a value of $K_{c}$ which is legitimate when $c \neq 0$ need not tend to $\frac{1}{2} \pi$ as $c \rightarrow 0$. In fact, as we have seen in 11.61, if $\alpha, \beta$ is one pair of values of $K_{c}, K_{n}$, the general pair of values is given by

$$
K_{c}=\left(4 m_{1}+1\right) \alpha+2 n_{1} \beta, \quad K_{n}=2 m_{2} \alpha+\left(2 n_{2}+1\right) \beta
$$

with the condition

$$
\left(4 m_{1}+1\right)\left(2 n_{2}+1\right)-4 n_{1} m_{2}= \pm 1 ;
$$

if $n_{1}=0$, then $4 m_{1}+1$ is a factor of $\pm 1$ and therefore $m_{1}=0$ and $K_{c}=\alpha$. Hence if $\alpha \rightarrow \frac{1}{2} \pi$ and $\beta \rightarrow \infty$, one and only one value of $K_{c}$ has a finite limit; all the other possible values of $K_{c}$ tend to infinity and are outside the discussion of the periodicity of the limiting function.

The form of the solution of the differential equation is now intelligible: writing $K$ for $K_{c}$,
15.43. Either $\quad K=\frac{1}{2} \pi\left(1+\alpha_{1} c+\alpha_{2} c^{2}+\ldots\right)$
for $|c|<1$, with $\alpha_{n}$ defined by $\cdot 411$, or $K$ has a logarithmic infinity at $c=0$.

The differential equation in -41 is unaltered if $c$ and $c^{\prime}$ are interchanged, and therefore, with the same values of $\alpha_{n}, \beta_{n}$ as before, the general solution is expressible as

$$
\begin{aligned}
15 \cdot 44 x=\left(A^{\prime}+B^{\prime} \log c^{\prime}\right)\left(1+\alpha_{1} c^{\prime}+\right. & \left.\alpha_{2} c^{\prime 2}+\ldots\right)+ \\
& +4 B^{\prime}\left(\alpha_{1} \beta_{1} c^{\prime}+\alpha_{2} \beta_{2} c^{\prime 2}+\ldots\right)
\end{aligned}
$$

inside the circle $\left|c^{\prime}\right|=1$. Also if $K_{n}=v K^{\prime}$,

$$
\text { 15•45. Either } \quad K^{\prime}=\frac{1}{2} \pi\left(1+\alpha_{1} c^{\prime}+\alpha_{2} c^{\prime 2}+\ldots\right)
$$

for $\left|c^{\prime}\right|<1$, or $K^{\prime}$ has a logarithmic infinity at $c=1$.
In any event, $K^{\prime}$ has a logarithmic singularity at $c=0$ and $K$ has a logarithmic singularity at $c^{\prime}=0$.

Throughout our work one set of quarterperiods has been regarded as essentially equivalent to another. In a discussion of functions with real constants the distinction between real and imaginary leads to a special choice of quarterperiods, and in 6.8 and elsewhere we have used special paths of integration for technical convenience, but the emphasis has been on the view that intrinsically one basis is no different quali-
tatively from another. We now see that if this is true of $K_{c}, K_{n}$ as a basis for a system of Jacobian functions, it is far from true of $K_{c}$ and $K_{n}$ as individual functions of $c$. Within the unit eircle round $c=0$, one value of $K_{c}$ does behave quite differently from every other value, and within the unit eirele round $c^{\prime}=0$, the same is true of one value, or rather, since there is an ambiguous sign, of two values, of $K_{n}$. We must therefore devote some attention to these special values of $K_{c}$ and $K_{n}$, defined in the first place inside the two circles. We denote the two functions by $X_{c}, X_{n}$, writing
-413

$$
X=\frac{1}{2} \pi\left(1+\alpha_{1} c+\alpha_{2} c^{2}+\ldots\right)
$$

$\cdot 414$

$$
\begin{gathered}
X^{\prime}=\frac{1}{2} \pi\left(1+\alpha_{1} c^{\prime}+\alpha_{2} c^{\prime 2}+\ldots\right) \\
X_{c}=X, \quad X_{n}=\iota \mathrm{X}^{\prime}
\end{gathered}
$$

where $\iota^{2}=-1$ and as in $\cdot 411$

$$
\alpha_{n}=\left(\frac{1.3 \ldots .(2 n-1)}{2.4 \ldots .2 n}\right)^{2}
$$

For any value of $c$ such that $|c|<1$, the Jacobian system with parameter $c$ has a basis in which the first member is $X_{c}$; for any value of $c$ such that $\left|c^{\prime}\right|<1$, the system has a basis in which the second member is $X_{n}$. The two regions $|c|<1,\left|c^{\prime}\right|<1$ have a common part, in the shape of a lune, but we can not say without investigation whether or not when $c$ is in this lume $X_{c}$ and $X_{n}$ can be associated to form a basis of the system.

Let us return to expressions for $K_{c}, K_{n}$ as integrals. The theorems $11 \cdot 84,11.85$ do not specify paths for the integrals given, and therefore do not enable us to recognize the associations of values that are possible. It is through the general theorems of Chapter VI that paths are made precise: for the function obtained by inverting the integral

$$
\int_{w}^{\infty} \frac{d w}{\sqrt{\left\{\left(w^{2}-B\right)\left(w^{2}-C\right)\right\}}},
$$

a possible pair of quarterperiods is provided by
$\cdot 417-.418$

$$
\beta=\frac{1}{2} \int_{\dot{B}}^{\infty} \frac{d W}{\sqrt{ }\{W(W-B)(W-C)\}}, \quad \gamma=\frac{1}{2} \int_{\dot{U}}^{\infty} \frac{d W}{\sqrt{ }\{W(W-B)(W-C)\}}
$$

where the paths of integration are any half-lines. To apply this result
we use the function ds $u$ : since $\mathrm{ds}^{2} K_{c}=c^{\prime}$ and $\mathrm{ds}^{2} K_{n}=-c$, the Jacobian system with parameter $c$ has a basis defined by
$.419-420 \quad K_{c}=\frac{1}{2} \int_{e^{e}}^{\infty} \frac{d t}{\sqrt{ }\left\{t\left(t-c^{\prime}\right)(t+c)\right\}}, \quad K_{n}=\frac{1}{2} \int_{-c}^{\infty} \frac{d t}{\sqrt{\left\{t\left(t-c^{\prime}\right)(t+c)\right\}}}$
with rectilinear paths, or, writing $t+c=u$ and then restoring the symbol, by

$$
\cdot 421-422 \quad K_{c}=\frac{1}{2} \int_{1}^{\infty} \frac{d t}{\sqrt{\{t(t-1)(t-c)\}}}, \quad K_{n}=\frac{1}{2} \int_{0}^{\infty} \frac{d t}{\sqrt{\{t(t-1)(t-c)\}}},
$$

still with rectilinear paths.
Provided that $c$ is not real and greater than 1, we can take for the path in $K_{c}$ the real axis beyond $t=1$, and the substitution $t=1 / u$ then replaces this path by the segment of the real axis between 0 and 1 :

$$
K_{c}=\frac{1}{2} \int_{0}^{1} \frac{d t}{\sqrt{\{t(1-t)(1-c t)\}}} .
$$

But this integral remains finite as $c \rightarrow 0$. Hence $K_{c}$, defined by $\cdot 423$ or $\cdot 421$, is the particular quarterperiod $X_{c}$; that is, with the assigned path, and with the appropriate radical,
$\cdot 424$

$$
X=\frac{1}{2} \int_{0}^{1} \frac{d t}{\sqrt{\{t(1-t)(1-c t)\}}}
$$

There is no difficulty in verifying this conclusion: the expansion of $1 / \sqrt{ }(1-c t)$ is a binomial expansion, and the integral

$$
\int_{0}^{1} \frac{t^{n} d t}{\sqrt{\{t(1-t)\}}}
$$

is elementary.
According to the definitions $\cdot 413-414, X^{\prime}$ is the same function of $c^{\prime}$ as $X$ is of $c$; it follows, since the path of integration in $\cdot 424$ is independent of $c$, that with the same path, and the same determination of the radical,
-425

$$
X^{\prime}=\frac{1}{2} \int_{0}^{1} \frac{d t}{\sqrt{\left\{t(1-t)\left(1-c^{\prime} t\right)\right\}}}
$$

If the path of integration in $K_{n}$, in $\cdot 422$, is to lie along the real axis, then since the point $t=1$ must not be in the path, the path is the negative half of the line and $c$ is assumed not to be real and negative.

To replace the path by the segment between 0 and 1 we substitute $(u-1) / u$ for $t$, and since $t=c$ corresponds to $u=1 / c^{\prime}$, we have

$$
K_{n}=\frac{1}{2} \int_{0}^{1} \frac{d t}{\sqrt{\left\{-t(1-t)\left(1-c^{\prime} t\right)\right\}}}= \pm \frac{i}{2} \int_{0}^{1} \frac{d t}{\sqrt{\left\{t(1-t)\left(1-c^{\prime} t\right)\right\}}}
$$

in agreement with 425 , since the integral in $K_{n}$ remains finite as $c^{\prime} \rightarrow 0$.

We ean now use $\cdot 424$ and $\cdot 425$ instead of $\cdot 413$ and $\cdot 414$ as definitions of the functions $X, X^{\prime}$. 'Two advantages appear at once. Firstly, the range of values of $c$ for which the functions are defined is far less restricted: instead of being confined for each function to the interior of a circle, the point $c$ is subject for that function only to the condition that there is one half-line on which it must not lie; the common domain of existence of the two functions is not the lune common to two circles, but the whole plane except the parts of the real axis outside the segment from 0 to $l$ which is the path of integration. Secondly, since the association of the integrals in one basis was assured from the start,

15•46. If $c$ has any value other than a real value greater than 1 or less than 0 , the functions $X, \pm i X^{\prime}$ together constitute bases for the Jacobian functions of which $c$ is the parameter; the first of these functions tends to $\frac{1}{2} \pi$ as $c \rightarrow 0$, the second to $\pm \frac{1}{2} \pi i$ as $c^{\prime} \rightarrow 0$.

The bearing of the restrictions imposed on $c$ on the character of the integrals is seen in another transformation of $\cdot 421$ and $\cdot 422$. The substitution

$$
t-1=\frac{u-c^{\prime}}{1-u}
$$

replaces a path from $t=1$ to $t=\infty$ by a path from $u=c^{\prime}$ to $u=1$; to $u=\infty, 0$ correspond $t=0, c$. If $t$ is real, $u$ is on the line through $u=c^{\prime}$ and $u=1$. Thus
$\cdot 426$

$$
X_{c}=\frac{1}{2} \int_{c^{\prime}}^{1} \frac{d t}{\sqrt{\left\{t(1-t)\left(t-c^{\prime}\right)\right\}}}
$$

where the path is a rectilinear segment, and this segment must not contain the origin if the integral is to be unambiguous; the radius from 1 to $c^{\prime}$ does not contain the origin unless $c^{\prime}$ is real and negative, that is, unless $c$ is real and greater than 1 . To express the matter graphically, the radius from 1 to $c^{\prime}$ sweeps the plane, rotating round the fixed point 1 , and this radius is unlimited in every direction except the direction
in which it encounters the origin. Similarly, since $t$ is real and negative along the path of the integral in $\cdot 422$, the substitution

$$
-t=\frac{u-c}{1-u}
$$

converts the path into the rectilinear segment from $c$ to 1 , and since the integral becomes

$$
\int_{c}^{1} \frac{d t}{\sqrt{\{-t(\mathbf{1}-t)(t-c)\}}}
$$

it is now $c$ that must not be real and negative.
The relation between the formulae $\cdot 424, \cdot 425$ and the formulae $\cdot 413$, $\cdot 414$ may be expressed in another way. The series define the functions $X_{c}, X_{n}$ ouly inside certain circles, but these circles are not natural boundaries and the functions can be continued analytically across them. The only singularities of the analytic function of which the series in $\cdot 413$ is one element are $c=1$ and $c=\infty$, and if the $c$ plane has a simple cut from one to the other of these points, the continued function is a singlevalued function analytic everywhere in the slit plane; if the cut is along the positive half of the real axis, this is the function given by the integral formula $\cdot 424$, since the two functions coincide throughout the domain of existence of the series. Similarly, if the plane is cut along the whole of the negative half of the real axis, $\cdot 425$ represents the continuation of 414 throughout this slit plane.

From the point of view of continuation, the cuts are arbitrary except for their endpoints. We could for example slit the plane along the positive half of the imaginary axis and continue the series $\cdot 414$ into the second quadrant across the negative half of the real axis; the function so found would be different in the second quadrant from the function defined by the integral $\cdot 425$, but it would be equally valid as a standard solution of the differential equation in $\cdot 41$, finite near $c=1$. But since the two cuts which are essential if the paths of the integrals are to be rectilinear are also adequate to the purpose of defining the continuations of the series, to utilize these cuts for a double purpose is a natural simplification.

As solutions of the differential equation, the functions $X, X^{\prime}$ are rendered specific, the one by its form near $c=0$, the other by its form near $c=1$. To be in a position to express an arbitrary solution in terms of these two functions, we must, so to speak, reduce the functions to a common origin. We must find the values of the constants $A, B$
in $\cdot 42$ if this solution is $X^{\prime}$, or the values of the constants $A^{\prime}, B^{\prime}$ in $\cdot 44$ if this solution is X .

The infinity of the integral

$$
\int_{c}^{1} \frac{d t}{\sqrt{\{t(1-t)(t-c)\}}}
$$

at $c=0$ arises from the coalescence of the two factors $t, t-c$ in the radical, and is not modified in character by the presence of the factor $1-t$. Omitting this inoperative factor we have an integral whose infinity must be substantially the same as that of $2 X^{\prime}$, and this integral is elementary:

$$
\begin{aligned}
\int_{c}^{1} \frac{d t}{\sqrt{ } t(t-c)\}} & =[2 \log \{\sqrt{ } t+\sqrt{ }(t-c)\}]_{c}^{1} \\
& =\log \frac{\left(1+k^{\prime}\right)^{2}}{c} \\
& =\log \frac{4}{c}+2 \log \left\{1-\frac{c}{2\left(1+k^{\prime}\right)}\right\}
\end{aligned}
$$

Thus as $c \rightarrow 0$,

$$
\int_{c}^{1} \frac{d t}{\sqrt{\{t(t-c)\}}}-\log \frac{4}{c} \rightarrow 0
$$

where the logarithm, which is singlevalued because the plane is cut along the negative real axis, and is real for real values of $c$ between 0 and 1 , has in any case an angle between $-\pi$ and $\pi$. Also

$$
\begin{aligned}
\sqrt{ }(1-c) \int_{c}^{1} \frac{d t}{\sqrt{\{t(1-t)(t-c)\}}-\int_{c}^{1} \frac{d t}{\sqrt{ }\{t(t-c)\}}} & =\int_{c}^{1} \sqrt{\frac{t-c}{t(1-t)}} \cdot \sqrt{ }(1-c)+\sqrt{ }(1-t) \\
& \rightarrow \int_{0}^{1} \frac{d t}{\sqrt{(1-t)\{1+\sqrt{ }(1-t)\}}},
\end{aligned}
$$

and since the value of the last integral is $\log 4$,

$$
X^{\prime}-\frac{1}{2} \log \cdot \frac{16}{c} \rightarrow 0
$$

Hence $\cdot 42$ represents $X^{\prime}$ if
that is, if

$$
A+B \log c \equiv \frac{1}{2} \log (16 / c)
$$

$$
A=\log 4 \quad B=-\frac{1}{2}
$$

15.47. If $|c|<1$ and $c$ is not real and negative, then

$$
X^{\prime}=(X / \pi) \log (16 / c)-2\left(\alpha_{1} \beta_{1} c+\alpha_{2} \beta_{2} c^{2}+\ldots\right)
$$

where the logarithm has its principal value and $\alpha_{n}, \beta_{n}$ have the values given in $411, \cdot 412$.

The same analysis identifies $X$ near $c=1$, for the integral involved differs only by the substitution of $c^{\prime}$ for $c$ :

15-48. If $\left|c^{\prime}\right|<1$ and $c^{\prime}$ is not real and negative, then

$$
X=\left(X^{\prime} / \pi\right) \log \left(16 / c^{\prime}\right)-2\left(\alpha_{1} \beta_{1} c^{\prime}+\alpha_{2} \beta_{2} c^{\prime 2}+\ldots\right)
$$

where the logarithm has its principal value and $\alpha_{n}, \beta_{n}$ have the same values as in 47.

The relation between $\cdot 47, \cdot 48$ and the simpler theorems $\cdot 43, \cdot 45$ may be expressed differently. Without any attention to the source of the differential equation

$$
\frac{d}{d c}\left\{c c^{\prime} \frac{d x}{d c}\right\}=\frac{1}{4} x
$$

where $c+c^{\prime}=1$, we find that the general solution of the equation is expressible for $|c|<1$ in the form

$$
(A+B \log c)\left(1+\alpha_{1} c+\alpha_{2} c^{2}+\ldots\right)+4 B\left(\alpha_{1} \beta_{1} c+\alpha_{2} \beta_{2} c^{2}+\ldots\right)
$$

and for $\left|c^{\prime}\right|<1$ in the form

$$
\left(A^{\prime}+B^{\prime} \log c^{\prime}\right)\left(1+\alpha_{1} c^{\prime}+\alpha_{2} c^{\prime 2}+\ldots\right)+4 B^{\prime}\left(\alpha_{1} \beta_{1} c^{\prime}+\alpha_{2} \beta_{2} c^{\prime 2}+\ldots\right)
$$

where $\alpha_{n}, \beta_{n}$ are given by $\cdot 411,412$, and $A, B, A^{\prime}, B^{\prime}$ are constants of integration. These local investigations give us no means of identifying in one neighbourhood the integral determined by a particular pair of constants in the other neighbourhood; general theory tells us only that there must be coefficients $\lambda_{1}, \mu_{1}, \lambda_{2}, \mu_{2}$ such that the integral determined for $|c|<1$ by $A, B$ coincides with the integral determined for $\left|c^{\prime}\right|<1$ by $A^{\prime}, B^{\prime}$ throughout the lune common to the two circles of convergence if and only if

$$
A^{\prime}=\lambda_{1} A+\mu_{1} B, \quad B^{\prime}=\lambda_{2} A+\mu_{2} B
$$

What we can now do is to evaluate these coefficients: to $A=\frac{1}{2} \pi$, $B=0$ correspond $A^{\prime}=\log 4, B^{\prime}=-\frac{1}{2}$, and to $A^{\prime}=\frac{1}{2} \pi, B^{\prime}=0$ correspond $A=\log 4, B=-\frac{1}{2}$. The relation between the pairs of constants $A, B$ and $A^{\prime}, B^{\prime}$ is symmetrical, and
$15 \cdot 49 \quad \lambda_{1}=\frac{\log 16}{\pi}, \quad \mu_{1}=\frac{(\log 16)^{2}-\pi^{2}}{\pi}, \quad \lambda_{2}=-\frac{1}{\pi}, \quad \mu_{2}=-\frac{\log 16}{\pi}$.

The differential equation puts Legendre's relation in a new light. If $x_{1}, x_{2}$ are any two solutions of the equation
then

$$
\begin{gathered}
\frac{d}{d c}\left\{c c^{\prime} \frac{d x}{d c}\right\}=\frac{1}{4} x \\
\frac{d}{d c}\left\{x_{1} \cdot c c^{\prime} \frac{d x_{2}}{d c}-x_{2} \cdot c c^{\prime} \frac{d x_{1}}{d c}\right\}=0
\end{gathered}
$$

Hence, taking $X, X^{\prime}$ for the solutions,

$$
c c^{\prime}\left(X \frac{d X^{\prime}}{d c}-X^{\prime} \frac{d X}{d c}\right)
$$

is constant. Now let $c \rightarrow 0$. Then $c^{\prime} \rightarrow 1, X \rightarrow{ }_{2}^{1} \pi$, and because the infinity of $X^{\prime}$ is logarithmic, $c X^{\prime} \rightarrow 0$; also $d X / d c$ has no singularity at $c=0$, and from $\cdot 47, c d X^{\prime} / d c \rightarrow-\frac{1}{2}$. Hence
$\cdot 431$

$$
c c^{\prime}\left(X^{\prime} \frac{d X}{d c}-X^{d X^{\prime}} \frac{d c}{d c}=\frac{1}{4} \pi\right.
$$

But, for a given value of $c$, any basis $K, v K^{\prime}$ is derivable from $X, \iota X^{\prime}$ by a pair of formulae

$$
K=m_{1} X+n_{1} \iota X^{\prime}, \quad v K^{\prime}=m_{2} X+n_{2} \iota X^{\prime}
$$

where $m_{1} n_{2}-n_{1} m_{2}$ is 1 or -1 according as $v$ is $\iota$ or $-\iota$. Hence

$$
v\left(K^{\prime} \frac{d K}{d c}-K^{\prime} \frac{d K^{\prime}}{d c}\right)={ }_{\iota \iota}^{v}\left(X^{\prime} \frac{d X}{d c}-X \frac{d X^{\prime}}{d c}\right)
$$

implying
$\cdot 432$

$$
2 c c^{\prime}\left(K^{\prime \prime} \frac{d K}{d c}-K^{\prime} \frac{d K^{\prime}}{d c}\right)=\frac{1}{2} \pi
$$

and replacing the derivatives from 35 we recover Legendre's relation as given in $14 \cdot 62$.
15.5. We derived $\cdot 41$ from $\cdot 32$ and $\cdot 34$ by eliminating $E_{c}-c^{\prime} K_{c}$ and $D_{n}-c K_{n}$. Alternatively by eliminating $K_{c}$ and $K_{n}$ we have the companion theorem:
15.51. As functions of $c, E_{c}-c^{\prime} K_{c}$ and $D_{n}-c K_{n}$ are solutions of the differential equation

$$
c c^{\prime} \frac{d^{2} y}{d c^{2}}=\frac{1}{4} y
$$

Naturally $E^{\prime}-c K^{\prime}$ also is a solution.
From the form of this differential equation, every solution which is a regular function of $c$ near $c=0$ is zero at that point. We have just seen that $c d X^{\prime} / d c \rightarrow-\frac{1}{2}$ as $c \rightarrow 0$, implying from $\cdot 3 \mathfrak{2}_{2}$ that for the basis $X_{c}, X_{n}$, the function $D_{n}-c K_{n}$ has the finite value $l$ at $c=0$. Hence
the functions $E-c^{\prime} K, E^{\prime}-c K^{\prime}$ derived from the basis $X_{c}, X_{n}$ are independent solutions of the equation, and we denote these solutions by $Y, Y^{\prime}$, writing also $Y_{c}=Y, Y_{n}=\iota Y^{\prime}$, where $\iota$ is the signature of $X_{c}, X_{n}$.

The general solution of the equation in 51 can be written

- 501

$$
y=C^{\prime \prime} Y+D^{\prime \prime} Y^{\prime}
$$

where $C^{\prime \prime}, D^{\prime \prime}$ are constants. A solution which is zero at $c=0$ is identifiable by the value of its derivative: $Y$ is the solution which resembles $\frac{1}{4} \pi c$ near $c=0$, and $Y^{\prime}$ is the solution which resembles $\frac{1}{4} \pi c^{\prime}$ near $c=1$.

Since the equation in $\cdot 41$ is transformed into the equation in $\cdot 51$ by the substitution
-502

$$
y=2 c c^{\prime} d x / d c
$$

independent investigation of the later equation can be avoided, but the details of interpretation of operators are not without interest, and the coefficients are found immediately in their simplest forms. The equation is
-503

$$
\left\{(1-c) \vartheta(\vartheta-1)-\frac{1}{4} c\right\} y=0
$$

that is,
-504

$$
\left\{\vartheta(\vartheta-1)-c\left(\vartheta-\frac{1}{2}\right)^{2}\right\} y=\vartheta(\vartheta-1)(C c+D)
$$

where $C, D$ are arbitrary constants, and the symbolical solution is
-505

$$
y=\left(1+\Phi+\Phi^{2}+\ldots\right)(C c+D)
$$

where
-506

$$
\Phi=c \frac{\left(\vartheta-\frac{1}{2}\right)^{2}}{(\vartheta+1) \vartheta}
$$

and therefore

$$
\Phi^{n}=c^{n} \gamma_{n}(\vartheta) \frac{1}{\vartheta}
$$

if
$\cdot 507$

$$
\gamma_{1}(\vartheta)=\frac{(2 \vartheta-1)^{2}}{(2 \vartheta+2)^{2}}
$$

$.508 \quad \gamma_{n}(\vartheta)=\frac{\{(2 \vartheta+2 n-3)(2 \vartheta+2 n-5) \ldots(2 \vartheta+1)(2 \vartheta-1)\}^{2}}{(2 \vartheta+2 n)\{(2 \vartheta+2 n-2) \ldots(2 \vartheta+2)\}^{2} 2}, \quad n>1$.
Interpreting, we have first
$\cdot 509$

$$
\Phi^{n} c=c^{n} \gamma_{n}(\vartheta) \cdot c=\gamma_{n}(1) c^{n+1}=\gamma_{n} c^{n+1}
$$

where
$\cdot 510$

$$
\begin{gathered}
\gamma_{1}=\frac{1^{2}}{2.4} \\
\gamma_{n}=\frac{\{1.3 \ldots(2 n-1)\}^{2}}{2\{4.6 \ldots .2 n\}^{2}(2 n+2)}, \quad n>1
\end{gathered}
$$

Secondly,
-512 $\Phi^{n} 1=c^{n} \gamma_{n}(\vartheta) \cdot \log c=c^{n}\left\{\left[\gamma_{n}(\vartheta)\right]_{\vartheta=0} \log c+\left[d \gamma_{n}(\vartheta) / d \vartheta\right]_{\vartheta=0}\right\} ;$
evaluating, we have
$\cdot 513-514 \quad \gamma_{1}(0)=\frac{1}{4}, \quad\left[d \gamma_{1}(\vartheta) / d \vartheta\right]_{\vartheta=0}=-5 \gamma_{1}(0)=-\frac{5}{4}$,
and for $n>1$,
$\cdot 515$

$$
\gamma_{n}(0)=\frac{1}{4} \gamma_{n-1}(1)=\frac{1}{4} \gamma_{n-1}
$$

and, differentiating logarithmically,
-516

$$
\left[d \gamma_{n}(\vartheta) / d \vartheta\right]_{\vartheta=0}=-4 \gamma_{n}(0) \delta_{n-1}=-\gamma_{n-1} \delta_{n-1}
$$

where
.517

$$
\delta_{n-1}=1-\left(\frac{1}{1.2}+\frac{1}{3.4}+\ldots+\frac{1}{(2 n-3)(2 n-2)}\right)+\frac{1}{4 . n}
$$

and if we take conventionally
-518--519

$$
\gamma_{0}=1, \quad \delta_{0}=1+\frac{1}{4}
$$

then
-520

$$
\Phi^{n} 1=\gamma_{n-1} c^{n}\left(\frac{1}{4} \log c-\delta_{n-1}\right)
$$

Hence the solution of $\cdot 503$ is
$15 \cdot 52$

$$
\begin{aligned}
& y=\left(C+\frac{1}{4} D \log c\right)\left(c+\gamma_{1} c^{2}+\gamma_{2} c^{3}+\ldots\right)+ \\
&+D\left(1-\gamma_{0} \delta_{0} c-\gamma_{1} \delta_{1} c^{2}-\ldots\right)
\end{aligned}
$$

a solution which is valid if $|c|<1$.
To compare this solution with the general solution $\cdot 42$ of the quarterperiod equation, we substitute
$\cdot 521-.522$

$$
\gamma_{n}=\frac{\alpha_{n}}{n+1}, \quad \delta_{n}=1-\beta_{n}+\frac{1}{4(n+1)}
$$

relations that hold even for $n=0$ since we must suppose $\beta_{0}=0$. We have then

$$
\begin{aligned}
& y=\left(C-D+\frac{1}{4} \log c\right)\left(c+\frac{1}{2} \alpha_{1} c^{2}+\frac{1}{3} \alpha_{2} c^{3}+\ldots\right)+ \\
& \quad+D\left\{1-\frac{1}{4}\left(c+\frac{1}{4} \alpha_{1} c^{2}+\frac{1}{9} \alpha_{2} c^{3}+\ldots\right)+\left(\frac{1}{2} \alpha_{1} \beta_{1} c^{2}+\frac{1}{3} \alpha_{2} \beta_{2} c^{3}+\ldots\right)\right\}
\end{aligned}
$$

implying that
$\cdot 523$

$$
d y / d c={ }_{2}^{1} x
$$

if the constants $C, D$ are given in terms of $A, B$ by
$\cdot 524-525$

$$
C=\frac{1}{2} A+2 B, \quad D=2 B .
$$

If $y$ is found from 42 by direct integration, there is a constant of integration to be determined. Alternatively, $y$ is obtainable, from the same expansion $\cdot 42$, as $2 c c^{\prime} d x / d c$; the algebra is more substantial, but the determination is complete.

Since $Y / c \rightarrow \frac{1}{4} \pi$ as $c \rightarrow 0$, the constants in 52 for this solution are $C=\frac{1}{4} \pi, D=0$.
15.53. For $|c|<1$,

$$
Y=\frac{1}{4} \pi\left(c+\frac{1}{2} \alpha_{1} c^{2}+\frac{1}{3} \alpha_{2} c^{3}+\ldots\right),
$$

and for $\left|c^{\prime}\right|<1$,
where

$$
\begin{gathered}
Y^{\prime}=\frac{1}{4} \pi\left(c^{\prime}+\frac{1}{2} \alpha_{1} c^{\prime 2}+\frac{1}{3} \alpha_{2} c^{\prime 3}+\ldots\right), \\
\alpha_{n}=\left(\frac{1.3 \ldots .(2 n-1)}{2.4 \ldots .2 n}\right)^{2} .
\end{gathered}
$$

Since $Y^{\prime}=1$ when $c=0$, the expression of $Y^{\prime}$ in the form $\cdot 52$ requires $D=1$, but we must not suppose that $C=0$; on the contrary, -52 implies, for small values of $c$,

$$
d y / d c=\frac{1}{4} D \log c+(C-D)+O(c \log c)
$$

and from 47 we have
-527

$$
d Y^{\prime} / d c=-\frac{1}{2} X^{\prime}=-\frac{1}{4} \log (16 / c)+O(c \log c),
$$

confirming the value $D=1$ and giving also $C-D=-\frac{1}{4} \log 16$, that is, $C=1-\log 2$ :

$$
\text { 15.54. For }|c|<1 \text {, }
$$

$$
Y^{\prime}=\{4-\pi \log (16 / c)\} Y+\left(1-\alpha_{0} \delta_{0} c-\frac{1}{2} \alpha_{1} \delta_{1} c^{2}-\frac{1}{3} \alpha_{2} \delta_{2} c^{3}-\ldots\right),
$$

and for $\left|c^{\prime}\right|<1$,

$$
Y=\left\{4-\pi \log \left(16 / c^{\prime}\right)\right\} Y^{\prime}+\left(1-\alpha_{0} \delta_{0} c^{\prime}-\frac{1}{2} \alpha_{1} \delta_{1} c^{\prime 2}-\frac{1}{3} \alpha_{2} \delta_{2} c^{\prime 3}-\ldots\right),
$$

where the logarithms have their principal values and
$\alpha_{n}=\left(\frac{1.3 \ldots .(2 n-1)}{2.4 \ldots .2 n}\right)^{2}, \quad \delta_{n}=1-\left(\frac{1}{1.2}+\frac{1}{3.4}+\ldots+\frac{1}{(2 n-1) 2 n}\right)+\frac{1}{4(n+1)}$
with the conventional values $\alpha_{0}=1, \delta_{0}=1+\frac{1}{4}$.
Taking the general solution near $c=1$ as

$$
\begin{aligned}
15 \cdot 55 \quad y=\left(C^{\prime}+\frac{1}{4} D^{\prime} \log c^{\prime}\right)\left(c^{\prime}+\gamma_{1} c^{\prime 2}\right. & \left.+\gamma_{2} c^{\prime 3}+\ldots\right)+ \\
& +D^{\prime}\left(1-\gamma_{0} \delta_{0} c^{\prime}-\gamma_{1} \delta_{1} c^{\prime 2}-\ldots\right),
\end{aligned}
$$

we can say that the solution for which $C=\frac{1}{4} \pi, D=0$ in $\cdot 52$ is the solution for which $C^{\prime}=1-\log 2, D^{\prime}=1$ in $\cdot 55$, and that the solution
for which $C^{\prime}=\frac{1}{4} \pi, D^{\prime}=0 \mathrm{in} \cdot 55$ is the solution for which $C=1-\log 2$, $D=1$ in 52 :
15.56. For the equation

$$
c c^{\prime} d^{2} y / d c^{2}=\frac{1}{4} y
$$

the solution near $c=0$ given by $\cdot 52$ and the solution near $c=1$ given by .55 coincide throughout the slit plane if

$$
\begin{aligned}
& \pi C^{\prime}=4(1-\log 2) C-\left\{4(1-\log 2)^{2}-\frac{1}{4} \pi^{2}\right\} D \\
& \pi D^{\prime}=4 C-4(1-\log 2) D
\end{aligned}
$$

The functions $Y_{c}, Y_{n}$ of $c$ have been defined from the basis $X_{c}, X_{n}$. They are therefore defined for the whole region thronghout whieh $X_{c}$ and $X_{n}$ are defined, that is, for all values of $c$ except real values greater than 1 or less than 0 . The expansions in 53 are particular representations, valid only within restricted domains. We ean obtain integral representations of $Y^{\prime}$ and $Y^{\prime}$ valid throughout the domains of existence of the integrals defining $X$ and $X^{\prime}$ in $\cdot 424$ and 425 by differentiation:
$.528-529 \quad Y=c c^{\prime} \int_{0}^{1} \frac{v^{\prime} t . d t}{\sqrt{\left\{(1-t)(1-c t)^{3}\right\}}}, \quad Y^{\prime}=-c c^{\prime} \int_{0}^{1} \frac{\sqrt{ }{ }^{\prime} \cdot d t}{\sqrt{\left\{(1-t)\left(1-c^{\prime} t\right)^{3}\right\}}}$.
The values of the functions $E_{c}-c^{\prime} K_{c}, D_{n}-c K_{n}$ for an arbitrary basis are implicit in the entries against Dn $u$ and De $u$ in Table XIV 5. If

$$
K_{c}=\left(4 m_{1}+1\right) X_{c}+2 n_{1} X_{n}, \quad K_{n}=2 m_{2} X_{c}+\left(4 n_{2}+1\right) X_{n}
$$

then sinee, on the basis $X_{c}, X_{n}$, the values of $E_{c}, D_{n}$ are $Y_{c}+c^{\prime} X_{c}$, $Y_{n}+c X_{n}$, we have, on the basis $K_{c}, K_{n}$,
$\cdot 530$

$$
E_{c}=\left(4 m_{1}+1\right)\left\{Y_{c}+c^{\prime} X_{c}\right\}+2 n_{1}\left\{X_{n}-\left(Y_{n}+c X_{n}\right)\right\}
$$

-531

$$
D_{n}=2 m_{2}\left\{X_{c}-\left(Y_{c}+c^{\prime} X_{c}\right)\right\}+\left(4 n_{2}+1\right)\left\{Y_{n}+c X_{n}\right\}
$$

and therefore
$\cdot 532-.533$

$$
\begin{aligned}
& E_{c}-c^{\prime} K_{c}=\left(4 m_{1}+1\right) Y_{c}-2 n_{1} Y_{n} \\
& D_{n}-c K_{n}=-2 m_{2} Y_{c}+\left(4 n_{2}+1\right) Y_{n}
\end{aligned}
$$

in agreement with the fact that $E_{c}-c^{\prime} K_{c}$ and $D_{n}-c K_{n}$ satisfy a linear differential equation of which $Y_{c}$ and $Y_{n}$ are independent solutions.

## THETA FUNCTIONS

16•1. The Jacobian functions are elliptic functions adapted by means of constant factors for use with a standardized lattice. The integrating functions, and more particularly the functions $E(u)$ and $D(u)$, replace the function $\zeta z$ when the lattice is Jacobian. We anticipate therefore a parallel modification in the function $\sigma z$, with a representation of the Jacobian function $\mathrm{pq} u$ as a quotient of integral functions of $u$.

We recall that the function $\sigma z$ plays a double part. As a function which facilitates the integration of $\zeta z$, this function satisfies the formula and the condition

$$
\frac{\sigma^{\prime} z}{\sigma z}=\zeta z, \quad \frac{\sigma z}{z} \rightarrow 1
$$

As the integral function whose zeros are the lattice points $2 m \omega_{1}+2 n \omega_{2}$,

$$
\sigma z=z \prod \prod^{\prime}\left\{\left(1-\frac{z}{\Omega}\right)^{z / \Omega+z^{2} / 2 \Omega^{2}}\right\},
$$

where $\Omega=2 m \omega_{1}+2 n \omega_{2}$ and the product extends over all values of $m$ and $n$ except simultaneous zeros. If we are to introduce a special function into the Jacobian theory and not simply to use a sigma function constructed on the Jacobian lattice, we must verify that the double part is still played.

Since the aggregate of values $2 m \pi$ for integral values of $m$ is the aggregate of solutions of the equation $e^{i z}=1$, the aggregate

$$
u=2 m K_{c}
$$

is the aggregate of solutions of the equation

$$
e^{2 i v}=1,
$$

where $\dagger$

- 103

$$
v=\left(\pi / 2 K_{c}\right) u .
$$

In other words, $1-e^{2 i v}$, as a function of $u$, is a function whose zeros are simple zeros at the points $u=2 m K_{c}$.

For a fixed value $n_{p}$ of $n$, the condition

$$
u=2 m K_{c}+2 n K_{n}
$$

is equivalent to

$$
u-2 n_{p} K_{n}=2 m K_{c},
$$

$\dagger$ At the moment the variable $\left(\pi / K_{c}\right) u$ would seem simpler, but $\frac{1}{2} \pi$ corresponds as a quarterperiod to $K_{c}$, and we shall find that in the long run the insertion of the factor 2 effects a considerable economy.
and therefore if $\rho=\pi K_{n} / K_{c}$, then

$$
1-e^{2 i\left(v-n_{p} \rho\right)}
$$

is a function whose zeros are simple zeros at the points

$$
u=2 m K_{c}+2 n_{p} K_{n}
$$

Hence for any finite number of values $n_{1}, n_{2}, \ldots, n_{r}$ of $n$, the product

$$
\prod_{p=1}^{r}\left\{1-e^{2 i\left(r-n_{p} \rho\right)}\right\}
$$

is a function with simple zeros at the points $u=2 m K_{c}+2 n K_{n}$ for all values of $m$ combined with the assigned values of $n$.

If we are to extend this result to an infinity of values of $n$, the product must eonverge and therefore $e^{2 i\left(v-n_{r} \rho\right)}$ must tend to zero as $r$ tends to infinity. Now whatever the value of $v, e^{2 i(v-n \rho)}$ tends to zero as $n \rightarrow+\infty$ only if $\operatorname{Rl}(i \rho)$ is positive, and tends to zero as $n \rightarrow-\infty$ only if $\mathrm{Rl}(i \rho)$ is negative. But $\mathrm{Rl}(i \rho)$ is positive or negative according as $\operatorname{Im} \rho$ is negative or positive, that is, according as the signature $v$ of the basis $K_{c}, K_{n}$ is $-i$ or $i$; in other words, $\mathrm{Rl}(v \rho)$ is necessarily negative. If we write as before $K, v K^{\prime}$ for $K_{c}, K_{n}$, and define $\sigma, q$ by the formulae $\cdot 104-105 \quad \sigma=\pi K^{\prime} / K, \quad q=e^{-\sigma}$, then, by the fundamental property of $v, \mathrm{Rl} \sigma$ is positive and - 106

$$
|q|<1
$$

And now, $\rho=v \sigma$; if $v=i$, then

$$
e^{2 i(v-n \rho)}=q^{-2 n} e^{2 i r}
$$

tending to 0 if $n \rightarrow-\infty$ and to $\infty$ if $n \rightarrow+\infty$, while if $v=-i$, then

$$
e^{2 i(v-n \rho)}=q^{2 n} e^{2 i v}
$$

tending to $\infty$ if $n \rightarrow-\infty$ and to 0 if $n \rightarrow+\infty$. In either ease, $n_{p}$ must be restricted in one direction or the other if the product
is to converge.

$$
\prod_{p=1}^{r}\left\{1-e^{2 i\left(x-n_{p} \rho\right)}\right\}
$$

We need not conclude, however, that a functional product convergent in both directions ean not be eonstructed. The equation

$$
e^{-2 i(v-n \rho)}=1
$$

has the same roots as the equation

$$
e^{2 i(r-u \rho)}=1
$$

and for each value $n_{p}$ of $n$ we may use the factor $1-e^{-2 v\left(r-n_{p} p\right)}$ or the factor $1-e^{2 v\left(v-n_{p} \rho\right)}$, that is, the factor $1-q^{2 n_{p}} e^{-2 v r}$ or the factor
$1-q^{-2 n_{p}} e^{2 v v}$, according as $n_{p}$ is positive or negative: we secure a positive power of $q$ by selecting the exponential function appropriately. Since the two values $v,-v$ are $i,-i$,
16.11. The aggregate of values

$$
u=2 m K_{c}+2 n K_{n}
$$

consists of the zeros of the two functions

$$
1-q^{2 n} e^{2 i v}, \quad 1-q^{2 n} e^{-2 i v}
$$

for all positive integral values of $n$, together with the zeros of the function

$$
1-e^{2 i v}
$$

The function $1-e^{2 i v}$ is anomalous in the enunciation of $\cdot 11$; there is no reason to prefer this function to $1-e^{-2 i v}$, but to admit both functions would be to introduce their zeros as double members of the aggregate. We may take the function more symmetrically as $e^{i v}-e^{-i v}$; alternatively, we may give the whole theorem a trigonometrical form:
16.12. The aggregate $u=2 m K_{c}+2 n K_{n}$ consists of the zeros of $\sin v$ and the zeros for all positive integral values of $n$ of the function

$$
1-2 q^{2 n} \cos 2 v+q^{4 n}
$$

16.2. Since $|q|<1$, the infinite products $\dagger$

$$
\Pi\left(1-q^{2 n} e^{2 i v}\right), \quad \Pi\left(1-q^{2 n} e^{-2 i v}\right)
$$

are convergent for all values of $v$, that is, for all values of $u$ :
16.21. Regarded as a function of $u$, the function

$$
\sin v \prod\left(1-2 q^{2 n} \cos 2 v+q^{4 n}\right)
$$

where

$$
v=\left(\pi / 2 K_{c}\right) u, \quad q=e^{\pi v K_{n} / K_{c}}
$$

is an integral function with simple zeros at the points

$$
u=2 m K_{c}+2 n K_{n}
$$

Before applying this theorem to the expression of elliptic functions, we consider the transformation of the product into a series. We write temporarily

$$
\begin{gather*}
f(t)=\prod\left(1-q^{2 n} t\right), \\
g(t)=(1-t) \prod\left\{1-q^{2 n}\left(t+t^{-1}\right)+q^{4 n}\right\}=(1-t) f(t) f\left(t^{-1}\right)
\end{gather*}
$$

$\dagger$ Throughout this chapter, if no range is indicated, $\Pi a_{n}$ denotes $\prod_{n}^{\infty} a_{n}$; Cayley in his Elliptic Functions denotes this infinite product by $\left[a_{n}\right]$, but the notation has not gained currency.

The function $f(t)$ is an integral function of $t$, expansible in the form

$$
f(t)=1-a_{1} t+a_{2} t^{2}-a_{3} t^{3}+\ldots
$$

the coefficients being functions of $q$. For the function $f\left(t^{-1}\right)$ we have, for all finite values except 0 ,
. 204

$$
f\left(t^{-1}\right)=1-a_{1} t^{-1}+a_{2} t^{-2}-a_{3} t^{-3}+\ldots
$$

Since identically
-205

$$
t^{-1} g\left(t^{2}\right)=-\operatorname{tg}\left(t^{-2}\right)
$$

the expansion of the odd function $t^{-1} g\left(t^{2}\right)$ is of the form

$$
-b_{1}\left(t-t^{-1}\right)+b_{2}\left(t^{3}-t^{-3}\right)-b_{3}\left(t^{5}-t^{-5}\right)+\ldots
$$

and therefore for $g(t)$ there is an expansion

$$
g(t)=b_{1}-\left(b_{1} t+b_{2} t^{-1}\right)+\left(b_{2} t^{2}+b_{3} t^{-2}\right)-\ldots
$$

If in 201 we substitute $q^{2} t$ for $t$, we lose the first factor; we have therefore

- 207

$$
\left(1-q^{2} t\right) f\left(q^{2} t\right)=f(t)
$$

If we make the same substitution in the product $\Pi\left(1-q^{2 n} t^{-1}\right)$, we gain a factor $\left(1-t^{-1}\right)$; that is,

$$
t f\left(1 / q^{2} t\right)=-(1-t) f(1 / t)
$$

Hence

- 208

$$
\operatorname{tg}\left(q^{2} t\right)=-g(t)
$$

Substituting the series from $\cdot 203$ in the functional relation $\cdot 207$ and comparing coefficients we find

$$
\cdot 209 \quad q^{2}\left(1+a_{1}\right)=a_{1}, \quad q^{4}\left(a_{1}+a_{2}\right)=a_{2}, \quad q^{6}\left(a_{2}+a_{3}\right)=a_{3}
$$

whence
$\cdot 210$

$$
a_{1}=q^{1.2} / c_{1}, \quad a_{2}=q^{2.3} / c_{2}, \quad a_{3}=q^{3.4} / c_{3}
$$

where
-211

$$
\begin{gathered}
c_{1}=\left(1-q^{2}\right), \quad c_{2}=\left(1-q^{2}\right)\left(1-q^{4}\right), \\
c_{3}=\left(1-q^{2}\right)\left(1-q^{4}\right)\left(1-q^{6}\right),
\end{gathered}
$$

Similarly, substituting from $\cdot 206$ in $\cdot 208$ we find

$$
b_{2}=q^{2} b_{1}
$$

$$
b_{3}=q^{4} b_{2}
$$

$$
b_{4}=q^{6} b_{3}
$$

$$
\ldots
$$

whence
$\cdot 213$

$$
b_{2}=q^{1.2} b_{1}, \quad b_{3}=q^{2.3} b_{1}, \quad b_{4}=q^{3.4} b_{1}
$$

To determine $b_{1}$, we turn to the relation between the two functions $f(t), g(t)$. From $\cdot 209$,

$$
(1-t) f(t)=1-q^{-2} a_{1} t+q^{-4} a_{2} t^{2}-q^{-6} a_{3} t^{3}+\ldots
$$

and therefore $b_{n}$, the coefficient of $(-)^{n} t^{n}$, for positive values of $n$, in the product of this series and the series in $\cdot 204$, is given by

$$
b_{n}=q^{-2 n} a_{n}+q^{-2 n-2} a_{1} a_{n+1}+q^{-2 n-4} a_{2} a_{n+2}+\ldots
$$

When we substitute from $\cdot 210$ and $\cdot 213$, we have a series for $b_{1}$; the index of $q$ in the numerator of the term containing $c_{r} c_{n+r}$ is

$$
r(r+1)+(n+r)(n+r+1)-2(n+r)-(n-1) n,
$$

that is, $2 r(n+r)$, and therefore, for all values of $n$,

$$
b_{1}=\frac{1}{c_{n}}+\frac{q^{2(n+1)}}{c_{1} c_{n+1}}+\frac{q^{4(n+2)}}{c_{2} c_{n+2}}+\frac{q^{6(n+3)}}{c_{3} c_{n+3}}+\ldots
$$

Now the sequence $c_{1}, c_{2}, c_{3}, \ldots$ converges to a non-zero limit and no terms in this sequence are zero; hence the aggregate of values $\left|c_{\mathbf{1}}\right|,\left|c_{2}\right|$, $\left|c_{3}\right|, \ldots$ has a lower bound $\mu$ which is not zero, and $1 /\left|c_{r} c_{n+r}\right| \leqslant 1 / \mu^{2}$ for all values of $r$ and $n$. Also

$$
\left|q^{2(n+1)}+q^{4(n+2)}+q^{6(n+3)}+\ldots\right|<|q|^{2 n} /\left(1-\left|q^{2}\right|\right) .
$$

Hence as $n \rightarrow \infty$,

$$
b_{1}-\frac{1}{c_{n}} \rightarrow 0
$$

that is,
$\cdot 215$

$$
b_{1}=1 / \lim c_{n} .
$$

Absorbing the factor $1-q^{2 n}$ of $c_{n}$ into the typical factor of the function $g(t)$, and replacing $t$ by $e^{2 i v}$, we have the fundamental identity
$16 \cdot 22 \sin v \prod\left\{\left(1-q^{2 n}\right)\left(1-2 q^{2 n} \cos 2 v+q^{4 n}\right)\right\}$

$$
=\sum(-)^{n-1} q^{(n-1) n} \sin (2 n-1) v
$$

16.3. For the standard integral function of $u$ with zeros at the lattice points $2 m K_{c}+2 n K_{n}$ we multiply the function for which $\cdot 22$ gives two expressions by the constant $2 e^{-\sigma / 4}$; the series on the right of $\cdot 22$ is formally a Fourier series, and it is always convenient to have an explicit factor 2 in the coefficients of the sines and cosines in a Fourier series; the exponential factor $e^{-\sigma / 4}$, taken in the form $q^{1 / 4}$, converts the index $(n-1) n$ of $q$ in the typical coefficient into $\{(2 n-1) / 2\}^{2}$, thus bringing this coefficient more clearly into relation with the trigonometrical function $\sin (2 n-1) v$. With this modification, the function, Jacobi's eta function, is denoted by $\mathbf{H}(u)$ :
$16 \cdot 31$

$$
\mathbf{H}(u)=2 q^{1 / 4} \sin v-2 q^{9 / 4} \sin 3 v+2 q^{25 / 4} \sin 5 v-\ldots
$$

where $v=\left(\pi / 2 K_{c}\right) u$ and $q^{m}$ denotes unambiguously $e^{-m \sigma}$, whatever the value of $m$. From -22,
$16 \cdot 32$

$$
\mathrm{H}(u)=2 q^{1 / 4} \sin v \prod\left\{\left(1-q^{2 n}\right)\left(1-2 q^{2 n} \cos 2 v+q^{4 n}\right)\right\} .
$$

Addition of $2 K_{c}$ to $u$ is equivalent to addition of $\pi$ to $v$; hence
$\cdot 301-302 \quad \mathrm{H}\left(u+2 K_{c}\right)=-\mathrm{H}(u), \quad \mathrm{H}\left(u+4 K_{c}\right)=\mathrm{H}(u)$.
Addition of $2 K_{n}$ to $u$ is equivalent to addition of $v \sigma$ to $v$, that is, to multiplication of $e^{v v}$ by $q$. If $e^{2 v v}=t$, the function $\mathrm{H}(u)$ defined by -32 is a constant multiple of $e^{-v v} g(t)$, where $g(t)$ is the function defined by $\cdot 202$; hence the functional relation $\cdot 208$ is equivalent to
-303

$$
\mathrm{H}\left(u+2 K_{n}\right)=-q^{-1} e^{-2 v v} \mathrm{H}(u),
$$

whence
$\cdot 304$

$$
\mathrm{H}\left(u+4 K_{n}\right)=q^{-4} e^{-4 v v} \mathrm{H}(u),
$$

the exponential factor in $\mathrm{H}\left(u+2 K_{n}\right)$ supplying a further factor $q^{-2}$.
From $\cdot 301$ and $\cdot 303$ it follows that if $\Xi(u)$ is defined as the logarithmic derivative $\mathrm{H}^{\prime}(u) / \mathrm{H}(u)$, then

$$
\cdot 305-\cdot 306 \quad \Xi\left(u+2 K_{c}\right)=\Xi(u), \quad \Xi\left(u+2 K_{n}\right)=\Xi(u)-\pi v / K_{c},
$$

and therefore $\Xi^{\prime}(u)$ is doubly periodic in $2 K_{c}$ and $2 K_{n}$. Since $\mathrm{H}(u)$ is an integral function with simple zeros at $2 m K_{c}+2 n K_{n}, \Xi(u)$ is a function whose only accessible singularities are simple poles with residue 1 at each of these points, and $\Xi^{\prime}(u)$ is an elliptic function with prineipal part $-1 /\left(u-2 m K_{c}-2 n K_{n}\right)^{2}$. Hence $\Xi^{\prime}(u)$ differs by a constant from - $\operatorname{cs}^{2} u$. But if $\Xi^{\prime}(u)=A-\operatorname{cs}^{2} u$, then since $\Xi(u)$ and $\mathrm{Cs} u$ are both odd functions,
-307

$$
\Xi(u)=A u-\operatorname{Cs} u
$$

Since $\Xi\left(u+2 K_{c}\right)=\Xi(u)$ and $\operatorname{Cs}\left(u+2 K_{c}\right)=\operatorname{Cs} u-2 E_{c}, \cdot 307$ implies that $A K_{c}=-E_{c}$ and we have
$16 \cdot 33$
-308

$$
\begin{gathered}
\mathrm{H}^{\prime}(u) / \mathrm{H}(u)=\Xi(u)=-\left(E_{c} / K_{c}\right) u-\operatorname{Cs} u, \\
\Xi^{\prime}(u)=-\left(E_{c} / K_{c}\right)-\operatorname{cs}^{2} u .
\end{gathered}
$$

From the expression of $\mathrm{H}(u)$ as a product,

$$
\begin{array}{r}
\quad \Xi(u)=\frac{\pi}{2 K_{c}}\left\{\cot v+4 \sin 2 v \sum \frac{q^{2 n}}{\left.1-2 q^{2 n} \cos 2 v+q^{4 n}\right\}}\right\} \\
\cdot 310 \quad \Xi \begin{array}{l}
\Xi^{\prime}(u)=\left(\frac{\pi}{2 K_{c}}\right)^{2}\left\{-\csc ^{2} v+8 \cos 2 v \sum \frac{q^{2 n}}{1-2 q^{2 n} \cos 2 v+q^{4 n}}-\right. \\
\left.-16 \sin ^{2} 2 v \sum \frac{q^{4 n}}{\left(1-2 q^{2 n} \cos 2 v+q^{4 n}\right)^{2}}\right\}
\end{array},
\end{array}
$$

As $u \rightarrow 0, v \rightarrow 0$,

$$
\operatorname{cs}^{2} u-\frac{1}{u^{2}} \rightarrow-\frac{1+c^{\prime}}{3}, \quad \csc ^{2} v-\frac{1}{c^{2}} \rightarrow \frac{1}{3}
$$

and therefore from $\cdot 308$ and $\cdot 310$,

$$
\frac{E_{c}}{K_{c}}-\frac{1+c^{\prime}}{3}=\left(\frac{\pi}{K_{c}}\right)^{2}\left\{\frac{1}{12}-2 \sum \frac{q^{2 n}}{\left(1-q^{2 n}\right)^{2}}\right\}
$$

$16 \cdot 4$. There is no need to revert to first principles to obtain integral functions with zeros congruent with the cardinal points $K_{c}, K_{n}, K_{d}$. The function $\mathrm{H}\left(u+K_{c}\right)$ has simple zeros at all the points

$$
u=(2 m+1) K_{c}+2 n K_{n}
$$

Addition of $K_{c}$ to $u$ is equivalent to addition of $\frac{1}{2} \pi$ to $v$, and we have
$16.41_{1} \quad \mathrm{H}\left(u+K_{c}\right)=2 q^{1 / 4} \cos v+2 q^{9 / 4} \cos 3 v+2 q^{25 / 4} \cos 5 v+\ldots$,
$16.41_{2} \quad \mathrm{H}\left(u+K_{c}\right)=2 q^{1 / 4} \cos v \prod\left\{\left(1-q^{2 n}\right)\left(1+2 q^{2 n} \cos 2 v+q^{4 n}\right)\right\}$.
Addition of $K_{n}$ to $u$ alters more substantially the form of the function. This addition is equivalent to the multiplication of $e^{v v}$ by $q^{1 / 2}$, and it is convenient here, and occasionally elsewhere, to write $r$ for this parameter. Whether $v$ is $i$ or $-i, \sin m v=\left(e^{v m v}-e^{-v m v}\right) / 2 v$, and we have from $\cdot 31$,

$$
\begin{aligned}
v q^{1 / 4} \mathrm{H}\left(u+K_{n}\right)= & r( \\
& \left(e^{v v}-r^{-1} e^{-v v}\right)-r^{5}\left(r^{3} e^{3 v v}-r^{-3} e^{-3 v v}\right)+ \\
& +r^{13}\left(r^{5} e^{5 v v}-r^{-5} e^{-5 v v}\right)-r^{25}\left(r^{7} e^{7 v v}-r^{-7} e^{-7 v v}\right)+\ldots \\
= & -e^{-v v\{ }\left\{1-r^{2}\left(e^{2 v v}+e^{-2 v v}\right)+r^{8}\left(e^{4 v v}+e^{-4 v v}\right)-\right. \\
& \left.-r^{18}\left(e^{6 v v}+e^{-6 v v}\right)+\ldots\right\}
\end{aligned}
$$

that is,
$16 \cdot 42$

$$
\mathrm{H}\left(u+K_{n}\right)=v q^{-1 / 4} e^{-v v} \Theta(u)
$$

where
$16 \cdot 43_{1} \quad \Theta(u)=1-2 q \cos 2 v+2 q^{4} \cos 4 v-2 q^{9} \cos 6 v+\ldots$.
Similarly from $\cdot 32$,

$$
\begin{aligned}
v q^{1 / 4} \mathrm{H}\left(u+K_{n}\right) & =r\left(r e^{v v}-r^{-1} e^{-v v}\right) \prod\left\{\left(1-q^{2 n}\right)\left(1-q^{2 n+1} e^{2 v v}\right)\left(1-q^{2 n-1} e^{-2 v v}\right)\right\} \\
& =-e^{-v v} \prod\left\{\left(1-q^{2 n}\right)\left(1-q^{2 n-1} e^{2 v v}\right)\left(1-q^{2 n-1} e^{-2 v v}\right)\right\}
\end{aligned}
$$

the bracket outside supplying the missing factor $1-q e^{2 v v}$ required to restore the symmetry; thus as a product,

$$
16 \cdot 43_{2} \quad \Theta(u)=\Pi\left\{\left(1-q^{2 n}\right)\left(1-2 q^{2 n-1} \cos 2 v+q^{4 n-2}\right)\right\}
$$

The constant factor $v q^{-1 / 4}$ and the exponential factor $e^{-v v}$ do not affect the zeros of the function, and
16.44. The function $\Theta(u)$ is an integral function with simple zeros at the points $u=2 m K_{c}+(2 n+1) K_{n}$.
It is remarkable that $\Theta(u)$, which is connected with the lattice that
includes $K_{n}$ and not with the lattice that includes the origin, is structurally somewhat simpler than $\mathrm{H}(u)$.

Adding $\pi$ to $v$ we have
-401

$$
\Theta\left(u+2 K_{c}\right)=\Theta(u)
$$

and from 42 and $\cdot 303$,

$$
\begin{aligned}
\Theta\left(u+2 K_{n}\right) & =-v q^{1 / 4} \cdot q e^{v v} \mathrm{H}\left(u+3 K_{n}\right) \\
\mathrm{H}\left(u+3 K_{n}\right) & =-q^{-1} \cdot q^{-1} e^{-2 v v} \mathrm{H}\left(u+K_{n}\right) \\
\mathrm{H}\left(u+K_{n}\right) & =v q^{-1 / 4} e^{-v v} \Theta(u)
\end{aligned}
$$

whence
$\cdot 402$

$$
\Theta\left(u+2 K_{n}\right)=-q^{-1} e^{-2 v v} \Theta(u)
$$

a result easily confirmed from $\cdot 43_{2}$. From $\cdot 42$ and $\cdot 303$ we have also

$$
\Theta\left(u+K_{n}\right)=v q^{1 / 4} \cdot q^{1 / 2} e^{v v} \cdot q^{-1} e^{-2 v v} \mathrm{H}(u)
$$

that is,

$$
\Theta\left(u+K_{n}\right)=v q^{-1 / 4} e^{-v v} \mathrm{H}(u):
$$

the relation between the functions $\mathrm{H}(u), \Theta(u)$ is symmetrical.
The logarithmic derivative $\Theta^{\prime}(u) / \Theta(u)$ is a function $Z(u)$ such that $Z^{\prime}(u)$ is periodic in $2 K_{c}$ and $2 K_{n}$ and has for its only accessible singularities double poles congruent with $K_{n}$. Near $K_{n}, Z^{\prime}(u) \sim-\mathbf{l} /\left(u-K_{n}\right)^{2}$, and since this is the form of $\operatorname{dn}^{2} u$ in this neighbourhood,

$$
Z^{\prime}(u)=\operatorname{dn}^{2} u-B
$$

where $B$ is a constant. Since $\mathrm{Z}(u)$ and $\mathrm{Dn} u$ are odd functions, $\cdot 404 \quad \mathrm{Z}(u)=\operatorname{Dn} u-B u$, and since $\mathrm{Z}\left(u+2 K_{c}\right)=\mathrm{Z}(u)$ and $\operatorname{Dn}\left(u+2 K_{c}\right)=\operatorname{Dn} u+2 E_{c}, \cdot 404$ implies $K_{c} B=E_{c}$ :
$16 \cdot 45$

$$
\Theta^{\prime}(u) / \Theta(u)=\mathrm{Z}(u)=\operatorname{Dn} u-\left(E_{c} / K_{c}\right) u
$$

From $\cdot 43_{2}$,
-405
-406

$$
\begin{gathered}
\mathrm{Z}(u)=\frac{2 \pi}{K_{c}} \sin 2 v \sum \frac{q^{2 n-1}}{1-2 q^{2 n-1} \cos 2 v+q^{4 n-2}} \\
\mathrm{Z}^{\prime}(u)=\left(\frac{\pi}{K_{c}}\right)^{2}\left\{2 \cos 2 v \sum \frac{q^{2 n-1}}{1-2 q^{2 n-1} \cos 2 v+q^{4 n-2}}-\right. \\
\left.-4 \sin ^{2} 2 v \sum \frac{q^{4 n-2}}{\left(1-2 q^{2 n-1} \cos 2 v+q^{4 n-2}\right)^{2}}\right\}
\end{gathered}
$$

and therefore
-407

$$
K_{c}\left(K_{c}-E_{c}\right)=2 \pi^{2} \sum \frac{q^{2 n-1}}{\left(1-q^{2 n-1}\right)^{2}}
$$

In $\Theta\left(u+K_{c}\right)$ we have an integral function whose zeros are at the 4767
points $(2 m+1) K_{c}+(2 n+1) K_{n}$; substituting $v+\frac{1}{2} \pi$ for $v$ in $\cdot 43_{1}$ and $\cdot 43_{2}$ we have
$16 \cdot 46_{1} \quad \Theta\left(u+K_{c}\right)=1+2 q \cos 2 v+2 q^{4} \cos 4 v+2 q^{9} \cos 6 v+\ldots$,
$16 \cdot 46_{2} \quad \Theta\left(u+K_{c}\right)=\Pi\left\{\left(1-q^{2 n}\right)\left(1+2 q^{2 n-1} \cos 2 v+q^{4 n-2}\right)\right\}$.
16.5. On account of the part played by circular functions in their construction, the four functions $\mathrm{H}(u), \mathrm{H}\left(u+K_{c}\right), \Theta(u), \Theta\left(u+K_{c}\right)$ are simply periodic; we have in fact
$16 \cdot 51_{1-2} \quad \mathrm{H}\left(u+2 K_{c}\right)=-\mathrm{H}(u), \quad \Theta\left(u+2 K_{c}\right)=\Theta(u)$,
and $u+K_{c}$ may be substituted for $u$ in these relations. For addition of $2 K_{n}$ we have, since addition of $\pi$ to $v$ replaces $e^{-v v}$ by $-e^{-v v}$,
$16 \cdot 52_{1}$

$$
\mathrm{H}\left(u+2 K_{n}\right)=-q^{-1} e^{-2 v v} \mathrm{H}(u)
$$

$16 \cdot 52_{2}$

$$
\mathrm{H}\left(u+K_{c}+2 K_{n}\right)=q^{-1} e^{-2 v v} \mathrm{H}\left(u+K_{c}\right),
$$

$16 \cdot 52_{3}$

$$
\Theta\left(u+2 K_{n}\right)=-q^{-1} e^{-2 v v} \Theta(u)
$$

$16 \cdot 52_{4}$

$$
\Theta\left(u+K_{c}+2 K_{n}\right)=q^{-1} e^{-2 v v} \Theta\left(u+K_{c}\right)
$$

Hence the quotient of one of the four functions by another is a doubly periodic function, and this function is easily identified, save for a constant factor, since its zeros and poles are known.

To express the Jacobian function pquas a quotient, we replace the four functions $\mathrm{H}(u), \mathrm{H}\left(u+K_{c}\right), \Theta(u), \Theta\left(u+K_{c}\right)$ by functions whose leading coefficients at the origin are 1 , writing
$16 \cdot 53_{1-2}$

$$
\vartheta_{s}(u)=\frac{\mathrm{H}(u)}{\mathrm{H}^{\prime}(0)}, \quad \vartheta_{c}(u)=\frac{\mathrm{H}\left(u+K_{c}\right)}{\mathrm{H}\left(K_{c}\right)},
$$

$16 \cdot 53_{3-4}$

$$
\vartheta_{n}(u)=\frac{\Theta(u)}{\Theta(0)}, \quad \vartheta_{d}(u)=\frac{\Theta\left(u+K_{c}\right)}{\Theta\left(K_{c}\right)}
$$

We can supply the constant factors piecemeal from the formulae for the functions themselves; in writing down formulae for $\vartheta_{s}(u)$ we have to remember the factor $d v / d u$, of which the value is $\pi / 2 K_{c}$.

Taking the original functions in factors we have
$16 \cdot 54_{1}$

$$
\vartheta_{s}(u)=\frac{2 K_{c}}{\pi} \sin v \prod \frac{1-2 q^{2 n} \cos 2 v+q^{4 n}}{\left(1-q^{2 n}\right)^{2}}
$$

$16.54_{2}$

$$
\vartheta_{c}(u)=\cos v T \frac{1+2 q^{2 n} \cos 2 v+q^{4 n}}{\left(1+q^{2 n}\right)^{2}}
$$

$16 \cdot 54_{3}$

$$
\vartheta_{n}(u)=\prod \frac{1-2 q^{2 n-1} \cos 2 v+q^{4 n-2}}{\left(1-q^{2 n-1}\right)^{2}}
$$

$16 \cdot 54_{4}$

$$
\vartheta_{d}(u)=\prod \frac{1+2 q^{2 n-1} \cos 2 v+q^{4 n-2}}{\left(1+q^{2 n-1}\right)^{2}}
$$

If the original functions are developed in series, then equally
$16 \cdot 55_{1}$

$$
\vartheta_{s}(u)=\frac{2 K_{c}}{\pi} \cdot \frac{\sin v-q^{1.2} \sin 3 v+q^{2.3} \sin 5 v-\ldots}{1-3 q^{1.2}+5 q^{2.3}-\ldots}
$$

$16 \cdot 55_{2}$

$$
\vartheta_{c}(u)=\frac{\cos v+q^{1.2} \cos 3 v+q^{2.3} \cos 5 v+\ldots}{1+q^{1.2}+q^{2.3}+\ldots}
$$

$16 \cdot 55_{3}$

$$
\vartheta_{n}(u)=\frac{1-2 q \cos 2 v+2 q^{4} \cos 4 v-2 q^{9} \cos 6 v+\ldots}{1-2 q+2 q^{4}-2 q^{9}+\ldots}
$$

$16.55_{4}$

$$
\vartheta_{d}(u)=\frac{1+2 q \cos 2 v+2 q^{4} \cos 4 v+2 q^{9} \cos 6 v+\ldots}{1+2 q+2 q^{4}+2 q^{9}+\ldots}
$$

These adjustments secure that the quotient $\vartheta_{p}(u) / \vartheta_{q}(u)$, which is an elliptic function with the periods the zeros and the poles of $\mathrm{pq} u$, also has the same leading coefficient as $\mathrm{pq} u$ at the origin:
16.56. For all values of $u$, the Jacobian elliptic function $\mu q u$ is the quotient $\vartheta_{p}(u) / \vartheta_{q}(u)$.
16.6. If in 56 we express the theta functions as products, we can combine the typical factors of the two functions and express the elliptic function also as a product. We have for example

$$
\operatorname{cs} u=\frac{\pi}{2 K_{c}} \cot v \prod\left\{\left(\frac{1-q^{2 n}}{1+q^{2 n}}\right)^{2} \frac{1+2 q^{2 n} \cos 2 v+q^{4 n}}{1-2 q^{2 n} \cos 2 v+q^{4 n}}\right\}
$$

To find a series for $\mathrm{pq} u$, we recall that $\mathrm{pq} u$ is expressible as a multiple of a logarithmic derivative; if conditions of convergence are satisfied, a product for $f(z)$ leads immediatcly to a series for $f^{\prime}(z) / f(z)$. If rq $u$, tq $u$ are the functions copolar with $\mathrm{pq} u$, then $\mathrm{rq}^{\prime} u$ is a multiple of $\operatorname{tq} u \mathrm{pq} u$ and $\mathrm{tq}^{\prime} u$ is a multiple of $\mathrm{rq} u \mathrm{pq} u$; hence for an appropriate value $\lambda_{p}$ of $\lambda, \mathrm{rq}^{\prime} u-\lambda \mathrm{tq}^{\prime} u$ is a multiple of $(\mathrm{rq} u-\lambda \operatorname{tq} u) \mathrm{pq} u$, that is, $\mathrm{pq} u$ is a multiple $\dagger$ of $\left(\mathrm{rq}^{\prime} u-\lambda \mathrm{tq}^{\prime} u\right) /(\mathrm{rq} u-\lambda \mathrm{tq} u)$. The poles of the logarithmic derivative of a meromorphic function are the zeros and the poles of the function itself; thus the zeros and the poles of $\mathrm{rq} u-\lambda_{p} \mathrm{tq} u$ constitute a partition of the poles of pq $u$, that is, a partition of the zeros of $\vartheta_{q}(u)$. These zeros are the common poles of rqu and tq $u$ : the constant $\lambda_{p}$ has such a value that the combination $\mathrm{rq} u-\lambda_{p} \operatorname{tq} u$ loses some of the common poles, and these poles are not merely lost as poles but replaced by zeros. If a pole of $\operatorname{tq} u$ is a zero of $\mathrm{rq} u-\lambda \operatorname{tq} u$, that is, of (rt $u-\lambda) \operatorname{tq} u$, it is a double zero of $\mathrm{rt} u-\lambda$,

[^32]and since the only values of $\mathrm{rt} u$ at poles of $\mathrm{tq} u$ are $\mathrm{rt} K_{q}$ and $-\mathrm{rt} K_{q}$, these are the possible values of $\lambda_{p}$.

We can verify this conclusion. Since $\mathrm{rt}^{2} u-\mathrm{rt}^{2} K_{q}$ is a multiple of $q \mathrm{t}^{2} u$, every zero of qt $u$ is a zero of one of the two factors rt $u-\mathrm{rt} K_{q}$, rt $u+\operatorname{rt} K_{q}$, and since these functions have no zeros in common, all the zeros of each of them are double. The quotient (rt $\left.u-\operatorname{rt} K_{q}\right) /\left(\operatorname{rt} u+\operatorname{rt} K_{q}\right)$ has all its zeros and all its poles precisely double, and is a multiple of $\left\{\left(\operatorname{rt} u-\operatorname{rt} K_{q}\right) / q \mathrm{t} u\right\}^{2}$, that is, of $\left(\mathrm{rq} u-\mathrm{rt} K_{q} \operatorname{tq} u\right)^{2}$ :
16.61. An elliptic function whose logarithmic derivative is a multiple of $\mathrm{pq} u$ is a multiple of one of the functions $\mathrm{rq} u-\mathrm{rt} K_{q} \operatorname{tq} u, \mathrm{rq} u+\mathrm{rt} K_{q} \mathrm{tq} u$; the zeros of these two functions constitute a partition of the zeros of $\vartheta_{q}(u)$, and the zeros of one function are the poles of the other.

Constant multiples being naturally ignored in the enumeration, there are twelve pairs of functions of the form $\mathrm{rq} u \neq \mathrm{rt} K_{q} \mathrm{tq} u$. From the relation to $\mathrm{pq} u$ this is evident, and in fact $\operatorname{tq} u \mp \operatorname{tr} K_{q} \mathrm{rq} u$ is simply干 $\operatorname{tr} K_{q}\left(\mathrm{rq} u \mp \mathrm{rt} K_{q} \operatorname{tq} u\right)$. The factorization of $\mathrm{qt}^{2} u$ can be effected either by means of $\mathrm{rt}^{2} u-\mathrm{rt}^{2} K_{q}$ or by means of $\mathrm{pt}^{2} u-\mathrm{pt}^{2} K_{q}$, and leads to two pairs of functions, but the factorization of $\mathrm{qr}^{2} u$ by means of $\operatorname{tr}^{2} u-\operatorname{tr}^{2} K_{q}$ leads to the same pair of functions as the factorization of $\mathrm{qt}^{2} u$ by means of $\mathrm{rt}^{2} u-\mathrm{rt}^{2} K_{q}$.

To express the functions rqu$\mp \mathrm{rt} K_{q} \operatorname{tq} u$ as infinite products, with a view to expressing $\mathrm{pq} u$ as an infinite series, we consider more closely the partitioning of the zeros of $\vartheta_{q}(u)$. We can describe the zeros of $\vartheta_{q}(u)$ as the points congruent with $K_{q}$ to moduli $2 K_{c}, 2 K_{n}, 2 K_{d}$. These moduli are not periods of the Jacobian system, but they give rise to the three sets of Jacobian periods

$$
2 K_{c}, 4 K_{n}, 4 K_{d} ; \quad 4 K_{c}, 2 K_{n}, 4 K_{d} ; \quad 4 K_{c}, 4 K_{n}, 2 K_{d}
$$

We can therefore partition the zeros of $\vartheta_{q}(u)$ in three ways into congruences whose moduli are pcriods of Jacobian functions:
(i) $u \equiv K_{q}, \bmod 2 K_{c}, 4 K_{n}$; $u \equiv K_{q}+2 K_{n}, \bmod 2 K_{c}, 4 K_{n} ;$
(ii) $u \equiv K_{q}, \bmod 4 K_{c}, 2 K_{n}$; $u \equiv K_{q}+2 K_{c}, \bmod 4 K_{c}, 2 K_{n} ;$
(iii) $u \equiv K_{q}, \bmod 4 K_{c}, 2 K_{c}+2 K_{n} ; \quad u \equiv K_{q}+2 K_{c}, \bmod 4 K_{c}, 2 K_{c}+2 K_{n}$. Applying each partition to the four possible values of $K_{q}$, we have the twelve pairs of aggregates required for the zeros and poles of functions of the form rqu干rt $K_{q} \mathrm{tq} u$. Each aggregate can be associated with an integral function whose zeros it provides. We stipulate that the product of two functions whose zeros together comprise the zeros of $\vartheta_{q}(u)$ is to be the function $\vartheta_{q}(u)$, that the quotient of one of these functions
by the other is to be doubly periodic, and that the leading coefficient at the origin is to be 1 in every case; as we shall see, with these conditions the functions are determinate. We denote the two factors of $\vartheta_{q}(u)$ each of which has zeros separated by the interval $2 K_{k}$ by $\vartheta_{q}^{k-}(u)$, $\vartheta_{q}^{k+}(u)$, using the minus sign for the function which vanishes at $K_{q}$.

To determine a function whose zeros are the points $2 m K_{c}+4 n K_{n}$ is to repeat the argument of $\cdot 1$ and $\cdot 2$, with the equation

$$
e^{2 i(v-2 n \rho)}=1
$$

replacing the equation $\quad e^{2 i(v-n \rho)}=1$,
that is, with $q^{2}$ replacing $q$ throughout. Hence
-602

$$
\vartheta_{s}^{c-}(u)=A e^{f(u)} \sin v \Pi\left(1-2 q^{4 n} \cos 2 v+q^{8 n}\right)
$$

where $A$ is a constant and $f(u)$ is an integral function which vanishes with $u$. It follows, since $\vartheta_{s}^{c-}(u) \vartheta_{s}^{c+}(u)=\vartheta_{s}(u)$, that
-603

$$
\vartheta_{s}^{c+}(u)=B e^{-f(u)} \Pi\left(1-2 q^{4 n-2} \cos 2 v+q^{8 n-4}\right)
$$

From these formulae

$$
\begin{aligned}
& \vartheta_{s}^{c-}\left(u+4 K_{c}\right)=e^{f\left(u+4 K_{c}\right)-f(u)} \vartheta_{s}^{c-}(u) \\
& \vartheta_{s}^{c+}\left(u+4 K_{c}\right)=e^{-\left\{f\left(u+4 K_{c}\right)-f(u) ;\right.} \vartheta_{s}^{c+}(u)
\end{aligned}
$$

and since $\vartheta_{s}^{c-}(u) / \vartheta_{s}^{c+}(u)$ is to be periodic in $4 K_{c}$,

- 604

$$
2 f\left(u+4 K_{c}\right)=2 f(u)+2 \mu \pi i
$$

where $\mu$ is an integer. Again, since by $\cdot 303$

$$
\vartheta_{s}\left(u+2 K_{n}\right)=-q^{-1} e^{-2 v v} \vartheta_{s}(u)
$$

we have, replacing $K_{n}$ by $2 K_{n}$ and $\vartheta_{s}(u)$ by $A^{-1} e^{-f(u)} \vartheta_{s}^{c-}(u)$,
-605

$$
\vartheta_{s}^{c-}\left(u+4 K_{n}\right)=-q^{-2} e^{-2 v v} e^{f\left(u+4 K_{n}\right)-f(u)} \vartheta_{s}^{c-}(u)
$$

and therefore, since by $\cdot 304$

$$
\vartheta_{s}\left(u+4 K_{n}\right)=q^{-4} e^{-4 v v} \vartheta_{s}(u)
$$

we have
-606

$$
\vartheta_{s}^{c+}\left(u+4 K_{n}\right)=-q^{-2} e^{-2 v \tau} e^{-\left\{f\left(u+4 K_{n}\right)-f(u)\right\}} \vartheta_{s}^{c+}(u)
$$

from $\cdot 605$ and $\cdot 606$, since $\vartheta_{s}^{c-}(u) / \vartheta_{s}^{c+}(u)$ is periodic in $4 K_{n}$,
-607

$$
2 f\left(u+4 K_{n}\right)=2 f(u)+2 \nu \pi i
$$

where $v$ is an integer. From $\cdot 604$ and $\cdot 607$, the derivative $f^{\prime}(u)$ is a doubly periodic integral function, and is therefore a constant $\lambda$, and having inserted the constants $A, B$ in $\cdot 602, \cdot 603$ in order to postulate a zero value of $f(0)$, we have $f(u)=\lambda u$. But with this form of the function, $\cdot 604$ and $\cdot 607$ imply

$$
4 \lambda K_{c}=\mu \pi i, \quad 4 \lambda K_{n}=v \pi i
$$

and since the ratio of $K_{c}$ to $K_{n}$ is not real, these conditions can not be satisfied unless $\mu, \nu, \lambda$ are all zero. Hence $f(u)$ is zero, identically, the factor $e^{f(u)}$ is unity, and
$16.62_{1} \quad \vartheta_{s}^{c-}(u)=\frac{2 K_{c}}{\pi} \sin v \prod \frac{1-2 q^{4 n} \cos 2 v+q^{8 n}}{\left(1-q^{4 n}\right)^{2}}$,
$16 \cdot 62_{2}$

$$
\vartheta_{s}^{c+}(u)=\prod \frac{1-2 q^{4 n-2} \cos 2 v+q^{8 n-4}}{\left(1-q^{4 n-2}\right)^{2}} .
$$

To infer $\vartheta_{s}^{n-}(u)$ from $\vartheta_{s}(u)$, we substitute $\frac{1}{2} v$ for $v$, and $\frac{1}{2} \sigma$ for $\sigma$ and therefore $q$ for $q^{2}$; again there is no exponential factor, and we find
$16 \cdot 62_{3} \quad \vartheta_{s}^{n-}(u)=\frac{4 K_{c}}{\pi} \sin \frac{1}{2} v \prod \frac{1-2 q^{n} \cos v+q^{2 n}}{\left(1-q^{n}\right)^{2}}$,
$16 \cdot 62_{4}$

$$
\vartheta_{s}^{n+}(u)=\cos \frac{1}{2} v \prod \frac{1+2 q^{n} \cos v+q^{2 n}}{\left(1+q^{n}\right)^{2}} ;
$$

whereas in $\cdot 62_{1-2}$ the individual factors of $\vartheta_{s}(u)$, as written in $\cdot 54_{1}$, are distributed unbroken, some to compose $\vartheta_{s}^{c-}(u)$ and the others to compose $\vartheta_{s}^{c+}(u)$, in $\cdot 62_{3-4}$ each factor of $\vartheta_{s}(u)$ is broken and contributes a component to each function.

The aggregate $4 m K_{c}+2 n\left(K_{c}+K_{n}\right)$ consists of those members of the aggregate $2 m K_{c}+2 n K_{n}$ for which $m$ and $n$ are both even or both odd, and therefore the factors of $\vartheta_{s}^{d-}(u)$ are the factors of $\vartheta_{s}^{n-}(u)$ for which $n$ is even and the factors of $\vartheta_{s}^{n+}(u)$ for which $n$ is odd, together with, possibly, an exponential factor; after verifying that there is no exponential factor, we have
$16.62_{5} \quad \vartheta_{s}^{d-}(u)=\frac{4 K_{c}}{\pi} \sin \frac{1}{2} v \prod \frac{1-2(-q)^{n} \cos v+q^{2 n}}{\left\{1-(-q)^{n}\right\}^{2}}$,
$16 \cdot 62_{6}$

$$
\vartheta_{s}^{d+}(u)=\cos \frac{1}{2} v \prod \frac{1+2(-q)^{n} \cos v+q^{2 n}}{\left\{1+(-q)^{n}\right\}^{2}} .
$$

We derive partitions of $\vartheta_{c}(u)$ from partitions of $\vartheta_{s}(u)$ by substituting $v-\frac{1}{2} \pi$ for $v$. Exponential factors can not become necessary, since the periodicities are unchanged, but the constant factors must be supplied after the substitution; since none of the functional factors vanish when $v=0$, we have only to divide each separate factor by its value there.
$16 \cdot 63_{1} \quad \vartheta_{c}^{c-}(u)=\cos v \prod \frac{1+2 q^{4 n} \cos 2 v+q^{8 n}}{\left(1+q^{4 n}\right)^{2}}$,
$16 \cdot 63_{2}$

$$
\vartheta_{c}^{c+}(u)=\prod \frac{1+2 q^{4 n-2} \cos 2 v+q^{8 n-4}}{\left(1+q^{4 n-2}\right)^{2}} ;
$$

$16 \cdot 63_{3}$

$$
\begin{aligned}
& \vartheta_{c}^{n-}(u)=\sqrt{ } 2 \sin \left(\frac{1}{4} \pi-\frac{1}{2} v\right) \prod \frac{1-2 q^{n} \sin v+q^{2 n}}{1+q^{2 n}} \\
& \vartheta_{c}^{n+}(u)=\sqrt{ } 2 \cos \left(\frac{1}{4} \pi-\frac{1}{2} v\right) \prod \frac{1+2 q^{n} \sin v+q^{2 n}}{1+q^{2 n}} ;
\end{aligned}
$$

$16 \cdot 63_{4}$
$16 \cdot 63_{5}$

$$
\begin{aligned}
\vartheta_{c}^{d-}(u)= & \sqrt{ } 2 \sin \left(\frac{1}{4} \pi-\frac{1}{2} v\right) \prod \frac{1-2(-q)^{n} \sin v+q^{2 n}}{1+q^{2 n}}, \\
& \vartheta_{c}^{d+}(u)=\sqrt{ } 2 \cos \left(\frac{1}{4} \pi-\frac{1}{2} v\right) \prod \frac{1+2(-q)^{n} \sin v+q^{2 n}}{1+q^{2 n}}
\end{aligned}
$$

To substitute $q^{-1} e^{2 v n}$ for $e^{2 v v}$ in $\vartheta_{s}^{c-}(u)$ and $\vartheta_{s}^{c+}(u)$ we must take the numerators of the typical factors in the factorized forms

$$
\left(1-q^{4 n} e^{2 v v}\right)\left(1-q^{4 n} e^{-2 v v}\right), \quad\left(1-q^{4 n-2} e^{2 v v}\right)\left(1-q^{4 n-2} e^{-2 v v}\right)
$$

The factors can not be recombined after the substitution, and the numerator of the typical factor of $\vartheta_{n}^{c+}(u)$ remains as

$$
\left(1-q^{4 n-3} e^{2 v v}\right)\left(1-q^{4 n-1} e^{-2 v x}\right)
$$

It follows from $\cdot 54_{3}$ that the numerator of the typical factor of $\vartheta_{n}^{c-}(u)$ is

$$
\left(1-q^{4 n-3} e^{-2 v v}\right)\left(1-q^{4 n-1} e^{2 v v}\right) ;
$$

we can derive this factor alternatively by absorbing into the first factor deduced from $\vartheta_{s}^{r-}(u)$ the factor $1-q^{-1} e^{2 v e}$ given by the extrancous factor $\sin v$, and representing the factor
as

$$
\begin{gathered}
\left(1-q^{4 n-1} e^{2 v v}\right)\left(1-q^{4 n+1} e^{-2 v v}\right) \\
\left(1-q^{4 n-1} e^{2 v r}\right)\left(1-q^{4(n+1)-3} e^{-2 v v}\right)
\end{gathered}
$$

We have now
$\cdot 608 \quad \vartheta_{n}^{c-}(u)=A e^{j(u} \Pi\left\{\left(1-q^{4 n-3} e^{-2 v r}\right)\left(1-q^{4 n-1} e^{2 v r}\right)\right\}$,
-609

$$
\vartheta_{n}^{r+}(u)=B e^{-f(u)} \prod\left\{\left(1-q^{4 n-3} e^{2 v r}\right)\left(1-q^{4 n-1} e^{-2 v v}\right)\right\},
$$

where $A, B$ are constants and $f(u)$ is an integral function of $u$ which vanishes with $u$. The infinite products are unaltered if $v+2 \pi$ is substituted for $v$; hence the periodicity of $\vartheta_{n}^{c-}(u) / \vartheta_{n}^{c+}(u)$ in $4 K_{c}$ implies -610

$$
2 f\left(u+4 K_{c}\right)=2 f(u)+2 \mu \pi i
$$

where $\mu$ is an integer. Substitution of $q^{2} e^{v x}$ for $e^{v r}$ reproduces the infinite products, except that in the first the factor $1-q^{-3} e^{-2 v v}$ replaces $1-q^{3} e^{2 v v}$ and in the second the factor $1-q^{-1} e^{-2 v v}$ replaces $I-q e^{2 v x}$. Thus

$$
\begin{align*}
\vartheta_{n}^{c-}\left(u+4 K_{n}\right)= & -q^{-3} e^{-2 v v} e^{f\left(u+4 K_{n}\right)-f(u)} \vartheta_{n}^{c-}(u), \\
& \vartheta_{n}^{c+}\left(u+4 K_{n}\right)=-q^{-1} e^{-2 v r} e^{-\{((u+4 K n)-f(u)\}} \vartheta_{n}^{c+}(u),
\end{align*}
$$

and the condition of periodicity of the quotient $\vartheta_{n}^{c-}(u) / \vartheta_{n}^{c+}(u)$ is
-613

$$
2 f\left(u+4 K_{n}\right)=2 f(u)-2 \sigma+2 \nu \pi i
$$

where $\nu$ is an integer. As before, $f^{\prime}(u)$ is a constant, and $f(u)$ is a multiple of $u$, which we may take to be $\kappa v$. We have now, from $\cdot 610$, -613, since the addition of $2 K_{c}$ to $u$ is equivalent to the addition of $\pi$ to $v$ and the addition of $2 K_{n}$ to $u$ is equivalent to the subtraction of $\sigma$ from $v v$, that is, to the addition of $v \sigma$ to $v$,
-614-.615

$$
2 \kappa \pi=\mu \pi i
$$

$2 \kappa \sigma v=-\sigma+\nu \pi i$.

We must again take $\nu=0$, but the conditions then require $\kappa=\frac{1}{2} v$, and are satisfied if $\mu=v / i= \pm 1$. Hence
$16 \cdot 64_{1} \quad \vartheta_{n}^{c-}(u)=e^{\frac{1}{2} v v} \prod \frac{\left(1-q^{4 n-3} e^{-2 v v}\right)\left(1-q^{4 n-1} e^{2 v v}\right)}{\left(1-q^{4 n-3}\right)\left(1-q^{4 n-1}\right)}$,
$16 \cdot 64_{2}$

$$
\vartheta_{n}^{c+}(u)=e^{-\frac{1}{2} v v} \prod \frac{\left(1-q^{4 n-3} e^{2 v v}\right)\left(1-q^{4 n-1} e^{-2 v v}\right)}{\left(1-q^{4 n-3}\right)\left(1-q^{4 n-1}\right)}
$$

The complete denominator in each function is simply $\prod\left(1-q^{2 n-1}\right)$.
To write down $\vartheta_{n}^{n-}(u)$ we have only to replace $2 K_{c}$ by $4 K_{c}$ in $\vartheta_{n}(u)$, that is, to replace $q^{2}$ by $q$ and $v$ by $\frac{1}{2} v$. To avoid fractional indices we use, as in $\cdot 4$, an explicit symbol $r$ for $e^{-\frac{1}{2} \sigma}$ : -616

$$
r^{2}=q
$$

No exponential factors are required, and we have

$$
\begin{equation*}
\vartheta_{n}^{n-}(u)=\prod \frac{1-2 r^{2 n-1} \cos v+r^{4 n-2}}{\left(1-r^{2 n-1}\right)^{2}} \tag{3}
\end{equation*}
$$

$\mathrm{I} 6 \cdot 64_{4}$

$$
\vartheta_{n}^{n+}(u)=\prod \frac{1+2 r^{2 n-1} \cos v+r^{4 n-2}}{\left(1+r^{2 n-1}\right)^{2}}
$$

To find $\vartheta_{n}^{d-}(u)$ and $\vartheta_{n}^{d+}(u)$, we replace $\dagger e^{v v}$ by $r^{-1} e^{v v}$ in $\cdot 62_{5-6}$. Apart from constant factors and an exponential factor $e^{\frac{1}{2 v v}}, \cdot 62_{5-6}$ give the products

$$
\begin{aligned}
&\left(1-e^{-v v}\right)\left\{\left(1+r^{2} e^{v v}\right)\left(1+r^{2} e^{-v v}\right)\right\}\left\{\left(1-r^{4} e^{v v}\right)\left(1-r^{4} e^{-v v}\right)\right\} \times \\
& \times\left\{\left(1+r^{6} e^{v v}\right)\left(1+r^{6} e^{-v v}\right)\right\} \ldots, \\
&\left(1+e^{-v v}\right)\left\{\left(1-r^{2} e^{v v}\right)\left(1-r^{2} e^{-v v}\right)\right\}\left\{\left(1+r^{4} e^{u v}\right)\left(1+r^{4} e^{-v v}\right)\right\} \times \\
& \times\left\{\left(1-r^{6} e^{v v}\right)\left(1-r^{6} e^{-v v}\right)\right\} \ldots,
\end{aligned}
$$

and these are transformed into

$$
\begin{aligned}
& \left\{\left(1-r e^{-v v}\right)\left(1+r e^{v v}\right)\right\}\left\{\left(1+r^{3} e^{-v v}\right)\left(1-r^{3} e^{v v}\right)\right\}\left\{\left(1-r^{5} e^{-v v}\right)\left(1+r^{5} e^{v v}\right)\right\} \ldots, \\
& \left\{\left(1+r e^{-v v}\right)\left(1-r e^{v v}\right)\right\}\left\{\left(1-r^{3} e^{-v v}\right)\left(1+r^{3} e^{v v}\right)\right\}\left\{\left(1+r^{5} e^{-v v}\right)\left(1-r^{5} e^{v v}\right)\right\} \ldots
\end{aligned}
$$

Substitution of $r^{4} e^{\nu v}$ for $e^{\nu v}$ multiplies these products by the same factor, $-r^{-4} e^{-2 v v}$. Hence the quotient of one product by the other is

[^33]periodic in $4 K_{n}$, and since each product is periodic in $4 K_{c}$, no exponential factors are wanted and we have
$16 \cdot 64_{5} \quad \vartheta_{n}^{d-}(u)=\prod \frac{1+2(v r)^{2 n-1} \sin v-r^{4 n-2}}{1-r^{4 n-2}}$,
$16 \cdot 64_{6}$
$$
\vartheta_{n}^{d+}(u)=\prod \frac{1-2(v r)^{2 n-1} \sin v-r^{4 n-2}}{1-r^{4 n-2}}
$$

Lastly, the partitions of $\vartheta_{d}(u)$ are derivable from those of $\vartheta_{n}(u)$ by the substitution of $v-\frac{1}{2} \pi$ for $v$ :
$16 \cdot 65_{1} \quad \vartheta_{d}^{c-}(u)=e^{\frac{1}{2} v v} \prod \frac{\left(1+q^{4 n-3} e^{-2 v v}\right)\left(1+q^{4 n-1} e^{2 v v}\right)}{\left(1+q^{4 n-3}\right)\left(1+q^{4 n-1}\right)}$,
$16 \cdot 65_{2}$

$$
\vartheta_{d}^{c+}(u)=e^{-\frac{1}{2} v c} \prod \frac{\left(1+q^{4 n-3} e^{2 v v}\right)\left(1+q^{4 n-1} e^{-2 v v}\right)}{\left(1+q^{4 n-3}\right)\left(1+q^{4 n-1}\right)}
$$

$16 \cdot 65_{3}$

$$
\vartheta_{d}^{n-}(u)=\prod \frac{1-2 r^{2 n-1} \sin v+r^{4 n-2}}{1+r^{4 n-2}}
$$

$16 \cdot 65_{4}$

$$
\vartheta_{d}^{n+}(u)=\prod \frac{1+2 r^{2 n-1} \sin v+r^{4 n-2}}{1+r^{4 n-2}}
$$

$16 \cdot 65_{5} \quad \vartheta_{d}^{d-}(u)=\prod \frac{1-2(v r)^{2 n-1} \cos v-r^{4 n-2}}{1-r^{4 n-2}}$,
$16 \cdot 65_{6}$

$$
\vartheta_{d}^{d+}(u)=\prod \frac{1+2(v r)^{2 n-1} \cos v-r^{4 n-2}}{1-r^{4 n-2}}
$$

To replace the products in $\cdot 62-65$ by series is in most cases only to apply, with a change of variables, the identities implicit in the double expressions for the functions $\vartheta_{p}(u)$ in $\cdot 54$ and $\cdot 55$. With the series, the fact that the product of the two functions $\vartheta_{q}^{k-}(u), \vartheta_{q}^{k+}(u)$ is the function $\vartheta_{q}(u)$ is no longer obvious.
$16 \cdot 66_{1} \quad \vartheta_{s}^{c-}(u)=\frac{2 K_{e}}{\pi} \cdot \frac{r \sin v-r^{9} \sin 3 v+r^{25} \sin 5 v-\ldots}{r-3 r^{9}+5 r^{25}-\ldots}$,
$16 \cdot 66_{2}$

$$
\vartheta_{s}^{c+}(u)=\frac{1-2 r^{4} \cos 2 v+2 r^{16} \cos 4 v-2 r^{36} \cos 6 v+\ldots}{1-2 r^{4}+2 r^{16}-2 r^{36}+\ldots}
$$

$16 \cdot 66_{3} \quad \vartheta_{s}^{n-}(u)=\frac{4 K_{c}}{\pi} \cdot \frac{\sin \frac{1}{2} v-r^{1.2} \sin \frac{3}{2} v+r^{2.3} \sin \frac{5}{2} v-\ldots}{1-3 r^{1.2}+5 r^{2.3}-\ldots}$,
$16 \cdot 66_{4}$

$$
\vartheta_{s}^{n+}(u)=\frac{\cos \frac{1}{2} v+r^{1.2} \cos \frac{3}{2} v+r^{2.3} \cos \frac{5}{2} v+\cdots}{1+r^{1.2}+r^{2.3}+\ldots}
$$

$16 \cdot 66_{5} \quad \vartheta_{s}^{d-}(u)=\frac{4 K_{c}}{\pi} \cdot \frac{r \sin \frac{1}{2} v+r^{9} \sin \frac{3}{2} v-r^{25} \sin { }_{2}^{5} v-r^{49} \sin \frac{7}{2} v+\ldots}{r+3 r^{9}-5 r^{25}-7 r^{49}+\ldots}$,

$$
16 \cdot 66_{6} \quad \vartheta_{s}^{d+}(u)=\frac{r \cos \frac{1}{2} v-r^{9} \cos \frac{3}{2} v-r^{25} \cos \frac{5}{2} v+r^{49} \cos \frac{7}{2} v+\ldots}{r-r^{9}-r^{25}+r^{49}+\ldots}
$$

the signs alternate in pairs in $\cdot 66_{5-6}$, as they do below in $\cdot 67_{3-4} \cdot 68_{1-2}$, $\cdot 68_{5-6}$, and $\cdot 69_{3-4}$.
$16 \cdot 67_{1-2}$

$$
\begin{aligned}
& \vartheta_{c}^{r-}(u)= \frac{r \cos v+r^{9} \cos 3 v+r^{25} \cos 5 v+\ldots}{r+r^{9}+r^{25}+\ldots} \\
& \vartheta_{c}^{c+}(u)=\frac{1+2 r^{4} \cos 2 v+2 r^{16} \cos 4 v+2 r^{36} \cos 6 v+\ldots}{1+2 r^{4}+2 r^{16}+2 r^{36}+\ldots} ;
\end{aligned}
$$

$16 \cdot 67_{3-4}$

$$
\begin{aligned}
\vartheta_{c}^{n-}(u) & =\frac{\left(\cos \frac{1}{2} v-\sin \frac{1}{2} v\right)-r^{1.2}\left(\cos \frac{3}{2} v+\sin \frac{3}{2} v\right)-r^{2.3}\left(\cos \frac{5}{2} v-\sin \frac{5}{2} v\right)+\ldots}{1-r^{1.2}-r^{2.3}+\ldots} \\
\vartheta_{c}^{n+}(u) & =\frac{\left(\cos \frac{1}{2} v+\sin \frac{1}{2} v\right)-r^{1.2}\left(\cos \frac{3}{2} v-\sin \frac{3}{2} v\right)-r^{2.3}\left(\cos \frac{5}{2} v+\sin \frac{5}{2} v\right)+\ldots}{1-r^{1.2}-r^{2.3}+\ldots}
\end{aligned}
$$

$16 \cdot 67_{5-6}$

$$
\begin{gathered}
\vartheta_{c}^{d-}(u)=\frac{r\left(\cos \frac{1}{2} v-\sin \frac{1}{2} v\right)+r^{9}\left(\cos \frac{3}{2} v+\sin \frac{3}{2} v\right)+r^{25}\left(\cos \frac{5}{2} v-\sin \frac{5}{2} v\right)+\ldots}{r+r^{9}+r^{25}+\ldots} \\
\vartheta_{c}^{d+}(u)=\frac{r\left(\cos \frac{1}{2} v+\sin \frac{1}{2} v\right)+r^{9}\left(\cos \frac{3}{2} v-\sin \frac{3}{2} v\right)+r^{25}\left(\cos \frac{5}{2} v+\sin \frac{5}{2} v\right)+\ldots}{r+r^{9}+r^{25}+\ldots}
\end{gathered}
$$

No products like those in $\cdot 64_{1-2}$ and $\cdot 65_{1-2}$ occur in $\cdot 5$, but we can avoid a functional examination by making a substitution directly into $\cdot 66_{1-2}$. Except for constant factors, $\vartheta_{n}^{c-}(u)$ and $\vartheta_{n}^{c+}(u)$ are derivable from $\vartheta_{s}^{c-}(u)$ and $\vartheta_{s}^{c+}(u)$ by substitution of $q^{-1} e^{2 v v}$ for $e^{2 v v}$, that is, of $r^{-1} e^{v v}$ for $e^{v v,}$ and multiplication by an exponential factor; the exponential factor is $e^{-\frac{1}{2} v v}$ in each case, for the factor $1-e^{-2 v v}$ has been taken from $\sin v$ in the formation of $\cdot 64_{1}$ from $\cdot 62_{1}$, and it is a factor $e^{-\frac{1}{2} v v}$ that must be imported to produce the explicit factor $e^{\frac{1}{2} v v}$. The relation between the pairs of functions is in no way dependent on the form in which the functions are written, and therefore the series required for $\vartheta_{n}^{c-}(u)$, $\vartheta_{n}^{c+}(u)$ are

$$
\begin{aligned}
& e^{-\frac{1}{2} v v}\left\{r\left(r^{-1} e^{v v}-r e^{-v v}\right)-r^{9}\left(r^{-3} e^{3 v v}-r^{3} e^{-3 v v}\right)+r^{25}\left(r^{-5} e^{5 v v}-r^{5} e^{-5 v v}\right) \ldots\right\} \\
& e^{-\frac{1}{2} v v}\left\{1-r^{4}\left(r^{-2} e^{2 v v}+r^{2} e^{-2 v v}\right)+r^{16}\left(r^{-4} e^{4 v v}+\right.\right.\left.r^{4} e^{-4 v v}\right)- \\
&\left.-r^{36}\left(r^{-6} e^{6 v v}+r^{6} e^{-6 v v}\right)+\ldots\right\} .
\end{aligned}
$$

Supplying the denominators, we have
$16.68_{1} \quad \vartheta_{n}^{c-}(u)=\frac{e^{\frac{1}{2} v v}-r^{1.2} e^{-\frac{3}{2} v v}-r^{2.3} e^{\frac{5}{2} v v}+r^{3.4} e^{-\frac{7}{2} v v}+\ldots}{1-r^{1.2}-r^{2.3}+r^{3.4}+\ldots}$,
$16 \cdot 68_{2}$

$$
\vartheta_{n}^{c+}(u)=\frac{e^{-\frac{1}{2} v v}-r^{1.2} e^{\frac{3}{2} v v}-r^{2.3} e^{-\frac{5}{2} v v}+r^{3.4} e^{\frac{7}{2} v v}+\ldots}{1-r^{1.2}-r^{2.3}+r^{3.4}+\ldots} .
$$

Transformation of $6 t_{36}$ is immediate, since these products are formally identical with the products for $\vartheta_{n}(u)$ and $\vartheta_{d}(u)$ :
$16.68_{3} \quad \vartheta_{n}^{n-}(u)=\frac{1-2 r \cos v+2 r^{4} \cos 2 v-2 r^{9} \cos 3 v+\ldots}{1-2 r+2 r^{4}-2 r^{9}+\ldots}$,
$16 \cdot 68_{4}$

$$
\vartheta_{n}^{n+}(u)=\frac{1+2 r \cos v+2 r^{4} \cos 2 v+2 r^{9} \cos 3 v+\ldots}{1+2 r+2 r^{4}+2 r^{9}+\ldots} ;
$$

$16.68_{5} \quad \vartheta_{n}^{d-}(u)=\frac{1+2 v r \sin v-2 r^{4} \cos 2 v-2 v r^{9} \sin 3 v+2 r^{16} \cos 4 v+\ldots}{1-2 r^{4}+2 r^{16}-\ldots}$,
$16 \cdot 68_{6} \quad \vartheta_{n}^{d+}(u)=\frac{1-2 v r \sin v-2 r^{4} \cos 2 v+2 v r^{9} \sin 3 v+2 r^{16} \cos 4 v+\ldots}{1-2 r^{4}+2 r^{16}-\ldots}$.
Lastly, subtracting $\frac{1}{2} \pi$ from $v$ in $\cdot 6 \delta_{1-6}$ we have
$16.69_{1} \quad \vartheta_{d}^{c-}(u)=\frac{e^{-\frac{1}{2} v v}+r^{1.2} e^{\frac{\beta}{3} v v}+r^{2.3} e^{-\frac{8}{2} v v}+r^{3.4} e^{\frac{3}{2} v v}+\ldots}{1+r^{1.2}+r^{2.3}+r^{3.4}+\ldots}$,
$16 \cdot 69_{2}$

$$
\vartheta_{d}^{c+}(u)=\frac{e^{\frac{1}{1} v v}+r^{1.2} e^{-\frac{1}{2} v v}+r^{2.3} e^{\frac{8}{2} v v}+r^{3.4} e^{-\frac{3}{2} v v}+\ldots}{1+r^{1.2}+r^{2.3}+r^{3.4}+\ldots} ;
$$

$16.69_{3} \quad \vartheta_{d}^{n-}(u)=\frac{1-2 r \sin v-2 r^{4} \cos 2 v+2 r^{9} \sin 3 v+2 r^{16} \cos 4 v-\ldots}{1-2 r^{4}+2 r^{16}-\ldots}$,
$16 \cdot 69_{4} \quad \vartheta_{d}^{n+}(u)=\frac{1+2 r \sin v-2 r^{4} \cos 2 v-2 r^{9} \sin 3 v+2 r^{16} \cos 4 v+\ldots}{1-2 r^{4}+2 r^{16}-\ldots} ;$
$16 \cdot 69_{5} \quad \vartheta_{d}^{d-}(u)=\frac{1-2 v r \cos v+2 r^{4} \cos 2 v-2 v r^{9} \cos 3 v+2 r^{16} \cos 4 v-\ldots}{1-2 v r+2 r^{4}-2 v r^{9}+2 r^{16}-\ldots}$,
$16 \cdot 69_{6} \quad \vartheta_{d}^{d+}(u)=\frac{1+2 v r \cos v+2 r^{4} \cos 2 v+2 v r^{9} \cos 3 v+2 r^{16} \cos 4 v+\ldots}{1+2 v r+2 r^{4}+2 v r^{9}+2 r^{16}+\ldots}$.
16.7. The fundamental connexion between the twenty-four functions which we have now evaluated and the Jacobian elliptic functions was explained in advance.
16.71. If $\mathrm{ks} u$ is the primitive function coperiodic with $\mathrm{pq} u$, and $\mathrm{rq} u$, $\operatorname{tq} u$ are the functions copolar with $\mathrm{pq} u$, the ratio $\vartheta_{q}^{k-}(u) \mid \vartheta_{q}^{k+}(u)$ is equal to a linear combination of $\mathrm{rq} u$ and $\mathrm{tq} u$ in which the common pole $K_{d}$ is replaced by a zero, and the logarithmic derivative of this ratio is a constant multiple of $\mathrm{pq} u$.
It remains to tabulate the results in detail, supplying constant factors from Tables XI 2,7 .

## Table XVI1

$$
\begin{aligned}
& \frac{2(\mathrm{~ns} u-\mathrm{ds} u)}{k^{2}}=\frac{2 \operatorname{sn} u}{1+\overline{\mathrm{dn}} u}=\frac{\vartheta_{s}^{c-}(u)}{\vartheta_{s}^{c+}(u)} \\
& \frac{2(\mathrm{ds} u-\operatorname{cs} u)}{k^{\prime 2}}=\frac{2 \operatorname{sd} u}{1+\operatorname{cd} u}=\frac{\vartheta_{s}^{n-}(u)}{\vartheta_{s}^{n+}(u)} \\
& 2(\mathrm{~ns} u-\operatorname{cs} u)=\frac{2 \operatorname{sn} u}{1+\operatorname{cn} u}=\frac{\vartheta_{s}^{d-}(u)}{\vartheta_{s}^{d+}(u)} \\
& \frac{\mathrm{dc} u-k^{\prime} \mathrm{nc} u}{1-k^{\prime}}=\frac{\left(1+k^{\prime}\right) \operatorname{cd} u}{1+k^{\prime} \mathrm{nd} u}=\frac{\vartheta_{c}^{c-}(u)}{\vartheta_{c}^{c+}(u)} \\
& \operatorname{nc} u-\operatorname{sc} u=\frac{\mathrm{cn} u}{1+\operatorname{sn} u}=\frac{\vartheta_{c}^{n-}(u)}{\vartheta_{c}^{n+}(u)} \\
& \quad \operatorname{dc} u-k^{\prime} \operatorname{sc} u=\frac{\operatorname{cd} u}{1+k^{\prime} \operatorname{sd} u}=\frac{\vartheta_{c}^{d-}(u)}{\vartheta_{c}^{d+}(u)}
\end{aligned}
$$

$\operatorname{cn} u+v \operatorname{sn} u=\frac{\operatorname{nc} u}{1+v \operatorname{se} u}=\frac{\vartheta_{n}^{c-}(u)}{\vartheta_{n}^{c+}(u)}$

$$
\begin{aligned}
& \frac{\operatorname{dn} u-k \operatorname{cn} u}{1-k}=\frac{(1+k) \operatorname{nd} u}{1+k \operatorname{cd} u}=\frac{\vartheta_{n}^{n-}(u)}{\vartheta_{n}^{n+}(u)} \\
& \operatorname{dn} u+v k \operatorname{sn} u=\frac{\operatorname{nd} u}{1-v k \operatorname{sd} u}=\frac{\vartheta_{n}^{d-}(u)}{\vartheta_{n}^{d+}(u)}
\end{aligned}
$$

$\operatorname{cd} u-v k^{\prime} \operatorname{sd} u=\frac{\operatorname{dc} u}{1+v k^{\prime} \operatorname{sc} u}=\frac{\vartheta_{d}^{c-}(u)}{\vartheta_{d}^{c+}(u)}$

$$
\begin{aligned}
& \mathrm{nd} u+k \operatorname{sd} u=\frac{\mathrm{dn} u}{1-k \operatorname{sn} u}=\frac{\vartheta_{d}^{n-}(u)}{\vartheta_{d}^{n+}(u)} \\
& k \operatorname{cd} u+v k^{\prime} \mathrm{nd} u \\
& k+v k^{\prime}=\frac{\left(k-v k^{\prime}\right) \operatorname{dc} u}{k-v k^{\prime} \operatorname{nc} u}=\frac{\vartheta_{d}^{d-}(u)}{\vartheta_{d}^{d+}(u)}
\end{aligned}
$$

Particularly interesting is the expression for cn $u+v \operatorname{sn} u$, for this function is $e^{v a m u}$. Inserting from $\cdot 64_{1-2}$ the values of $\vartheta_{n}^{c-}(u)$ and $\vartheta_{n}^{c+}(u)$ as products, we have explicitly

$$
e^{v \mathrm{am} u}=e^{v v} \prod_{n=0}^{\infty} \frac{\left(1-q^{4 n+1} e^{-2 v v}\right)\left(1-q^{4 n+3} e^{2 v v}\right)}{\left(1-q^{4 n+1} e^{2 v v}\right)\left(1-q^{4 n+3} e^{-2 v v}\right)}
$$

But $\quad \log \prod_{n=0}^{\infty}\left(1-q^{4 n+p} e^{2 v v}\right)=-\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m} q^{m(4 n+p)} e^{2 m v v}$

$$
=-\sum_{m=1}^{\infty} \frac{q^{p m} e^{2 m v v}}{m\left(1-q^{4 m}\right)}
$$

and therefore

$$
\operatorname{am} u=v+\sum_{1}^{\infty} \frac{\left(q^{m}-q^{3 m}\right)\left(e^{2 m v v}-e^{-2 m v v}\right)}{v m\left(1-q^{4 m}\right)}
$$

that is,
16.72

$$
\operatorname{am} u=v+\frac{2 q \sin 2 v}{\left(1+q^{2}\right)}+\frac{2 q^{2} \sin 4 v}{2\left(1+q^{4}\right)}+\frac{2 q^{3} \sin 6 v}{3\left(1+q^{6}\right)}+\ldots,
$$

if the expansion of the logarithms is valid, that is, if $\left|q e^{2 i v}\right|$ and $\left|q e^{-2 i v}\right|$ are both less than 1 ; this condition can be written as $\left|e^{ \pm 2 i r-\sigma}\right|<1$, that is, as RI $\sigma \pm 2 \operatorname{Im} v>0$ : the point $u$ is in the strip

$$
-\operatorname{Rl} \sigma<\operatorname{Im}\{(\pi / K) u\}<\operatorname{Rl} \sigma
$$

The rearrangement just applied to the logarithms can be applied to logarithmic derivatives. If $\lambda$ is any constant such that $\left|\lambda e^{i v}\right|<1$, then

$$
\frac{d}{d v} \log \left(1-\lambda e^{i v}\right)=-i \sum_{m=1}^{\infty} \lambda^{m} e^{m i v}
$$

and therefore, if $|\lambda|<1$,

$$
\frac{d}{d v} \log \prod_{n=1}^{\infty}\left(1-\lambda^{n} e^{i v}\right)=-i \sum_{m=1}^{\infty} \frac{\lambda^{m} e^{m i v}}{1-\lambda^{m}}
$$

In each of the quotients $\vartheta_{p}^{n-}(u) / \vartheta_{p}^{n+}(u)$ the products are of the form suitable for this transformation, and only the restrictions on the range of $v$ have to be supplied. The factor $d v / d u$, that is, $\pi / 2 K$, enters throughout, and a second factor has to be inserted from Table XIVı, for the logarithmic derivative of $\operatorname{rp} u-r q K_{p} q p u$ is not necessarily the function $\operatorname{tp} u$ but is a constant multiple of $\operatorname{tp} u$. The complete set of formulae is contained in the following pair of theorems.
16.73. Within the strip $-\pi \mathrm{Rl}\left(K^{\prime} \mid K^{\prime}\right)<\operatorname{Im} v<\pi \operatorname{RI}\left(K^{\prime} / K\right)$,
$.73_{1} \quad \frac{K}{2 \pi} \operatorname{cs} \frac{2 K v}{\pi}=\frac{1}{4} \cot v-\frac{q^{2} \sin 2 v}{1+q^{2}}-\frac{q^{4} \sin 4 v}{1+q^{4}}-\frac{q^{6} \sin 6 v}{1+q^{6}}-\ldots$,
$.73_{2} \quad \frac{K}{2 \pi} \mathrm{~ns} \frac{2 K v}{\pi}=\frac{1}{4} \csc v+\frac{q \sin v}{1-q}+\frac{q^{3} \sin 3 v}{1-q^{3}}+\frac{q^{5} \sin 5 v}{1-q^{5}}+\ldots$,
$.73_{3} \quad \frac{K}{2 \pi} \mathrm{ds} \frac{2 K v}{\pi}=\frac{1}{4} \csc v-\frac{q \sin v}{1+q}-\frac{q^{3} \sin 3 v}{1+q^{3}}-\frac{q^{5} \sin 5 v}{1+q^{5}}-\ldots$,
$.73_{4} \quad \frac{k^{\prime} K}{2 \pi} \operatorname{sc} \frac{2 K v}{\pi}=\frac{1}{4} \tan v-\frac{q^{2} \sin 2 v}{1+q^{2}}+\frac{q^{4} \sin 4 v}{1+q^{4}}-\frac{q^{6} \sin 6 v}{1+q^{6}}+\ldots$,
$.73_{5} \quad \frac{K}{2 \pi} \mathrm{dc} \frac{2 K v}{\pi}=\frac{1}{4} \sec v+\frac{q \cos v}{1-q}-\frac{q^{3} \cos 3 v}{1-q^{3}}+\frac{q^{5} \cos 5 v}{1-q^{5}}-\ldots$,
$.73_{6} \quad \frac{k^{\prime} K}{-\pi} \mathrm{nc} \frac{2 K v}{\pi}=\frac{1}{4} \sec v-\frac{q \cos v}{1+q}+\frac{q^{3} \cos 3 v}{1+q^{3}}-\frac{q^{5} \cos 5 v}{1+q^{5}}+\ldots$.
16.74. Within the strip $-\frac{1}{2} \pi \operatorname{Rl}\left(K^{\prime} \mid K\right)<\operatorname{Im} v<\frac{1}{2} \pi \operatorname{Rl}\left(K^{\prime} \mid K\right)$,

$$
\begin{aligned}
& .74_{1} \quad \frac{K}{2 \pi} \operatorname{dn} \frac{2 K v}{\pi}=\frac{1}{4}+\frac{q \cos 2 v}{1+q^{2}}+\frac{q^{2} \cos 4 v}{1+q^{4}}+\frac{q^{3} \cos 6 v}{1+q^{6}}+\ldots, \\
& .74_{2} \quad \frac{k K}{2 \pi} \operatorname{sn} \frac{2 K v}{\pi}=\frac{r \sin v}{1-q}+\frac{r^{3} \sin 3 v}{1-q^{3}}+\frac{r^{5} \sin 5 v}{1-q^{5}}+\ldots, \\
& .74_{3} \quad \frac{k K}{2 \pi} \operatorname{cn} \frac{2 K v}{\pi}=\frac{r \cos v}{1+q}+\frac{r^{3} \cos 3 v}{1+q^{3}}+\frac{r^{5} \cos 5 v}{1+q^{5}}+\ldots, \\
& .74_{4} \quad \frac{k^{\prime} K}{2 \pi} \mathrm{nd} \frac{2 K v}{\pi}=\frac{1}{4}-\frac{q \cos 2 v}{1+q^{2}}+\frac{q^{2} \cos 4 v}{1+q^{4}}-\frac{q^{3} \cos 6 v}{1+q^{6}}+\ldots, \\
& 74_{5} \\
& \frac{k K}{2 \pi} \mathrm{~cd} \frac{2 K v}{\pi}=\frac{r \cos v}{1-q}-\frac{r^{3} \cos 3 v}{1-q^{3}}+\frac{r^{5} \cos 5 v}{1-q^{5}}-\ldots, \\
& .74_{6} \quad \frac{k k^{\prime} K}{2 \pi} \mathrm{sd} \frac{2 K v}{\pi}=\frac{r \sin v}{1+q}-\frac{r^{3} \sin 3 v}{1+q^{3}}+\frac{r^{5} \sin 5 v}{1+q^{5}}-\ldots .
\end{aligned}
$$

In these formulae $K, K^{\prime}$ denote $K_{c}, K_{n} / v$, and therefore by the definition of $v, \operatorname{Rl}\left(K^{\prime} \mid K\right)$ is essentially positive. In $\cdot 74$, as elsewhere, $r$ is a definite value of $q^{1 / 2}$.
16.8. In the formal sense, theta functions and $q$-series solve superbly the problem of inverting the elliptic integrals. If we express dn $u$ as $\vartheta_{d}(u) / \vartheta_{n}(u)$ and substitute $v=\frac{1}{2} \pi$ in $\cdot 55_{3-4}$, we have

$$
k^{\prime}=\left(\frac{1-2 q+2 q^{4}-2 q^{9}+\ldots}{1+2 q+2 q^{4}+2 q^{9}+\ldots}\right)^{2}
$$

whence, if $h^{\prime 2}=k^{\prime}$, one value of $h^{\prime}$ is connected with $q$ by the relation

$$
\frac{1-h^{\prime}}{1+h^{\prime}}=\frac{2 q+2 q^{9}+2 q^{25}+\ldots}{1+2 q^{4}+2 q^{16}+2 q^{36}+\ldots}
$$

If $q$ is given, this relation determines $h^{\prime}$, and therefore determines $k^{\prime}, c^{\prime}$, and $c$. Conversely, if the parameters are given, and if

$$
\epsilon=\frac{1}{2}\left(1-h^{\prime}\right) /\left(1+h^{\prime}\right)
$$

the equation

- 802

$$
\frac{q+q^{9}+q^{25}+\ldots}{1+2 q^{4}+2 q^{16}+2 q^{36}+\ldots}=\epsilon
$$

has only one solution which vanishes with $\epsilon$, and this solution is developable as a power series

- 803

$$
q=\epsilon+a_{1} \epsilon^{5}+a_{2} \epsilon^{9}+\ldots
$$

which can be shown to be convergent if $|\epsilon|<\frac{1}{2}$.
With $q$ known, the condition sn $K_{c}=1$ gives a variety of expressions for $K_{c}$; in particular, from $\cdot 73_{2}$
$16 \cdot 82$

$$
\frac{2 K_{c}}{\pi}=1+\frac{4 q}{1-q}-\frac{4 q^{3}}{1-q^{3}}+\frac{4 q^{5}}{1-q^{5}}-\ldots
$$

and from $\cdot 55_{1}$ and $\cdot 55_{3}$
$16 \cdot 83$

$$
\frac{2 K_{c}}{\pi}=\frac{1-3 q^{2}+5 q^{6}-7 q^{12}+\ldots}{1+q^{2}+q^{6}+q^{12}+\ldots} \cdot \frac{1+2 q+2 q^{4}+2 q^{9}+\ldots}{1-2 q+2 q^{4}-2 q^{9}+\ldots}
$$

And from the definition of $q$, the value of $K_{n}$ follows immediately from the values of $q$ and $K_{c}$.

These developments do not touch the theoretical inversion problem, the problem of ubiquity, except by providing powerful means of attack. The problem in this form is to prove that the equation 81 , as an equation in $q$, possesses solutions for every finite value of $k^{\prime}$ except $k^{\prime}=0$, and that the aggregate of solutions for a given value of $k^{\prime}$ other than $k^{\prime}=1$ is an automorphic aggregate corresponding to the aggregate of values of $v K_{n} / K_{c}$ belonging to one and the same Jacobian system.
16.9. The effects of halfperiod and quarterperiod additions on theta functions are summed up in (i) the pair of formulae
$16 \cdot 91_{1-2} \quad \mathrm{H}\left(u+2 K_{c}\right)=-\mathrm{H}(u), \quad \Theta\left(u+2 K_{n}\right)=\Theta(u)$,
given above as $\cdot 51_{1-2}$, (ii) a comprehensive induction from $\cdot 42$ and $\cdot 403$, namely,
16.92. If $\Phi(u)$ is either of the two functions $\mathrm{H}(u), \Theta(u)$, then

$$
\Phi\left(u+m K_{n}\right)=v^{m} q^{-m^{2} / 4} e^{-m v v} \Psi(u),
$$

where $\Psi^{\prime}(u)$ is the same function as $\Phi(u)$ if $m$ is even and is the other of the two functions if $m$ is odd, and (iii) the following permutations:
$16.93_{1}$

$$
\begin{aligned}
\vartheta_{s}\left(u+K_{c}\right)= & \left\{\mathrm{H}\left(K_{c}\right) / \mathrm{H}^{\prime}(0)\right\} \vartheta_{c}(u) \\
& \vartheta_{s}\left(u+K_{n}\right)=v\left\{q^{-1 / 4} \Theta(0) / \mathrm{H}^{\prime}(0)\right\} e^{-v r} \vartheta_{n}(u)
\end{aligned}
$$

$16 \cdot 93_{3}$

$$
\vartheta_{c}\left(u+K_{c}\right)=-\left\{\mathrm{H}^{\prime}(0) / \mathrm{H}\left(K_{c}\right)\right\} \vartheta_{s}(u)
$$

$16.93_{4} \quad \vartheta_{c}\left(u+K_{n}\right)=\left\{q^{-1 / 4} \Theta\left(K_{c}\right) / \mathrm{H}\left(K_{c}\right)\right\} e^{-v v} \vartheta_{d}(u)$.
$16 \cdot 93_{5}$

$$
\vartheta_{n}\left(u+K_{c}\right)=\left\{\Theta\left(K_{c}\right) / \Theta(0)\right\} \vartheta_{d}(u),
$$

$16 \cdot 93_{6}$

$$
\vartheta_{n}\left(u+K_{n}\right)=v\left\{q^{-1 / 4} \mathrm{H}^{\prime}(0) / \Theta(0)\right\} e^{-v x} \vartheta_{s}(u)
$$

$16 \cdot 93_{7}$ $16 \cdot 93_{8}$

$$
\vartheta_{d}\left(u+K_{c}\right)=\left\{\Theta(0) / \Theta\left(K_{c}\right)\right\} \vartheta_{n}(u),
$$

These results are all derived from the definitions of $\mathbf{H}(u)$ and $\Theta(u)$ as series, and if doubly periodic functions with simple poles have not been constructed otherwise, theta functions provide an austere method of introduction. The variable is at first $v$ and one quarterperiod is $\frac{1}{2} \pi$; the transition to $u$ is again made with a view to the function sn $u$, but the general lattice does not come into the picture, and the Jacobian lattice is seen rather as an alternative to one other lattice than as the canonical representative of a class.

## XVII

## REAL FUNCTIONS AND REAL INTEGRALS

$17 \cdot 1$. If the parameter $c$ is real, the six members of the anharmonic group of numbers to which $c$ belongs are all real. Of the six numbers, two are negative, two are positive and greater than 1, and two are positive and less than 1. In dealing with Jacobian systems with a real modulus, we lose nothing by adopting as a canonical system one whose parameter and modulus satisfy the conditions

$$
0<c<1, \quad 0<k<1 .
$$

A system whose parameter does not satisfy the first of these conditions can be derived from a canonical system by one of the transformations of the anharmonic group, that is, by a combination of Jacobi's two transformations.

With $0<k<1$, the integral relation

$$
u=\int_{x}^{\infty} \frac{d x}{\sqrt{\left\{\left(x^{2}-1\right)\left(x^{2}-k^{2}\right)\right\}}}
$$

is a case of the relation studied in Chapter IX. There is a basis composed of a real quarterperiod $K$ and an imaginary quarterperiod $i K^{\prime}$, where $K, K^{\prime}$ are given by
$17 \cdot 11_{1-2} \quad K=\int_{1}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}-1\right)\left(t^{2}-k^{2}\right)\right\}}}, \quad K^{\prime}=\int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+k^{2}\right)\right\}}}$,
the integrations with respect to $t$ being along the positive half of the real axis and the radicals being positive. The integral

$$
\int_{k}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}-1\right)\left(t^{2}-k^{2}\right)\right\}}}
$$

is mixed, whatever the path of integration.
Since $K, i K^{\prime}$ are values of $u$ in 101 corresponding to the values 1,0 of $x$, it follows that if $x$ is regarded as a function of $u$, then $i K^{\prime}$ is a zero of this function and the value of the function when $u=K$ is unity. That is to say, $K, i K^{\prime}$ is a Jacobian basis, and the integral relation $\cdot 101$ is equivalent to the functional relation $x=\mathrm{ns} u$ on this basis.

In terms of the Weierstrassian function $\wp\left(u ; K_{c}, K_{n}, K_{d}\right)$, where

$$
K_{c}=K, \quad K_{n}=i K^{\prime}, \quad K_{d}=-K-i K^{\prime},
$$

we have
$\cdot 102-104 \quad \operatorname{cs}^{2} u=\wp u-e_{c}, \quad \mathrm{~ns}^{2} u=\wp u-e_{n}, \quad \mathrm{~d} s^{2} u=\wp \prec-e_{d}$,
where $e_{c}, e_{n}, e_{d}$ denote $\wp K_{c}, \wp K_{n}, \wp K_{d}$. From the double series defining sou in terms of $K$ and $i K^{\prime}$, the function is real if $u$ is either real or imaginary; in particular $e_{c}$ and $e_{n}$ are real, and therefore, since $e_{c}+e_{n}+e_{d}=0, e_{d}$ also is real. It follows that the two products

$$
\left\{\wp u-e_{c}\right\}\left\{\wp(u+K)-e_{c}\right\}, \quad\left\{\wp u-e_{n}\right\}\left\{\rho\left(u+i K^{\prime}\right)-e_{n}\right\},
$$

which have constant values, are real, and therefore that $\wp(u+K)$ and $\wp\left(u+i K^{\prime}\right)$ are real whenever $\wp u$ is real. Hence if $S, C, D, N$ denote the points $0, K, K+i K^{\prime}, i K^{\prime}$, the function $\wp u$ is real on the perimeter of the rectangle $S C D N$, and from $\cdot 102 \div 10 \pm$ the same is true of the three functions $\operatorname{cs}^{2} u, \mathrm{~ns}^{2} u, \mathrm{ds}^{2} u$. The property extends algebraically to reciprocals and quotients:

17-12. If $0<c<1$, the squares of the twelve Jacobian functions are all real on the perimeter of the fundamental rectangle $S C D N$.

The function $\mathrm{pq} u$ has one of the four points $S, C, D, N$ for a zero and one for a pole. These points, which may be denoted by $P, Q$, divide the perimeter $S C D N S$ into two stretches. If $u$ describes the perimeter, it is only as $u$ passes through $P$ or $Q$ that pq $u$ can change character from real to imaginary, or can change sign from positively real or imaginary to negatively real or imaginary. At the origin, or for small positive real values of $u$, each of the Jacobian functions is real and positive. Hence $\mathrm{pq} u$ is real and positive thronghout that stretch from $P$ to $Q$ which includes the side $S C$. The two sides of the rectangle which meet at $P$ meet at right angles, and because the zero of pqu at that point is simple, the function, which is real in one direction from $P$, is imaginary in the perpendicular direction; the real values being positive, the imaginary values are positive or negative according as rotation from the real side to the imaginary side through one right angle is in the positive or in the negative direction. We can therefore recognize geometrically both the character and the sign of $p q u$ on each stretch of the perimeter, and since we can write down from the classical formulae

$$
\operatorname{cn}^{2} u=1-\operatorname{sn}^{2} u, \quad \operatorname{dn}^{2} u=1-k^{2} \operatorname{sn}^{2} u
$$

the values of $\mathrm{pq}^{2} u$ at the corners where it is not zero or infinite, we can complete without difficulty the set of diagrams on $p .290$.

We can insert leading coefficients at the poles and zeros in these diagrams: at the origin in $\operatorname{cs} u$, $\mathrm{ns} u$, $\mathrm{ds} u$ the leading cocfficient is 1 ,
and since the derivative of each of these functions is the negative of the product of the other two, the leading coefficients at their zeros are $-k^{\prime}, k, i k k^{\prime}$; any other function is derivable as a reciprocal or a quotient from these three.


The continuous lines show the sides along which the functions are real, the dotted lines the sides along which the functions are imaginary. Arrowheads point towards zero from negative real or negatively imaginary values, away from zero towards positive real or positively imaginary values.

A function of $u$ can not change from real to imaginary as $u$ describes a path without a sudden change of direction, if the only singularities of the function on the path are poles, whether or not the path passes through any zeros. Hence the character of the function pq $u$ along a side of the fundamental rectangle is maintained along the whole infinite line of which that side forms part. In particular,

17•13. With a real parameter between 0 and 1 , all the Jacobian functions are real for all real values of $u$; for imaginary values of $u$, the six even functions are real and the six odd functions are imaginary.

The variation of a function along a produced side of the fundamental rectangle is seen most readily in terms of zeros and poles.

Suppose first that $P, Q$ are opposite corners of the rectangle, and denote the rectangle by $P R Q T$. On the lines $P R$ and $P T$ there are zeros and no poles; on the one line, $\mathrm{pq} u$ oscillates between - $\mathrm{pq} K_{r}$ and $+\mathrm{pq} K_{r}$, on the other line, between $-\mathrm{pq} K_{t}$ and $+\mathrm{pq} K_{l}$; one set of values is real, the other imaginary. For example, along the real axis en $u$ oscillates between -1 and +1 , and along $C D$ this function oscillates between $-i k^{\prime} / k$ and $+i k^{\prime} / k$. On the lines $Q R$ and $Q T$ there are poles and no zeros; pq $u$ remains outside the range ( $-\mathrm{pq} K_{r},+\mathrm{pq} K_{r}$ ) on $Q R$, outside the range ( $-\mathrm{pq} K_{l},+\mathrm{pq} K_{l}$ ) on $Q T$, and is real on one of these lines, imaginary on the other. Along the imaginary axis, en $u$ falls from $+\infty$ to +1 and rises again to $+\infty$ as $u$ increases from $-i K^{\prime}$ to $+i K^{\prime}$, rises from $-\infty$ to -1 and falls again to $-\infty$ as $u$ increases from $i K^{\prime}$ to $3 i K^{\prime}$; along the line $N D$, en $u$ rises from $-i \infty$ to $-i k^{\prime} \mid k$ and falls again to $-i \infty$ as $u-i K^{\prime}$ increases from 0 to $2 K$, falls from $+i \infty$ to $+i k^{\prime} / k$ and rises again to $+i \infty$ as $u-i K^{\prime}$ increases from $2 K$ to $4 K$, and so on.

Secondly, let $P, Q$ be adjacent corners of the rectangle, which can now be denoted by $P Q R T$. The variations along the lines $P T$ and $Q R$ are of the two kinds already described. For example, along the real axis sn $u$ oscillates between -1 and +1 , along the imaginary axis sc $u$ oscillates between $-i$ and $+i$. Along $N D, \operatorname{sn} u$ is real and either greater than $+\mathbf{l} / k$ or less than $-\mathbf{l} / k$, and along $C N$, se $u$ is imaginary and takes no values between $-i / k^{\prime}$ and $+i / k^{\prime}$. But now there are two other types of variation. On the line $R T$, pqu has no poles or zeros, and oscillates between $\mathrm{pq} K_{r}$ and $\mathrm{pq} K_{t}$, which in this case necessarily have the same sign. For example, along the real axis dn $u$ oscillates between $+k^{\prime}$ and +1 , along $C D$, sn $u$ oscillates between +1 and $+1 / k$, and along $N D$, cs $u$ oscillates between $-i$ and $-i k^{\prime}$. Lastly, on the line $P Q$ the function $\mathrm{pq} u$ has zeros and poles alternating, and takes all values of the right kind, that is, all real values or all imaginary values, changing sign at each pole as well as at each zero, and therefore showing the same direction of increase everywhere along the line. Thus the values of sc $u$ increase steadily from $-\infty$ to $+\infty$ as $u$ increases through real values from $-K$ to $K$, and repeat this increase as $u$ increases from $K$ to $3 K$, from $3 K$ to $5 K$, and so on; similarly sn $u$ increases steadily from $-i \infty$ to $+i \infty$ as $u$ increases through imaginary values from $-3 i K^{\prime}$ to $-i K^{\prime}$, from $-i K^{\prime}$ to $i K^{\prime}$, from $i K^{\prime}$ to $3 i K^{\prime}$, and so on.
$17 \cdot 2$. We made occasional use in Chapters VII and VIII of the generation of an elliptic function as a particular integral of a differential
equation of the first order which when made rational in the dependent variable is of the fourth degree in the variable and of the second degree in the derivative. If we generate a copolar triad of Jacobian functions by means of simultaneous equations, the individual equations are much simpler. Writing
$\cdot 201-203 \quad \operatorname{sn} u=x, \quad \operatorname{cn} u=y, \quad \operatorname{dn} u=z$,
we have
$\cdot 204-206 \quad d x / d u=y z, \quad d y / d u=-x z, \quad d z / d u=-c x y$,
with the initial conditions
$\cdot 207-209 \quad x(0)=0, \quad y(0)=1, \quad z(0)=1$,
and in this definition of the functions there are no ambiguities to be resolved. The initial values of $x, y, z$, substituted in $\cdot 204-206$, give the initial values of the first derivatives, and by successive differentiation of $\cdot 204-206$ we obtain initial derivatives of as high an order as we wish, and so, theoretically, Taylor expansions for the three functions near the origin. From these expansions the functions can be continued analytically.

It is no part of our design to develop the subject logically and thoroughly on a fresh foundation, nor does this method offer any of the advantages of a method in which the double periodicity is known in advance, but assessed as an illustration of the manipulation of a set of equations, the examination of real and imaginary values of the functions $x, y, z$ defined by $\cdot 204-206$, in the case in which $c$ is real, is instructive.

For definiteness, we suppose from the first that $0<c<1$. Because $c$ is real, all the derivatives, of whatever order, are real for real values of $x, y, z$, and the functions are real for sufficiently small real values of $u$. By integration,
-210-.211

$$
x^{2}+y^{2}=1, \quad c x^{2}+z^{2}=1
$$

and therefore

$$
u=\int_{0}^{x} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(1-c t^{2}\right)\right\}}}
$$

with the positive value of the square root near $t=0$. The formula persists as far as $x=1$, since by hypothesis $c<1$.

With the square root positive, the formula

$$
u=\int_{0}^{\xi} \frac{d t}{\sqrt{ }\left\{\left(1-t^{2}\right)\left(1-c t^{2}\right)\right\}}
$$

defines $u$ as a real monotonic function of $\xi$ from $\xi=-1$ to $\xi=1$, and therefore defines $\xi$ as a real monotonic function $\xi(u)$ of $u$ from $u=-K$ to $u=K$, where
$\cdot 214$

$$
K=\int_{0}^{1} \frac{d t}{\sqrt{ }\left\{\left(1-t^{2}\right)\left(1-c t^{2}\right)\right\}^{\prime}}
$$

a value easily identified, if $c=k^{2}$, with $K$ as defined in $\cdot 11_{1}$. With $\xi(u)$ so defined, the set of equations $\cdot 204-206$ with the initial eonditions $\cdot 207-\cdot 209$ has for its unique solution over the range $-K \leqslant u \leqslant K$
$\cdot 215 x(u)=\xi(u), \quad y(u)=\sqrt{ }\left\{1-\xi^{2}(u)\right\}, \quad z(u)=\sqrt{ }\left\{1-c \xi^{2}(u)\right\}$,
where the square roots are defined to be positive. Within the range,
$.216 \quad x(-u)=-x(u), \quad y(-u)=y(u), \quad z(-u)=z(u)$,
and the extreme values are

$$
\begin{array}{cl}
x(-K)=-1, & y(-K)=0, \\
x(K)=1, & y(K)=0, \quad z(K)=k^{\prime},
\end{array}
$$

where $k^{\prime}$ is the positive square root of $1-c$.
To extend the range, we consider the set of values at $K$ as a set of initial values operating to maintain the identity of our set of solutions of the set of differential equations. At $K$, since $x z$ is positive, $d y / d u$ is negative, and therefore for sufficiently small positive values of $u-K$, $y$ is the negative square root of $1-x^{2}$, and if the radical is read as positive,

$$
\frac{d u}{d x}=-\frac{1}{\sqrt{\{ }\left(1-x^{2}\right)\left(1-c x^{2}\right)}
$$

Beyond $K, x$ deereases from 1 , and we have

$$
u-K=\int_{x}^{1} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(1-c t^{2}\right)\right\}}}
$$

a relation that persists until the radieal becomes zero, that is, while $x$ deereases from 1 to -1 and $u-K$ increases from 0 to $2 K$. Thus for $K \leqslant u \leqslant 3 K$,

$$
u-K=\left(\int_{0}^{1}-\int_{0}^{x}\right) \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(1-c t^{2}\right)\right\}}}=K-\int_{0}^{x} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(1-c t^{2}\right)\right\}}},
$$

that is,

$$
x(u)=\xi(2 K-u)=-\xi(u-2 K)=-x(u-2 K)
$$

It follows that $y(u), z(u)$ are numerically equal to $y(u-2 K), z(u-2 K)$, and since $y(u)$ is negative and $z(u)$ positive,
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$$
y(u)=-y(u-2 K), \quad z(u)=z(u-2 K)
$$

At the other extreme of this second range,

$$
x(3 K)=-1, \quad y(3 K)=0, \quad z(3 K)=k^{\prime}
$$

and this is the same set of values as the set $\cdot 217$ for $-K$; hence $4 K$ is a period of the three functions, as functions of a real variable, and $\cdot 219-220$, which may be written
$\cdot 222 x(u+2 K)=-x(u), \quad y(u+2 K)=-y(u), \quad z(u+2 K)=z(u)$,
hold for all real values of $u$. The variation of the three functions along the whole of the real axis can now be described.

Next we consider the functions as functions of the real variable $v$, where $u=i v$. The differential equations become
$\cdot 223 \quad d x / d v=i y z, \quad d y / d v=-i x z, \quad d z / d v=-i c x y$,
and to remove $i$ from this set of equations we have only to introduce $i$ as a factor into one of the dependent variables. If we are not thereby to introduce $i$ into one of the initial values $\cdot 207-\cdot 209$, it is $x$ that we must modify, and we write
$\cdot 224 \quad u=i v, \quad x(u)=i \bar{x}(v), \quad y(u)=\bar{y}(v), \quad z(u)=\bar{z}(v)$.
We have then the set of equations

$$
\cdot 225 \quad d \bar{x} / d v=\bar{y} \bar{z}, \quad d \bar{y} / d v=\bar{x} \bar{z}, \quad d \bar{z} / d v=c \bar{x} \bar{y}
$$

with the initial conditions
$\cdot 226$

$$
\bar{x}(0)=0, \quad \bar{y}(0)=1, \quad \bar{z}(0)=1
$$

On account of the changes of sign in the differential equations, $\cdot 210-211$ are replaced by
-227-. 228

$$
\bar{y}^{2}-\bar{x}^{2}=1, \quad \bar{z}^{2}-c \bar{x}^{2}=1
$$

and the relation between $\bar{x}$ and $v$ is given, for some finite range of values of $v$, by
-229

$$
v=\int_{0}^{\bar{x}} \frac{d t}{\sqrt{\left\{\left(1+t^{2}\right)\left(1+c t^{2}\right)\right\}}}
$$

with a positive radical. The relation

$$
v=\int_{0}^{\eta} \frac{d t}{\sqrt{\left\{\left(1+t^{2}\right)\left(1+c t^{2}\right)\right\}}}
$$

defines $v$ as a real monotonic function of $\eta$, and $\eta$ inversely as a real monotonic function $\eta(v)$ of $v$; the range of $\eta$ is unlimited, but the integral
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$$
\int_{0}^{\infty} \frac{d t}{\sqrt{ }\left\{\left(1+t^{2}\right)\left(1+c t^{2}\right)\right\}}
$$

has a finite value $K^{\prime}$, and it is only for the range $-K^{\prime} \leqslant v \leqslant K^{\prime}$ that the function $\eta(v)$ is a vailable. The solution of $\cdot 225, \cdot 226$ for this range is
$.232 \bar{x}(v)=\eta(v), \quad \bar{y}(v)=\sqrt{ }\left\{1+\eta^{2}(v)\right\}, \quad \bar{z}(v)=\sqrt{ }\left\{1+c \eta^{2}(v)\right\}$,
and for the same range
-233 $x(i v)=i \eta(v), \quad y(i v)=\sqrt{ }\left\{\left(1+\eta^{2}(v)\right\}, \quad z(i v)=\sqrt{ }\left\{1+c \eta^{2}(v)\right\}\right.$,
all square roots having their positive values.
At $v=K^{\prime}$ the functions $\bar{x}(v), \bar{y}(v), \bar{z}(v)$ become infinite, and extension of the range presents a fresh problem; two solutions may be indicated. We can provide finite values by changing the functions, writing

$$
\bar{x}(v)=1 / X(v), \quad \bar{y}(v)=Y(v) / X(v), \quad \bar{z}(v)=Z(v) / X(v)
$$

and crossing over by means of the values

$$
X\left(K^{\prime}\right)=0, \quad Y\left(K^{\prime}\right)=1, \quad Z\left(K^{\prime}\right)=k
$$

Alternatively, we have from $\cdot 230, \cdot 231$, for small values of $K^{\prime}-v$,

$$
\eta(v) \sim \frac{1 / k}{K^{\prime}-v},
$$

implying
$.234 \quad \bar{x}(v) \sim-\frac{1 / k}{v-K^{\prime}}, \quad \bar{y}(v) \sim-\frac{1 / k}{v-K^{\prime}}, \quad \bar{z}(v) \sim-\frac{1}{v-K^{\prime}}$,
and these asymptotic formulae must persist through the pole from negative to positive values of $v-K^{\prime}$. It will be found that for the succeeding range $K^{\prime} \leqslant v \leqslant 3 K^{\prime}$,
$\cdot 235 \quad \tilde{x}(v)=\bar{x}\left(v-2 K^{\prime}\right), \quad \bar{y}(v)=-\bar{y}\left(v-2 K^{\prime}\right), \quad \bar{z}(v)=-\bar{z}\left(v-2 K^{\prime}\right)$.
From the point of view of the complex variable, the asymptotic formulae $\cdot 234$, in the form
$.236 \quad x(u) \sim \frac{1 / k}{u-i K^{\prime}}, \quad y(u) \sim-\frac{i / k}{u-i K^{\prime \prime}}, \quad z(u) \sim-\frac{i}{u-i K^{\prime}}$,
are effective not merely along the imaginary axis but throughout the neighbourhood of $i K^{\prime}$, and they scrve to identify the solutions, from whatever direction the point $i K^{\prime}$ is approached.
Just as the zero of $\operatorname{sn} u$ at the origin enables us to reduce the
discussion of the functions $\operatorname{sn} i v$, en $i v$, dn $i v$ for real values of $v$ to the solution of a set of differential equations satisfied by real functions of $v$, so the zero of en $u$ at $u=K$ enables us to deal with the functions $\operatorname{sn}(K+i v), \operatorname{cn}(K+i v), \operatorname{dn}(K+i v)$. The set of equations satisfied by this set of functions is again $\cdot 223$, but we must now introduce $i$ as a factor into $y$, since the initial values of $x$ and $z$ are finite and different from zero. Writing
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$$
x(K+i v)=\bar{x}(v), \quad y(K+i v)=i \bar{y}(v), \quad z(K+i v)=\bar{z}(v),
$$

we have
$\cdot 238 \quad d \bar{x} / d v=-\bar{y} \bar{z}, \quad d \bar{y} / d v=-\bar{x} \bar{z}, \quad d \bar{z} / d v=c \bar{x} \bar{y}$,
with
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$$
\bar{x}(0)=1, \quad \bar{y}(0)=0, \quad \bar{z}(0)=k^{\prime},
$$

and now
$\cdot 240-241 \quad \bar{x}^{2}-\bar{y}^{2}=1, \quad c \bar{y}^{2}+\bar{z}^{2}=c^{\prime}$,
where $c^{\prime}=1-c$. We require a monotonic function $\zeta(v)$ defined by
$\cdot 242$

$$
v=\int_{0}^{\zeta} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(c^{\prime}-c t^{2}\right)\right\}}}
$$

for $-k^{\prime}\left|k \leqslant \zeta \leqslant k^{\prime}\right| k$. The substitution $t^{2} /\left(c^{\prime}-c t^{2}\right)=t^{\prime 2}$ identifies
$\cdot 243$

$$
\int_{0}^{k^{\prime \prime} k} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(c^{\prime}-c t^{2}\right)\right\}}}
$$

with $K^{\prime}$ as defined by $\cdot 231$, and for the range $-K^{\prime} \leqslant v \leqslant K^{\prime}$,

$$
\begin{align*}
x(K+i v)=\sqrt{ }\left\{1+\zeta^{2}(v)\right\} & \\
& y(K+i v)=-i \zeta(v) \\
& z(K+i v)=\sqrt{ }\left\{c^{\prime}-c \zeta^{2}(v)\right\}
\end{align*}
$$

The extreme values are finite, namely,

$$
.245 \quad x\left(K+i K^{\prime}\right)=1 / k, \quad y\left(K+i K^{\prime}\right)=-i k^{\prime} / k, \quad z\left(K+i K^{\prime}\right)=0,
$$

and the extension of the range presents no difficulty. It may be observed that if we choose an auxiliary function to suit the expressions of $\bar{y}^{2}$ and $\bar{z}^{2}$ in terms of $\bar{x}^{2}$, the range of $v$ is more restricted and the construction of the solution proceeds by shorter steps.

Lastly we consider the line through $i K^{\prime}$ parallel to the real axis. The differential equations $\cdot 204-206$ are unaltered, but to adapt either the asymptotic formulae $\cdot 236$ at $i K^{\prime}$ or the values $\cdot 245$ at $K+i K^{\prime}$ to real functions we must introduce $i$ into $y(u)$ and $z(u)$, changing two of
the three functions since now it is only through the functions that $i$ can enter. If we propose to use the values $\cdot 245$, we write
$\cdot 246$

$$
\begin{aligned}
& x\left(K^{\prime}+i K^{\prime}+w\right)=\bar{x}(w), \\
& y\left(K+i K^{\prime}+w\right)=i \bar{y}(w) \\
& \quad z\left(K+i K^{\prime}+w\right)=i \bar{z}(w) .
\end{aligned}
$$

The differential equations are
$\cdot 247 \quad d \bar{x} / d w=-\bar{y} \bar{z}, \quad d \bar{y} / d w=-\bar{x} \bar{z}, \quad d \bar{z} / d w=-c \bar{x} \bar{y}$,
with the conditions
$\cdot 248$

$$
\bar{x}(0)=1 / k, \quad \bar{y}(0)=-k^{\prime} / k, \quad \bar{z}(0)=0
$$

and the quadratic relations are

$$
\cdot 249-\cdot 250 \quad c \bar{x}^{2}-\bar{z}^{2}=1, \quad c \bar{y}^{2}-\bar{z}^{2}=c^{\prime}
$$

The formula
$\cdot .251$

$$
w=\int_{0}^{m} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+c^{\prime}\right)\right\}}}
$$

defines $\varpi(w)$ over a range easily identified as $-K \leqslant w \leqslant K$, and over this range,
$\cdot 252 \quad \bar{x}(w)=\sqrt{ }\left\{1+\varpi^{2}(w)\right\} / k, \quad \bar{y}(w)=-\sqrt{ }\left\{c^{\prime}+\varpi^{2}(w)\right\} / k, \quad \bar{z}(w)=\varpi(w)$.
Hence, for $-K \leqslant w \leqslant K$,
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$$
\begin{aligned}
& x\left(K+i K^{\prime}+w\right)=\sqrt{ }\left\{1+\varpi^{2}(w)\right\} / k, \\
& y\left(K+i K^{\prime}+w\right)=-i \sqrt{ }\left\{c^{\prime}+w^{2}(w)\right\} / k, \\
& z\left(K+i K^{\prime}+w\right)=i \varpi(w) .
\end{aligned}
$$

For large negative values of $w, w+K$ is small and positive, and

$$
\varpi(w) \sim-\frac{1}{w+K}
$$

writing $K+i K^{\prime}+w=u$, we have

$$
\varpi(w) \sim-\frac{1}{u-i K^{\prime}}
$$

and since the square roots in the formulae for $x\left(K+i K^{\prime}+w\right)$ and $y\left(K+i K^{\prime}+w\right)$ are essentially positive, we recover $\cdot 236$, for small positive real values of $u-i K^{\prime}$; to reach small negative real values of $u-i K^{\prime}$ we have to extend the range of $w$, and $\cdot 253$ is no longer applicable.

It need hardly be said that the results proved in this section are established by the arguments used here only for the lines along which
the functions have been studied. We have not, for example, proved that $4 K$ is a period of the Jacobian functions of a complex variable.
$17 \cdot 3$. Like $9 \cdot 2$, sections $\cdot 1, \cdot 2$ deal with the perimeter of the fundamental rectangle. We can appropriate the result of $9 \cdot 46$, since the factors which convert the functions of the earlier chapters into Jacobian functions are purely real or purely imaginary.
17.31. If $x$ and $u$ are complex variables, and if the parameter $c$ of the Jacobian function pq $u$ is a real number between 0 and 1 , the transformation $x=\mathrm{pq} u$ maps the fundamental rectangle and its boundary in the $u$ plane on a quadrant and its boundary in the $x$ plane.

Since the real values of $\mathrm{pq} u$ on the boundary of the fundamental rectangle are positive, the quadrant of the $x$ plane that is mapped is either the first or the fourth; if $k$ as well as $c$ is positive, the quadrant is the first for the three functions with the origin for a zero, and for the three functions ne $u$, nd $u$, de $u$.

The mapping is conformal except at the two points $x_{r}, x_{t}$ on the boundary of the quadrant which correspond to the two corners $K_{r}, K_{t}$ of the rectangle; the values of $x_{r}, x_{t}$, namely pq $K_{r}, \mathrm{pq} K_{t}$, are the values shown explicitly in Figure 33. As in $9 \cdot 4$, we can distinguish three cases: $x_{r}, x_{t}$ may be both on the real radius of the quadrant, one on the real radius and one on the imaginary radius, or both on the imaginary radius. There is, however, as the figure shows, no equality now between the third case and the first; the two exceptional points are on the real radius in six cases, on the imaginary radius in only two cases.

If $x_{r}, x_{t}$ are given, that is, if a quadrant with a given pair of exceptional points is to be mapped, a suitable value of the parameter is seen at once from the set of diagrams: if $x_{r}$ and $x_{l}$ are on the same radius, the smaller of the ratios $x_{r} / x_{t}, x_{t} \mid x_{r}$ can be taken either for $k$ or for $k^{\prime}$; if $x_{r}$ and $x_{t}$ are on different radii, the numerical ratio $\left|x_{r}\right| x_{t} \mid$ can be used either for $k / k^{\prime}$ or for $k^{\prime} / k$.

If it is the rectangle that is given, we have the ratio of $K$ to $K^{\prime}$. We can construct a function $\operatorname{gj}\left(z ; \omega_{f}, \omega_{g}, \omega_{h}\right)$ with $\omega_{j}: \omega_{g}=K: i K^{\prime}$ and find the normalizing factor from this function. We have now very little choice in the numerical values of $x_{r}$ and $x_{t}$, but since our choice anong the twelve functions on the Jacobian basis $K, i K^{\prime}$ is still free, we can choose the radii on which the points $x_{r}, x_{t}$ are to be found.
$\mathbf{1 7 \cdot 4}$. For real integration, the diagrams composing Figure 33 render vivid the formulae of Table XIn. The results are similar to those in
$9 \cdot 5$, but it is the essence of the Jacobian theory that the functions are real and positive for the definite range $0 \leqslant u \leqslant K$, and differences in detail make explicit enunciations necessary.
$17 \cdot 41_{1-2}$. If $0 \leqslant x_{1}, 0 \leqslant x_{4}$, the values $u_{1}, u_{4}$ of the integrals
are determined by $\quad x_{1}=\operatorname{cs} u_{1}, \quad x_{4}=\operatorname{se} u_{4}$
with the conditions $0 \leqslant u_{1} \leqslant K, 0 \leqslant u_{4} \leqslant K$.
$17 \cdot 42_{1-2}$. If $1 \leqslant x_{2}, 1 \leqslant x_{5}$, the values $u_{2}, u_{5}$ of the integrad.s

$$
\int_{x_{2}}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}-1\right)\left(t^{2}-k^{2}\right)\right\}}}, \quad \int_{1}^{x_{5}} \frac{d t}{\left.\sqrt{\left\{\left(t^{2}-1\right)\left(t^{2}-k^{2}\right)\right.}\right\}}
$$

are determined by $\quad x_{2}=\mathrm{ns} u_{2}, \quad x_{5}=\operatorname{dc} u_{5}$ with the conditions $0 \leqslant u_{2} \leqslant K, 0 \leqslant u_{5} \leqslant K$.
17.43 $3_{1-2}$. If $k^{\prime} \leqslant x_{3}, 1 \leqslant x_{6}$, the values $u_{3}, u_{6}$ of the integrals

$$
\int_{x_{3}}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+k^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}}}, \quad \int_{1}^{x_{6}} \frac{d t}{\sqrt{\left\{\left(k^{\prime 2} t^{2}+k^{2}\right)\left(t^{2}-1\right)\right\}}}
$$

are determined by $\quad x_{3}=\mathrm{ds} u_{3}, \quad x_{6}=$ nc $u_{6}$
with the conditions $0 \leqslant u_{3} \leqslant K, 0 \leqslant u_{6} \leqslant K$.
$17 \cdot 44_{1-2}$. If $k^{\prime} \leqslant x_{7} \leqslant 1, \quad 1 \leqslant x_{10} \leqslant 1 / k^{\prime}$, the values $u_{7}, u_{10}$ of the integrals

$$
\int_{x_{7}}^{1} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}}}, \quad \int_{1}^{x_{1}} \frac{d t}{\sqrt{ }\left\{\left(1-k^{\prime 2} t^{2}\right)\left(t^{2}-1\right)\right\}}
$$

are determined by $\quad x_{7}=\ln u_{7}, \quad x_{10}=\operatorname{nd} u_{10}$
with the conditions $0 \leqslant u_{7} \leqslant K, 0 \leqslant u_{10} \leqslant K$.
$17 \cdot 45_{1-2}$. If $0 \leqslant x_{11} \leqslant 1,0 \leqslant x_{8} \leqslant 1$, the values $u_{11}, u_{8}$ of the integral.s

$$
\int_{x_{11}}^{1} \frac{d t}{\sqrt{ }\left\{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)\right\}}, \quad \int_{0}^{x_{0}} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(1-h^{2} t^{2}\right)\right\}}}
$$

are determined by $\quad x_{11}=\operatorname{cd} u_{11}, \quad x_{8}=\operatorname{sn} u_{8}$
with the conditions $0 \leqslant u_{11} \leqslant K, 0 \leqslant u_{8} \leqslant K$.

17•46 $6_{1-2}$. If $0 \leqslant x_{9} \leqslant 1,0 \leqslant x_{12} \leqslant 1 / k^{\prime}$, the values $u_{9}, u_{12}$ of the integrals

$$
\int_{x_{3}}^{1} \frac{d t}{\sqrt{\left\{\left(k^{\prime 2}+k^{2} t^{2}\right)\left(1-t^{2}\right)\right\}}}, \quad \int_{0}^{x_{12}} \frac{d t}{\sqrt{\left\{\left(1+k^{2} t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)\right\}}}
$$

are determined by $\quad x_{9}=\mathrm{cn} u_{9}, \quad x_{12}=\mathrm{sd} u_{12}$
with the conditions $0 \leqslant u_{9} \leqslant K, 0 \leqslant u_{12} \leqslant K$.
As in $9 \cdot 5$, the six possible forms of the radical, each associated with two natural values for the fixed limit of integration, provide twelve types of real integral, and by means of the twelve functions a standard integral of each type is given. Thus the evaluation of either of the integrals

$$
\int_{x} \frac{d t}{\sqrt{\left\{\left(\kappa t^{2}+\lambda\right)\left(\mu t^{2}+\nu\right)\right\}}}, \quad \int^{x} \frac{d t}{\sqrt{\left\{\left(\kappa t^{2}+\lambda\right)\left(\mu t^{2}+\nu\right)\right\}}},
$$

for any combination of signs for which the radical can be real, requires only a substitution $t=\gamma w$ with a positive real value of $\gamma$; the necessary value of $\gamma$ is obvious, and the result, in the form $x=\gamma \mathrm{pq} u$, unambiguous. A definite integral can be evaluated from either end of its range, that is, by either of two complementary functions.

The substitution $t^{2}=w$ replaces the integrals in $41-46$ by standard integrals such as

$$
\cdot 401-402 \int_{y_{1}}^{\infty} \frac{d w}{\sqrt{\left\{w(w+1)\left(w+c^{\prime}\right)\right\}}}=v_{1}, \quad \int_{y_{2}}^{\infty} \frac{d w}{\sqrt{\{w(w-1)(w-c)\}}}=v_{2},
$$

with evaluations

$$
\cdot 403-404 \quad y_{1}=\operatorname{cs}^{2} \frac{1}{2} v_{1}, \quad y_{2}=\mathrm{ns}^{2} \frac{1}{2} v_{2}
$$

and so on. Conversely, the six integrals of each of the forms

$$
\int_{y} \frac{d w}{\sqrt{\{w(\kappa w+\lambda)(\mu w+\nu)\}}}, \quad \int^{y} \frac{d w}{\sqrt{\{w(\kappa w+\lambda)(\mu w+\nu)\}}}
$$

for which the integrand is real for positive values of $w$ are covered by a preliminary substitution $w=\delta t^{2}$, and the six of each form for which the integrand is real for negative values of $w$ by a preliminary substitution $w=-\delta t^{2}$, where $\delta$ is positive in each case.

Although we use twelve functions in order to express each integral by means of a function appropriate to its sign-combination and to the range of integration, this does not mean that for practical applications we have to tabulate the twelve functions. If the value of one function
is known, the value of any other can be inferred from the algebraic relation between the squares of two functions. For example, if the integral is of the type which provides the value $x_{11}$ of cd $u_{11}$, we have

$$
\operatorname{sn}^{2} u_{11}=\frac{\operatorname{sd}^{2} u_{11}}{\mathrm{nd}^{2} u_{11}}=\frac{1-x_{11}^{2}}{1-k^{2} x_{11}^{2}},
$$

and $u_{11}$ can be identified from a table of the function $\mathrm{sn} u$. To put the same conclusion differently, the substitution

$$
\frac{1-x_{11}^{2}}{1-k^{2} x_{11}^{2}}=x_{8}^{2}
$$

transforms the integral

$$
\int_{x_{11}}^{1} \frac{d x_{11}}{\left.\sqrt{\left\{\left(1-x_{11}^{2}\right)\left(1-k^{2} x_{11}^{2}\right)\right.}\right\}}
$$

into

$$
\int_{0}^{x_{8}} \frac{d x_{8}}{\sqrt{\left\{\left(1-x_{8}^{2}\right)\left(1-k^{2} x_{8}^{2}\right)\right\}}}
$$

and could be applied first if Legendre's integral was the only one to be recognized. But it is to be noticed that the substitution involves the modulus $k$ and can be applied more readily to the function when the modulus is known than to the integral when the modulus has still to be found.

Fundamentally the distinction between the set of theorems 11.81$11 \cdot 83$ and the set $\cdot 41-46$ is that in the earlier set it is the identity of one manyvalued function with another that is affirmed-each value which occurs on one side occurs somewhere on the other side alsowhile in the latter set a particular value of the one function is identified with a particular value of the other. In the same way, the integrals derivable for $K$, namely

$$
\begin{array}{ll}
\int_{0}^{\infty} \frac{d t}{\sqrt{\left\{\left(t^{2}+1\right)\left(t^{2}+k^{\prime 2}\right)\right\}^{\prime}},} & \int_{0}^{1} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)\right\}}}, \\
\int_{0}^{1 / k^{\prime}} \frac{d t}{\sqrt{\left\{\left(1+k^{2} t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)\right\}}}, & \int_{k^{\prime}}^{1} \frac{d t}{\sqrt{\left\{\left(1-t^{2}\right)\left(t^{2}-k^{\prime 2}\right)\right\}}}
\end{array}
$$

though formally identical with those in 11.84 are now integrals from which $K$ is determinable, since the paths of integration are assigned.
17.5. In this section we consider briefly the reduction to a standard form of the integral $\int d x / \sqrt{ } \phi(x)$, where $\phi(x)$ is a general polynomial of
the fourth or third degree with real coefficients. It is sufficient if we bring the polynomial in the radical to one of the forms

$$
\left(\kappa t^{2}+\lambda\right)\left(\mu t^{2}+\nu\right), \quad w(\kappa w+\lambda)(\mu w+\nu),
$$

without regard to the combination of signs; the processes of the last section are then applicable.

If $\phi(x)$ is of the fourth degree, there is no loss of generality in supposing $\phi(x)$ expressed as the product of two quadratic factors $\theta(x), \psi(x)$ with real coefficients. If there are real constants such that

$$
.501-502 \quad \theta(x)=\kappa(x-\alpha)^{2}+\lambda(x-\beta)^{2}, \quad \psi(x)=\mu(x-\alpha)^{2}+\nu(x-\beta)^{2},
$$

the substitution
$17 \cdot 51$

$$
\frac{x-\alpha}{x-\beta}=t
$$

reduces the integral $\int d x / \mathcal{J} \phi(x)$ to a multiple of $\int d t / \sqrt{ }\left\{\left(\kappa t^{2}+\lambda\right)\left(\mu t^{2}+\nu\right)\right\}$. Alternatively, the substitution
$17 \cdot 52$

$$
\left(\frac{x-\alpha}{x-\beta}\right)^{2}=w
$$

reduces the integral to a multiple of $\int d w / \sqrt{ }\{w(\kappa w+\lambda)(\mu w+\nu)\}$, and therefore the substitution
$17 \cdot 53$

$$
\frac{\theta(x)}{\psi(x)}=\gamma y
$$

is equivalent to a bilinear transformation between $w$ and $y$ in which the factors $\kappa w+\lambda, \mu w+\nu$ correspond to $y, 1 / y$, and reduces the integral to an integral $\int d y / \sqrt{ }\{y(\varpi y+\rho)(\sigma y+\tau)\}$, where the factors $\varpi y+\rho, \sigma y+\tau$ correspond to $x-\alpha, x-\beta$, and are therefore multiples of $(x-\alpha)^{2} / \psi(x)$, $(x-\beta)^{2} / \psi(x)$. The constant $\gamma$ is available for bringing the factors precisely to the standard forms, but in a numerical problem it may be best to give $\gamma$ a definite value in the first place, at the cost of a second substitution when the form $\int d y / \sqrt{ }\{y(w y+\rho)(\sigma y+\tau)\}$ is reached.

The simultaneous expression of $\theta(x), \psi(x)$ by means of real squares is possible unless $\dagger$ these quadratic functions both have real roots and the pairs of roots are interlaced. If both functions have real roots, then whether or not the two pairs of roots are interlaced, the transformation 13.704 is available as a real transformation. The anharmonic group of

[^34]the four roots is real, and a substitution can be chosen for which the ratio is between 0 and 1 . There may be a negative constant factor in the rarlical, but this signifies only that one of the faetors must be reversed before the appropriate elliptic function ean be detected.

The reduction of $\int d x / \sqrt{ } \phi(x)$ when $\phi(x)$ is cubic connects the Jacobian and Weierstrassian functions, but we are not here concerned with the Weierstrassian side of the problem. We suppose $\phi(x)$ to be given in the form $(x-\alpha) \theta(x)$, where $\alpha$ is real. If $\theta(x)$ has real roots $\beta, \gamma$, a reduetion to the form $\int d y / \sqrt{ }\{y(\varpi y+\rho)(\sigma y+\tau)\}$ is immediate. If the roots of $\theta(x)$ are complex, the substitution
$17 \cdot 54$

$$
x-\alpha=z^{2}
$$

converts the integral into the form $\int d z / \sqrt{ }\left\{a z^{4}+2 h z^{2}+b\right\}$, in which real quadratic factors of the form $a z^{2}+\sqrt{ }(a b) \pm c z$ arc obvious. Alternatively, regarding $x-\alpha$ as a degenerate form of a quadratic factor $\psi(x)$, we make the substitution
$17 \cdot 55$

$$
\frac{\theta(x)}{x-\alpha}=y
$$

suggested by 53 ; if $\theta(x)=a(x-\alpha)^{2}+2 h(x-\alpha)+b$, we have

$$
\begin{gathered}
\left\{a-\frac{b}{(x-\alpha)^{2}}\right\} d x=d y \\
\left\{a(x-\alpha)^{2}-b\right\}^{2}=(x-\alpha)^{2}\left\{(y-2 h)^{2}-4 a b\right\}
\end{gathered}
$$

and the integral is a multiple of $\int d y / \checkmark \chi(y)$, where

$$
\chi(y)= \pm y\left\{(y-2 h)^{2}-4 a b\right\}
$$

and the quadratic factor has real roots because the roots of $\theta(x)$ are not real.

17•6. The numerical evaluation of the Jacobian functions is reducible for sufficiently small values of $c$ to the evaluation of circular functions, for sufficiently small values of $c^{\prime}$ to the evaluation of hyperbolie functions; the formulae required are expansions in ascending powers of $c$ or $c^{\prime}$, and we have seen in $15 \cdot 2$ how the expansions can be found. But in these expansions the functions of $u$ which multiply the successive powers of the parameter become cumbersome very rapidly, and the series are of little practical use beyond their first or second terms. In choosing a system for use in an actual problem the immediate choice of the parameter is choice within a real anharmonic group, and we can always suppose the parameter to be positive and not greater than $\frac{1}{2}$
and the modulus to be not greater than $\frac{1}{2} \sqrt{2}$, but this restriction is altogether inadequate to the purpose of using power series.

It is the Landen transformations which enable us to diminish the value of $c$ or the value of $c^{\prime}$ to any desired extent. In the real field, $K$ decreases steadily to $\frac{1}{2} \pi$ and $K^{\prime}$ increases steadily without limit as $c \rightarrow 0$. We know the order of increase of $K^{\prime}$ : from 15•428,

$$
K^{\prime}=A \log (16 / c)
$$

where $A \rightarrow \frac{1}{2}$. Hence $c=16 e^{-K^{\prime} / A}$, and for large values of $K^{\prime}$
$17 \cdot 61_{1}$

$$
c \bumpeq 16 e^{-\sigma},
$$

where the symbol denotes practical indistinguishability, and where -601

$$
\sigma=\pi K^{\prime} \mid K
$$

as in Chapter XVI.
The effect of the second Landen transformation is to double the value of $\sigma$, and therefore ultimately to replace $c$ by approximately $c^{2} / 16$ : if $c_{1}=1 / 4$, then $c_{2} \bumpeq 1 / 4^{4}$ and $c_{3} \bumpeq 1 / 10^{6}$. With such a rate of decrease as this, it is better to repeat the transformation until $c$ is negligible than to use series in which $c$ and $c^{2}$ are multiplied by functions laborious to evaluate. For small values of $\sigma$,
$17.61_{2}$

$$
c^{\prime} \bumpeq 16 e^{-1 / \sigma},
$$

and the effect of the first Landen transformation is to halve $\sigma$ and to diminish $c^{\prime}$ accordingly.

While the asymptotic relations $\cdot 61_{1-2}$ show clearly why the operation of the Landen transformations is effective, we must use an exact relation between consecutive values of the parameter until we find that this has merged in one direction or the other into the asymptotic relation. If a Jacobian system $\mathbf{U}$ has moduli $k, k^{\prime}$, and if the system $\mathscr{L} \mathbf{U}$ derived from $\mathbf{U}$ by the first Landen transformation has moduli $h, h^{\prime}$, then from 13.512, 13.515
-602-603

$$
h^{2}=\frac{4 k}{(1+k)^{2}}, \quad k^{\prime 2}=\frac{4 h^{\prime}}{\left(1+h^{\prime}\right)^{2}} .
$$

If we have a Landen chain

$$
\ldots, \mathbf{U}_{-3}, \mathbf{U}_{-2}, \mathbf{U}_{-1}, \mathbf{U}_{0}, \mathbf{U}_{1}, \mathbf{U}_{2}, \mathbf{U}_{3}, \ldots
$$

where $\mathbf{U}_{n}=\mathscr{L} \mathbf{U}_{n-1}$ for all values of $n$, then

$$
\cdot 604-605 \quad k_{n}^{2}=\frac{4 k_{n-1}}{\left(1+k_{n-1}\right)^{2}}, \quad k_{n-1}^{\prime 2}=\frac{4 k_{n}^{\prime}}{\left(1+k_{n}^{\prime}\right)^{2}} .
$$

Since $\frac{1}{4}(1+k)^{2}$ decreases from 1 to $\frac{1}{4}$ as $k$ decreases from 1 to $0, k_{n-1}$ is always between $k_{n}^{2}$ and $\frac{1}{4} k_{n}^{2}$, and $k_{n}^{\prime}$ is always between $k_{n-1}^{\prime 2}$ and $\frac{1}{4} k_{n-1}^{\prime 2}$; in accordance with the asymptotic formulae, $k_{n-1} / k_{n}^{2} \rightarrow \frac{1}{4}$ as $n \rightarrow-\infty$ and $k_{n}^{\prime} \left\lvert\, k_{n-1}^{\prime 2} \rightarrow \frac{1}{4}\right.$ as $n \rightarrow+\infty$.

Let us write

$$
\cdot 606-\cdot 607 \quad k_{n}=b_{n} / a_{n}, \quad k_{n}^{\prime}=b_{n}^{\prime} / a_{n}^{\prime}
$$

and consider the relations $\cdot 604-605$ in the forms

$$
\cdot 608-609 \quad \frac{b_{n}}{a_{n}}=\frac{\sqrt{ }\left(a_{n-1} b_{n-1}\right)}{\frac{1}{2}\left(a_{n-1}+b_{n-1}\right)}, \quad \frac{b_{n-1}^{\prime}}{a_{n-1}^{\prime}}=\frac{\sqrt{ }\left(a_{n}^{\prime} b_{n}^{\prime}\right)}{\frac{1}{2}\left(a_{n}^{\prime}+b_{n}^{\prime}\right)} .
$$

From any pair of unequal positive numbers $a_{0}, b_{0}$, of which we suppose $a_{0}$ to be the larger, we can form a sequence of pairs of arithmetic and geometric means by the recurrence formulae
$17 \cdot 62_{1-2} \quad a_{n}=\frac{1}{2}\left(a_{n-1}+b_{n-1}\right), \quad b_{n}=\sqrt{ }\left(a_{n-1} b_{n-1}\right)$.
This pair of formulae can be reversed: since $a_{n}>b_{n}>0$, the roots of the equation

$$
x^{2}-2 a_{n} x+b_{n}^{2}=0
$$

are real, positive, and unequal; $a_{n-1}$ is the larger and $b_{n-1}$ the smaller of these roots. The pair of formulae 62 therefore generates a chain of pairs of numbers which can be extended indefinitely in both directions; this chain is called an arithmetieo-geometric chain. A given pair of unequal positive numbers belongs to one and only one arithmeticogeometric chain, and the chain can be developed from any one of its members.

Since $b_{n-1}<a_{n-1}$, we have

$$
a_{n}<a_{n-1}, \quad b_{n}>b_{n-1}
$$

also

$$
\begin{aligned}
\left(a_{n}-b_{n}\right) & =\frac{1}{2}\left(\sqrt{ } a_{n-1}-\sqrt{ } b_{n-1}\right)^{2} \\
& =\frac{\sqrt{ } a_{n-1}-\sqrt{ } b_{n-1} \cdot \frac{1}{2}\left(a_{n-1}-b_{n-1}\right),}{\sqrt{ } a_{n-1}+\sqrt{ } b_{n-1}},
\end{aligned}
$$

whence
-612

$$
\left(a_{n}-b_{n}\right)<\frac{1}{2}\left(a_{n-1}-b_{n-1}\right) .
$$

Hence as $n \rightarrow+\infty$ the decreasing sequence $\left\{a_{n}\right\}$ and the increasing sequence $\left\{b_{n}\right\}$ have a common limit. This limit is a definite function of the initial pair of numbers $a_{0}, b_{0}$, called by Gauss their arithmeticogeometric mean and denoted by $M\left(a_{0}, b_{0}\right)$. Since the sequence of pairs
of numbers may be developed from any of its members, $M\left(a_{r}, b_{r}\right)$ has the same value as $M\left(a_{0}, b_{0}\right)$, whether $r$ is positive or negative; the arithmetico-geometric mean belongs in fact to the chain rather than to any one pair of numbers in the chain.

In the opposite direction, the inequality 612 becomes

$$
\left(a_{n-1}-b_{n-1}\right)>2\left(a_{n}-b_{n}\right),
$$

implying that as $n \rightarrow-\infty, a_{n} \rightarrow \infty$. Since $b_{n+1}<M\left(a_{0}, b_{0}\right)$,

$$
a_{n} b_{n}<\left\{M\left(a_{0}, b_{0}\right)\right\}^{2},
$$

for all values of $n$, positive and negative, and therefore if $a_{n} \rightarrow \infty$, $b_{n} \rightarrow 0$.
17.63. In the arithmetico-geometric chain determined by a pair of unequal positive numbers $\left(a_{0}, b_{0}\right), a_{n}$ tends downwards to $M\left(a_{0}, b_{0}\right)$ and $b_{n}$ tends upwards to $M\left(a_{0}, b_{0}\right)$ as $n \rightarrow+\infty$, while $a_{n}$ tends upwards to $\infty$ and $b_{n}$ tends downwards to 0 as $n \rightarrow-\infty$; the ratio $b_{n} / a_{n}$ tends upwards to 1 as $n \rightarrow+\infty$ and tends downwards to 0 as $n \rightarrow-\infty$.

It is to be observed that an arithmetico-geometric chain has a definite direction; we can assign the suffix 0 to any member of the chain we please, and the allocation of all other suffixes is then determined unambiguously.

We can now express the relations $\cdot 604 \cdot 605$ as follows:
17.64. In a Jacobian system $\mathbf{U}$ in which $k$ and $k$ ' have real positive values, let $a_{0}, b_{0}$ and $a_{0}^{\prime}, b_{0}^{\prime}$ be any two pairs of positive numbers such that

$$
a_{0}: b_{0}=1: k, \quad a_{0}^{\prime}: b_{0}^{\prime}=1: k^{\prime}
$$

and for both positive and negative values of $m$, let $\left(a_{m}, b_{m}\right)$ and $\left(a_{m}^{\prime}, b_{m}^{\prime}\right)$ be the mth members of the arithmetico-geometric chains evolved from $\left(a_{0}, b_{0}\right)$ and $\left(a_{0}^{\prime}, b_{0}^{\prime}\right)$; then if $\mathscr{L}$ is the Landen transformation which doubles the ratio of $K$ to $K^{\prime}$, the moduli $k_{n}, k_{n}^{\prime}$ of the system $\mathscr{L}^{n} \mathbf{U}$ are given by

$$
k_{n}=b_{n} / a_{n}, \quad k_{n}^{\prime}=b_{-n}^{\prime} / a_{-n}^{\prime},
$$

whether $n$ is positive or negative.
To take $a_{0}$ and $a_{0}^{\prime}$ as unity would obscure slightly the completeness of the relation between the Landen chain of Jacobian systems and the two arithmetico-geometric chains; with $\mathbf{U}_{0}, k_{0}, k_{0}^{\prime}$ written for $\mathbf{U}, k, k^{\prime}$, this relation persists throughout the length of the chains, but no two values of $a_{m}$ or of $a_{m}^{\prime}$ are equal, and to assign unit values at the particular system $\mathrm{U}_{0}$ is arbitrary.

The arithmetico-geometric chains giving $k_{n}$ and $k_{n}^{\prime}$ have opposite directions; symbolically the correspondence is

$$
\begin{array}{ccccccc}
\ldots & \mathscr{L}^{-2} \mathbf{U}_{0} & \mathscr{L}^{-1} \mathbf{U}_{0} & \mathbf{U}_{0} & \mathscr{L} \mathbf{U}_{0} & \mathscr{P}^{2} \mathbf{U}_{0} & \ldots \\
\ldots & \left(a_{-2}, b_{-2}\right) & \left(a_{-1}, b_{-1}\right) & \left(a_{0}, b_{0}\right) & \left(a_{1}, b_{1}\right) & \left(a_{2}, b_{2}\right) & \ldots \\
\ldots & \left(a_{2}^{\prime}, b_{2}^{\prime}\right) & \left(a_{1}^{\prime}, b_{1}^{\prime}\right) & \left(a_{0}^{\prime}, b_{0}^{\prime}\right) & \left(a_{-1}^{\prime}, b_{1}^{\prime}\right) & \left(a_{-2}^{\prime}, b_{2}^{\prime}\right) & \ldots
\end{array}
$$

As $n \rightarrow+\infty, k_{n} \rightarrow 1, k_{n}^{\prime} \rightarrow 0$; as $n \rightarrow-\infty, k_{n} \rightarrow 0, k_{n}^{\prime} \rightarrow 1$. In other words, the Landen chain hangs between the two extremes of a system in which the functions are circular and a system in which the functions are hyperbolic, and in view of the rapidity of the convergence in each direction, in practice all but a few of the sets composing the chain are sensibly indistinguishable from one or other of the limiting forms; it is the few which are distinguishable that interest us.

The relation between the variables $u, v$ in the systems $\mathbf{U}, \mathscr{L} \mathbf{U}$ is $v=\mu u$, where

$$
\mu=\frac{1}{2}(1+k)=1 /\left(1+h^{\prime}\right) ;
$$

also $v=\frac{1}{2} H_{c}$ corresponds to $u=K_{c}$. If then $u_{n}$ is the variable and $K_{(n)}$ is the quarterperiod $K_{c}$ in the system $\mathscr{L}^{n} \mathbf{U}$, we have
$\cdot 613-\cdot 614 \quad u_{n-1}=\left(1+k_{n}^{\prime}\right) u_{n}, \quad K_{(n-1)}=\frac{1}{2}\left(1+k_{n}^{\prime}\right) K_{(n)}$.
Since

$$
1+k_{n}^{\prime}=\frac{a_{-n}^{\prime}+b_{-n}^{\prime}}{a_{-n}^{\prime}}=\frac{2 a_{-(n-1)}^{\prime}}{a_{-n}^{\prime}}
$$

these relations can be written
.615-•616

$$
\frac{u_{n-1}}{a_{-(n-1)}^{\prime}}=\frac{2 u_{n}}{a_{-n}^{\prime}}, \quad \frac{K_{(n-1)}^{\prime}}{a_{-(n-1)}^{\prime}}=\frac{K_{n}^{\prime}}{a_{-n}^{\prime}},
$$

implying that the ratios

$$
2^{n} u_{n}: K_{(n)}: a_{-n}^{\prime}
$$

are constant along the chain. As $n \rightarrow-\infty$,

$$
K_{(n)} \rightarrow \frac{1}{2} \pi, \quad a_{-n}^{\prime} \rightarrow M\left(a_{0}^{\prime}, b_{0}^{\prime}\right)=a_{0}^{\prime} M\left(1, k^{\prime}\right) ;
$$

hence
$17 \cdot 65_{1}$

$$
K=\frac{1}{2} \pi / M\left(1, k^{\prime}\right),
$$

and since the relation of $K^{\prime}$ to $k$ is the same as that of $k$ to $k^{\prime}$,
$17 \cdot 65_{2}$

$$
K^{\prime}=\frac{1}{2} \pi / M(1, k) .
$$

Applying $\cdot 65_{1}, \cdot 65_{2}$ at an arbitrary point of the chain, we have -617-618

$$
K_{(n)}=\frac{1}{2} \pi / M\left(1, k_{n}^{\prime}\right), \quad K_{(n)}^{\prime}=\frac{1}{2} \pi / M\left(1, k_{n}\right),
$$

and combined with the equality of ratios

$$
2^{n} u_{n} / K_{(n)}=u / K
$$

$\cdot 617$ and $\cdot 65_{1}$ give the relation between the variable $u_{n}$ and the central variable $u$ in the form
-619

$$
2^{n} u_{n} M\left(1, k_{n}^{\prime}\right)=u M\left(1, k^{\prime}\right)
$$

whether $n$ is positive or negative.
Turning now to the transfer of functional values along the chain, we have to extract from the results in 13.5 formulae adapted to iteration. If we eliminate ds from $13 \cdot 51_{1-2}$ and cn $u$ from $13 \cdot 51_{3-4}$ we have
-620 $\quad \operatorname{cs} u=\frac{1}{2}(1+k) \operatorname{cs} v-\frac{1}{2}(1-k) \operatorname{sc} v$,
-621

$$
\operatorname{dn} u=\frac{1}{2}(1+k) \operatorname{dn} v+\frac{1}{2}(1-k) \text { nd } v .
$$

Analytically the difference between these two formulae is trivial, for $\operatorname{cs}\left(u+K_{n}\right)=-v \operatorname{dn} u$ and $K_{n}$ in the one system corresponds to $H_{n}$ in the other. Writing $u_{r}, u_{r+1}$ for $u, v$ we have
$17 \cdot 66_{1}$

$$
\begin{aligned}
\operatorname{cs} u_{r} & =\frac{1}{2}\left(1+k_{r}\right) \operatorname{cs} u_{r+1}-\frac{\frac{1}{2}\left(1-k_{r}\right)}{\operatorname{cs} u_{r+1}} \\
\operatorname{dn} u_{r} & =\frac{1}{2}\left(1+k_{r}\right) \operatorname{dn} u_{r+1}+\frac{\frac{1}{2}\left(1-k_{r}\right)}{\operatorname{dn} u_{r+1}}
\end{aligned}
$$

$17 \cdot 66_{2}$
Even these simple recurrences can be for some purposes improved, for

$$
\operatorname{cs}\left(K_{c}-u\right)=k^{\prime} \operatorname{sc} u, \quad \operatorname{dn}\left(K_{c}-u\right)=k^{\prime} \operatorname{nd} u
$$

and therefore, since $h^{\prime}=(1-k) /(1+k)$,
-622

$$
(1-k) \operatorname{sc} v=(1+k) \operatorname{cs}\left(H_{c}-v\right)
$$

-623

$$
(1-k) \operatorname{nd} v=(1+k) \operatorname{dn}\left(H_{c}-v\right)
$$

Hence $\cdot 66_{1-2}$ are equivalent to
$17 \cdot 66_{3}$

$$
\operatorname{cs} u_{r}=\frac{1}{2}\left(1+k_{r}\right)\left\{\operatorname{cs} u_{r+1}-\operatorname{cs}\left(K_{(r+1)}-u_{r+1}\right)\right\}
$$

$17 \cdot 66_{4} \quad \operatorname{dn} u_{r}=\frac{1}{2}\left(1+k_{r}\right)\left\{\operatorname{dn} u_{r+1}+\operatorname{dn}\left(K_{(r+1)}-u_{r+1}\right)\right\}$.
We can not reverse $\cdot 620$ and $\cdot 621$ rationally, to express $\operatorname{cs} v$ and $\operatorname{dn} v$ in terms of $\operatorname{cs} u$ and $d n u$. That is to say, we can track the functions $\operatorname{cs} u$ and $\operatorname{dn} u$ in only one direction along the Landen chain, the direction of diminishing index, or briefly the negative direction. But from $13 \cdot 51_{5-6}$ and $13 \cdot 51_{7-8}$ we have

$$
\mathrm{ns} 2 v=\frac{1}{2}\left(1+h^{\prime}\right) \mathrm{ns} u+\frac{1}{2}\left(1-h^{\prime}\right) \operatorname{sn} u
$$

-625

$$
\mathrm{dc} 2 v=\frac{1}{2}\left(1+h^{\prime}\right) \mathrm{dc} u+\frac{1}{2}\left(1-h^{\prime}\right) \operatorname{cd} u
$$

and therefore, writing $v$ as $\frac{1}{2} u_{r}$ and $u$ as $\frac{1}{2} u_{r-1}$,
$17 \cdot 66_{5}$

$$
\begin{aligned}
& \text { ns } u_{r}=\frac{1}{2}\left(1+k_{r}^{\prime}\right) \mathrm{ns} \frac{1}{2} u_{r-1}+\frac{\frac{1}{2}\left(1-k_{r}^{\prime}\right)}{\mathrm{ns} \frac{1}{2} u_{r-1}}, \\
& \text { dc } u_{r}=\frac{1}{2}\left(1+k_{r}^{\prime}\right) \operatorname{dc} \frac{1}{2} u_{r-1}+\frac{\frac{1}{2}\left(1-k_{r}^{\prime}\right)}{\text { dc } \frac{1}{2} u_{r-1}} .
\end{aligned}
$$

Thus in the positive direction we can track the functions ns $u$ and de $u$. Modifications of $\cdot 624$ and $\cdot 625$ by formulae corresponding to $\cdot 622$ and -623 are of no practical value in the present connexion, for the argument introduced is $K_{n}-u$ and $K_{n}$ is imaginary. Formally, 624 and . 625 are equivalent, for $\mathrm{ns}\left(u+K_{c}\right)=$ dc $u$ and $u=K_{c}$ corresponds to $\because v=H_{c}$.

That we do not track the same function in both directions is of no consequence. In any case a function pq $u$ that we require may not be one of the functions we can track, and it does not matter if we have to connect pq $u$ with cs $u$ for one purpose and with ns $u$ for another purpose. If we are thinking of the tracking of particular functions as auxiliary to the determination of the whole system of Jacobian functions at one end or the other of a series of transformations, it is the squares of the functions with which we are concerned, and we may prefer to track the squares:
$17 \cdot 67_{1} \quad \operatorname{cs}^{2} u_{r}=\frac{1}{4}\left(1+k_{r}\right)^{2} \operatorname{cs}^{2} u_{r+1}-\frac{1}{2} k_{r}^{\prime 2}+\frac{\frac{1}{4}\left(1-k_{r}\right)^{2}}{\operatorname{cs}^{2} u_{r+1}}$,
$17 \cdot 67_{2} \quad \operatorname{cs}^{2} u_{r}=\frac{1}{4}\left(1+k_{r}\right)^{2}\left\{\operatorname{cs}^{2} u_{r+1}+\operatorname{cs}^{2}\left(K_{(r+1)}-u_{r+1}\right)\right\}-\frac{1}{2} k_{r}^{\prime 2}$,
$17 \cdot 67_{3} \quad \mathrm{~ns}^{2} u_{r}=\frac{1}{4}\left(1+k_{r}^{\prime}\right)^{2} \mathrm{~ns}^{2} \frac{1}{2} u_{r-1}+\frac{1}{2} k_{r}^{2}+\frac{\frac{1}{4}\left(1-k_{r}^{\prime}\right)^{2}}{\mathrm{~ns}^{2} \frac{1}{2} u_{r-1}}$.
From a recurrence for the square of any one Jacobian function we derive also a recurrence for an integrating function. For example, - $66_{4}$ gives
17.681 $\operatorname{Dn} u_{r}=\frac{1}{2}\left(1+k_{r}\right)\left\{\operatorname{Dn} u_{r+1}+\operatorname{Dn}\left(u_{r+1}-K_{(r+1)}\right)+2 k_{r+1}^{\prime} u_{r+1}\right\} ;$
by 14.74 ,

$$
E\left(u-K_{c}\right)=E(u)-E_{c}+c \operatorname{sn} u \operatorname{sn}\left(u-K_{c}\right)
$$

and therefore
$17 \cdot 68_{2} \quad E\left(u_{r}\right)$

$$
=\left(1+k_{r}\right)\left\{E\left(u_{r+1}\right)-\frac{1}{2} E_{(r+1)}-\frac{1}{2} k_{r+1}^{2} \operatorname{sn} u_{r+1} \operatorname{cd} u_{r+1}+k_{r+1}^{\prime} u_{r+1}\right\}
$$

When $u_{r+1}=K_{(r+1)}, E\left(u_{r}\right)=2 E\left(K_{(r)}\right)=2 E_{(r)}$; hence
-626

$$
E_{(r)}=\frac{1}{4}\left(1+k_{r}\right) E_{(r+1)}+\frac{1}{2}\left(1-k_{r}\right) K_{(r+1} .
$$

Expressed for iteration along a chain, the relations $13 \cdot 520,13 \cdot 521$ between consecutive amplitudes take the form
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$$
\begin{align*}
\tan \left(\phi_{r-1}-\phi_{r}\right) & =k_{r}^{\prime} \tan \phi_{r},  \tag{627}\\
\sin \left(2 \phi_{r+1}-\phi_{r}\right) & =k_{r} \sin \phi_{r} .
\end{align*}
$$

The appearance of tracking the same function am $u$ in both directions is deceptive, for the actual relations are between circular functions of the amplitude, and at each stage we have the problem of identifying the argument, $\phi_{r-1}-\phi_{r}$ or $2 \phi_{r+1}-\phi_{r}$, from the tangent or sine. It is only for real values of the amplitude that this treatment is practicable, whereas the recurrences of 66 and $\cdot 67$ can be used if the values of the functions are complex. But unless the theory of the arithmeticogeometric mean is extended to complex pairs of numbers, by the resolution of an ambiguity at every stage, a real value of the modulus between 0 and 1 is essential to the application of this theory to the Landen chain.

The practical use of the Landen chain is to connect a system $\mathbf{U}$ with a system in which the numerical relations between the functions and the argument are known, to whatever order of accuracy may have been prescribed. Suitable systems are to be found in both directions along the chain: whatever standard of tolerance is laid down, for sufficiently large positive values of $m, \mathscr{L}^{-m} \mathbf{U}$ is a system $\mathbf{V}$ in which the modulus is negligible, the amplitude of $v$ is indistinguishable from $v$, and the elliptic functions degenerate to circular functions; for sufficiently large positive values of $n, \mathscr{L}^{n} \mathbf{U}$ is a system W in which the complementary modulus is negligible, $w$ is effectively the hyperbolic amplitude, and the elliptic functions degenerate to hyperbolic functions. Moreover,and this is of course of prime importance-convergence along the chain is so rapid that the loss of accuracy in relating $\mathbf{U}$ to the nearer of the two systems $\mathbf{V}, \mathbf{W}$ is negligible. The nearer system is $\mathbf{V}$ or $\mathbf{W}$ according as $c<\frac{1}{2}$ or $c>\frac{1}{2}$; with $c<\frac{1}{2}, c_{-2}<\frac{1}{2} .10^{-4}$, and with $c>\frac{1}{2}, c_{2}^{\prime}<\frac{1}{2} .10^{-4}$.

There are two problems of evaluation: we may require the values of functions of a given argument, or conversely, as in the evaluation of elliptic integrals, it may be the value of a function that is given and the value of the argument that is to be inferred. The first step is to determine the value of $m$ or $n$ for which $c_{-m}$ or $c_{n}^{\prime}$ is negligible; $\mathbf{V}$ or W is then a known system. If $u$ is given, $v$ or $w$ as the case may be follows from $\cdot 619$; the passage from $\mathbf{V}$ to $\mathbf{U}$ is in the positive direction along the chain, ns $v$ is effectively esc $v$, and $\mathrm{ns} u$ is found from ns $v$ by repeated use of $\cdot 66_{5}$, or $n s^{2} u$ from $n s^{2} v$ by repeated use of $\cdot 67_{3}$; the
passage from $\mathbf{W}$ to $\mathbf{V}$ is in the negative direction, es $w$ is identified with csch $w$, and cs $u$ is found from cs $w$ by means of $\cdot 66_{1}$ or $\cdot 66_{3}$ or $\operatorname{cs}^{2} u$ from $\mathrm{es}^{2} w$ by means of $\cdot 67_{1}$ or $\cdot 67_{2}$. Any other of the twelve functions of $u$ is then found algebraically from $n s^{2} u$ or $\operatorname{cs}^{2} u$. If it is the inverse ealculation that is to be performed, the value of a function of $u$ being given, we have first to calculate cs $u$ if $\mathbf{V}$ is the intermediary system, ns $u$ if $\mathbf{W}$ is the intermediary system; then es $r$, that is, cot $v$, can be found from cs $u$, or ns $w$, that is, coth $w$, from ns $u$; it is assumed that $v$ can be deduced from cot $v$ or $w$ from coth $w$, and finally the required value of $u$ is given by 619 .

The function dn $u$, being nowhere zero or infinite for real values of $u$, might seem to be a 'safer' and less troublesome function to carry throngh a chain of operations than cs $u$, but it is for that very reason a less sensitive function; if it is $\ln u$ that is actually wanted or given, naturally this function is used, but it is less fitted than es $u$ for the reconstruction of the whole system or for the determination of $u$.

We have expressed the evaluations as operations in finite terms, the standard of accuracy being premised. They may also be expressed as operations determining a convergent sequence whose limit is the required value. To illustrate this form of expression, let us enunciate two theorems in which the amplitude is introduced.

If $k_{-m}$ is negligible, $M\left(1, k_{-m}^{\prime}\right)$ is indistinguishable from mity, and -619 takes the form
-629

$$
2^{-m} u_{-m} \bumpeq u M\left(1, k^{\prime}\right) .
$$

A trivial change of notation puts the recurrence 627 into a clearer form for negative values of $r$, and we have
17.691. If $\bar{\phi}_{m}$ is determined, for positive values of $m$, by the recurrence

$$
\tan \left(\bar{\phi}_{m+1}-\bar{\phi}_{m}\right)=k_{-m}^{\prime} \tan \bar{\phi}_{m}
$$

with the initial value $\bar{\phi}_{0}=\phi$, then as $m \rightarrow \infty$,

$$
2^{-m} \bar{\phi}_{m} \rightarrow M\left(1, k^{\prime}\right) F(\phi ; k) .
$$

This form of the theorem reveals plainly that when $k_{-m}^{\prime}$ has become indistinguishable from unity, no further change in $2^{-m} \bar{\phi}_{m}$ can be effected.

From $\cdot 613$, for positive values of $n$,

$$
u / u_{n}=\left(1+k_{1}^{\prime}\right)\left(1+k_{2}^{\prime}\right) \ldots\left(1+k_{n}^{\prime}\right)
$$

As $n \rightarrow \infty$, the product on the right converges to a limit $\Lambda^{\prime}$ which is
a definite function of $k^{\prime}$, and we have for sufficiently large values of $n$
while from $15 \cdot 24$,
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$$
u_{n} \bumpeq u / \Lambda^{\prime}
$$

Hence
17.692. If $\phi_{n}$ is determined, for positive values of $n$, by the recurrence

$$
\sin \left(2 \phi_{n+1}-\phi_{n}\right)=k_{n} \sin \phi_{n}
$$

with the initial value $\phi_{0}=\phi$, then as $n \rightarrow \infty$,

$$
\operatorname{gd}^{-1} \phi_{n} \rightarrow F(\phi ; k) / \prod_{1}^{\infty}\left(1+k_{n}^{\prime}\right)
$$

where the function on the left is the inverse gudermannian.
17.7. The Landen transformations are not restricted theoretically to real values of variables and parameters, but for practical purposes the simplicity of many of the formulae is deceptive in the complex field: to calculate $\phi$ numerically from $h^{\prime}$ and $\chi$ by means of the relation $\tan (\phi-\chi)=h^{\prime} \tan \chi$ when the numbers are all complex is a formidable undertaking.

An alternative process of computation is provided by the $q$-series of Chapter XVI. If the value of $q$ is known, $K$ is given, as we have noticed in $16 \cdot 8$, by the substitution $v=\frac{1}{2} \pi$ in the condition $\vartheta_{s}(u)=\vartheta_{n}(u)$, and the four functions $\vartheta_{s}(u), \vartheta_{c}(u), \vartheta_{n}(u), \vartheta_{d}(u)$ can then be computed for any value of $u$. The $q$-series in 16.55 converge very rapidly, for although they are power series, they are power series with lengthening gaps: the index of the typical effective term is either $n^{2}$ or $n(n+1)$. From the four cardinal theta functions, the twelve elliptic functions come immediately.

If it is $k$ that is given, $q$ is to be found as in $16 \cdot 8$ from the equation

$$
\frac{q+q^{9}+q^{25}+\ldots}{1+2 q^{4}+2 q^{16}+2 q^{36}+\ldots}=\epsilon
$$

where, if $h^{\prime 2}=k^{\prime}$,
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$$
\epsilon=\frac{1}{2}\left(1-h^{\prime}\right) /\left(1+h^{\prime}\right)=\frac{1}{2}\left(1-k^{\prime}\right) /\left(1+h^{\prime}\right)^{2}=\frac{1}{2} k^{2} /\left(1+k^{\prime}\right)\left(1+h^{\prime}\right)^{2}
$$

As we said previously, the solution of $\cdot 701$ takes the form

$$
q=\epsilon+a_{1} \epsilon^{5}+a_{2} \epsilon^{9}+\ldots
$$

No formula is known for the coefficient $a_{n}$, but the early coefficients can be found by the crudest methods:

$$
q=\epsilon+2 \epsilon^{5}+15 \epsilon^{9}+150 \epsilon^{13}+1707 \epsilon^{17}+20910 \epsilon^{21}+O\left(\epsilon^{25}\right)
$$

If the parameters are complex，the $q$－series give the only method of computation that can be called practicable．We can not say this if the parameters are real，for Legendre＇s tables were in fact compiled by means of the Landen transformation；it is true that these are tables of elliptic integrals，not of elliptic functions as we now use the name， but numerical inversion is a simple operation and it is certainly possible to compute an amplitude either by inverse interpolation in Legendre＇s table or by direet use of the process described in－69．For an isolated determination this method is still to be recommended，but for sys－ tematic tabulation to a moderate degree of accuracy the advantage is perhaps with the $q$－series．The four cardinal theta functions once recorded，the user finds by one simple division the value of any one of the twelve elliptic functions which he needs．
The problem of avoiding division ly small values of $\vartheta_{s}(u)$ or $\vartheta_{r}(u)$ is solved by the use of 16.73 ．If the functions

$$
(\pi / 2 K) \cot v-\operatorname{cs} u, \quad \text { ns } u-(\pi / 2 K) \csc v, \quad(\pi / 2 K) \operatorname{cse} v-\mathrm{ds} u
$$

are tabulated for small values of $v$ ，and the functions

$$
\left(\pi / 2 k^{\prime} K\right) \tan v-\operatorname{se} u, \quad \text { dc } u-(\pi / 2 K) \sec v, \quad\left(\pi / 2 k^{\prime} K^{\prime}\right) \sec v-\text { ne } u
$$

for values of $v$ near $\frac{1}{2} \pi$ ，interpolation in these neighbourhoods takes the familiar form of interpolation for the circular functions，the subsidiary functions tabulated being regular and tending to zero．But the series in 16.73 and 16.74 converge much less rapidly than the series in 16.55 ， and it is only for a special purpose that they are to be preferred in numerical work．

17．8．A few words may be added on the case of a real parameter and a complex variable．We can deal with this ease by means of the theta functions at the cost only of computing circular functions of a complex argument．Alternatively，addition theorems reduce $\mathrm{pq}(u+i v)$ to combinations of functions of $u$ and functions of $i v$ ，and by Jacobi＇s imaginary transformation of 13.2 the functions of $i v$ are replaced by functions of $v$ ；if $k$ is real and between 0 and 1 ，the complementary modulus $k^{\prime}$ which serves as primary modulus to the functions of $v$ is subject also to these conditions，and $\operatorname{R1}\{\mathrm{pq}(u+i r ; k)\}$ and $\operatorname{Im}\{\mathrm{pq}(u+i v ; k)\}$ are both determinable as combinations of real func－ tions of $u$ and real functions of $u$ ．A complete table，constructed from 12．31，12•32，and Table XII 1 ，follows：

The primary modulus of the functions of $v$ is equal to the complementary modulus of the functions of $u+i v$ and of $u$

The dissection of an integrating function requires little but the application of these results to the addition theorems in $14 \cdot 7$.

## Table XVII 2

| $\mathrm{Cs}(u+i v)$ | Cs $u-i$ Ns $v+S$ |  |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{Ns}(u+i v) \\ & \mathrm{Ds}(u+i v) \end{aligned}$ | $\begin{aligned} & \text { Ns } u-i \operatorname{Cs} v+S \\ & \text { Ds } u-i \operatorname{Ds} v+S \end{aligned}$ | where | $S=\frac{\mathrm{c}_{1} \mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{~s}^{2} u-i \mathrm{c}_{1} \mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{~s}^{2} v}{\mathrm{ds}^{2} u+\mathrm{ds}^{2} v}$ |
| $\begin{aligned} & \mathrm{Sc}(u+i v) \\ & \mathrm{Dc}(u+i v) \\ & \mathrm{Nc}(u+i v) \end{aligned}$ | Sc $u-i \operatorname{Sn} v-C$ <br> De $u+i$ Dn $v-c^{\prime} C$ <br> Ne $u+i \operatorname{Cn} v-C$ | where | $C=\frac{\mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{~s}^{1} u-i \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n}^{1} \mathrm{~s}^{1} v}{\mathrm{cs}^{2} u \mathrm{~ns}^{2} v+c^{\prime}}$ |
| $\begin{gathered} \operatorname{Dn}(u+i v) \\ \operatorname{Sn}(u+i v) \\ \operatorname{Cn}(u+i v) \end{gathered}$ | $\begin{aligned} & \text { Dn } u+i \operatorname{Dc} v+c N \\ & \operatorname{Sn} u-i \operatorname{Sc} v-N \\ & \operatorname{Cn} u+i \operatorname{Nc} v+N \end{aligned}$ | where | $N=\frac{\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n}^{1} \mathrm{~s}^{1} u-i \mathrm{n}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{~s}^{1} v}{\mathrm{~ns}^{2} u \mathrm{cs}^{2} v+c}$ |
| $\begin{gathered} \mathrm{Nd}(u+i v) \\ \mathrm{Cd}(u+i v) \\ \mathrm{Sd}(u+i v) \end{gathered}$ | $\begin{aligned} & \mathrm{Nd} u+i \mathrm{Cd} v-c D \\ & \mathrm{Cd} u+i \mathrm{Nd} v+c^{\prime} D \\ & \mathrm{Sd} u-i \mathrm{Sd} v-D \end{aligned}$ | where | $D=\frac{\mathrm{c}_{1} \mathrm{n}_{1} \mathrm{~d}^{1} \mathrm{~s}^{1} u-i \mathrm{c}_{1} \mathrm{n}_{1} \mathrm{~d}^{1} \mathrm{~s}^{1} v}{\mathrm{ds}^{2} u \mathrm{ds}^{2} v-c c^{\prime}}$ |

The moduli are related as in Table XVII I
The association of real modulus with complex argument, far from being artificial, is of the utmost practical importance, since it is inevitable if conformal transformations are to be applied in detail. The fundamental property of the simple transformation $x=\mathrm{pq} u$ is expressed in 31 above; we conclude with two transformations in which elliptic functions operate through a parameter.

If $z=\mathrm{ds}^{2} \zeta$ and $w=\mathrm{Ds} \zeta$, then

$$
d z / d w=-2 \operatorname{cs} \zeta \mathrm{~ns} \zeta / \mathrm{ds} \zeta=-2\left(z-c^{\prime}\right)^{1 / 2} z^{-1 / 2}(z+c)^{1 / 2}
$$

It follows from the Schwarz-Christoffel theorem on polygonal contours that if $c$ and $c^{\prime}$ are real and positive, the real axis in the $z$ plane corresponds to a 'rectangle' with one corner at infinity and with a re-cntrant angle at the point $w=\operatorname{Ds}\left(K_{c}+K_{n}\right)$ :
17.81. If the variables $z, w$ are comnected through the variable $\zeta$ by the relations $z=\mathrm{ds}^{2} \zeta, w=\operatorname{Ds} \zeta$, with $0<k<\mathrm{I}$, the halfplane $\operatorname{Im} z>0$ is represented conformally on the part of the second quadrant of the w plane which lies outside the rectangle whose corners are

$$
0, \quad-\left(E-c^{\prime} K\right), \quad-\left(E-c^{\prime} K\right)+i\left(E^{\prime}-c K^{\prime}\right), \quad i\left(E^{\prime}-c K^{\prime}\right)
$$

Lastly, writing $u-\frac{1}{2} K_{n}$ for $u$ in the relation

$$
\operatorname{sn} u \operatorname{sn}\left(u+K_{n}\right)=\operatorname{sn} K_{c} \operatorname{sn}\left(K_{e}+K_{n}\right)
$$

we have
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$$
\operatorname{sn}\left(\frac{1}{2} K_{n}+u\right) \operatorname{sn}\left(\frac{1}{2} K_{n}-u\right)=-1 / k
$$

implying, in the classical case,
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$$
\left|\operatorname{sn}\left(\frac{1}{2} i K^{\prime}+t\right)\right|=1 / \sqrt{ } k
$$

for all real values of $t$. Hence, if $z=\operatorname{sn} \zeta$, the line in the $\zeta$ plane from $\frac{1}{2} i K^{\prime \prime}+K$ to $\frac{1}{2} i K^{\prime \prime}-K$ yields in the $z$ plane a semicircle from $1 / \sqrt{\prime} k$ to $-1 / \sqrt{ } k$, and since the line from $K$ to $K+\frac{1}{2} i K^{\prime}$ yields the stretch of the real axis from 1 to $1 / \sqrt{ } k$, the interior of the rectangle whose comers are $\pm K \pm \frac{1}{2} i K^{\prime}$ corresponds to the circular area $|z|<1 / \sqrt{ } k$ with slits from $1 / \sqrt{ } k$ to 1 and from $-1 / \sqrt{ }$ to -1 . But, if $w \equiv u+i v=\sin (\zeta / \lambda)$, where $\lambda$ is a real constant, the interior of the $\zeta$ rectangle whose corners are $\pm \frac{1}{2} \pi \lambda \pm i h \lambda$ corresponds, for every real value of $h$, to the interior of the ellipse $u^{2} / \cosh ^{2} h+v^{2} / \sinh ^{2} h=1$, slit from the vertices $( \pm \cosh h, 0)$ to the foci $( \pm 1,0)$. We secure coincident rectangles by taking $\lambda=2 K / \pi$, $h=\pi K^{\prime} / 4 K$, and the circular $z$ region then corresponds to the elliptical $w$ region. The slits can be obliterated, for they are occasioned only by discontinuities in the variable $\zeta$, and it is easily verified that the functional values of both $z$ and $w$ are continuous across them:
17.82. By the parametric relation

$$
x+i y=\sin \zeta, \quad u+i v=\sin (\pi \zeta / 2 K)
$$

with $0<k<1$, the interior and the boundary of the ellipse

$$
u^{2} \operatorname{sech}^{2}\left(\pi K^{\prime} / 4 K\right)+v^{2} \operatorname{csch}^{2}\left(\pi K^{\prime} / 4 K^{\prime}\right)=1
$$

are represented conformally on the interior and the boundary of the circle $x^{2}+y^{2}=1 / k$.

## EXERCISES

For notes on these exercises see pp. 323-31 below
1.

$$
\mathrm{fj} z+\mathrm{gj} z+\mathrm{hj} z=2 \zeta \frac{1}{2} z-\zeta z .
$$

2. 

$\wp \bigcirc \frac{1}{2} z=\wp \oslash z+\operatorname{gj} z \mathrm{hj} z+\mathrm{hj} z \mathrm{fj} z+\mathrm{fj} z \mathrm{gj} z$.
3.
$\mathrm{fj}^{2} \frac{1}{2} z \mathrm{fj}^{\prime} z=\mathrm{gj}^{2} \frac{1}{2} z \mathrm{gj}^{\prime} z=\mathrm{hj}^{2} \frac{2}{2} z \mathrm{hj}^{\prime} z=\mathrm{fj}^{\prime} z \mathrm{gj}^{\prime} z \mathrm{hj}^{\prime} z$.
4. $\quad \mathrm{fj}^{2} \frac{1}{2} \omega_{f}=g_{f} h_{f}, \quad \operatorname{gj}^{2} \frac{1}{2} \omega_{j}=g_{f}\left(g_{f}+h_{f}\right), \quad h^{2}{ }^{2} \frac{1}{2} \omega_{f}=h_{f}\left(g_{f}+h_{f}\right)$, $\mathrm{fj} \frac{1}{2} \omega_{f} \mathrm{gj} \frac{1}{2} \omega_{f} \mathrm{hj} \frac{1}{2} \omega_{f}=-g_{f} h_{f}\left(g_{f}+h_{f}\right)$.
5. $\quad e_{g h} \mathrm{fj} x \mathrm{fj} y \mathrm{fj}(x-y)+e_{h f} \mathrm{gj} x \operatorname{gj} y \mathrm{gj}(x-y)+e_{f g} \mathrm{hj} x \mathrm{hj} y \mathrm{hj}(x-y)=0$.
6. $\quad e_{g h} \mathrm{fj} x \mathrm{fj}(z-x) \mathrm{fj} y \mathrm{fj}(z-y)+e_{h f} g \mathrm{~g} x \operatorname{gj}(z-x) \mathrm{gj} y \operatorname{gj}(z-y)+$

$$
+e_{f g} \mathrm{hj} x \operatorname{hj}(z-x) \mathrm{hj} y \mathrm{hj}(z-y)=-e_{g h} e_{h f} e_{f g}
$$

7. If $z_{1}+z_{2}+z_{3}+z_{4} \equiv 0$, then
(i) $e_{g h} \prod_{r} \mathrm{fj} z_{r}+e_{h f} \prod_{r} \mathrm{gj} z_{r}+e_{f g} \prod_{r} \mathrm{hj} z_{r}=-e_{g h} e_{h j} e_{f g}$,
(ii) $e_{g h} \mathrm{ff} z_{1} \mathrm{jf} z_{2} \mathrm{fj} z_{3} \mathrm{fj} z_{4}-e_{h f} \operatorname{hf} z_{1} \operatorname{hf} z_{2} \operatorname{gj} z_{3} \operatorname{gj} z_{4}-e_{f g} \operatorname{gf} z_{1} \operatorname{gf} z_{2} \operatorname{hj} z_{3} \operatorname{hj} z_{4}$

$$
=-e_{g h} e_{h f} e_{f g}
$$

(iii) $e_{g h} \mathrm{fj} z_{1} \mathrm{jf} z_{2} \mathrm{hg}{z_{3}}^{\mathrm{gh}} \tilde{z}_{4}+e_{h f} \mathrm{gj} z_{1} \mathrm{hf} z_{2} \mathrm{jg} z_{3} \mathrm{fh} z_{4}+e_{j g} \operatorname{hj} z_{1} \mathrm{gf} z_{2} \mathrm{fg} z_{3} \mathrm{jh} z_{4}$

$$
=-e_{g h} e_{h f} e_{f g} .
$$

8. The function ( $\operatorname{gj} x \mathrm{fg} y+\mathrm{hj} x \mathrm{jg} y) /(\mathrm{f} \mathrm{j} x+\mathrm{hg} y)$ is symmetrical in $x$ and $y$.
9. For any value of the constant $a$, the functions $\operatorname{pr} z \operatorname{pr}(z+a), \operatorname{qr} z \operatorname{qr}(z+a)$ have the same periods and the same poles.
10. Unless one of the points $\omega_{r}, \omega_{t}$ is a zero of $\mathrm{pq} z$ and the other is not, the zeros of the function $\left(\mathrm{pq} z-\mathrm{pq} \omega_{r}\right)\left(\mathrm{pq} z-\mathrm{pq} \omega_{t}\right)$ are all double or quadruple and the poles are all double.
11. If $\mathrm{p}, \mathrm{q}, \mathrm{r}, \mathrm{t}$ are the four cardinal symbols, the integral

$$
\int \frac{\mathrm{pq} z d z}{A+B \mathrm{pq}^{2} z}
$$

is reduced to an elementary integral by the substitution rt $z=w$.
12. If $\alpha, \beta, \gamma$ are the values of the integral $\int d w / \sqrt{ }\left(w^{4}-1\right)$ to infinity, (i) from the origin along the bisector of the angle between the positive halfaxes, (ii) from $w=1$ along the positive real halfaxis, (iii) from $w=-i$ along the negative imaginary halfaxis, the relation $\alpha+\beta+\gamma=0$ is equivalent to the relation

$$
\int_{0}^{\infty} \frac{d t}{\sqrt{\left(t^{4}+1\right)}}=\sqrt{ } 2 \int_{i}^{\infty} \frac{d x}{\sqrt{\left(x^{4}-1\right)}}
$$

between positive real integrals.
13. The matrix

$$
\left\|\begin{array}{|cccc}
\operatorname{sn} u \operatorname{dn} v & \operatorname{dn} u \sin v & \operatorname{cn} u & \operatorname{cn} v \\
\operatorname{cn} u & \operatorname{cn} v & -\sin u \operatorname{dn} v & -\operatorname{dn} u \operatorname{sn} v \\
\operatorname{cn} v & \operatorname{cn} u & \operatorname{dn} u \operatorname{sn} v & \operatorname{sn} u \operatorname{dn} v
\end{array}\right\|
$$

is of rank two.
14. Any triad of copolar Jacobian functions $x, y, z$ is a fundamental set of solutions of a homogeneous linear differential equation $w^{\prime \prime \prime}=\theta w^{\prime}+\phi w$.
15. Tho Wronskian of any triad of copolar Jacobian functions is a non-zero constant.
16. Regarded as fimetions of $u$, tho three functions

$$
\operatorname{cs} u \operatorname{cs}(u+v), \quad \text { ns } u \operatorname{ns}(u+v), \quad \text { ds } u(\operatorname{ls}(u+v)
$$

have the same periods and the same poles, and the two combinations;
$\operatorname{cs} v n s u n s(u+v)-\mathrm{ns} v \operatorname{cs} u \operatorname{cs}(u+v), \quad \mathrm{d} v \operatorname{ns} u n \mathrm{n}(u+v)-\mathrm{ns} v \mathrm{~d} u \mathrm{ds}(u+v)$
are constants.
17.
$\operatorname{sn} u \operatorname{dn} v \operatorname{ns}(u+v)+\operatorname{dn} u \operatorname{sn} v \operatorname{cs}(u+v)=$ en $v$,
$\operatorname{sn} u \operatorname{cn} v \operatorname{ns}(u+v)+\operatorname{cn} u \operatorname{sn} v \mathrm{ds}(u+v)=\mathrm{d} u v$.
18. As equations in $u$, the four equations sn $3 u= \pm 1$, sn $3 u= \pm 1 / k$ have only double roots; in terms of $\operatorname{sn} u$, each equation is of the ninth degree and has one simple root and four double roots.
19. (i) $\frac{1-\mathrm{cn} 2 u}{1+\operatorname{cn} 2 u}=\left(\frac{\operatorname{sn} u \mathrm{dn} u}{\operatorname{cn} u}\right)^{2}$,
(ii) $\frac{\operatorname{sc} 3 u-i}{\operatorname{sc} 3 u+i}=\frac{\operatorname{se} u+i}{\operatorname{se} u-i}\left(\frac{c^{\prime} \operatorname{sc}^{4} u-2 i c^{\prime} \operatorname{sc}^{3} u-2 i \operatorname{se} u-1}{c^{\prime} \operatorname{sc}^{4} u+2 i c^{\prime} \operatorname{sc}^{3} u+2 i \operatorname{se} u-1}\right)^{2}$.
20.
(i) $\mathrm{s}_{1} \mathrm{~d}_{1} \mathrm{c}^{1} \mathrm{n}^{1} u=\tan \left(\frac{1}{2} \operatorname{am} 2 u\right) ; \quad$ (ii) $\operatorname{sc}\left(\frac{1}{2} K_{c}+u\right) \operatorname{sc}\left(\frac{1}{2} K_{c}-u\right)=1 / k^{\prime}$.
(iii) If $\beta=\operatorname{am} \frac{1}{2} K_{c}$, then dn $\frac{1}{2} K_{c}=\cot \beta, k^{\prime}=\cot ^{2} \beta$, and

$$
\operatorname{cd}\left(u+\frac{1}{2} K_{c}\right)=-\csc \beta\left(\operatorname{dn} u-\csc ^{2} \beta \operatorname{sn} u \operatorname{cn} u\right) /(\operatorname{cn} u-\operatorname{sn} u(\ln u)
$$

21. Functional equivalents of
(i) $v=\int_{0}^{t} \frac{d t}{\sqrt{\left\{\left(3 t^{2}+4\right)\left(2 t^{2}+11\right)\right\}}}$,
(ii) $v=\int_{i}^{\infty} \sqrt{d t} \sqrt{\left\{\left(3 t^{2}+4\right)\left(2 t^{2}+11\right)\right\}}$
are (i) $t=\sqrt{ }(4 / 3) \operatorname{se}(v \sqrt{ } 33)$, (ii) $t=\sqrt{ }(11 / 2) \operatorname{cs}(v \sqrt{ } 33)$, with $c=25 / 33$ in each case.
22. Functional equivalents of

$$
\text { (i) } v=\int_{i}^{3 / 2} \frac{d t}{\left.\sqrt{\left\{\left(9-4 t^{2}\right)\left(5 t^{2}+7\right)\right\}}, \quad \text { (ii) } v=\int_{3 / 2}^{t} \frac{d t}{\sqrt{\left\{\left(4 t^{2}-9\right)\left(5 t^{2}+7\right)\right\}}} \text {, }-\overline{2}\right)}
$$

are (i) $t=\frac{3}{2} \mathrm{cn}(v \sqrt{73}, 45 / 73)$, (ii) $t=\frac{3}{2} \mathrm{nc}\left(v \checkmark^{\prime} 73,28 / 73\right)$.
23. If
then

$$
\operatorname{cn}\left(\frac{1}{2} a I \cos \gamma ; \cos \beta \sec \gamma\right)=\sin \gamma
$$

24. The relations
(i) $v=\int_{i}^{\infty} \frac{d t}{\sqrt{\{(t-1)(t-4)(t-6)(t-9)\}}, \quad 9 \leq t, ~}$
(ii) $v=\int_{5} \frac{d t}{\sqrt{\{(t-1)(t-4)(6-t)(9-t)\}}}, \quad 4 \leqslant t \leqslant 6$,
(iii) $\quad v=\int_{i}^{1} \frac{d t}{\sqrt{\{(1-t)(4-t)(6-t)(9-t)\}}, \quad t \leqslant 1, ~}$
are equivalent to
(i) $t=5+4 \mathrm{~ns} 4 v$,
(ii) $t=5+\operatorname{sn} 4 v$,
(iii) $t=5-4 \mathrm{dc} 4 v$,
with $k=1 / 4$ in each case.
25. The relations

$$
\begin{array}{ll}
\text { (i) } v=\int_{0} \frac{d t}{\sqrt{\{(2 t+1) t(5-2 t)(4-t)\}}}, & 0 \leqslant t \leqslant 5 / 2, \\
\text { (ii) } v=\int_{4} \frac{d t}{\sqrt{\{(2 t+1) t(2 t-5)(t-4)\}},} & 4 \leqslant t
\end{array}
$$

are equivalent to
(i) $t=\frac{5-5 \operatorname{cd} \alpha v}{5+c d \alpha v}$,
(ii) $t=\frac{5 d \mathrm{dc} \alpha v+3}{3-\operatorname{dc} \alpha v}$,
with $k=3 / 5, \alpha=5 \sqrt{3} / 2$ in each case.
26. The relations
(i) $v=\int_{i}^{1} \frac{d t}{\sqrt{\left(1-t^{3}\right)}}$,
(ii) $v=\int_{i}^{\infty} \frac{d t}{\sqrt{\left(1+t^{3}\right)}}$,
are equivalent to
(i) $2 \sqrt{ } 3 /(\sqrt{ } 3+1-t)=1+\operatorname{cn}\{v \sqrt[4]{3} 3,(2+\sqrt{ } 3) / 4\}$,
(ii) $2 \sqrt{ } 3 /(t+1-\sqrt{3})=\operatorname{nc}\{v \sqrt[4]{3},(2+\sqrt{ } 3) / 4\}-1$.
27. The relation

$$
v=\int_{0}^{t} \frac{d t}{\sqrt{\left(1+t^{4}\right)}}
$$

is equivalent to
(i) $\left(1-t^{2}\right)=\left(1+t^{2}\right) \operatorname{cn}\left(2 v, \frac{1}{2}\right)$,
(ii) $t=\mathrm{s}_{1} \mathrm{C}_{1} \mathrm{c}^{1} \mathrm{n}^{1}\left(v, \frac{1}{2}\right)$,
(iii) $t=\frac{1}{2}(1+i) \operatorname{sd}\left\{(1-i) v, \frac{1}{2}\right\}$,
(iv) $(1-t) /(1+t)=(\sqrt{ } 2-1) \operatorname{sc}\left\{\frac{1}{2}(2+\sqrt{ } 2)\left(v_{1}-v\right), 1-(\sqrt{ } 2-1)^{4}\right\}$,
where $v_{1}$ is a value of the integral when the upper limit is 1.
28. The integrals
(i) $\int^{x} \frac{d x}{\sqrt{\left(1-x^{4}\right)}}$,
(ii) $\int_{x} \frac{d x}{\left.\sqrt{(6} x^{4}+19 x^{2}+15\right)}$,
(iii) $\int^{x} \frac{d x}{\sqrt{\left(6 x^{4}-19 x^{2}+15\right)}}$,
are converted into Legendre's form by the substitutions
(i) $x^{2}=y^{2} /\left(2-y^{2}\right)$,
(ii) $x^{2}=5\left(1-y^{2}\right) / 3 y^{2}$,
(iii) $x^{2}=\left(10-9 y^{2}\right) / 6\left(1-y^{2}\right)$.
29. The substitution $(3 x+2)^{2} /(2 x-1)(x-4)=\frac{4}{3} y^{2}$ converts

$$
\int^{x} \frac{d x}{\sqrt{\left\{(2 x-1)(x-4)\left(5 x^{2}+4\right)\right\}}}
$$

into a multiple of

$$
\int^{y} \frac{d y}{\sqrt{\left\{\left(1+y^{2}\right)\left(1+\frac{1}{6} y^{2}\right)\right\}}}
$$

30. The interior of an isosceles rightangled triangle is represented conformally on a halfplane by the transformation $z=\mathrm{dc} w \mathrm{dn} w$ with parameter $1 / \mathbf{2}$.
31. The interior of an equilateral triangle is represented conformally on a halfplane by the transformation

$$
z=(\operatorname{cs} w+\mathbf{n s} w)(\mathrm{ed} w+\mathbf{n d} w)
$$

with parameter $(2+\sqrt{ } 3) / 4$.
32. The interior of a rightangled triangle which is half of an equilateral triangle is represented conformally on a halfplane by the transformation

$$
(1-z) /(1+z)=\left(1-\sqrt{ } 3 \mathrm{~s}_{2} \mathrm{~d}_{2} \mathrm{c}^{2} \mathrm{n}^{2} w\right)^{3},
$$

with parameter $(2+\sqrt{ } 3) / 4$.
33. The interior of an isosceles triangle each of whose base angles is one-third of a right angle is represented conformally on a halfplane by the transformation

$$
z^{-2}=1-\left(1+\sqrt{ } 3 \mathrm{e}_{2} \mathrm{H}_{2} \mathrm{~d}^{2} \mathrm{~s}^{2} w\right)^{-3},
$$

with parameter $(2-\sqrt{ } 3) / 4$.
34. If $\mathrm{p}, \mathrm{q}, \mathrm{r}, \mathrm{t}$ are the four cardinal symbois,

$$
\int \frac{\mathrm{pq} u d u}{\mathrm{pq} u+\mathrm{pq} K_{t}}=\alpha \operatorname{Pt} u+\beta \mathrm{rt} u, \quad \int \frac{\mathrm{rq} u d u}{\mathrm{pq} u+\mathrm{pq} K_{t}}=\gamma \mathrm{pt} u+\delta \mathrm{qt} u,
$$

where $\alpha, \beta, \gamma, \delta$ are constants.
35. $k \int \frac{\operatorname{cn} u d u}{1-k \sin u}=k \operatorname{sd} u+\operatorname{nd} u, \quad k^{2} \int \frac{\operatorname{dn} u d u}{\operatorname{dn} u+k^{\prime}}=\operatorname{De} u-k^{\prime} \operatorname{se} u$,

$$
\int \frac{d u}{\mathrm{nc} u-1}=\operatorname{Cs} u-\mathrm{ds} u, \quad k^{\prime 2} \int \frac{\mathrm{de}^{2} u d u}{1+k \operatorname{sn} u}=D(u)-k^{2} u-k \operatorname{dc} u .
$$

36. $k^{2} \int_{0}^{u} \frac{d u}{(1+\operatorname{cn} u)\left(\operatorname{dn} u+k^{\prime}\right)}=\frac{\mathrm{nc} u+2}{\operatorname{cs} u+\mathrm{ns} u}-\log \frac{\mathrm{ns} u+1}{\mathrm{ds} u+k^{\prime}}-k^{\prime}(\mathrm{Ne} u+\mathrm{Ns} u+\mathrm{ds} u)$.
37. (i) Writing $\Delta=1-c \operatorname{sn}^{2} u \mathrm{sn}^{2} v$, let

$$
\partial\left(\Delta^{-1} \mathrm{~S}_{1} \mathrm{c}_{1} \mathrm{l}_{1} \mathrm{n}^{3} u\right) / \partial u=\Delta^{-2} N_{u}, \quad \partial\left(\Delta^{-1} \mathrm{~S}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n}^{3} v\right) / \partial v=\Delta^{-2} N_{v} ;
$$

if $\phi(v)=c \operatorname{sn}^{4} v$, then $\phi N_{u}-N_{v}$, as a function of sn $u$, is divisible by $\Delta$, the quotient being $\Delta^{2}-2 \mathrm{cn}^{2} u \mathrm{dn}^{2} u$. If further $f(v)=\mathrm{ns}^{2} v$, then

$$
f \phi \partial\left(\Delta^{-1} \mathrm{~s}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n}^{3} u\right) / \partial u-\partial\left(f \Delta^{-1} \mathrm{~s}_{1} \mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{n}^{3} v\right)^{\prime} \partial v=f \Delta .
$$

(ii) For an appropriate range of values of $v$,

$$
\mathrm{c}_{1} \mathrm{~d}_{1} \mathrm{~s}^{1} \mathrm{n}^{1} v \int_{0}^{K} \frac{d u}{1-c \sin ^{2} u \operatorname{sn}^{2} v}=-K \operatorname{Cs} v-E v .
$$

38. If the functions of $v$ have for parameter the complement of the parameter $c$ of the functions of $u$, then for appropriate ranges of values of $v$,
(i) $c^{\prime} s_{1} \mathrm{c}_{1} \mathrm{~d}^{1} \mathrm{n}^{1} v \int_{0}^{K} \frac{d u}{1-\operatorname{sn}^{2} u \ln ^{2} v}=c^{\prime} K \mathrm{Cd} v-E v$,
(ii) $\mathrm{d}_{1} \mathrm{n}_{2} \mathrm{~s}^{1} \mathrm{c}^{1} v \int_{0}^{K} \frac{d u}{1+\mathrm{sn}^{2} u \mathrm{cs}^{2} v}=K \operatorname{Dc} v-E v+\frac{1}{2} \pi$.
39. If $\sin \psi=\sin \alpha \sin \theta$, then, with modulus $\sin \alpha$,

$$
\int_{0}^{\pi / 2} \frac{1-\cos ^{3} \psi}{1-\cos ^{2} \psi} d \theta=3 \int_{0}^{\pi / 2} \cos \psi \cos ^{2} \theta d \theta=\left(\csc ^{2} \alpha+1\right) E-K \cot ^{2} \alpha .
$$

40. If ( $X, i X^{\prime}$ ) is the fundamental Jacobian basis, that is, the basis such that $X \rightarrow \frac{1}{2} \pi$ as $c \rightarrow 0$ and $X^{\prime} \rightarrow \frac{1}{2} \pi$ as $c^{\prime} \rightarrow 0$, the series

$$
1+\left(\frac{1}{2}\right)^{2}\left(c c^{\prime}\right)+\left(\frac{1.5}{2.4}\right)^{2}\left(c c^{\prime}\right)^{2}+\left(\frac{1.5 .9}{2.4 .6}\right)^{2}\left(c c^{\prime}\right)^{3}+\ldots
$$

converges to $(2 / \pi) \mathrm{Y}$ inside the loop of the lemniseate $\left|c c^{\prime}\right|=\frac{1}{4}$ that surrounds $c=0$ and to $(2 / \pi) \mathrm{N}^{\prime}$ inside the loop that surrounds $c^{\prime}=0$.
41. Near $c=1$, if $0<\alpha<1$, then
where

$$
\begin{gathered}
\int_{0}^{1} \frac{d t}{(1-t)^{1-\alpha}(1-c t)^{\alpha}}=\log \frac{1}{1-c}+A+O(1-c)^{1 / 2} \\
A=\int_{0}^{1}\left\{\frac{1}{t^{1-\alpha}(1+t)^{\alpha}}-\frac{1}{t}\left(1-\frac{1}{(1+t)^{\alpha}}\right)\right\} d t
\end{gathered}
$$

integration is along the real axis of the $t$ plane, but $c$ may be complex.
42. With the notation of Ex. 41,

$$
\int_{0}^{1} \frac{f(t, c) d t}{(1-t)^{1-\alpha}(1-c t)^{\alpha}} \sim f(1,1)\left\{\log \frac{1}{1-c}+A\right\}-\int_{0}^{1} \frac{f(1,1)-f(t, 1)}{1-t} d t
$$

if the integral on the right exists.
43. In the notation of hypergeometric functions,

$$
X(c)=\frac{1}{2} \pi F\left(\frac{1}{2}, \frac{1}{2} ; 1 ; c\right) .
$$

44. Inside the eircle which has $c=0, c^{\prime}=0$ for the ends of a diameter,

$$
\begin{gathered}
F\left\{\frac{1}{4}, \frac{1}{4} ; \frac{1}{2} ;\left(c^{\prime}-c\right)^{2}\right\}=\left(\mathrm{X}+\mathrm{N}^{\prime}\right) / B, \\
\left(c^{\prime}-c\right) F\left\{\frac{3}{4}, \frac{3}{4} ; \frac{3}{2} ;\left(c^{\prime}-c\right)^{2}\right\}=\left(\mathrm{X}^{\prime}-\mathrm{X}\right) / C,
\end{gathered}
$$

where

$$
B=2 K_{1 / 2}=\frac{1}{2} \int_{0}^{1} \frac{d t}{t^{3 / 4}(1-t)^{3 / 4}}, \quad C=2 E_{1 / 2}-K_{1 / 2}=\frac{1}{2} \int_{0}^{1} \frac{d t}{t^{1 / 4}(1-t)^{1 / 4}}
$$

45. If $f(u), g(u)$ satisfy the conditions

$$
f\left(u+2 K_{c}\right)=f(u), \quad g\left(u+2 K_{c}\right)=-g(u)
$$

and are regular throughout the parallelogram whose vertices are $\mp K_{c} \mp K_{n}$, then

$$
\begin{aligned}
& \int_{-K_{c}}^{K_{c}}\left\{f\left(u+K_{u}\right)+f\left(u-K_{n}\right)\right) \mathrm{dn} u d u=2 \pi f(0), \\
& \int_{-K_{c}}^{K_{c}}\left\{g\left(u+K_{n}\right)-g\left(u-K_{n}\right)\right\} \operatorname{sn} u d u=-2 \pi v g(0) / k, \\
& \int_{-K_{c}}^{K_{c}}\left\{g\left(u+K_{n}\right)+g\left(u-K_{n}\right)\right\} \operatorname{cn} u d u=2 \pi g(0) / k,
\end{aligned}
$$

where $v$ is the signature of the basis $\left(K_{c}, K_{n}\right)$.
46. In the notation of Ch. XVI, with a rectilinear path of integration and for integral values of $n$,

$$
\int_{0}^{K_{c}} \ln u \cos 2 n v d u=\frac{1}{2} \pi \operatorname{sech} n \tau=\frac{\pi q^{n}}{1+q^{2 n}}
$$

$$
\begin{aligned}
& \int_{i}^{h_{c}} \sin u \sin (2 n+1) v d u=\frac{1}{2} \pi k^{-1} \operatorname{csch}\left(n+\frac{1}{2}\right) \tau=\frac{\pi r^{2 n+1}}{k\left(1-q^{2 n+1}\right)^{\prime}} \\
& \int_{0}^{h_{c}} \operatorname{cn} u \cos (2 n+1) v d u=\frac{1}{2} \pi k^{-1} \operatorname{sech}\left(n+\frac{1}{2}\right) \tau=\frac{\pi r^{2 n+1}}{k\left(1+q^{2 n+1}\right)^{\circ}}
\end{aligned}
$$

47. If the line from $-K_{c}$ to $K_{c}$ is indented to aroid the origin, the integral of es $u$ along the path formed is $-\pi v$ or $\pi v$ according as the indent does or does not pass between 0 and $K_{n}$ on the line joining these points.
48. If the parallelogram whose vertices are $K_{n} \mp K_{n} \mp K_{c}$ has parallel indentations at 0 and $2 K_{n}$, and if the indented contour surrounds the origin, then the integral of ( $\left.1-e^{2 n v v}\right)$ cs $u$ round the contour is expressible as

$$
\left(1+q^{2 n}\right) \int_{-K_{c}}^{K_{c}}\left(1-e^{2 n v v}\right) \operatorname{cs} u d u+\pi v\left(1-q^{2 n}\right)
$$

Where the path of integration may be rectilinear.
49.

$$
\int_{i}^{K_{c}} \operatorname{cs} u \sin 2 n v d u=\frac{\pi}{2} \cdot \frac{1-q^{2 n}}{1+q^{2 n}}
$$

50. $\quad \frac{K^{2}}{\pi^{2}} \mathrm{dn}^{2} \frac{2 K v}{\pi}=\frac{K E}{\pi}+\frac{2 q \cos 2 v}{1-q^{2}}+\frac{4 q^{2} \cos 4 v}{1-q^{4}}+\frac{6 q^{3} \cos 6 c}{1-q^{6}}+\ldots$.
51. If $\vartheta_{p}\left(u_{r}\right)$ is denoted by $\mathrm{p}_{r}$, and if $u_{1}+u_{2}+u_{3}+u_{1}=0$, then

$$
\begin{array}{r}
c c^{\prime} \mathrm{s}_{1} \mathrm{~s}_{2} \mathrm{~s}_{3} \mathrm{~s}_{4}-c \mathrm{c}_{1} \mathrm{c}_{2} \mathrm{c}_{3} \mathrm{c}_{4}-c^{\prime} \mathrm{n}_{1} \mathrm{n}_{2} \mathrm{n}_{3} \mathrm{n}_{4}+\mathrm{d}_{1} \mathrm{~d}_{2} \mathrm{~d}_{3} \mathrm{~d}_{4}=0, \\
c \mathrm{c}_{1} \mathrm{c}_{2} \mathrm{~s}_{3} \mathrm{~s}_{4}-c \mathrm{~s}_{1} \mathrm{~s}_{2} \mathrm{c}_{3} \mathrm{c}_{4}+\mathrm{d}_{1} \mathrm{~d}_{2} \mathrm{n}_{3} \mathrm{n}_{4}-\mathrm{n}_{1} \mathrm{n}_{2} \mathrm{~d}_{3} \mathrm{~d}_{1}=0, \\
c^{\prime} \mathrm{n}_{1} \mathrm{n}_{2} \mathrm{~s}_{3} \mathrm{~s}_{4}-\mathrm{d}_{1} \mathrm{~d}_{2} \mathrm{c}_{3} \mathrm{c}_{4}-c^{\prime} \mathrm{s}_{1} \mathrm{~s}_{2} \mathrm{H}_{3} \mathrm{n}_{4}+\mathrm{c}_{1} \mathrm{c}_{2} \mathrm{~d}_{3} \mathrm{~d}_{4}=0, \\
\mathrm{~d}_{1} \mathrm{~d}_{2} \mathrm{~s}_{3} \mathrm{~s}_{4}-n_{1} \mathrm{n}_{2} \mathrm{n}_{2} \mathrm{c}_{3} \mathrm{c}_{4}+\mathrm{c}_{2} \mathrm{c}_{2} \mathrm{n}_{3} \mathrm{n}_{4}-\mathrm{s}_{1} \mathrm{~s}_{2} \mathrm{~d}_{3} \mathrm{~d}_{4}=0,
\end{array}
$$

also

$$
\mathrm{s}_{1} \mathrm{c}_{2} \mathrm{n}_{3} \mathrm{~d}_{4}+\mathrm{c}_{1} s_{2} \mathrm{~d}_{3} \mathrm{n}_{4}+\mathrm{n}_{1} \mathrm{~d}_{2} \mathrm{~s}_{3} \mathrm{c}_{4}+\mathrm{d}_{1} \mathrm{n}_{2} \mathrm{c}_{3} \mathrm{~s}_{4}=0 .
$$

52. If $\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}$ denote $\vartheta_{p}(u) . \vartheta_{p}(v), \vartheta_{p}(u+v)$, the sets of ratios $\mathrm{c}: \mathrm{n}: \mathrm{d}, \mathrm{s}: \mathrm{n}: \mathrm{d}$, s:c:d, s:c:n satisfy four sets of equations, as follows:

$$
\begin{array}{rr}
c c_{1} c_{2} \cdot c+c^{\prime} n_{1} n_{2} \cdot n-d_{1} d_{2} \cdot d=0, & c s_{1} c_{2} \cdot s-n_{1} d_{2} \cdot n+d_{1} n_{2} \cdot d=0, \\
c s_{1} s_{2} \cdot c-d_{1} d_{2} \cdot n+n_{1} n_{2} \cdot d=0, & c c_{1} s_{2} \cdot s-d_{1} n_{2} \cdot n-n_{1} d_{2} \cdot d=0, \\
d_{1} d_{2} \cdot c+c^{\prime} s_{1} s_{2} \cdot n-c_{1} c_{2} \cdot d=0, & n_{1} \cdot d_{2} \cdot s-s_{1} c_{2} \cdot n-c_{1} s_{2} \cdot d=0, \\
n_{1} n_{2} \cdot c-c_{1} c_{2} \cdot n+s_{1} s_{2} \cdot d=0 ; & d_{1} n_{2} \cdot s-c_{1} s_{2} \cdot n-s_{1} c_{2} \cdot d=0 ; \\
c^{\prime} s_{1} n_{2} \cdot s+c_{1} d_{2} \cdot c-d_{1} c_{2} \cdot d=0, & s_{1} d_{2} \cdot s+c_{1} n_{2} \cdot c-n_{1} c_{2} \cdot n=0, \\
c^{\prime} n_{1} s_{2} \cdot s+d_{1} c_{2} \cdot c-c_{1} d_{2} \cdot d=0, & d_{1} s_{2} \cdot s+n_{1} c_{2} \cdot c-c_{1} n_{2} \cdot n=0, \\
c_{1} d_{2} \cdot s-s_{1} n_{2} \cdot c-n_{1} s_{2} \cdot d=0, & c_{1} n_{2} \cdot s-s_{1} d_{2} \cdot c-d_{1} s_{2} \cdot n=0, \\
d_{1} c_{2} \cdot s-n_{1} s_{2} \cdot c-s_{1} n_{2} \cdot d=0 ; & n_{1} c_{2} \cdot s-d_{1} \cdot s_{2} \cdot c-s_{1} d_{2} \cdot n=0,
\end{array}
$$

53. If $\mathfrak{L}\{f\}$ denotes the Laplace-transform of the function $f(t)$ of the positive real variable $t$, that is, the function of the positive real variable $p$ defined by

$$
\mathcal{L}\{f(t)\}=\int_{0}^{\infty} e^{-p t} f(t) d t,
$$

then
(i)

$$
\mathcal{L}\left\{e^{-\alpha^{2} / \Delta t}, \mathcal{V}(\pi t)\right\}=e^{-a, p /} \prime p,
$$

$$
\mathfrak{Z}\left\{\left[\mathbf{v}^{\prime}, 2 \pi\right]\right\}=\left\{e^{-4 \pi^{2} p}+e^{-16 \pi^{2} p}+e^{-36 \pi^{2} p}+\ldots\right\}^{\prime} p .
$$

$\tilde{5} 4$. If the relation of the several functions to the lattice, and their dependence on the parameter $\sigma$ (where $q=e^{-\sigma}$ ), are indicated by the notation

$$
\begin{aligned}
\mathrm{H}(u) & =\mathrm{H}_{s}(u ; \sigma) . & & \mathrm{H}\left(u+K_{c}\right)
\end{aligned}=\mathrm{H}_{c}(c ; \sigma) .
$$

then for $-\frac{1}{2} \leqslant v \leqslant \frac{1}{2}$.

$$
\mathfrak{L}\left\{\overline{\mathrm{H}}_{s}\left(\pi v ; \pi^{2} t\right)\right\}=-(1 / \checkmark p) \sinh (2 v,, p) \operatorname{sech}, p .
$$

$$
\mathfrak{L}\left\{\Theta_{n}\left(\pi r ; \pi^{2} t\right)\right\}=(1 / \nu) \cosh (2 v \sqrt{ } p) \operatorname{csch} \downarrow p
$$

and for $0 \leqslant r \leqslant 1$,
55. If $a_{m}^{\prime}, b_{m}^{\prime}$ is the typical member of an arithmetico-geometric chain in which $a_{0}^{\prime}: b_{0}^{\prime}=1: k^{\prime}$, and if $\tan \bar{\chi}_{m}=\sqrt{ }\left(a_{m}^{\prime} / b_{m}^{\prime}\right) \tan 2 \bar{\chi}_{m-1}$ with $\tan \bar{\chi}_{0}=\sqrt{\prime} k^{\prime} \tan \phi$, then as $m \rightarrow \infty$,

$$
2^{-m} \bar{\chi}_{m} \rightarrow M\left(1, k^{\prime}\right) F(\phi ; k)
$$

56. If in the transormation $x=\mathrm{p} q u$ the Jacobian parameter $c$ is a real number between 0 and 1 , and the points $P, Q$ are adjacent corners of the fundamental rectangle, then the line which joins the midpoint of $P Q$ to the midpoint of the opposite side of the rectangle is represented in the $x$ plane by a circular quadrant of radius $\left|\mathrm{pq} \frac{1}{2}\left(K_{q}-K_{p}\right)\right|$ whose centre is the origin.
57. If two variables $z, w$ are connected through an intermediary by the relations $z=\mathrm{pq}^{2} \zeta, u=\mathrm{Pq} \zeta$, with $0<k<1$, and if the pole and the zero of $\mathrm{pq} \zeta$ are adjacent vertices of the fundamental rectangle, the halfplane $\operatorname{Im} z>0$ corresponds to a $w$ quadrant enlarged by the addition of a rectangle in the corner of an adjacent quadrant.

$$
\begin{aligned}
& \mathscr{L}\left\{\mathrm{H}_{c}\left(\pi t ; \pi^{2} t\right)\right\}=-(1 / \checkmark p) \sinh \{(2 v-1) \quad \sqrt{p}\} \text { sech } v / \text {, } \\
& \mathcal{L}_{\{ }\left\{\Theta_{l}\left(\pi v ; \pi^{2} t\right)\right\}=(1 / \cup p) \cosh \{(2 u-1) \backslash p\} \operatorname{csch} \cup p \text {. }
\end{aligned}
$$

## NOTES ON 'THE ENERCISES

1. By comparison of periods and prineipal parts; sinee the functions are odd, the additive constant is zero. Cf. 14.81 on p. 244.
2. From Ex. 1 by differentiation.
3. Trivially from Ex. 2,

$$
\frac{\mathrm{fj}^{2} \frac{2}{2} z}{(\mathrm{fj} z+\mathrm{gj} z)(\mathrm{fj} z+\mathrm{hj} z)}=\frac{\mathrm{gj}^{2} \frac{1}{2} z}{(\mathrm{gj} z+\mathrm{h} \mathrm{j} z)(\mathrm{gj} z+\mathrm{fj} z)}=\frac{\mathrm{hij}^{2} \frac{1}{2} z}{(\mathrm{hj} z+\mathrm{fj} z)(\mathrm{hj} z+\mathrm{gj} z)}=1 .
$$

4. Ex. 2 gives $\wp^{\prime} \frac{1}{2} \omega_{f}$ unambiguously.
5. Since $2 \mathrm{fj} x \mathrm{fj} y \mathrm{fj}(x-y)=\left\{\wp^{\prime} x\left(\wp y-e_{j}\right)+\wp^{\prime} y\left(\wp x-e_{f}\right)\right\} /(\wp x-\wp \ni y)$.
6. For arbitrary values of $x$ and $y$, the function of $z$ on the left can have no poles that are not simple, and the possible residues are all zero by Ex. 5. 'To find the constant, put $z=0$.

Alternatively, by elementary algebra in terms of the $\wp$ function.
7. (i) An alternative enumeiation of Ex. 6.
(ii) Replacing $z_{1}, z_{2}$ by $z_{1}+\omega_{f}, z_{2}-\omega_{f}$.
(iii) Adding $\omega_{f}, \omega_{g}, \omega_{h}$ to $z_{2}, z_{3}, z_{4}$.

Writing $z_{4}=0$ we have a multitude of pairs of formulae from which addition theorems are deducible; see Ex. 51, 52.

Results equivalent to those in this excreise are given by Tannery and Molk.
S. In terms of primitive functions the relation to be verified is

$$
\mathrm{gj}^{2} x \mathrm{fj}^{2} y-f_{g}^{2} \mathrm{hj}^{2} x=\mathrm{fj}^{2} x \mathrm{gj}^{2} y-f_{g}^{2} h \mathrm{j}^{2} y
$$

The function given is $\mathrm{jg}(x+y)+\mathrm{fg}(x+y)$, found from $4 \cdot 71_{1}$ by the substitution of $y-\omega_{g}$ for $y$.
9. Addition theorems can be deduced; see Ex. 16.
10. The only ease of quadruplicity is that in which $\omega_{t}=\omega_{r}$ and $\mathrm{pq} \omega_{r} \neq 0$.
11. Since the difference between the two fractions $1 /(a-b \mathrm{pq} z), 1 /(a+b \mathrm{pq} z)$ is integrable, the integration of the fraction $1 /(a-b p q z)$, and therefore of any rational function of $\mathrm{pq} z$, ean be effected in terms of the integral of the sum of the two fractions, that is, in terms of the integral of a function of the form $1 /\left(A+B \mathrm{pq}^{2} z\right)$. This is Legendre's standard integral of the third kind. The integral of the first kind is the integral of $\mathrm{pq}^{2} z$ and is in effect standardized by the Weierstrassian function $\zeta_{z}$ and by the functions we have called the integrating functions; the integral of the second kind is the inverse of a Jacobian function. See further Ex. 37, 38.
12. For direct verifieation we have, by the substitution $t=1 / y$,

$$
\int_{0}^{1} \frac{d t}{\sqrt{\left(t^{4}+1\right)}}=\int_{: 1}^{\infty} \frac{d t}{\sqrt{\left(t^{4}+1\right)}}=\frac{1}{2} \int_{0}^{\infty} \frac{d t}{\sqrt{\left(t^{4}+1\right)}}
$$

and by the substitution $t^{2}=(x-1) /(x+1)$,

$$
\int_{0}^{1} \frac{d t}{\sqrt{\left(t^{4}+1\right)}}=\int_{1}^{\infty} \frac{d x}{\sqrt{\left\{2\left(x^{4}-1\right)\right\}}}
$$

The relation $\alpha+\beta+\gamma=0$ is that between quarterperiods; see $6 \cdot 503$.
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13. The source of this result is given in Ex. 52, where it can be seen that addition of quarterperiods yields only three results essentially distinct from this.

14,15. Independent proofs are easy, but either result may be inferred from the other, since the determinant $\left|x y^{\prime} z^{\prime \prime \prime}\right|$ is the derivative of the Wronskian $\left|x y^{\prime} z^{\prime \prime}\right|$.

The functions $x, y, z$ satisfy a set of simultaneous differential equations

$$
x^{\prime}=a y z, \quad y^{\prime}=b z x, \quad z^{\prime}=c x y
$$

where $a, b, c$ are constants. Hence $x^{\prime \prime}=a x\left(b z^{2}+c y^{2}\right)$, and therefore $x^{\prime \prime \prime}=\theta x^{\prime}+\phi x$, where $\theta=b c x^{2}+c a y^{2}+a b z^{2}, \phi=3 a b c x y z$. Alternatively,

$$
x^{2}=a(\psi+A), \quad y^{2}=b(\psi+B), \quad z^{2}=c(\psi+C)
$$

where $\psi^{\prime}=2 x y z$ and $A, B, C$ are simultaneous values of $x^{2} / a, y^{2} / b, z^{2} / c$, whence the value of the determinant $\left|x y^{\prime} z^{\prime \prime}\right|$ is $a^{2} b^{2} c^{2}(B-C)(C-A)(A-B)$.
16. Putting $u=K_{c}$ in the first difference, $u=K_{d}$ in the second, we have

$$
\begin{aligned}
\operatorname{cs} v \mathrm{~ns} u \mathrm{~ns}(u+v)-\mathrm{ns} v \operatorname{cs} u \operatorname{cs}(u+v) & =\mathrm{ds} v \\
\mathrm{ds} v \mathrm{~ns} u \mathrm{~ns}(u+v)-\mathrm{ns} v \mathrm{ds} u \mathrm{ds}(u+v) & =c \operatorname{cs} v
\end{aligned}
$$

Combining these formulae with the two derived from them by interehange of $u$ and $v$ we have two pairs of simultaneous equations from which $\operatorname{css}(u+v)$, $\mathrm{ns}(u+v)$, $\mathrm{ds}(u+v)$ can be found.
17. By adding $K_{n}$ to both $u$ and $v$ in Ex. 16.

By adding quarterperiods to $u$, $v$ independently, or by arguing on any two functions $\operatorname{pr} u \operatorname{pr}(u+v)$ and $\mathrm{qr} u \mathrm{qr}(u+v)$, we obtain a profusion of equations of which sixteen in all are essentially distinct; these sixteen, found by an alternative process which organizes them, are given in Ex. 52.
18. The argument is functional: $\mathrm{sn}^{\prime} 3 u$ is zero in all four cases. In algebraical verification, evaluating $\operatorname{sn} 3 u$ as $\operatorname{sn}(2 u+u)$ we find, if $\operatorname{sn} u=x$,

$$
\begin{aligned}
\frac{1-\operatorname{sn} 3 u}{1+\operatorname{sn} 3 u} & =\frac{1+x}{1-x}\binom{1-2 x+2 k^{2} x^{3}-k^{2} x^{4}}{1+2 x-2 k^{2} x^{3}-k^{2} x^{4}}^{2} \\
\frac{1-k \operatorname{sn} 3 u}{1+k \operatorname{sn} 3 u} & =\frac{1+k x}{1-k x}\binom{1-2 k x+2 k x^{3}-k^{2} x^{4}}{1+2 k x-2 k x^{3}-k^{2} x^{4}}^{2} .
\end{aligned}
$$

The roots of sn $3 u=1$ which are double in terms of snu are congruent, $\bmod 4 K_{c}, 2 K_{n}$, with $K_{c}+\frac{1}{3} K_{n} \mp \frac{2}{3} K_{c} \mp \frac{1}{3} K_{n}$, the roots which are simple are congruent with $3 K_{c}$.
20. (i) The functions are uniform, their squares are equal, by Ex. 19 (i), and they both resemble $u$ near $u=0$.
(ii) A version of sc $u \operatorname{se}\left(K_{c}-u\right)=\operatorname{sn} K_{c}$ sd $K_{c}$. If $k$ and $k^{\prime}$ are real and positive, we have $\left|\mathrm{sc}\left(\frac{1}{2} K_{c}+i t\right)\right|=1 / \sqrt{ } k^{\prime}$. See Ex. 56.
(iii) In this form of the results there are no ambiguities to be resolved. The values of dn $\frac{1}{2} K_{c}$ and $k^{\prime}$ are given by (i) and (ii), and the formula for $\operatorname{cd}\left(u+\frac{1}{2} K_{c}^{*}\right)$ is a case of $12 \cdot 44_{4}$.
21. We can scan Table XI 11 for the sign pattern, but a moment's preliminary consideration discovers the functions wanted. The critical values are both imaginary, and therefore the points $P, Q$ are the corners of the fundamental rectangle which are on the real axis, and the functions available are se $u$ and es $u$, of which the first, with zero at the origin, is the better suited to (i), and the second, with pole there, to (ii). We have now only to assimilate (i) to $(d x / d u)^{2}=\left(1+c^{\prime} x^{2}\right)\left(1+x^{2}\right)$ and (ii) to $(d x / d u)^{2}=\left(x^{2}+1\right)\left(x^{2}+c^{\prime}\right)$.

Altematives still remain, for we could take $t^{2}=(11 / 2) x^{2}$ in (i) or $t^{2}=(4 / 3) \cdot x^{2}$ in (ii); the results are functionally accurate, but they imply a negative value for $c$.

There is no real need to use different functions, for the relation (ii) is equivalent, from (i), to $t=\sqrt{( } 4 / 3) \operatorname{sc}\left\{\left(v_{\infty}-v\right) \sqrt{ } 33\right\}$, but when the fixed limit has one of the four natural values there is one specially approprinte fumetion.
22. In each case one critical value is real and is at the origin, and tho other is imaginary; hence $P, Q$ are diagonally opposite and have the origin between them, and the functions available are en $u$ and ne $u$. In (i) the real values of the function are less than the value at the origin and the function is cn $u$; in (ii) the real values increase with $t$ and the function is ne $u$. After making the substitution which reduces the first factor of the radical to $1-x^{2}$ or $x^{2}-1$, we have only to divide the second factor by the sum of its cocfficients to reduce it to $c^{\prime}+c x^{2}$ or $c^{\prime} x^{2}+c$.
24. Since the two critical values are real, $P, Q$ are adjacent comots of the fundamental rectangle.
(i) In general, $\infty$ as a limit is of no significance before the radical has been transformed, but here it is clear in advance that the substitution will be of the form $t-5=\lambda x$, and therefore that $\infty$ has the same significance for the function before transformation as afterwards. Hence the function, with a pole at the origin and two real critical values, is ns $u$. To vary the procedure, we substitute $t-5=\lambda n s \alpha v$, and compare the given relation

$$
(d t / d v)^{2}=\left\{(t-5)^{2}-4^{2}\right\}\left\{(t-5)^{2}-1^{2}\right\}
$$

with the relation

$$
(d t / d v)^{2}=(\alpha / \lambda)^{2}\left\{(t-5)^{2}-\lambda^{2}\right\}\left\{(t-5)^{2}-c \lambda^{2}\right\}
$$

(ii) 'The origin becomes a zero after transformation; we substitute

$$
t-5=\lambda \operatorname{sn} \alpha v
$$

and compare the two rolations

$$
\begin{aligned}
& (d t / d v)^{2}=\left\{4^{2}-(t-5)^{2}\right\}\left\{1^{2}-(t-5)^{2}\right\} \\
& (d t / d v)^{2}=(\alpha / \lambda)^{2}\left\{\lambda^{2}-(t-5)^{2}\right\}\left\{\lambda^{2}-c(t-5)^{2}\right\}
\end{aligned}
$$

(iii) 'The integral is the same as in (i), with $10-t$ for $t$, that is, with the sign of $t-5$ changed, but the fixed limit is now a zero under the radical; that is, the function acquires one of its critical values at the origin, and the form in which the result is given is more compact than $t=5-4 n \mathrm{n} 4(\bar{v}-v)$, in which $\bar{v}$ is the complete integral for case (i) and $4 \bar{v}$ is $K_{c}$.
25. The range of zoros under the radical is not symmetrical, and the homographic transformations must be constructed. In each case the function required has two real critical values of which one is at the origin, and since a critical value at the origin is necessarily 1 , the association is of $x=1$ with $t=0$ in (i) and of $x=1$ with $t=4$ in (ii). Hence in (i) the values $-1 / k,-1,1,1 / k$ of $x$ correspond to the values $4,5 / 2,0,-1 / 2$ of $t$, and in (ii) the vahes $-1,-k, k, 1$ of $x$ correspond to the same values of $t$ in the original order $-1 / 2,0,5 / 2,4$. In each case $\{(1-k) /(1+k)\}^{2}$ can be equated to the cross-ratio $(-1 / 2,4 ; 0,5 / 2)$, and $k=3 / 5$.

The two transformations are

$$
\text { (i) } \frac{1}{6} \cdot \frac{5-2 t}{2 t}=\frac{1}{4} \cdot \frac{1+x}{1-x}, \quad \text { (ii) } \frac{1}{6} \cdot \frac{2 t-5}{2 t}=\frac{1}{4} \cdot \frac{5 x-3}{5 x+3} \text {. }
$$

and the two functional relations are (i) $x=\mathrm{cd} \alpha v$, (ii) $x=\mathrm{dc} \alpha v$. Substitution gives the two values of $\alpha$, which are necessarily identical.
26. (i) By finding the values of $\lambda$ for which $\left(1+t+t^{2}\right)+\lambda(1-t)$ is a perfect square in $t$, we construct the identities

$$
\begin{aligned}
4\left(1+t+t^{2}\right) & =(2-\sqrt{ } 3)(\sqrt{ } 3+1-t)^{2}+(2+\sqrt{ } 3)(\sqrt{ } 3-1+t)^{2}, \\
4 \sqrt{ } 3(1-t) & =(\sqrt{ } 3+1-t)^{2}-(\sqrt{ } 3-1+t)^{2} .
\end{aligned}
$$

The function required has one real critical value and one imaginary critical value, and the real critical value corresponds to a zero value of the integral, that is, is at the origin. Hence the function is either $\mathrm{cn} u$, with factors $c^{\prime}+c x^{2}, 1-x^{2}$, or ne $u$, with factors $c^{\prime} x^{2}+c, x^{2}-1$.

From Ex. 19 (i), the relation can be written explicitly in the simple form

$$
t=1-\sqrt{ } 3 \mathrm{~s}_{2} \mathrm{~d}_{2} \mathrm{c}^{2} \mathrm{n}^{2} \frac{1}{2} u
$$

Remark that $t=0$ has no significance for the function and is not a natural limit for the integral; in other words, if we invert the relation

$$
v=\int_{0}^{t} \frac{d t}{\sqrt{ }\left(1-t^{3}\right)}
$$

the argument of the elliptic function must take the form $\alpha\left(v-v_{0}\right)$ with $v_{0} \neq 0$. On the other hand, $\infty$ is a natural limit, and if we take $1 / \sqrt{ }\left(t^{3}-1\right)$ for integrand, the integral from $t$ to $\infty$ inverts economically in the real field.
27. (i) Writing $t^{2}=y$ and transforming the new radical by means of the identities $4 y=(1+y)^{2}-(1-y)^{2}, 1+y^{2}=\frac{1}{2}(1+y)^{2}+\frac{1}{2}(1-y)^{2}$.
(ii) Tmmediately from (i); see Ex. 19. While (i) is the more useful for computation, (ii) presents $t$ as a uniform function of $v$.
(iii) Actually more obvious than (i), using a fourth root of -1 ; transformation to (ii) is a straightforward exercise in separation of real and imaginary parts.
(iv) Applying the standard process to the factorized quartic by means of the identities

$$
2 \sqrt{ } 2\left(1 \pm t \sqrt{ } 2+t^{2}\right)=(\sqrt{ } 2 \pm 1)(1+t)^{2}+(\sqrt{ } 2 \mp 1)(1-t)^{2}
$$

A transformation of functions whose modulus is $1 / \sqrt{ } 2$ to functions whose complementary modulus is $(\sqrt{ } 2-1)^{2}$ is a Landen transformation.
28. (i) The sign-pattern of $\left(1-x^{2}\right)\left(1+x^{2}\right)$ is that of $\operatorname{sd} u$ and $\mathrm{cn} u$, but with en $u$ it is the lower limit of the integral that is variable. To render the factors multiples of $1-c^{\prime} \operatorname{sd}^{2} u, 1+c \operatorname{sd}^{2} u$, we must take $c=c^{\prime}=\frac{1}{2}$; then

$$
x^{2}=\frac{1}{2} \mathrm{sd}^{2} u=\frac{1}{2} \mathrm{sn}^{2} u /\left(1-\frac{1}{2} \operatorname{sn}^{2} u\right) .
$$

(ii) The sign-pattern and the position of the variable limit indicate cs $u$, and the factors $2 x^{2}+3,3 x^{2}+5$ are to become multiples of $\operatorname{cs}^{2} u+1, \operatorname{cs}^{2} u+c^{\prime}$. To secure $c^{\prime}<1$ we associate the factor $\operatorname{cs}^{2} u+1$ with the larger of the two numbers $3 / 2$, $5 / 3$. Thus $3 x^{2}=5 \operatorname{cs}^{2} u=5\left(1-\operatorname{sn}^{2} u\right) / \operatorname{sn}^{2} u$. As it happens, we have not needed to determine the parameter, but from the identity

$$
3\left(2 x^{2}+3\right)=10 \operatorname{cs}^{2} u+9=10\left(\operatorname{cs}^{2} u+c^{\prime}\right)
$$

we have $c^{\prime}=9 / 10$.
(iii) The function is dc $u$, the factors are to become multiples of $\mathrm{dc}^{2} u-\mathbf{1}$, $\mathrm{dc}^{2} u-c$, and to have $c<1$ we associate $\mathrm{dc}^{2} u-1$ with the larger of $3 / 2,5 / 3$. Thus $3 x^{2}=5 \mathrm{dc}^{2} u=5\left(1-c \operatorname{sn}^{2} u\right) /\left(1-\operatorname{sn}^{2} u\right)$, while $c=9 / 10$.
29. From the identities

$$
1+\left(5 x^{2}+4\right)=(5 x-6)^{2}+5(3 x+2)^{2}, \quad 8(2 x-1)(x-4)=(5 x-6)^{2}-(3 x+2)^{2}
$$

the substitution $\sqrt{6}(3 x+2) /(5 x-6)=t$ converts the integral $r$ into the form associated with sd $u$, with $c^{\prime}=1 / 6$; that is, $t=\operatorname{sil}(\alpha x, 5 / 6)$ where $\alpha$ is a constant. The integral in $y$ belongs to se $u$, and is therefore the result of the transformation inplied in the relation $\operatorname{se}^{2} u=s d^{2} u /\left(1-c^{\prime} \mathrm{sd}^{2} u\right)$, namely,

$$
y^{2}=t^{2} /\left(1-\frac{1}{6} t^{2}\right)=6(3 x+2)^{2} /\left\{(5 x-6)^{2}-(3 x+2)^{2}\right\}
$$

30. If the origin in the $z$ plane is to eorrespond to the right angle and the points $\pm 1$ to the base angles, the Schwarz-Christoffel form of the transformation may"be taken as

$$
2 w=\int_{1}^{z} \frac{d z}{z^{1 / 2}\left(z^{2}-1\right)^{3 / 4}}
$$

the faetor 2 being introduced for convenience. The substitntion $z^{2}-1=z^{2} t^{4}$ gives

$$
w=\int_{0}^{t} z d t=\int_{0}^{t} \frac{d t}{\sqrt{\left(1-t^{2}\right)}}
$$

implying $t \sqrt{ } 2=\mathrm{scl} u$, with $c=\frac{1}{2}$.
Although $z$ is not a singlevalued fumetion of $t$, we have shown incidentally that. with the tacit choice of radicals that we have made, $z=d w / d t=\sqrt{2}$ de $w \operatorname{dn} w$. It follows that $z$, as a function of $w$, has no branchpoints, and that in fact the expression of $z$ by way of $t$ defines two separate miform functions of $w$ which are equally effective for the representation.

To drop the factor $\sqrt{2}$ from $z$ now only alters the seale in the $z$ plane.
31. The Schwarz-Christoffel transformation

$$
\frac{3}{2} w=\int_{z}^{\infty} \frac{d z}{z^{2 / 3}\left(z^{2}-1\right)^{2 / 3}}
$$

is eonverted by the substitution $z^{2}-1=z^{2} t^{3}$ into

$$
w=\int_{i}^{1} z d t=\int_{i}^{1} \frac{d t}{\sqrt{ }\left(1-t^{3}\right)}
$$

Since $1 / z=d t / d w$, and scale factors are unimportant, it follows from Ex. 26 (i) that one solution is $z=(1+\mathrm{cn} w)^{2} / \mathrm{sn} w \ln w$, with the parameter given.
32. With appropriate values of the constant $C$ and of the constant of integration, the transformation

$$
d z / d w=C z^{1 / 2}(1-z)^{2 / 3}(1+z)^{5 / 6}
$$

is converted by the substitution $1-z=(1+z) t^{3}$ into

$$
2 w=i 3 \int^{1} \frac{d t}{\sqrt{\left(1-t^{3}\right)}}
$$

which, by Ex. 26 (i), is equivalent to

$$
t=1-\sqrt{ } 3 \frac{1-\mathrm{cn} 2 w}{1+\mathrm{cn} 2 u^{2}} . \quad r=\frac{2+\sqrt{ } 3}{t}
$$

33. The substitution $z^{-2}=1-t^{-3}$ converts the Schwarz-Christoffel transformation, in this case

$$
d z / d w=C z^{1 / 3}\left(z^{2}-1\right)^{5 / 6}
$$

to the form $d t / d w=-(2 / \sqrt[i]{ } 3) \sqrt{ }\left(t^{3}-1\right)$. But it is to be noted that $z$ is not now a uniform function of $w$. This is not mere want of ingenuity. It follows from Briot and Bouquet's discussion, J. de l'Éc. Poly. (1856), of the differential equation afterwards shown by Schwarz and Christoffel to be at the heart of the problem, that the only triangles for which uniform conformal representations exist are the three considered in Ex. 30-32.
34. The integrands are multiples of

$$
\mathrm{pq} u\left(\mathrm{pq} u-\mathrm{pq} K_{t}\right) \mathrm{qt}^{2} u, \quad \mathrm{rq} u\left(\mathrm{pq} u-\mathrm{pq} K_{t}\right) \mathrm{q}^{2} u .
$$

36. Since Ns $u+1 / u$ tends to zero with $u$, so also does $\mathrm{Ns} u+\mathrm{ds} u$. In terms of $E(u)$,

$$
\mathrm{Ns} u+\mathrm{ds} u=\operatorname{sn} u /(\operatorname{cd} u+\mathrm{nd} u)+u-E(u) .
$$

37. (ii) By repeated integration from (i). On each side the function vanishes when $v=K$ and is an odd function resembling $K / v$ near $v=0$.

Let $\gamma$ denote the path of integration for $u$ from 0 to $K$, let $\gamma^{\prime}$ denote the reflection of $\gamma$ in the origin, and let $\Gamma$ denote the curve obtained by translation of $\gamma^{\prime}+\gamma$ repeatedly through a step $2 K$ in either direction. Then there must be a path of integration for $v$ from 0 which does not cross either of the curves obtained by the translation of $\Gamma$ through $\pm i K^{\prime}$. In favourable cases, and in particular if the $u$ path is straight, the two $v$ barriers are the edges of an infinite strip; restriction of $v$ to a strip of this kind is apparent in the form of the result, for the function on the right is periodic in $2 K$ but not in $2 i K^{\prime}$.
38. Identities similar to that in Ex. 37 (i) are constructed, the $v$ numerator being sn $v \operatorname{cn} v \operatorname{dn} v$ in (i) and es $v \mathrm{~ns} v \mathrm{ds} v$ in (ii). In (ii) one $v$ barrier is obtained by rotating $\Gamma$ through a right angle round the origin, and the function on the left is discontinuous at $v=0$, tending to $+\frac{1}{2} \pi$ or to $-\frac{1}{2} \pi$ according to the relation between the directions from which $u$ and $v$ approach the origin.

Except in notation, the results of Ex. 37 (ii) and Ex. 38 are due to Legendre, and the method is his. The integral is the complete integral of the third kind, in the three forms possible with real values. It is only the complete integral that is reducible; the indefinite integrals of Ex. 34-36 do not involve an arbitrary constant independent of the Jacobian system, and if they are regarded as involving integrals of the third kind, these integrals are degenerate. Substitution of $K^{\prime}$ for $v$ in 38 (ii) is equivalent to one of Legendre's proofs of his identity $14 \cdot 62$.
39. Substitute at once $\theta=\mathrm{am} u$. The product by $\frac{8}{3} R^{3} \sin ^{2} \alpha$ is the volume eommon to two eircular cylinders of radii $R, R \sin \alpha$ with perpendieular axes which intersect; the first integral uses polar elements of area, the second cartesian elements of area, in a plane perpendicular to the axis of the more slender solid.
40. The series satisfies the quarterperiod differential equation.
41. The integral is identically $\log 1 /(1-c)-I_{1}+I_{2}$, where

$$
I_{1}=\int_{0}^{c}\left\{\frac{1}{1-t}-\frac{1}{(1-t)^{1-\alpha}(1-c t)^{\alpha}}\right\} d t, \quad I_{2}=\int_{c}^{1} \frac{d t}{(1-t)^{t-\alpha}(1-c t)^{\alpha}}
$$

With the substitution $c^{\prime} t /(1-t)=u$, where $c^{\prime}=1-c$,

$$
I_{1}=\int_{0}^{6}\left\{1-\frac{1}{(1+u)^{\alpha}}\right\} \frac{d u}{c^{\prime}+u}=\int_{0}^{1}\left\{1-\frac{1}{(1+u)^{\alpha}}\right\} \frac{d u}{u}-I_{3}-I_{1},
$$

where

$$
\begin{aligned}
& I_{3}=\int_{c}^{1}\left\{1-\frac{1}{(1+u)^{\alpha}}\right\} \frac{d u}{u}=O\left(c^{\prime}\right) \\
& I_{1}=\int_{0}^{c}\left\{1-\frac{1}{(1+u)^{\alpha}}\right\} \frac{c^{\prime} d u}{u\left(c^{\prime}+u\right)}
\end{aligned}
$$

Without the factor $c^{\prime}$, the integral $I_{4}$ would be divergent for $c^{\prime}=0$; that is, $I_{4}$ is not $O\left(c^{\prime}\right)$. With the classical restriction, $c^{\prime}+u \geqslant 2 c^{\prime 1 / 2} u^{1 / 2}$, and since

$$
\int_{0}\left\{1-\frac{1}{(1+u)^{\alpha}}\right\} \frac{d u}{u^{3 / 2}}
$$

is finite. $I_{4}=O\left(c^{\prime 1 / 2}\right)$ immediately. For a complex value of $c^{\prime}$, let the hatf-line from 0 through $c^{\prime}$ cut somo fixed eirele whose radius is independent of $c$ and less than 1 in $b$, and deform the path $0 c$ into $0 b+b c$; the integral $J$ along $0 b$ is $O\left(c^{1 / 2}\right)$, by a slight modification of the argument just used, and the integral $I_{5}$ along bc is $O\left(c^{\prime}\right)$.

With the substitution $1-t=c^{\prime} u$,

$$
I_{2}=\int_{0}^{1} \frac{d u}{u^{1-\alpha}(1+c u)^{\alpha}}=\int_{0}^{1} \frac{d u}{u^{1-\alpha}(1+u)^{2}}+O\left(c^{\prime}\right)
$$

and $I_{3}, I_{5}$, and the unevaluated part of $I_{2}$ are all dominated by J.
44. The functions satisfy the quarterperiod equation, the first is unchanged, the second changed only in sign, if $c$ and $c^{\prime}$ are interchanged.

The values of $B, C$ in terms of $K_{1 / 2}$ and $E_{1 / 2}$ are obvious, since the hypergeometrie functions become unity when $c=c^{\prime}$. For the integral forms, we have, from Ex. 41, near $z=1$,

$$
\begin{aligned}
& \int_{0}^{1} \frac{d t}{t^{3 / 4}(1-t)^{3 / 4}} F\left(\frac{1}{4}, \frac{1}{4} ; \frac{1}{2} ; z\right)=\int_{0}^{1} \frac{d t}{t^{3 / 4}(1-t)^{3 / 4}(1-z t)^{1 / 4}}=\log \frac{1}{1-z}+O(1), \\
& \int_{0}^{1} \frac{d t}{t^{1 / 4}(1-t)^{1 / 4}} F\left(\frac{3}{4}, \frac{3}{4} ; \frac{3}{2} ; z\right)=\int_{0}^{1} \frac{d t}{t^{1 / 4}(1-t)^{1 / 4}(1-z t)^{3 / 4}}=\log \frac{1}{1-z}+O(1),
\end{aligned}
$$

giving, when $z=(1-2 c)^{2}$, the dominant term as $\log (1 / c)$ in each case; on the other hand, $\mathrm{N}^{\prime}+\mathrm{X}=\frac{1}{2} \log (1 / c)+O(1)$.

Appeal to symmetry and skewsymmetry avoids the evaluation of constants in the application of Ex. 42.
45. By integrating the functions $f(u) \operatorname{cs} u, g(u) \mathrm{ns} u, g(u) \mathrm{d} s u$ round tho parallelogram. The difference in postulated behaviour between $f(u)$ and $g(u)$ is wanted because $\operatorname{cs} u$ is not negatived by the addition of $2 K_{c}$ to $u$, and the form of the integrand differs in the second and third integrals beeause the addition of $2 h_{n}^{\circ}$ to $u$ negatives ds $u$ but not ns $u$.

The parallelogran $\mp K_{c} \mp K_{d}$ provides similar theorems for the functions nd $u$, cd $u$, sd $u$. Parallelograms with eentres at other cardinal points produce the
same six theorems. A function with a pole at 0 or $K_{c}$ can not occur in theorems equally general if the path of integration is to be from $-K_{c}$ to $K_{c}$.
46. By taking $f(u)=e^{2 n v v}, g(u)=e^{(2 n+1) v v}$ in Ex. 45. The results, with trivial additions, are equivalent to the Fourier expansions $16 \cdot 74_{1-3}$, and $16.74_{4-6}$ can be foumd in the same way; the factor $K / 2 \pi$ enters because the Fourier integration is with respect to $v$, not to $u$.
47. The integral is a value of $\log (-1)$, but instead of examining the various configurations, integrate es $u$ round the boundary composed of the given path, a congruent are joining $-K_{c}+2 K_{n}$ to $K_{c}+2 K_{n}$, and the lines from $\mp K_{c}$ to $\mp K_{c}+2 K_{n}$. The integral is doubled, and the value of the contour integral is $2 \pi v$ times the residue at the included pole, which is at 0 or at $2 K_{n}$ according to the lie of the indent.
48. Immediately from Ex. 47.
49. From Ex. 48, by changing the sign either of $n$ or of $u$ and combining. The formula does not give a Fourier series, since $\sum\left(1-q^{2 n}\right) /\left(1+q^{2 n}\right)$ is divergent, nor is such a series to be expeeted, since es $u$ has a pole at the origin, but $16 \cdot 73_{1}$ follows immediately if the fraction is written as $1-2 q^{2 n} /\left(1+q^{2 n}\right)$. There are similar proofs of $16.73_{2-6}$.
51. The first formula is the result of Ex. 7 (i) rewritten. Then $u_{1}, u_{2}$ are replaeed by $u_{1}+K_{c}, u_{2}-K_{c}$, by $u_{1}+K_{n}, u_{2}-K_{n}$, and by $u_{1}+K_{d}, u_{2}-K_{d}$, in turn. Lastly $u_{2}, u_{3}, u_{4}$ are replaced by $u_{2}+h_{c}^{-}, u_{3}+K_{n}, u_{4}+K_{d}$.

There are no other typieal forms, but when the arguments are permuted, a total of sisteen formulae, distinet for assigned arguments, is obtained. Each formula may be divided by a produet $p_{1} q_{2} r_{3} t_{4}$ to provide a relation between Jacobian funetions, but if the results are presented in this form duplieation is harder to avoid and the structure of the group beeomes harder to appreciate.
52. From the complete set of sixteen formulae implied in Ex. 51, by writing $u_{4}=0, u_{3}=-\left(u_{1}+u_{2}\right)$. Any two formulae in the same set can be utilized, in three distinet ways, as a pair of simultaneous equations giving addition theorems for two copolar Jacobian functions. For example, $\operatorname{sn}(u+v)$ and $\mathrm{cn}(u+v)$ can be found algebraically from

$$
\begin{aligned}
& \operatorname{sn} u \operatorname{dn} v \operatorname{sn}(u+v)+\operatorname{en} u \operatorname{en}(u+v)=\operatorname{cn} v, \\
& \operatorname{dn} u \operatorname{sn} v \operatorname{sn}(u+v)+\operatorname{cn} v \operatorname{cn}(u+v)=\operatorname{en} u .
\end{aligned}
$$

Sinee an addition theorem has been used to establish Ex. 5, this process is not an inclependent proof of addition theorems from first prineiples.

The Jaeobian equivalents of the individual formulae in this example can all be established by an examination of poles; they provide excellent material for practice in this kind of analysis, and an attractive short cut to the addition theorems themselves. Some of the results can be anticipated in form and constructed in detail; see Ex. 16, 17.

53 . In (ii), the function operated on is the greatest integer in $\sqrt{ } / / 2 \pi$; on the right, the numerical coefficients in the indices are the squares of the even numbers, zero exeluded, and the series within the brackets is $\frac{1}{2}\{\Theta(K)-1\}$ for $q=e^{-4 \pi^{2} p}$, that is, for $K^{\prime} / K=4 \pi p$.
54. The notation is improvised. For results in this field, see Doetsch, Theorie und Anwendung der Laplace-Transformation (Springer, 1937).
55. The suhatitution $\tan \bar{\phi}_{m}=\lambda_{m}$ tan $\bar{\chi}_{m}$ converts the recerrence.

$$
\tan \left(\bar{\phi}_{m+1}-\bar{\phi}_{m}\right)=h_{m} \tan \bar{\phi}_{m}
$$

into the form tmin $\bar{\chi}_{m+1}=\mu_{m} \tan { }^{2} \bar{\chi}_{m}$ if $h_{m} \lambda_{m}^{2}=1$. This formal simplifiention of the Lamen recurrence is due to Gatus. The amxilary variable $\bar{x}$ serems to hase no other part to play. The recurrence for the hyperbolie amplitude $\theta$ is modifien in the same way: if tamh $\psi_{n}=\sqrt{ }\left(a_{n} b_{n}\right) \tanh 2 \psi_{n-1}$ with tanh $\psi_{0}=\sqrt{ } / \sqrt{2} m h_{1} \theta$. then as $n \rightarrow \infty$.

$$
\underline{-}^{-n} \psi_{u} \rightarrow M\left(1, k^{\prime}\right)\left(r_{i}^{\prime}\left(\theta ; k^{\prime}\right)\right.
$$

where $G\left(\theta ; k^{\prime}\right)$ is the integral in $13 \cdot 604$.
A wealth of arithmetico-geometric formulate is given in L. V. King's monograph On the Direct Numerical Calculation of Elliptic Functions and Integrals (C'anbridge, $192+$ ). His explicit recurrences all follow the positive half of the chain based on ( $1, k^{\prime}$ ), but since he deals with functions whose modulus is $k^{\prime}$ as well as with functions whose morlulus is $k$, he does in effect use the positive half of the $(1, k)$ chain also. His serions handicap is the restriction to the chasieal functions.
56. No formulat are needed: see Ex. 20 (ii) and compare the proof of $17 \cdot 5113$ in the text.
57. Compare Th. $17 \cdot 81$. The aceessible re-entrant angle of the intinite 'rectangle' is now on one of the axes: a trench is clug at the foot of a wall.

Unlike the transformations in Ex. 30-33, this transformation and that of Thi. 17.81 have a variable element in addition to seale factors. To apply 17.81 to a rectangle of given proportions we have to determine $e$ from the ratio of $D=K_{c}$ to Ds $K_{n}^{\prime}$, that in. in effect, of $c^{\prime} K-E$ to c $\kappa^{\prime}-E^{\prime}$.
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[^0]:    * 'Iogether naturally with the solution of the inore elementary problem, also deseribed sometimes as the problem of inversion: nssuming that the system exists, to determine from the constants in the integral either the eltiptic function itself or the lattice on which it hangs. To find the only possible lattice is, as will be seen in the text, a simple matter; the difticulty is to prove that the functions on this lattice do provide the assigned constants. Marely to construet an inverse function by direet operations does not sulve the theoretical problem. For example, Hnneock's exceedingly thorough accomit of inversion on a Kirmann surface (Theory of Elliptic Functions, I) is beyond rriticisin us a solution of the practionl problem, but begs the whole theoretical question in the onf sontence (p. l63): Instend of the variable $t$ we may introduco any variable quantity, suy

    $$
    u(z, s)=\int_{z_{0}, s_{0}}^{z_{0} s} \frac{d z}{s}
    $$

[^1]:    Xin remmon is maldued for supposing that u(z, $s$ ), so defined, con take nn mbitrary value. but "presenty besomes the independent varinble. If a romplete solution of the invermion problem along Rismaminn limes is wated, llancock's treatise needs a supplement ""gnivalent to the exvellent ninth chapter of Nemmann's Ricmonn's Theorie der Abel'schen. Integrale (1)we C"mkehrung des elligtischon Integrales), where the problem of ubiquity is mtated very elearly.

[^2]:    * Chaundy, Proc. London Math. Soc. (2), 22 (1924) p. 104 anci 25 (1926) p. 17 ; Baker. Proc. Cambridge Phil. Soc., 23 (1926) p. 92. Chaundy takes a knowledge of the functions for granted, Baker derives an addition theorem for them from a differential equation.

[^3]:    * That this view was not long ago universal is one of the minor mysteries of mathe. matics, or perhaps one of the major examples of mistaken subservience. It was in 1882 that Glaisher recognized that the group should be completed, and devised the perfect notation, but outside England, from Bobek in 1884 to Tricomi in 1937, Glaisher's nine functions have been completely ignored, in spite of tho suggestive table on p. 30 of the Weierstrass-Schwarz Formeln und Lehrsätze. The strangest case is that of Tannery and Molk, since they have an explicit notation for the twelve functions on an arbitrary lattice. But Cayley could speak of 'the elliptic functions properly so called, the functions sn, en, dn', and dismissed the other nine functions with a curt 'These are not required'.
    $\dagger$ It is significant that when M. Roberts in his Tract on the Addition of Elliptic and Hyper-elliptic Integrals (1871) applies a general theorem of Jacobi's to the elliptic integrals, it is the formulae for this triad that he finds first ( p .10 ), although his work is wholly in the real domain.

[^4]:    * Cayley, Elliptic Functions, takes as an example $k=\sin 75^{\circ}$ and reduces $k$ to $0 \cdot 0^{2} 28260$ in three steps and to $0 \cdot 0^{5} 20$ in four, but in the other direction $k^{\prime}$ is reduced to $0.0^{4} 751$ in two steps.

[^5]:    $\dagger$ Negative, zero, and positive; integral, unqualified, is usually to be taken in this general sense.

[^6]:    $\dagger$ Nontlompt is madr to mmintnin a consistent distinction between the langange of geonct ry mal the langunge of nmalysis; "number" 'vertor', nad "point in the complex plane are interehangenble terins.

[^7]:    † That is, rotation through an angla mumoriently as small as possible.

[^8]:    + The luttice with the finer mesh is a multiple of the lattice with the coarser mesh. 'This is the fundumental notion in the theory of inleals.

[^9]:    $\dagger$ Although precise definitions have been laid down, language is free and seldom misleading. Often any primitive region is called a cell, and any parallelogram $z_{0}, z_{1}$, $z_{1}+z_{2}-z_{0}, z_{2}$ in which $z_{1}-z_{0}, z_{2}-z_{0}$ is a primitive pair of periods is called a period parallelogram.

[^10]:    t Lonsely, 'rhanges the sign of the coefficient' . but there is no renl justificntion for this plirase; a complex mumber has no sign. but 'the megntive of $z$ ' is a perfectly good function of $z$. However, we need not always lapso into pedantry, and the elementary phrase must often be interpreted conventionnlly.

[^11]:    + If we regard the group of twelve functions its completed ngebraically from the three primitive functions by the use of reciprownls and quotients, we are in effect using a modifiention of Cilaisher's device for simplifying the notation of Jucobinn elliptic functions. See 104 below.

[^12]:    $\dagger$ Not the Weierstrassian halfperiod; as yet the function $\phi(z)$ is not specialized, mand when we take $\phi(z)$ ns one of the elementary functions, two of the Weierst rassimn half. poriorls are only quartorperiods of $\phi(z)$.

[^13]:    $\dagger$ Throughout this chapter, as in 10.8 and $0.9, x$ and $y$ denote indepentent eomplex numbers, not real inmbers related to $z$.

[^14]:    $\dagger$ This is the formula used by Chamely and by Baker in the papers cited in the Profuce.
    $\ddagger$ Cours d'Analyse, 22 (3 éd. 1913), p. 458.

[^15]:    $\dagger$ Obviously the second of these solutions is the negative of the first, but this relation is so irrelevant to the argument that it is hardly worth while to use it to shorten the algebra.

[^16]:    $\dagger$ It must not be thonght that the origimal introduction of the elliptic functions was wildly illogionl: Abel and Jacobi were not blind to fallacies that to us are glaring. But at first only real variables were involved; to reverse the functional relation when the limit and the integral are hoth real reguires little more than the determination of ranges throughont which the integral is a monotonic function of the limit, and theso ranges, by lalle's thmorem, aro bounded by zeros and infinities of the integrand. The difficulty of the inversion problem as well as the beauty of the lattice theory belongs essentially to the domain of tho complex variable.

[^17]:    $\dagger$ We have not yet proved that $\beta$ can not be accidentally equal to $\gamma$ or to $-\gamma$; this is, however, true, as we shall see in 8 below.

[^18]:    $\dagger$ With the transformation $w=f(z)$ ，this is merely the theorem that if every tangent to an are has its direction within a given angular range，the chord of the are also has $n$ direction within that range，an immediate corollary to tho theorem that there is a tungent parallel to the chord．

[^19]:    $\dagger$ Briefly, the argument is as follows. If there are circuits that are not conservative for the function, we can associate with a variable point $P$ of the $z$ plane the largest circle with $P$ as centre which does not surround such a circuit. The radius of this eirele is a continuous function of tho position of $l$ ', and in any closed region this function attains its lower bound. If the lower bound is zero. a point where the bound is attained is a point in whose immediate neighbourhood a passage ean be mado from one branch to some other. If the lower bound is not zero, the closed region ean be covered by a finite number of overlapping circles no one of which contains a mutating circuit ; if the region is simply connected it then follows that the region as a whole does not contain such a circuit, but this coneluding step can not be taken if there is multiple commectivity.

[^20]:    $\dagger$ Perhaps the whole, as far as wo know at present, but this is immaterial.
    $\ddagger$ If the collection was formed for values of $\rho$ in an interval $\lambda \leqslant \rho<\mu$ closed at the lower end, the set $\Pi_{\lambda}$ of common members would be simply $D(\lambda)$, and the fact that $D(\rho)$ is closed would be irrelevant. But since our whole object is to find a set $\Pi_{0}$ and $\rho$ can not actually be 0 , it is essential to have an argument which allows the interval of values of $\rho$ to be open.

[^21]:    $\dagger$ This is the classical form of continuation. For a meromorphic function, continuation by means of overlapping Laurent circles is more efficient, and no more difficult to justify theoretically.

[^22]:    $\dagger$ Cours d'Analyse Mathématique (lst ed., 1905) II, 505. The notation and the details of the analysis are adapted to our own treatment. Goursat deals with tho Jacobian function sn $u$.

[^23]:    $\dagger$ Historically, addition theorems were discovered in the form of relations between integrals before the integrals were inverted.

[^24]:    $\dagger$ More simply, if we introduce derivatives, $\mathrm{hj} z=-\mathrm{fj} z / \mathrm{gj} z$.

[^25]:    $\dagger$ Throughout this chapter, and again in Chapter XVII below, it is important to remember that 'imaginary' is not synonymous with 'complex'; an imaginary number is a complex number whose real part is zero, and to call such a number purely imaginary is redundant if emphatic. A complex number can be called pure if it is either real or inaginary.

[^26]:    $\dagger$ The reader is invited to consider why both the rectangles $2 \omega, 4 i \omega^{\prime}$ and $4 \omega, 2 i \omega^{\prime}$, which are period parallelograms for $\mathrm{fj} z$ and $\mathrm{gj} z$, are primitive regions for $\mathrm{hj} z$, whereas the first is not a primitive region for $\mathrm{gj} z$ or the second a primitive region for $\mathrm{fj} z$.

[^27]:    $\dagger$ Strictly speaking, functions and variables that are imaginary in the sense in which we are using the word were immediately brought into the analysis; the double periodicity could not otherwise have been diseovered. But the freedom of the complex plane was not conferred on the integrals, and it is this freedom, not the formal substitution of it for $t$ in a real integral, that demands a new discipline.

[^28]:    $\dagger$ Also $\operatorname{tn} u$ for $\tan$ am $u$, but this symbol is completely superseded by the equivalent symbol se $u$ in Glaisher's systematic notation; see $\cdot 4$ below.

[^29]:    $\dagger$ As we adopt circular measure to secure the condition $\sin \theta \sim \theta$.
    $\ddagger$ The reader must be warned that this notation is not in the literature of the subject. I would call it new, had I not been using it in lectures since 1925.

[^30]:    $\dagger$ Logically, the relation 43 can not be regarded as a characterizing property of a Jacobian lattice, since the notation assumes already that the lattice is Jacobian; the characteristic property must be expressed as gj $\omega_{f}=1$. But as regards the Jacobian functions, nothing more is to be learnt mathematically from one way of expressing the result than from another.
    $\ddagger$ Messenger of Mathematics, 11 (1882), p. 85.

[^31]:    $\dagger$ Usually I speak of the twelve functions as Jacobian, for to attach Glaisher's name, to the exclusion of Jacobi's, to nine of the twelve would be to exaggerate Glaisher's contribution to the theory of the subject. If it is necessary to discriminate, sn $u$, cn $u$, in $u$ may be described as Jacobi's functions,

[^32]:    $\dagger$ This is the form in which pq $u$ is expressed in Table XIV1; of the two combinations available, the one chosen for the table is the one which has $K_{q}$ for a zero,

[^33]:    $\dagger$ The reader may consider why we can not apply to $\cdot 64_{3-4}$ the process by which $\cdot 62_{5-6}$ are derived from $\cdot 62_{3-4}$.

[^34]:    $\dagger$ Geometrically, if $\theta(x, y), \psi(x, y)$ denote the homogeneous functions $y^{2} \theta(x / y), y^{2} \psi(x / y)$, the simultaneous reduction is possible if there are conics $\theta(x, y)=c, \psi(x, y)=d$ which touch each other, and the only case in which this does not occur is that in which the two families of conics $\theta(x, y)=\lambda, \psi(x, y)=\mu$ are both composed of hyperbolas and the two pairs of asymptotes are interlaced.

