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Editor's Introduction

It seems appropriate to say a few words concerning the genesis of

this volume. Several years ago I asked Dr. Goodeiiough to write

an account for "Progress in Inorganic Chemistry" of the current

position of research into the magnetic! interactions of transition metal

ions in their solid compounds, most especially their oxides and mixed
oxides. These compounds have been intensively studied in recent

years in order to elucidate the relationship between structure, bond-

ing and magnetic properties both because of the intrinsic interest of

the subject and because of the extraordinary technological potentiali-

ties of such materials. In this work Dr. Goodenough has played a

prominent role, and he acceded to my request.

To the surprise of both of us, the "article" had grown to the length
of a book when appropriate theoretical preliminaries and a compre-
hensive coverage of the subject matter per sc were completed. Under
the circumstances, it seemed only logical to issue it as a separate
volume.

Moreover, since there exists the distinct possibility that a similar

situation may arise in the future, the editor arid the publishers have
decided formally to initiate, with this volume, a series of monographs
on Inorganic Chemistry. This Inorganic Chemistry Section of the

Interscience Monographs on Chemistry will be available to all future

authors whose "articles" grow, in the course of writing, into books.

F. A. Cotton





Preface

This book was originally intended as a review chapter, and this

fact has strongly influenced the organization of the material. For

example, there is no formal development of the various physical con-

cepts that are introduced. Rather, emphasis is placed 011 a physical

description of these concepts, and the analytic formalism is only
summarized or referenced. Since the number of concepts that must
be introduced is quite large, even for the treatment of so limited a

topic, it is feared that some of them have been introduced too ab-

ruptly, as though arbitrarily invoked to explain some isolated phe-
nomenon. This failing is more apparent than real. The fact is that

the existence of several competitive factors gives rise to a rich variety
of physical manifestations, and emphasis has been placed on the

interpretation of this richness in terms of defined factors that appear
to operate in a similar manner over the whole range of crystalline

materials, from ionic insulators to metals. The hope is that these

interpretations riot only support some of the extrapolations that are

asserted, but also will provide the chemist with a physical intuition

that can be fruitful for the design of materials with specified char-

acteristics.

It is a great pleasure to acknowledge that happy association with

the colleagues of my group that is the intangible background from
which this book has emerged. I am particularly indebted to my
associations with II. J. Arnott, K. Dwight, T. A. Kaplan, N. Menyuk,
D. (I. Wickham, and A. Wold. Special thanks are also due Mrs.

Jean Craig who has patiently typed the various drafts and corrections.

JOHN B. GOODEXOUGH
Lincoln Laboratory*
Massachusetts Institute of Technology

Cambridge, Mass.

* Lincoln Laboratory, Massachusetts Institute of Technology, is operated with
support from the U.S. Army, Navy, and Air Force.
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Introduction

During the lust fifteen years, there have been an increasing number
of studies concerned with the origins of atomic moments and of

magnetic order in solids. An understanding of these two things
should provide important foundation stones on which a theoretical

superstructure for inorganic chemistry can be built, because such an

understanding requires an adequate description of the atomic outer

electrons after the atoms have been brought together to form a solid.

The following pages are intended to provide an extensive, though
not exhaustive, review for chemists of our knowledge as of 1901 in

this rapidly developing field. Although the lack of an established

and developed theoretical framework would appear to doom such an

undertaking to a catalogue of isolated facts, it is shown that a rela-

tively simple set of physical ideas do emerge from present theory to

unify a great diversity of experimental findings into a coherent unit.

Heisenberg's 1928 formulation of a many-body exchange Hamil-

tonian for the coupling energy of a system of atomic spins has served

as a great divide for theoretical studies. On the one hand the ex-

pression has been accepted and effectively used to interpret the

varieties of magnetic order that have been encountered experi-

mentally; on the other it has inspired many attempts at justification

from the first principles of quantum mechanics. Immediate contact

was made between the Heisenberg expression and the classical,

molecular-field formalism for ferromagnetism introduced by Weiss in

1907, a formalism that was generalized in 1948 by Ne*el to two-sub-

lattice structures to provide an interpretation of antiferromagnetism
and ferrimagnetism. Further generalization to six independent sub-

lattices was made in 1952 by Yafet and Kittel, who first introduced

the possibility of noncollinear spin configurations. However, it was
not until 1900 that Lyons and Kaplan showed how the many-body
problem can, in many instances, be rigorously treated to give the

true ground state of a system of 1023
spins. It is now possible to
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formulate a connection between the exchange Hamiltonian, especially

if generalized to include exchange and crystalline anisotropies, and

the variety of magnetic orderings that have been observed with

neutron diffraction. Besides collincar ferromagnetism, antiferromag-

netism, and ferrimagnetism, these include antiferromagnetic, ferri-

magnetic, and ferromagnetic spirals, canted spins that give rise to

parasitic ferromagnetism in antiferromagnets, partial magnetic order-

ing that results in a sinusoidal variation of the z-component of

magnetization but no order in the basal plane, and various triangular-

spin configurations. The basic theory of spin configurations that

has been derived from the Heisenberg exchange Hamiltonian is out-

lined in Chapter II, and reference to the literature is given for those

cases where extension of the Hamiltonian to include exchange and

crystalline anisotropies is necessary. Application of the theory to

paramagnetism and the relationship of experimental parameters to

the strength of the coupling between near neighbors is also given in

this section. Because the strength of this exchange coupling drops
off rapidly with interatomic separation, it is only necessary to con-

sider near-neighbor, next-near-neighbor, and next-next-near-neighbor

interactions. Thus experimental contact with the fundamental phe-

nomenological parameters of the exchange-Hamiltonian formalism is

possible, so that the stage is set for experimental verification or

rejection of the theoretical attempts to justify these parameters from

first principles.

A theoretical justification from first principles of these coupling

parameters and of the magnitudes of the individual atomic moments

requires a profound understanding of the nature of the chemical bond
in inorganic solids. This problem is therefore of paramount interest

for the chemist. In Chapter I are introduced the basic theoretical

concepts on which our formal descriptions of the outer electrons are

built. First, there is the description of the free atom. With no

coupling between atoms, this gives the magnitude of the atomic

moment and connection with paramagnetic susceptibilities, which

permit measurement of these moments. Then there is the descrip-

tion of the electrons after the atoms have been brought together to

form a crystallographic array. Traditionally, such descriptions have

proven successful for two limiting cases: R tt RQ and R RQ ,
where

R is the interatomic separation and RQ is the optimum-bonding
separation for the outer electrons in question. For R tt RQ) the



INTRODUCTION 3

outer electrons are collective, belonging to the lattice as a whole.

The symmetry of the lattice is introduced through the Bragg scat-

tering conditions for the running electron waves. The principal

results of band theory that these conditions provide are summarized.

Unfortunately, a rigorous solution of the many-body problem has not

been achieved, so that drastic simplifications are introduced into any
formalism that would start from first principles. The principal

assumptions that become more serious with increasing atomic sep-

aration are pointed out. For R /?
,
the outer electrons are local-

ized. The symmetry of the lattice is introduced in this case through
the crystalline electric fields that perturb the atomic states. A
summary of the assumptions and results of crystal-field theory for

one and two outer 3d electrons is also given in Chapter I. Finally,

there is an estimate of the interatomic separation Rc at which a

collective -electron description of the 3d electrons must change to a

localized-electron description. It is shown that for transition-metal

compounds the interatomic spacing is frequently great enough for a

localized description to suffice, but that in many cases (especially in

metals and alloys) a collective-electron description that avoids the

drastic simplifications of conventional band theory is required. It is

also pointed out that the anisotropy of the 3d wave functions may
permit the simultaneous existence of localized and collective 3d

states.

For transition-metal atoms, the coupling between atomic moments
is due to the interactions of the outer d electrons on neighboring
atoms. This is in contrast to the couplings of the 4/-electron

atomic moments of the rare-earth atoms, which interact primarily

through intermediary electrons either of a conduction band or of an

intermediate anion. The problem of 4/-electron coupling is of lesser

significance for chemical bonding, and it is omitted from the present

discussion. Discussions of magnetostriction and crystalline aniso-

tropy, though relevant, are also considered of secondary importance
for the chemical bond and are omitted.

In Chapter III the basic physical ideas inherent in these theories

are applied to the transition metals and their compounds and alloys.

These applications are separated into three main categories: materials

with R > Rc ,
those with R tt RCJ

and those with R < Rc . Materials

of the first category have atomic moments that follow from crystal-

field theory and magnetic couplings that can be described by the
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sum of various superexchange contributions. The physical bases for

the superexchange mechanisms are discussed, and the results of the
formalism are presented without derivation. This leads to the tab-

ulation of a few coupling rules that are immediately applicable to the

experimental findings. The existence of electron-ordering trans-

formations below the melting point permit some dramatic correla-

tions of crystallographic structure with magnetic order. For R tt R c ,

the crystal-field splittings are large compared to the band-width of

the collective-electron states, which is sufficiently narrow that for

high T the atomic moments approach a localized-electron value.

At lower temperatures crystallographic transformations that make
R < R c are common. Spin-pairing in homopolar, R < Rc bonds
tends to quench any contribution to the atomic moments from these
collective electrons. Interpretation of the atomic moments and the

magnetic couplings between them is found possible for the case of

R < R c near-neighbor-directed 3d electrons provided the superex-
change rules for R > Rc electrons are extrapolated to apply to the

electron-spin correlations within the collective-electron states. In-

ability to introduce these correlations into the theoretical formalism

plagues a rigorous description of the collective electrons, but investi-

gation of magnetic order and atomic moments now appears to provide
a direct indication of the nature of the spin correlations that stabilize

the chemical bond. Thus the physical mechanisms responsible for

stabilizing the spins of localized electrons into an ordered array
appear to be identical to those responsible for electron-correlation
stabilizations of narrow-band collective electrons. This fact at once

provides both a fact that must be included in any rigorous formalism
and a common theme for the interpretation of the atomic moments
and magnetic order found in transition metals and their compounds
and alloys. It is for this reason that considerable space is given to a

variety of specific compounds that illustrate the application of these

concepts to complex as well as to simple situations.



CHAPTER I

Descriptions of Outer Electrons: General

Of the many aspects of magnetism that are encountered in inor-

ganic solids, this volume is concerned only with the magnitudes of

the individual atomic, or ionic, moments and the cooperative cou-

plings between them. After a brief review of the origins of the

atomic moments of the free atoms, consideration is given to the in-

fluence of chemical bonding on the magnitude of these moments and
on the strength and character of their interactions. This requires a

description of the electrons that are outside of closed shells, and

measurements of atomic moments and their ordering provide an

important check for these descriptions.

I. Description of the Free Atom

A. THE HYDROGEN ATOM

Any description of the free atom begins with the Schroedinger wave

equation for a single electron in the field of a positive point charge

+Ze:

= o (i)

Hr = niM/(m + M) is the reduced mass of the electron and nucleus,

e is the charge on an electron, and h = 2wh is Planck's constant.

For bound states, i.e. E < 0, this equation has the well-known solu-

tion (194)

*/mi = /(p)/t"
!

(cos 6) exp [rarf] (2)

where the radial part of the wave function contains the Laguerre

polynomials

/(p)
= rVr'(2p)'/jy (2P)

and the integers n
f /, mi are known as the principal, angular-

5
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momentum, and magnetic quantum numbers, respectively. The in-

teger wrhas 21 + 1 possible values (from I to +/) and the integer I

is confined to the interval < I < n 1. Related to the Uncer-

tainty Principle is the Bohr expression for the product of the momen-
tum and radius of a classically orbiting electron :

pr = nh (3)

For an equilibrium classical orbit, the attractive electrostatic force

must equal the centrifugal force, or

^ = ^
(4)

r2 mr '

Combination of equations 3 and 4 gives the classical Bohr orbits

rw(Bohr) =
ri*(aH/Z) an = ft/me* = 0.53 A (5)

The reciprocal of the Bohr radius is just the quantum-mechanical
mean reciprocal radius of an electron with quantum number n :

(rn
l

)
=
/

rw
-W dr =

[rn(Bohr)]-i (5')

The mean radius of the electron is

(rn i)
=
/

rnl \*\* dr
= rn(Bohr)[(3n

-
l)(3n

-
I + l)/4n

2
] (5")

Comparison of the eigenvalues of equation 1 with the energies of the

Bohr theory reveals that the n of equation 2 is the same as that of

equation 3 and gives

2nre* (Z\ _ / M
En =

77- (

-
)
= R* [ r~

h* \n/ \m +
where R = 2ir*me*/cW = 109737.303 cm"1

is the Rydberg constant

for infinite mass. The radial dependencies of the wave functions are

plotted in Figure 1-,
and the angular dependencies are indicated in

Figure 2. In equation 1 both the electron spin arid the relativistic

corrections are neglected, and the energies of the stable states are

independent of /. Spin-orbit interactions must be introduced as a

perturbation in any consideration of multiplet structure.

B. EXTRAPOLATION TO THE MANY-BODY PROBLEM

The mathematical difficulties associated with the many-body prob-
lem are so great that any conclusions about multielectron atoms are
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extrapolations from the single-electron problem. In the case of alkali

metals, there is a single electron outside of a closed shell. The
closed-shell electrons have a spherically symmetric distribution, and

equation 1 is appropriate provided the integer Z is replaced by a

nonintegral number Zcn (Z <i) in order to reflect screening of

the nuclear charge by the closed-shell electrons. The screening

parameter is greater the smaller the penetration of the electrons

into the closed-shell electron core. From Figure 1 it is seen that Zrn

must decrease with increasing angular momentum / of the outer

electron. Hence the energy of the stationary states of the outer

electron En i depends now on both n and /, states with smaller I being
more stable than states with higher / and the same n. If there is

more than one electron outside a closed shell, it is customary to con-

sider only a single electron moving in the average potential created

by all of the other electrons (spherical approximation), and En i de-

pends upon / through Ze{{ in the same way as for the alkali metals.

However, electron correlations that minimize the electrostatic inter-

actions between outer electrons must then be considered as a per-

turbation.

C. ELECTRON SPIN AND THE PAULI EXCLUSION PRINCIPLE

Electron correlations are intimately associated with two assump-
tions: (1) a fourth quantum number, the electron-spin quantum
number s, and (2) the Pauli exclusion principle. In order to account

for spectral data, it is necessary to postulate that electrons spin about

their own axis to create a magnetic moment (025). Whereas the

magnetic moment associated with the angular momentum may have

(21 + 1) components m/ in the direction of an external magnetic field

H, the spin moment may have only two components corresponding to

s = ms
=

1/2. Classically the magnitude of the moment fta as-

sociated with an angular momentum pa is

where /*#
= eh/2mc = 9.27 X 10~21

crg/oe is called the Bohr mag-
neton.

An elliptic circuit of area A =
(1/2) I

~*
r2 da carrying a current i

has a magnetic moment p iA. An electron moving in a planar
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orbit of area A is equivalent to a current i e/cT, where e/c

is the charge of the electron in emu and T is the period. The angular

momentum of the electron of mass m is pa = wr2
a, so that

A =
\

Whereas solution of the angular part of equation 1 gives pi
=

h[l(l + 1)]
1/2

,
it is necessary to assume that ps

=
2h[s(s + l)]

l/2
.

px (or p
y

or pz )
ONE OF FOUR

TETRAHEDRAL (sp
3

)

C, D,E HYBRIDIZED /5 (ort2g )

Fig. 2. Angular dependence of hydrogen eigenfunctions for s(l 0), p(l 1)

and (/(/
=

2). The functions A, B, C, 1), E arc defined by Equation 03, and 75

contains C, D, E.

[This assumption comes out of the Dirac relativistic wave equation

for the electron. In this theory both positive and negative energy
states arc allowed, so that the energy difference between the two spin

states of an electron of mass m moving with velocity c is assumed

to be AiJ = 2mc2 = /?co. If the electron has no orbital angular mo-

mentum, ush = me2 where sh is the spin angular momentum. There-

fore s=l/2 rather than an integer, so that p,
=

2h[s(s + l)]
l/2

.]

In order to understand the building up of the periodic system, it is

necessary to introduce an additional assumption, the Pauli exclusion

principle (503), which states: In one and the same atom, no two electrons

can have the same set of values for the four quantum numbers n
} /, raj, ms
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(or ft, I, j, Wj). [The quantum number.; is the total quantum number
and is given by the vector sum of the orbital and angular momenta,
and ntj is the component of j along a prescribed direction.] The

quantum mechanical formulation of this principle is: The total eigen-

function of an atom with several electrons must be antisymmetric in all

its electrons.

D. RUSSELL-SAUNDERS COUPLING, SPECTROSCOPIC

NOTATION, AND MULTIPLICITY

In this volume, principal consideration is given to the lighter ele-

ments, so that the Russell-Saunders (549) vector model of the atom
is used. In this model a multielectron atom is assumed to have the

quantum numbers n, L =
t ' ML> S =

] s,, (or n, L, J =
|L + S|,

Mj). This implies stronger If-lj and srSj coupling than /,-,- coupling.

It follows from Pauli's principle that for a closed shell t
-

Z t
=

^LiSi = 0, and the quantum numbers for the atom are determined

by the electrons outside of closed shells. The indicated additions

are always vector additions such that different possible values of

their vector sum have integral differences. It follows that the total

angular momentum J has the possible values (L + 8), (L + S 1),

(L + S 2), . . .
, \L S\ so that the multiplicity of terms cor-

responding to a given J is either (2$ + 1) or (2L + 1), whichever is

smaller. The degeneracy of these multiplets is removed by the inter-

action of the magnetic moment associated with the angular momen-
tum with that associated with the spin. These spin-orbit interactions

are relatively weak and therefore enter the theory as perturbation

terms. This means that the energy differences between multiplct

levels (different /, same L and S) are small compared to those between

levels having different L and/or S values. Information about the

state of the atom is summarized by the notation 2S+l
Lj, where

L =
0, 1, 2, 3, ... is given by the spectral notation S, P, Z), F, ....

Information about the individual electrons is given by the notation

nl'1 so that the ground state, or deepest term, of Na, for example,

may be indicated as Is*2s2
2p

63s l 2
Si/2, or in abbreviated form as

3s 1 2
$i/2 ,

electrons in closed shells being omitted.

E. FACTORS DETERMINING THE GROUND STATE

111 order to interpret magnetic susceptibility data, it is necessary
to know the ground state of an atom with more than one electron



12 MAGNETISM AND THE CHEMICAL BOND

outside of a closed shell. If there were no electron correlations and

no spin-orbit interactions, all terms for equivalent electrons (those

having the same n, 1) would have the same energy. However, the

electron correlations and spin-orbit interactions are important. Elec-

tron correlations determine the magnitude of the quantum number ,7,

and spin-orbit coupling gives rise to multiplets associated with a

given .7. There are two rules that operate. The first, Hund's (289)

rule, states: Of the terms given by equivalent electrons, those with greatest

(2S + 1) lie deepest, and of those the lowest is that with greatest L.

The second rule (123) states: Multiplets formed from equivalent elec-

trons are regular when less than half the shell is occupied, but inverted

when more than half the shell is occupied. If the components in a

multiplet term lie energetically in the same order as their J values

(smallest .7 value lowest) the term is called regular and, in the con-

verse case, inverted. There is no ambiguity to the rule since the

ground state of a half filled shell (L 0) is a singlet.

Hund's rule is a consequence of the Pauli principle plus electro-

static interactions between the electrons. Since any dual occupation
of a spatial orbital must involve large electrostatic electron-electron

repulsions, the energy of the multielectron state is lowered if such

dual occupations can be minimized. From Pauli's principle, this

dual occupation is minimized if equivalent electrons have as many
like spins as possible, (liven several possible terms with the same

(2S +1), electrons that orbit in the same sense (li have the same

sign) collide less frequently than electrons orbiting oppositely.

Therefore of the terms with maximum (28 + 1), minimum electro-

static electron-electron repulsion is achieved in the term with great-

est L.

The multiplet formation is due to spin-orbit interactions of the

form (028)

Wj = XL-S =
i\[,7(.7 + 1)

-
7X7, + 1)

- S(S + 1)] (8)

where the multiplet is regular or inverted according as X > or

X < 0. [This interaction follows from the theory of relativity, which

states that in a coordinate system moving with a velocity v relative to

another system, there is an extra magnetic-field strength equal to

H =
(v X E) if E is the electronic-field strength in the other system

(multiplication constants for proper units neglected). The spin of

the moving electron is subject to this field so that the energy is
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W = /i-H ~ /A- (v X E) =
/* (p X r)E/mcr for a spherically sym-

metric field E = Er/r. Since L = (p X r) and /*
=

S/UB, equa-
tion 8 follows immediately.] For the transition metals of the iron

group, the spin-orbit parameter X is of the order of 100 to 1000 cm"" 1
.

Goudsmit (231) has shown that X reverses sign on going from a less

than half to a more than half filled shell. The physical origin of this

sign reversal lies in the fact that an electron spin interacts more

strongly with its own orbital momentum. From Hund's rule it

follows that if a shell is less than half filled, the individual electrons

have their spins parallel to the net spin; if the shell is more than half

filled, the individual electrons responsible for a multiplet have their

spins antiparallel to the net spin.

F. THE MAGNETIC SUSCEPTIBILITY OF FREE ATOMS

The magnetic susceptibility is

Xm = #</*>///, ()

where {/*) is the average atomic-moment component parallel to an

applied field H for a unit volume containing N atoms. In general

there are two contributions to (p\\), one arising from the existence of

a permanent atomic moment that is aligned in the direction of H and

one from an atomic moment that is induced by H, but by Lenz's law

is directed opposite to H. [In the case of molecules and solids, field-

induced contributions to the susceptibility that are directed parallel

to H also exist (see eqs. of), 55', and 58).] The former is the para-

magnetic contribution, and the latter the diamagnetic contribution.

The diamagnetic contribution follows from Larmor's theorem (389)

which states: (For a proof of this theorem, see reference (028), p. 22.)

Fur an atom in a magnetic field, the motion of the electrons is, to a first

approximation in H, the same as a motion in the absence of H except

for the superposition of a common precession of angular frequency

UL = ell/2mc ///z#/A. The angular momentum of an atom is,

from equation 7:

p = E.-mpfa*- = -^M (10)
c

where p,-, z*, fa are cylindrical coordinates with the z axis parallel

to H. If the field is applied slowly, the motion in the rotating

reference system is the same as the original motion in the rest system
before application of the field, and from Larmor's theorem ^ t

=
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$(f) + We/2mc is the angular frequency parallel to H. If there is

no permanent magnetic moment, X t mp?^?(0 =
0, and equation 10

gives for the diamagnetic moment induced by the field H :

since pf = x\ + yl and rf = a;? + yl + z?. If the atoms are all alike

in size, there is no difference between the statistical mean (St^?)
over a large number of atoms and the time average )< r? for a single

molecule, and the diamagnetic contribution to equation 9 is

Ne2 -

Xmd= ~6^T2 ^' ri (12)

where r, ~ 1 A is the distance of a classical electron from the nucleus.

Given a permanent atomic moment, derivation of the paramag-
netic contribution assumes that the energy of separation of the lowest

from the first excited electronic levels in the atom or ion are either

small or large compared to kT. Van Vleck (628) has shown that the

matrix elements between levels of large (/c!T) separation, the high-

frequency elements, contribute a temperature-independent term that

is to be added to equation 12, and that the low-frequency elements

are responsible for a temperature-dependent term that corresponds to

the classical Langevin (388)-Debyc (145) expression for paramag-
netism. Both the angular momentum and the spin contribute to the

permanent magnetic moment. When the separation of the multiplct

components is large compared to kT, L and S precess rapidly about

J, and the low-frequency part of the permanent moment is only pj
of Figure 3. By geometry (Fig. 3),

MJ =
M/- COS (L,J) + MS COS (S,J)

and from equation 7 ML = ~nn[L(L + l)]
I/2
,Ms = -2W[S(S + l)]

l/2
.

It follows from the law of cosines that

fJLj
= J(J + l)0Vfl

-
1) + S(S + 1)

- L(L + 1)-
2J(J + 1)

The spcctroscopic splitting factor g, also referred to as the Land6

(086) g factor, falls within the limits of 1 < g < 2, where 0=1
corresponds to S =

0, and g = 2 to a spin-only (L = 0) magnetic
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moment. Now what is needed for equation 9 is the component of /*/

in the direction of H, fu M
= MJ cos (H,J) = Mjnj/[J(J + l)]

l/2
,

averaged over the (2J + 1) degenerate Mj levels associated with a

given J. That is, each of the possible Mj levels corresponding to

Fig. 3. Addition of magnetic moments in an atom with large L-S coupling.

Vector magnitudes:

L = h[L(L + 1)]
1/2 and ML = -*B\L(L + 1)]

1/2

and

and

a given J must be properly weighted by the Boltzmann factor. For

the state Mj, the energy due to the magnetic field is, from equa-
tion 13,

Em =
-p,j\\H

= MjgpiiH
and

/ \ E^MJII exp (-Em/kT) d , ^ v ,

(MJ1|)
= '

Eif, exp (-AV*T)
= ^X ^ U EMJ X }

where x = exp (gunll/kT). It can be verified that algebraic manipu-
lation gives

(14)

where the Brillouin function Bj(y) is defined as=> co,h(^P ,)
- i co,h

(i ,)
(U)
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Expansion of equation 15 for the case y 1 gives

or on substitution into equation 9

which is the classical Langevin-Debyc result. There is also a second-

order contribution to the paramagnetic susceptibility that is inde-

pendent of temperature. It is due to the component 6-c in Figure 3

and has the form (628)

where

F(J) =
./-'[OS + L + I)

2 - J2
][,/

2 -
(S
-

L)
2
]

Usually the ground state is a minimum or a maximum of J, depend-

ing on whether the multiplet is regular or inverted, and the second

or first term, respectively, of equation 17 vanishes.

In summary, the magnetic susceptibility for an atom with multiplet

separation A kT Em is

Xm(atomic) =
xffi + xffi + Xi N(^ + a\ A kT (18)

where a = ap ad follows from equations 17 and 12, respectively.

If a permanent atomic moment exists, the diamagnetic term is rela-

tively small and only enters as a correction term.

In the cases where the multiplet separation is A kT, L and S

preccss slowly about J, so that /*/, and /*# process about H, and there

is no distinction between /z n and the complete moment vector

/i#(L + 2S). This means

where S2 and L2
correspond to S(S + 1) and L(L + 1). With mul-

tiplet separation A:7
7

,
the temperature factor may be disregarded

in the statistical averages, and it can be shown (628) that in both

strong and weak fields (L-S) = and the form of the paramagnetic
contribution is simply the classical Langevin-Debye result. There-

fore equation 9 reduces to
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Xm(atomic) = N
(jjj^

[48(8 + 1) + L(L + 1)]
- ad\

Afcr (18')

The intermediate case with multiplet separation ttkT applies to

Eu and Sm, but is generally a special case. This case violates the

Curie law

X = C/T (19)

where C is a constant. However, most atoms obey the Curie law

(otp is usually small also), so that measurements of x vs. T~ l

give

straight lines with slope C from which information about the perma-
nent atomic moment can be obtained. In fact, the effective atomic

moment as given by the Curie law is

jg[J(J + 1)]
1/2M* for A kT

Meff
\[4S(S + 1) + L(L + 1)]"V* for A kT,

[llf̂

1/2

i]V* (20)

where CVoi is obtained from a plot of molar susceptibility vs. tem-

perature. In the special case that L =
0, equations 18 arid 18' are

equivalent and

Men = 2[S(S + l)]
1/2

ju
=

[SCV.oiP'V* (20')

II. Molecules and Solids

A. LOCALIZED VERSUS COLLECTIVE ELECTRONS

If atoms are condensed into a molecule or a crystalline array, the

outer electrons in partially filled shells are strongly perturbed by the

neighboring atoms. In fact, these electrons determine the strength

and direction of the binding forces between the atoms of a crystal-

line array, and the character of a bonding electron may be quite

different in a crystal from what it is in the free atom. At the heart

of any understanding of the magnetic properties of matter is an

adequate description of the bonding and nonbonding electrons outside

of atomic closed shells. Although quantum mechanics provides the

necessary physical concepts for such a description, the mathematical

difficulties associated with the many-body problem have forced the



18 MAGNETISM AND THE CHEMICAL BOND

introduction of serious simplifications into the theory. Therefore

studies of the magnetic properties of matter should provide important
clues to and checks for our descriptions of the chemical bond. It is

this aspect of magnetism that is probably of greatest interest to the

chemist, and it is from this perspective that magnetism in solids will

be discussed.

The chemist is accustomed to think of the chemical bond from the

valence-bond approach of Pauling (505), for this approach enables

construction of simple models with which to develop a "chemical

intuition" for a variety of complex materials. However, this ap-

proach is necessarily qualitative in character so that at best it can

serve only as a useful device for the correlation and classification of

materials. Therefore the theoretical context for the present discus-

sion is the Hund (290)-Mulliken (457) molecular-orbital approach.
Nevertheless an important restriction to the application of this

approach must be emphasized at the start; viz. an apparently sharp
breakdown of the collective-electron assumption for interatomic

separations greater than some critical distance, R c . In order to

illustrate the theoretical basis for this breakdown, several calculations

will be considered, the first being those for the hydrogen molecule.

1 . The Hydrogen Molecule

The Schroedinger equation for the hydrogen molecule that cor-

responds to equation 1 for the atom is

(7/o + //')* = E* (21)

f,2 P2 pi

//0= _A-
(v? + y*)-l-^

pi pi pi pirrt K
i

f c c
ti =

-f-
- ~ ----

R TU rlR r2A

where R is the intermolecular distance between atoms A and B, which

is assumed fixed relative to the electronic motions (84), and n2 is the

interelectronic distance. In this rionrelativistic approximation, the

electrical interactions between particles do not depend upon their

spins, so that the solution to equation 21 may be written in the form

of a product

where ^ is a* function of the coordinates only and x of the spins only.

Despite the fact that the electrical interaction of the particles is
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independent of their spin, the energy of the system depends upon its

total spin. This arises from the principle of indistinguishability of

similar particles, which forces the wave function to be symmetrical
or antisymmetrical. (If there is no overlap of the wave functions

of two particles, they can be distinguished.) Therefore solution of

Schroedinger's equation gives two energy levels, corresponding to a

symmetrical and an antisymmetrical wave function ^(ri,r2). The
total wave function for a system of electrons, particles with half-

integral spin, must be antisymmetric (Pauli principle). Therefore

if the space part of the function is symmetric, the spin part must be

antisymmetric, i.e. the spins of the two electrons are antiparallel.

Conversely, if the space part is antisymmetric, the spin part must be

symmetric, i.e. the spins of the two electrons are parallel. Therefore

the possible energy value for the system depends upon its total spin.

The peculiar, purely quantum mechanical interaction that gives rise

to this dependence is called exchange interaction.

A general formulation for the symmetric and antisymmetric co-

ordinate wave function is

2) m(l)iii(2)] (22)

where
</>a and 0& are hydrogen wave functions for nucleus a and 6,

respectively. In the molecular-orbital (MO) approach, each of the

two electrons of the hydrogen molecule is assumed to belong equally
to the two hydrogen nuclei. In this approach the ground state has

c\\ CM = Ci2 = c22 and the plus sign in equation 22. At large

nuclear separations, this assumption is obviously poor: it is more

accurate to describe the system as two separate hydrogen atoms, but

with some stabilization as a molecule as a result of a finite probability

of exhanging the electrons on the two atoms (i.e. electrons are con-

sidered indistinguishable). In this latter description, called the

Heitler-London (266) approach (HL), Ci2
= c2 i and c\\

= c22 . (The

simple HL formulation neglects polar terms, i.e. terms in 4>a(i)4>a(2)

and <t>b(l)<t>b (2), so that ci2
= c2i

= 0. If orthogonalized HL wave

functions are the basis set, ci2
= c2i j and stabilization of the mol-

ecule can only be achieved by further addition of polar terms.) In

general, the c t->
are subject to the normalization conditions

+ ci2 + 2c/c2iC22
= 1
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where a' = / <t>a<f>b dr is the overlap integral. [/ dr is an integral

over coordinate space.] If the two possible spin states for an elec-

tron are designated a and 0, the ground-state, two-electron wave

function for the molecule is

* =
[tii(l)i*i(2) + ,(l)tti(2)][a(l)j8(2)

-
a(2)/8(l)]/V2 (24)

where the symmetric space part allows for an accumulation of elec-

tronic charge between the positive nuclei to bind them together.

Pratt (529) set himself the problem of determining, for a given inter-

atomic separation /?, the values of the dj that minimize the energy
of the molecule. These d3

then give the best description of the elec-

trons. With the use of a variational procedure subject to the nor-

malization conditions of equation 23, he obtained six possible solutions

for the dj as a function of R, two of which are shown in Figure 4.

The striking feature of these curves is the rapid breakdown of the

MO description for R > 1 .G/?
,
where RQ is the equilibrium separation.

Similarly, detailed calculations for the N2 molecule by Nesbet (479)

indicate a breakdown of the MO description for interatomic separa-

tions greater than ~2RQ .

Mattheiss (415) and Slater (585) have carried out a complete cal-

culation, given fixed nuclear positions, for a six-membered ring of

hydrogen atoms. They find that the transition from MO electrons

to HL electrons is not as sharp as is suggested from calculations for

the H2 molecule. However, these calculations indicate that a simple

MO description is adequate only to M).75/2o, that with second-order

perturbation theory (configuration interactions neglected) it is pos-

sible to modify a simple MO theory for R = /2
,
but that for R > 2R

it is necessary to use a HL description for the electrons. [The ortho-

gonal HL description used by Mattheiss consists of a calculation,

which incorporates polar terms via a second-order perturbation

method proposed by Kramers (373), of the "effective" Heisenberg

exchange integral appropriate at large internuclear separations. (The

Heisenberg exchange integral is discussed in Chapter II.)]. Therefore

although these calculations do not support the concept of a critical

Rc at which there is a sudden transition from MO to HL bonding

electrons, they demonstrate a transition from one description to the

other within the interval RQ < R < 2R . Although a HL description

for the electrons does not require localized electrons, the breakdown
of a MO description will be assumed to permit this, especially in
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-0.4

Fig. 4. Calculated binding energies for PI2 molecule (after Pratt (520)) as a

function of interatomic distance R for two different relationships of the coeffi-

cients c^ defined by Equation 22. (1 Rydberg = 13.6 eV.)

crystals where other mechanisms such as lattice polarization may be

simultaneously present to stabilize electron localization.

Although Herring (27 la) has raised a fundamental theoretical

difficulty by showing that the HL description is incorrect at very

large distances (> 50 atomic spacings), the HL approach is here

assumed valid for the values of R > Rc of physical interest.

2. Problem of Ionic Terms

Another criticism of the usual MO wave functions is that even at

RQ they overemphasize ionic terms since electron-electron interactions

(electron "correlations") are not adequately introduced. According
to the simple MO theory, the chance of a given electron being on a

given atom is independent of whether another electron of opposite

spin is already there. This cannot be true, and the problem of intro-

ducing into the formalism adequate electron correlations to account

for this fact has proven a formidable obstacle for the theory of mole-

cules and solids (400). If X = Ci 2/Cn = c2i/e22 ,
the space part of

equation 24, with normalization factor neglected, can be written in

the form

2) + <M1)0 &(2)} (25)

= 2X/(1 + A2
)
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The expressions in the brackets are the HL covalent wave functions

and the pure ionic wave functions, and /z shows the degree of mixing

between them. In the MO theory X =
/x
= 1. In the simple HL

theory, X = /x
= 0. The \l/' of equation 25 are sometimes referred to

as semilocalizcd orbitals (4f)G). Values of /x which minimize the energy
for the wave function of equation 2o have been calculated as a

function of R by Coulson and Fischer (134) and are plotted in Figure

5(a). It is to be noted that the ionic contribution ("polar states")

to the ionic-covalent hybrid decreases with increasing R. It is also

to be noted how great an overemphasis there is on the ionic terms

in the simple MO theory (i.e. at all distances /x < 1). Therefore it is

apparent that neglect of electron correlations cannot be considered

insignificant, and any insights that empirical observations can give

to this problem are important. (This is especially true for d electrons

in solids where the interatomic separation is greater than the equilib-

rium separation for d-clectron bonding.)

O'ohatu (494) lias recently used semilocalized orbitals to calculate

the bonding energy of the C C bond in the diamond crystals. The

total electronic wave function ^ for the crystal is expressed as an

assembly of pairs of orbitals. These pairs include not only valence-

orbital (hybrid s-p) pairs, but also core-electron pairs. The calcu-

lated binding energy of a C C bond is plotted in Figure 5(b) as a

function of X. It is to be noted that the optimum value for X is

X = 0.16. According to this calculation, the overemphasis of the

polar terms in the MO approach fails to consider correlation effects

that are responsible for binding energies of 0.4 eV per bond. For

various diatomic molecules, the difference between the exact and the

Hartree-Fock (parallel-spin correlations only are included) ground-
state energies are 1 2 eV. Since 1 eV = 23.07 kcal/mole, these

errors are significant.

3. Solids

In the case of solids, Mott (454) has argued for a sharp breakdown

of the MO approach at some critical separation Rc . Consider an

array of noncovalent (alkali) atoms with interatomic separation R.

If R is large, so that the overlap of the atomic wave functions on

neighboring atoms is small, the HL approach should be used. Then
each electron is described by an atomic wave function

*(r) = *(r
- Rn)
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Fig. 5. Contribution of ionic terms to the binding energy as a function of

internuclear distance, (a) Contribution /* of ionic terms for Ho molecule (see

equation 25) calculated with best screening constant of a Heitler-London wave
function (after Coulson and Fischer (134)). (b) Variation of the binding energy
of diamond per C C bond with X = Ci2/cn =

c>n/c>n (after O'ohata (494)).

The effect of nonorthogonality between a valence orbital of one atom and a core

orbital of another reduces the calculated binding energy by 0.28 eV per bond, so

that the complete theoretical binding energy is 3.64 eV per bond.
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where Rn is the coordinate of the nth atom. The antisymmetrized

wave function corresponding to these atomic wave functions is

designated

*c(ft, ft, - - )

where qn are the electronic coordinates including spin and the sub-

script nc stands for nonconducting. That such a state is nonconduct-

ing is obvious since there are no "polar states." Although electrons

can change places (electron exchange), there is always one electron

per atom, so that no net current can occur so long as the number of

electrons per atom is unity (or an integer if the ground state has orbital

degeneracy: I j 0). [If an electron is removed, the "hole" left

behind can move about and carry a current so long as electron-lattice

interactions are small. Similarly an extra electron can move from

atom to atom.]

At small R on the other hand, the antisymmetrized, many-electron
wave function

*c(qi, ft, -)

is composed of one-electron wave functions fam characteristic of run-

ning waves (MO electrons) in a periodic potential (see eq. 30). Such

wave functions do not prevent two electrons from being located

simultaneously at the same atom (although introduction of a "cor-

relation hole" associated with each electron inhibits it), so that "polar

states" and conductivity are possible. From the theory of the

hydrogen molecule, such polar terms play an increasing role as the

atoms are brought together (see Fig. 5). The same must be true for

a crystalline array. However, there is an additional feature in the

theory of the infinite lattice : It is necessary to distinguish between free

charge carriers and positive and negative carriers bound together as they

are in an exciton. This distinction does not occur for the molecule.

Mott (453,454) has argued that a pair of carriers attract each other

with a Coulomb force derived from the potential e^/nr, where K is

the dielectric constant of the solid. They can therefore combine

together to form a bound state at T = 0K similar to an exciton.

For the example of a monovalent metal, the bound state would con-

sist of an "extra" electron confined to move within the field of the

"hole" from which it was excited. Such a bound pair is neutral and
therefore cannot carry a current. The significance of this argument
is simply that even at interatomic distances for which polar states
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exist (/* > 0), the best wave function may be Vnc rather than Vc .

However, if the number Np of polar states is large, i.e. of the order of

0.1 to 1 state per atom, the attractive potential between two charge

carriers is screened, or V(r) = (e2
/K.r) exp [err], where the screen-

ing parameter <r increases with Np . At some critical numberNpc ,
the

potential becomes too small to allow a bound state to form, and the

carriers do not combine. Since Np increases with decreasing R (see

Fig. 5), it follows that there should be a critical distance Rc such that

for R < Rc the outer electrons are best described by running waves

and ^c ,
but for R > Rc by atomic wave functions and ^nc . Mott

makes a rough estimate for a hydrogen array of Rc
~ 2.1K

,
which is

comparable to the R c determined for the hydrogen molecule.

The Mott argument is for the case where there are an integral

number of outer electrons per interacting atom with a given pair of

quantum numbers n, L If there are overlapping d and s bands in a

transition metal, such as nickel, there will be a fractional number of

d and s electrons per atom so that the screening parameter <r is large,

and from the Mott argument, collective-electron behavior is antici-

pated. However, even if there are nonintegral numbers of electrons

per interacting atom as, for example, in the system LixNii-sO, the

electrical conductivity is not metallic (increasing resistivity with T)
if the separation between transition-element atoms is R t t > Rc ,

but

has the characteristics of a semiconductor [p
=

po exp (Ea/kT) or

p = Tpoexp (Ea/kT)]. Therefore although the resistivity may be

low (~1 ohm-cm), the conduction process cannot be described by the

simple motion of a "bare" electron that is scattered by phonons,
the quantized vibrational motions of the nuclei. If electron-phonon

interactions are large, there are three possible assumptions:

(a) The energy gained by lattice polarizations about neighboring

atoms of differing localized-electron occupations is greater than the

energy gained from band formation, and conduction is due to a hop-

ping of localized electrons over a potential barrier from a center of

low valence to a center of higher valence. Such conductivity can be

described by diffusion theory, and experimental support for this

description for compounds with R tt > Rc is cited in Chapter III,

Section I-A. This type of charge carrier has low mobility (~0.1 to

1 cm2
/V-sec, or ~10~3 to 10~6 cm2

/V-sec if carrier hop is indirect).

(b) If electron motion is too fast for electron trapping by nearest-

neighbor sites, strong electron-phonon interactions could neverthe-
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less be reflected in a lattice distortion and polarization that moves

with the travelling electron. Such collective, electron-lattice entities

are called polarons. Polaron states lie in a narrow temperature-

dependent range of energies, which means that polarons have a large,

temperature-dependent effective mass (196,197,246,279,558,702).

(c) Localized electrons, which are trapped by lattice polarization

and local distortion, can escape as a result of thermal activation (or

phonon interaction). Such an electron travels many lattice spacings

as a "bare," collective electron before it becomes trapped again.

This mechanism implies a filled band or a set of traps (homopolar

bonds, for example) that lie energetically ~kT below a conduction

band. The mobility would depend upon the mean free path between

hole-electron (or electron-electron) collisions.

4. Conclusions

Whether the number of electrons per atom is integral or nonin-

tegral, the concept of a critical interatomic separation for collective-

electron versus localized-electron theories seems to have physical

significance. Further, two tentative conclusions are suggested:

(a) For outer electrons characterized by the quantum numbers n and /,

there is a critical internuclear separation Rc (n,l), such that these electrons

are best described as high-mobility collective (MO) electrons if the inter-

atomic separation is R < Rc(n,l); as low-mobility, localized (HL)
electrons if R > Rc(n,l). (If R tt R$

l

,
where Rff is the equilibrium

atomic separation for bonding via n, I electrons, the electron mobility

is M ~ 102 - 103 cm2
/V-sec. If R R c , M ~ 1 - 10 cm2

/V-sec. If

R > Rc and electrons hop through an intermediary anion, ju
~

10~3 - 10~5 cm2
/V-sec.)

(6) For bonding outer s and p electrons there is always (the case of

impurity doping in semiconductors that is discussed by Mott is an

obvious exception and special case) the relation R < Rc (n,l) K 2R%
1

,

but for outer d and f electrons the relation may be reversed since the

interatomic distance R is determined by bonding s and p electrons of

higher principal quantum number n, i.e. of larger mean radial ex-

tension (see eq. J).

To pursue this second conclusion, it follows from equations 5
/; and 6

that the interatomic spacing, which is determined by outer s and p
electrons of principal quantum number n', is
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3n'(3n' + 1)

_ i /JaY" f \ 3W + 1)

~*U,J U7(3n-/)(3n-J+l)
(26)

where R%
1

is the equilibrium separation for bonding via electrons

with quantum numbers n, / = 2 or 3 and it is assumed that R/R%
1

is in the ratio of the mean radii of the electrons. Although the

assumption is arbitrary, it should be reasonable for qualitative argu-

ments. Since partially filled d or / shells only occur where End ~
/?(+!) or Enf tt #(n+2),, it follows that (Eni/En>o)

112 tt 1. (It is only

if the outer d or / shells are filled that (Z&/ZS?) > 1.) This gives

R Rff(n/n')3n'(3n' + l)/[(3n
-

i)(3n
-

I + 1)] (26')

/n /ie case of the rare earth metals, it is observed that the 4f electrons are

always best described as localized^ HL electrons, which means that

the near-neighbor separation Rnn = 2.53/23' > /2c(4f). On the other

hand, there are no localized electrons in face-centered cubic palladium

(although introduction of iron atoms into the structure induces

localized moments on the neighboring palladium atoms), which

means that Rnnn = 2.47/2J
1 < /2c(4d). This implies that

Rc(nl) 2.5/28
1

(27)

which is reasonably consistent with the various estimates of Rc dis-

cussed in the preceding paragraphs.

In the case of 3d electrons, equations 26' and 27 give

Rnn 2.09/28* < /2c(3d)

so that the near-neighbor-directed 3d electrons in transition metals

are collective, MO electrons. In the body-centered-cubic structure,

Rnnn = 2/2 n/V3 = 2.41/28" < /2 c (3d), and all the 3d electrons are

collective. However, for a face-centered-cubic structure, Rnnn =

V2/2nn = 2.96/28" > /2e(3d), so that the next-near-neighbor-directed

3d electrons may be localized, HL electrons. The possibility that

collective and localized 3d electrons may be simultaneously present

at a given atom resides in the highly anisotropic character of the

d orbitals (see Fig. 2). Further, in ionic compounds containing

transition element cations it is anticipated that the intercation dis-

tance is RU > Rc if the anions are significantly larger than a transition
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In metals of the second and third long periods, the significant

interatomic distances for the face-centered-cubic structure are

Rnnn = 2.47/eS
d < #c(4d) and Rnnn = 2.22RF < flc(5d), since equa-

tion 27 was chosen to be compatible with collective states for all

outer 4d, and therefore also all outer 5d, electrons. This choice was

made because of the contrast in magnetic properties that are observed

for close-packed elements of the first versus the second and third long

periods, and it was found to be compatible with semiquantitative

estimates of Rc
~ 2RQ for outer s electrons. With this reasoning, it

is to be anticipated that in ionic compounds containing 4d and 5d

cations, an intercation separation R tt > Rf would be encountered

more frequently than in those containing 3d cations. Indeed in

primarily ionic rare earth or actinide compounds collective 5rf- or

Gd-electron levels may even form bands of sufficient breadth to over-

lap the localized / levels and introduce metallic properties. This

appears to be illustrated by Ce2+6S3 (22,218,379), which is a material

of interest for thermoelectric devices.

Since the magnitude of the atomic moment will be shown to depend

sharply upon the collective versus localized character of the electrons,

magnetic as well as electric data will be found (see Chapter III) to

support these tentative conclusions. Therefore, a brief summary is

given of the formal results and of the assumptions made for the

collective (MO) versus localized (II L) descriptions of electrons in

crystals.

B. BAND MODEL FOR COLLECTIVE ELECTRONS

1. Major Assumptions

The band model results from application of the MO approach to

the giant molecule of the crystal. Just as in the case of atoms, the

many-electron problem for the solid is treated as a single electron

moving in a screened potential arising from the averaged behavior of

the nuclei and all the other electrons. This potential is derived by
the self-consistent techniques originally developed by Hartree (254)

for the atom. Further, the atomic cores, nuclei plus closed-shell

electrons, are assumed fixed so as to give rise to a potential that has

the periodicity of the crystalline lattice. Therefore this one-electron

treatment contains three major assumptions:

(a) A description of the outer (outside of closed shells) electrons may



OUTER ELECTRONS: GENERAL 29

be built up from solutions of a single electron moving in a periodic

potential.

(6) There is a disregard of any multiplet structure on individual

atoms. The electron is treated as a single electron outside closed shells.

(c) Electron-lattice interactions due to thermal vibrations of the atomic

cores or to lattice defects are treated as a small perturbation.

2. Consequences of Lattice Periodicity

As in the case of atoms, the starting point is the Schroedinger wave

equation corresponding to equation 1 :

9-m

*V + I? (E + eU(r))t = (28)
ft

where the periodic-potential function is

U(r) = U(r + R) R = n^ + n2a2 + n3a3 (29)

and the a t are primitive translation vectors of the crystal lattice.

The most important qualitative properties of the eigenfunctions and

energy spectrum follow simply from the periodicity of t/(r). They
are independent of how tightly bound the electrons are to the nuclei,

i.e. to the degree of overlap of the atomic wave functions (provided

RQ < Re). It is these features that are of principal interest.

(a) To obtain the "bulk" properties of the crystal, the crystal is

assumed infinite and the boundary condition for
\f/

is periodicity within

one arbitrary domain containing a large number of unit cells. This

boundary condition gives rise to solutions (79) that are running waves

modulated by a function u^m (r) that has the periodicity of t/(r),

^km = exp[zk.r>km (r) (30)

where the quantum number m indicates that for each value of the

wave vector k, there is a series of different solutions for u, each cor-

responding to a different energy.

(6) Substitution of equation 30 into equation 28 gives

[V* + 2tk- V]uk (r) +
2

tfk
-

2

+ eC7(r) uk (r)
- (31)

The term 2ik-V is often treated as a perturbation, and then to

second order in k
fc
2k 2

tfk
- - = E* + k'Q
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where the quantity Q is independent of k, so that

has the form of a free electron with momentum Tik and an effec-

tive mass m*. Thus k attains the meaning of a wave number

(|k|
=

2ir/X). For an anisotropic energy surface, the effective mass

is a tensor with components

(m
\ _ m

m*A;
~
W <

which is immediately seen to be consistent with equation 32. The

significance of the effective-mass concept lies in the fact that, if cor-

relation and exchange effects are included in the theory, the basic for-

malism is not altered since, as was pointed out by Kohn (356), thetee

effects are confined to such phenomenological, measurable parameters
as m* and the dielectric constant K.

(c) From equation 30 it follows that

*kw (r + R) = exp [ik-R]iMr) (34)

If a set of vectors K is so defined that

exp O'K-R] = 1 (35)

then it may be immediately verified that

KO /L l~ I Z. V~ I Z> 1~. \ l~ /Of*\=
J7r(/iibi 4~ ft2t>2 + mbs) rb/ = o Vvw

where hi, A2 , ^3 are integers. The totality of points defined by all the

vectors K drawn from a common origin constitutes a lattice. This

lattice is the reciprocal lattice, and the vectors K are called reciprocal-

lattice vectors. If the real-lattice vectors are chosen so as to generate

a Bravais lattice, the reciprocal lattice is unique. If k' = k + K,
then it follows from equations 34 and 35 that the wave functions

corresponding to k and k' have indistinguishable translational sym-
metry and

tfv*(r) = *kW (r) JC(k') = Em (k) (37)

Therefore k is generally restricted (hence referred to as the reduced

wave vector) to a region of k space such that no two points in this

region are separated by any vector K. This is a unit cell in reciprocal

space, and is referred to as the first Brillouin zone.
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The boundaries of the Brillouin zone can be constructed with the

aid of the Bragg reflection conditions

(k + K)
2 =

|k|
2

(38)

or

2k-K + |K|
2 =

Zones bounded by planes defined by equation 38 are consistent with

the reduced-vector zones. These reciprocal-lattice planes are simply
the planes bisecting the vectors K and normal to them. It is note-

worthy that lattices with the same type of translational symmetry
have equivalent zone patterns since zone structure is determined by
the K vectors, and these are determined by the primitive translation

vectors.

(d) Bragg reflection is characteristic of wave propagation in pe-

riodic structures, and therefore it must be a feature of electron waves

in crystals. The most important consequence of this Bragg reflection

is that it leads to gaps in the distribution of energy states. If the

Bragg condition is satisfied, the solution is a standing wave, rather

than a travelling wave, since the waves are Bragg reflected equally in

opposite senses. There are two independent standing-wave solu-

tions: one concentrates electronic charge at the region of large

potential, the other in the region of small potential, depending upon
whether there is a node or antinodc at the reflecting plane. The

former solution is more stable, the latter less stable than a free-

electron solution, which distributes electron charge uniformly. With

equation 32 and its modification by these concepts, the 7?k vs. k plot

of Figure 6 is drawn. Thus the energy scale is broken up into a

number of allowed bands, which are separated by forbidden bands.

Within a Brillouin zone the energy is quasi-continuous, not continu-

ous, because of the imposition of boundary conditions. Across a zone

boundary the energy may be discontinuous. Two problems of im-

portance are: the magnitude of the energy gaps and the number of

electronic states in a Brillouin zone.

1. The magnitude of the energy gap depends upon the periodic

potential. The potential at any point r in the space lattice may be

expanded as a Fourier series

U(r) = L C/K exp[*K.r] (39)
all K

For the case of weak binding, i.e. periodic potential small relative to
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ENERGY

Fig. 6. Energy of an electron in a crystal plotted against wave number kx for

a simple-cubic lattice with Brillouin-zone boundaries at kx = (rr/a), (2ir/a).

Solid line is for reduced wave number (w/d) < kx < (ir/a). Heavy dashed line

is for kx denned in range o < kx < oo . Light dashed line is solution for a

constant potential. Quantum number m defines the band. Effective mass of

interest is

1 1 d*E

the mean energy (JSk), Brillouin (103) has used a degenerate-perturba-
tion calculation to show that the energy gap is

Ea
= -2eC7K (40)

Therefore if UK = at a zone boundary, there can be no energy

discontinuity across this boundary. For a structure with s atoms

per unit cell, the Fourier coefficients of the potential may be written

[tK-nJ (41)



OUTER ELECTRONS: GENERAL 33

where n t gives the positions in real space of the atoms of the unit cell.

If all the atoms in the unit cell are identical, then all AKI with the

same value of K are equal so that

UK = = E exp (42)

SK is simply the structure factor that enters determinations of x-ray

intensities for scattering from crystal planes with Miller indices

(hi,h2,hz). Therefore, if the structure factor vanishes, there is no

energy discontinuity across the corresponding plane in k space.

However, it should be noted that an energy E, which is forbidden for

a particular direction of propagation k, may be allowed for another

direction of propagation k'. Therefore the experimental energy gap

Eg", which measures the overlap of forbidden energy for all directions

of propagation, is considerably reduced from equation 40 and may
even disappear. In this latter case the bands are said to overlap.

Another type of band overlap may occur if the atomic energy levels

are so broadened into bands of allowed energy states that the breadth

of the al'owed bands is greater than the energy separation of the

atomic levels, as shown in Figure 7, which shows calculations for

copper by Krutter (375).

3d

INTERNUCLEAR SEPARATION (atomic units)

Fig. 7. Energy bands in copper as a function of internuclear separation (after

Krutter (375)).
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Greater binding of the electrons to the atomic cores means larger

Am and therefore larger energy gaps, narrower bands of allowed

energy. Electrons for which R > Rc occupy atomic levels, but

those for which R < Rc occupy bands whose width is proportional

to 7 =
J <*(r p)[C7(r) Z^e/r}^(f) dr, where <(r) is the free-

atom wave function, p is a vector joining near neighbors, and the

deviation of C7(r) from a periodic array of free-atom potentials is

treated as a small perturbation (79). Therefore the width of a band

increases asp decreases due to increased overlap of the wave functions

on neighboring atoms. For transition metals, the overlap of the

outer s and p electrons is significantly greater than that of the d

electrons, and the d bands are correspondingly narrower (see Fig. 7).

From the definition in equation 33 of the effective mass as the

curvature of the E^ vs. k curve, it is apparent that near the top of

the band m* < 0. Therefore equation 32 may be written

where the positive sign is used near the bottom of a band, the negative

sign near the top of a band. In the case of overlapping bands, there

are strong interactions between states of comparable symmetry and

energy so that the simple assumption m* = constant in equation 43

holds only near the top and bottom of the band and then only in the

energy regions removed from those where overlap occurs. Neverthe-

less it will be used in Chapter III to give a semiempirical estimate of

the various d subbands.

2. To obtain the number of electronic states in a Brillouin zone,

it is noted that the Heisenberg uncertainty principle prohibits resolu-

tion of a state to

dx dy dz dpx dpy dpz A3

(44)

Since dpx , dp,,, dpz may be taken as quantum numbers, the Pauli

exclusion principle prohibits more than two electrons, one of each

spin, from occupying the same volume ft
3 of phase space. Since

p = Kk, it follows that the density of states in k space is

P,
=

2F/(27r)
3

(45)

where V is the volume of the crystal. The volume of the first

Brillouin zone is (27r)
3

/fy where ft is the volume of the primitive cell



OUTER ELECTRONS: GENERAL 35

of the crystal lattice. This means that with one atom per unit cell of

the Bravais lattice, a Brillouin zone contains 2N states, where AT is

the number of atoms in a crystal. Since the volume of the first zone

depends upon ft, with v atoms per unit cell the number of states it

contains is 2N/v. If the atomic states contain an orbital degeneracy

(21 + 1) that is preserved by the crystal symmetry, this degeneracy
is reflected in the quantum numbers dpx dp!f dpz . Therefore the num-
ber of states in the first Brillouin zone is

n(BZ) =
2(21 + l')N/p (4(5)

(<?) Thus far the discussion has been concerned with a single elec-

tron moving in the average potential of all the other electrons.

Electrons corresponding to the same atomic states all move in the

same average potential: therefore the occupation at T = 0K of the

one-electron states of a band is simply determined by putting in one

electron per state in accordance with the Pauli principle. Thus for

metallic sodium, with one outer s electron (I
=

0) per atom and one

atom per primitive unit cell (v
=

I), the Brillouin zone is half filled.

Wilson (685) has pointed out that if a Brillouin zone is full, the

electrons occupying the states of this zone can make no contribution

to the electric current. This fact follows from the definition of the zone

as a region enclosing all reduced wave vectors. Imagine all electrons

of Figure 6 shifted Afcx by an external field. The electrons in states

within Afcx of the zone boundary are reflected to the opposite zone

boundary, so that the zone remains filled and there is no transfer of

charge. This observation permits a sharp distinction between me-

tallic conductors, semiconductors, and insulators. Because of the

high density of states in a band, a crystal with partially filled bands

is a metallic conductor. If all occupied zones (or bands) are filled,

the crystal is a semiconductor if Ef ~ fc7
T

,
is an insulator if E$

tf
>>> kT.

Although this distinction appears to explain the conductivities of

most materials, the fact that ionic compounds containing transition

elements are generally insulators or semiconductors, even though
treatment of the d electrons by the band approach would call for

partially filled d bands, supports the assertion that there is an Rc such

that if R > Rc ,
the band approach is not applicable.

(/) A quantity that is important because it is related to m* is the

density of electron states N(E), which is defined as
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N(E) dE

_ Number of electronic states with energy between E and E + dE
Volume of the crystal

(47)

It follows from equations 44 and 32 that

?*\ 3 /2

E (48)

where E = E^ EQ . Precisely the same expression holds for the

top of the band provided E = Eiop E^. For asymmetric bands

defined by

E =
2m"

(aik
* + a*k

* + aJ (49)

instead of by equation 32, the density of states is given by

M 1 2m Ell2 dE />IO , N

(48)

For a general E^ vs. k relation, equation 48 may be written

._- 1 ff dS
N(E} -

8? II Mkl

To obtain the variation of N(E Ef(0)) with the number of elec-

trons Nzej where ze is the number of electrons per atom in the band,

use is made of the relation (for T = 0K)

*\ 3/2

(50)

where. the factor 2 enters because of the spin degeneracy and the

Fermi energy AV(0) is the maximum energy of the occupied states at

T = 0K. Therefore

provided equation 32 or 43 gives a reasonable description of l?(k).

3. T/ie Fermi Surface

From the above discussion of the simple band model (no electron

interactions are included), it follows that there is a surface in phase

space at T = 0K across which there is a discontinuity in the occupa-
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tion of electronic states, all states of lower energy having a unit

probability of being occupied and all those of higher energy having
a zero probability. This surface is called the Fermi surface. If

electron interactions are introduced, it is apparent that no electron

can continue permanently in a state of a particular momentum. The
electrons must suffer accelerations, some of which put the electrons

in states of higher energy than the Fermi surface EF. Therefore the

occupation probability is no longer one below EF or zero above EF.

Nevertheless recent many-body theories (200) indicate that even if

electron interactions are included, there exists a surface in momentum
or k space for the electrons across which the occupation probabilities

of the possible one-electron states are discontinuous and in the

neighborhood of which there can exist quasi particles capable of

carrying a current, contributing to the electronic specific heat, Hall

coefficient, diamagnetic susceptibility, etc. Further, Luttinger (406)

has shown that as for the simple band model, so for any model of

interacting electrons for which perturbation series converge, the vol-

ume of k space enclosed by the Fermi surface is exactly proportional

to the number of electrons per unit volume. Therefore the Fermi

surface is believed to have physical significance for the case of collective

electrons in partially filled bands. There is no Fermi surface for

localized electrons. For filled bands of collective electrons, the Fermi

energy is in the gap of forbidden electron energies, and physical phe-

nomena characteristic of a high density of states at the Fermi surface

do not occur. Experimental evidence for the physical reality of a

Fermi surface has been obtained in several types of experiments that

employ high magnetic fields at low temperatures: cyclotron resonance

(721), anomalous skin effect (525), Hall effect (85,607), magneto-
resistance (85), magnetic susceptibility (422). This type of experi-

ment promises to provide important information in the next few

years.

In conclusion, the principal features of collective electrons that

appear to have physical significance are the Brillouin zone and band-

structure concepts that follow from the lattice periodicity and the

concept of a Fermi surface.

C. MAGNETIC PROPERTIES OF COLLECTIVE ELECTRONS

According to the collective-electron model developed in the last

paragraph, each state is filled with two electrons, one of each spin,
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up to the Fermi surface. This means that in the absence of a mag-
netic field, an atom carries no net spin, and therefore no atomic

moment. It follows that any atomic moments due to collective

electrons are induced either by internally or externally generated

magnetic fields. Whereas field-induced moments might be expected
to contribute only negative terms to the magnetic susceptibility in

accordance with Lenz's law, it is found that collective electrons also

contribute a positive term arising from alterations by H of the spin

ENERGY

Fig. 8. Induced, spin-originated atomic moment in the presence of a magnetic
field // at T = 0K. At higher temperatures electrons near Fermi level spread
out. Internal magnetic fields induce spontaneous magnetization. External fields

induce weak (Pauli) paramagnetism. If E#(Q) < ^o H~ naff or Ef(Q) > Et

,
atomic moments are saturated.

populations of electron states. (The negative term is due to altera-

tions in the spatial orbits of the electrons.) In order that the col-

lective electrons be magnetized to saturation, it is necessary for these

fields to split the spin degeneracy of each state by an energy that is

greater than the width of the occupied (or unoccupied) portion of the

band, as is illustrated in Figure 8. From this it follows that for a

given splitting of the levels, the induced spin-originated moment is

larger the greater N(Er)j and saturation requires a relatively narrow

band.

In the case of free atoms, it was shown possible to understand

intuitively how the exchange correlations give rise to internal mag-
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netic fields responsible for Hurid's maximum-(28 + 1) rule. In the

case of collective electrons, in the absence of any simultaneously

present, localized (R > Rc) electrons outside of closed shells (i.e.

contributing a net atomic spin), there is no comparable mechanism

for generating large, internal magnetic fields at the atoms. In fact

the electron-atomic core electrostatic interactions may induce anti-

parallel-spin correlations that are stronger than the parallel-spin cor-

relations due to electron-electron interactions. The homopolar bond

of the hydrogen molecule, which forms the basis of covalent-bond

concepts, illustrates forcefully how much stronger the antiparallel-

spin correlations may be in the case of molecules and solids. (For

further discussion of electron correlations, see Section II-D). It is

assumed, therefore, that in a solid, if all electrons outside of closed

shells are collective (R < R c) electrons, as is the more general situation,

any magnetic moment is induced by external fields. (Intersublattice

exchange may induce localization of R tt Rc intrasublattice electrons,

which in turn provides strong internal magnetic fields, as is pointed

out in Chapter III in the discussion of b.c.c. transition metals.)

1. Molecules

If the collective electrons of a molecular system have no mag-
netic moment in the ground state ^ ,

then the expectation value

(jU||)
=

(0|/i|[|0)
= J$$Mn^o^rd of the magnetic moment operator

/xn is zero. However, the presence of an external field may induce

an electron to change its spin, thus raising the system into an excited

state \l/n of energy A = En EH above the ground state. If this is

possible, it follows from standard perturbation methods that the

ground and excited states are altered by the presence of even a small

field (//| | A) to become

-* + <=*. rt-*.-^W2i* (52)

where the matrix element (n|jun|0)
=

(0|/z M |n) ^ 0, so that the new

ground and excited states have induced moments

(0> n |0')
=

2ff|(n|M |||0)|'/A
=

2H|(n|M|0)|'/3A
= -(n'hiK) (53)

Boltzmann statistics for the population of the two states gives
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Substitution into equation 9 and summation over all excited states

and over N molecules gives

.(1) /collectlve\ _

_(2) /collectlve\ _ A
XmpVmolecular; Q l ^n 7.7 jp6 & n &Q

The diamagnetic term for molecules is given by equation 12, just

as in the case of atoms, except that the r for the electrons may be

considerably greater in molecules than in atoms. Van Vleck (628)

has emphasized that temperature-independent susceptibilities cannot

be accounted for by equation 12 alone since contributions of the type

expressed by equation 55' are always present and may even be of

sufficient magnitude to give a net positive, temperature-independent

susceptibility from field-induced atomic moments.

In a series of comprehensive magnetochemical investigations,

Pascal (501,602) found that the molecular susceptibility of diamag-

netic, organic compounds can be closely represented by

Xm/N = L HAXA + -n

where nA is the number of atoms of susceptibility XA in the molecule

and t\ is a corrective constant that depends on the nature of the

linkages between the atoms. In this expression, XA is not the free-

atom (or ion) value, but that characteristic of the atom in single-bond

(ry
= 0) coordination. The presence of double or triple bonds con-

centrates electronic charge in the bond and decreases the magnitude
of the diamagnetic contribution. This decrease is accounted for in

the corrective constant TJ. As would be expected from this relation,

the susceptibilities of organic isomers are approximately the same.

Nevertheless definite, though usually small, differences do exist (68).

2. Solids

In the case of solids, it is necessary to use Fermi-Dirac statistics

rather than Boltzmann statistics. For a finite temperature T, these

statistics give, for the number of occupied states of a given spin, not

equation 50 but

2 N(E)f(E)dE

f(S) = l/{exp [(E
- EF)/kT]

(56)
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From Figure 8, the net magnetization is

TT\ 1 ff Jjt\ J Jjl-
[ABU )]J\llj) drj

which for small H and series expansion of JV(e)
~ 1/2

(equation 48

which is based on 32), is

M K 2AHI I = -f(E) dE (57)
Jo dti

The integral / is a standard integral of the Fermi-Dirac statistics

with the solution (419):

At low temperatures the higher terms are negligible, and equation 57

reduces, with the aid of Equation 51 and

E, =

to

XmP = 2>&N(EP) 2/4^(^(0)) = 3ATzeM!/2#HO) (58)

This weak paramagnetism is known as Pauli paramagnetism (504).

In the case of broad bands, the approximation kT < Ep(0) is good
even above room temperature. In the case of narrow bands and high

temperatures, it may be necessary to include temperature-dependent
terms.

Although classical mechanics does not provide a diamagnetic con-

tribution to the susceptibility from collective electrons (induced in-

ternal currents and surface currents cancel one another out), Landau

(383) discovered that the running waves of quantum mechanics are

modified by H to give a diamagnetic susceptibility 1/3 that of the

paramagnetic susceptibility. Thus

Xm (collective, solids)
= Nzei?B/EF($) (59)

provided equation 32 is a reasonable approximation for the E* vs. k
curve. (An expression for the diamagnetic term given a general

i?k vs. k curve has been worked out recently by Hebborn and Sond-

heimer (261).) A diamagnetic correction for the positive atomic

cores (eq. 12) must also be added. The various susceptibility pos-

sibilities are summarized in Table I.



42 MAGNETISM AND THE CHEMICAL BOND



OUTER ELECTRONS: GENERAL 43

3. Localized Electrons Simultaneously Present

Localized electrons in a partially filled shell carry a net spin (pro-

vided Hand's rule is obeyed), and interactions between these localized

electrons and the collective electrons gives rise to a large effective

field Hex acting on the collective electrons. Since the intraatomic

exchange correlations minimize the electrostatic interactions between

electrons of parallel spin, Hcx is directed parallel to the atomic moment
due to localized electrons. Below a magnetic-ordering temperature,

this internal field induces a contribution to the atomic moment from

the collective electrons whether the localized electrons are ordered

parallel or antiparallel. From equation 58, this contribution is

Me = E;Z;</,M* <H
= 3/in///2[AV(0)],- < 1 (60)

where Zi is the number of electrons per atom in the ith band if it is less

than half filled, and [/?F(O)],- is the Fermi surface relative to the bot-

tom of this band; but Zi is the number of holes per atom in the ith

band if it is more than half filled, and [J&V(0)]i is the Fermi surface

relative to the top of this band. For a broad 6* band, this contribution

may be (527) 0.1 to 0.22,/zB and for a narrow d band it may therefore

be as high as 0.5 to 0.7zip,B . In the case of ferromagnetic order, this

contribution may attain its maximum value of Z^B (see Section II-D

and Chapter III, Section III).

D. ELECTRON CORRELATION CONSIDERATIONS

There are two points to be emphasized :

1 . It is observed empirically that atoms with two or more p elec-

trons (four or more s-p electrons) in outer, unfilled shells tend to form

homopolar bonds with one another, thus giving the (8 N) rule,

and to form covalent or ionic bonds with other atoms, the degree of

covalence depending upon the electronegativity difference.

2. In the MO approach appropriate to outer s and p electrons, the

simple formalism does not distinguish between a covalent-ionic band
and a metallic band. The use of determinantal (antisymmetrized)
wave functions automatically introduces correlations between elec-

trons of parallel spin. Traditionally the many-electron wave func-

tion has, at best, been represented by a single Slater determinant of

one-electron wave functions (Hartree-Fock approximation), whereas

the true wave function would be given by a series of such determi-
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possible to avoid electron exclusions in all near-neighbor bonds

simultaneously, and parallel-spin correlations become important.

Therefore three types of collective-electron bands can be distinguished

(217): bonding, antibonding, and metallic.

Bonding and antibonding bands are associated with two-sublattice

structures, metallic bands with other structures. Given a two-

sublattice structure with near-neighbor-overlapping atomic orbitals

half or less filled, the band of allowed energy states separates into a

bonding portion (no electron exclusion from region of overlap of

near-neighbor atomic functions) and a portion containing less stable,

antibonding states (electrons in these states are forced to exclude

electrons from the region of overlap of near-neighbor atomic orbitals).

If the atoms of the two sublattices differ in kind (as in NaCl) or in

the orientation of their near-neighbor configurations (as in Ge), the

bonding and antibonding portions of the band may be split by a

discrete energy gap since there are two atoms per unit cell.* The

lower band is called a bonding band, the upper an antibonding band.

If the orbitals are half filled, the bonding band is full, the antibonding
band empty; and the material may be a semiconductor or an in-

sulator, depending upon the size of /</" between the two subbarids.

If there is a large electronegativity difference and a large anion/cation

size ratio between the two sublattices, the bonding electrons belong
to the electronegative sublattice, and the antibonding states are

associated with the electropositive sublattice. The larger the elec-

tronegativity difference and/or anion/cation size ratio the larger the

potential difference at the two sublattices and therefore the greater

JBJ". Thus ionic materials tend to be insulators, covalent crystals

to be semiconductors. However, it must be borne in mind that if

the electropositive sublattice contains transition element cations with

partially filled d shells, then metallic conductivity can occur on the

transition element sublattice should the transition element separation

be R ti < Rc(nd), where n is the principal quantum number of the

outer d electrons. The importance of this fact is discussed in Chap-
ter III, Section II.

Given a two-sublattice structure with near-neighbor-overlapping
atomic orbitals that are more than half filled, it is no longer possible

* The b.c.c. metals do not have two atoms per unit cell (unless antiferromag-
netic and below the spin-ordering temperature), so that there is no splitting of

the bonding and antibonding portions of the band.
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to avoid exclusion of electronic charge from the region of strong

atomic-orbital overlap. The situation is analogous to the three-

electron bond oftH2

~
which is stabilized by a sharing of the antiparallel

electron between two hydrogen atoms whose electron spins are

parallel. Such a bond is about half as strong as the electron-pair

bond of H2 (see Pauling (505)). Intuitively it follows that in a solid

the collective electrons may give rise to a net moment equivalent to a

magnetization of the electrons in excess of half filled, overlapping
atomic orbitals, the maximum moment occurring with atomic orbitals

3/4 filled. Conceptually this is equivalent to a spin-paired bonding
band and a magnetized antibonding band. Illustration of these con-

cepts comes from the magnetic susceptibilities of N2 , NO, and O2 .

In these diatomic molecules the a bond is split into stable, occupied

bonding states and unstable, empty antibonding states. In N2 the

TT bonds are similarly split, so that N2 is exceptionally stable (bonding

energy = 225.2 Kcal/mole), whereas NO and O2 have one and two

extra ?r electrons, respectively. Thus the TT orbitals of O2 are 3/4

filled, and the binding energy of 2 is 1 17.3 Kcal/mole. Significantly,

N2 is diamagnetic and has a singlet ground state whereas paramag-
netic NO and O2 have doublet and triplet ground states, respectively.

If the two-sublattice condition does not exist, there can be no

electron correlations that avoid exclusion of electron charge from the

region between positive atomic cores. Therefore the bottom of the

valence-electron band should be less stable than that of a correspond-

ing bonding band, the top more stable than that of a corresponding

antibonding band. Such a band is called metallic as it is charac-

teristic of the close-packed metals.

It should be noted that the greater stability of a bonding vs. a

metallic band favors a two-sublattice structure that permits a filled

bonding band, an empty antibonding band. Although the core-core

repulsive forces favor close-packed structures, this effect is rarely

decisive if there are several electrons outside of closed shells. Thus if

the collective electrons are all outer s and p electrons, bonding-band
formation gives rise to the electron ordering responsible for the

(8 N) rule. In the case of d electrons, similar electron ordering

may occur below the melting point (entropy favors disorder and

crystallization is due largely to outer s and p electrons). Such order-

ing gives rise to a martensitic phase change, the low-temperature

phase being a two-sublattice structure.
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possible to avoid electron exclusions in all near-neighbor bonds

simultaneously, and parallel-spin correlations become important.

Therefore three types of collective-electron bands can be distinguished

(217): bonding, antibonding, and metallic.

Bonding and antibonding bands are associated with two-sublattice

structures, metallic bands with other structures. Given a two-

sublattice structure with near-neighbor-overlapping atomic orbitals

half or less filled, the band of allowed energy states separates into a

bonding portion (no electron exclusion from region of overlap of

near-neighbor atomic functions) and a portion containing less stable,

antibonding states (electrons in these states are forced to exclude

electrons from the region of overlap of near-neighbor atomic orbitals).

If the atoms of the two sublattices differ in kind (as in NaCl) or in

the orientation of their near-neighbor configurations (as in Ge), the

bonding and antibonding portions of the band may be split by a

discrete energy gap since there are two atoms per unit cell.* The
lower band is called a bonding band, the upper an antibonding band.

If the orbitals are half filled, the bonding band is full, the antibonding
band empty; and the material may be a semiconductor or an in-

sulator, depending upon the size of Eg" between the two subbands.

If there is a large electronegativity difference and a large anion/cation
size ratio between the two sublattices, the bonding electrons belong
to the electronegative sublattice, and the antibonding states are

associated with the electropositive sublattice. The larger the elec-

tronegativity difference and/or anion/cation size ratio the larger the

potential difference at the two sublattices and therefore the greater

J
ff

. Thus ionic materials tend to be insulators, covalent crystals

to be semiconductors. However, it must be borne in mind that if

the electropositive sublattice contains transition element cations with

partially filled d shells, then metallic conductivity can occur on the

transition element sublattice should the transition element separation

be R it < R c(nd), where n is the principal quantum number of the

outer d electrons. The importance of this fact is discussed in Chap-
ter III, Section II.

Given a two-sublattice structure with near-neighbor-overlapping
atomic orbitals that are more than half filled, it is no longer possible

* The b.c.c. metals do not have two atoms per unit cell (unless antiferromag-
netic and below the spin-ordering temperature), so that there is no splitting of

the bonding and antibonding portions of the band.
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to avoid exclusion of electronic cjiargc from the region of strong

atomic-orbital overlap. The situation is analogous to the three-

electron bond ofH 2

~
which is stabilized by a sharing of the antiparallel

electron between two hydrogen atoms whose electron spins are

parallel. Such a bond is about half as strong as the electron-pair

bond of H2 (see Pauling (505)). Intuitively it follows that in a solid

the collective electrons may give rise to a net moment equivalent to a

magnetization of the electrons in excess of half filled, overlapping
atomic orbitals, the maximum moment occurring with atomic orbitals

3/4 filled. Conceptually this is equivalent to a spin-paired bonding
band and a magnetized antibonding band. Illustration of these con-

cepts comes from the magnetic susceptibilities of N2, NO, and O2 .

In these diatomic molecules the a bond is split into stable, occupied

bonding states and unstable, empty antibonding states. In N2 the

TT bonds are similarly split, so that N2 is exceptionally stable (bonding

energy = 225.2 Kcal/mole), whereas NO and O2 have one and two

extra w electrons, respectively. Thus the TT orbitals of O2 are 3/4

filled, and the binding energy of O2 is 1 17.3 Kcal/mole. Significantly,

N2 is diamagnetic and has a singlet ground state whereas paramag-
netic NO and ()2 have doublet and triplet ground states, respectively.

If the two-sublattice condition does not exist, there can be no

electron correlations that avoid exclusion of electron charge from the

region between positive atomic cores. Therefore the bottom of the

valence-electron band should be less stable than that of a correspond-

ing bonding band, the top more stable than that of a corresponding

antibonding band. Such a band is called metallic as it is charac-

teristic of the close-packed metals.

It should be noted that the greater stability of a bonding vs. a

metallic band favors a two-sublatticc structure that permits a filled

bonding band, an empty antibonding band. Although the core-core

repulsive forces favor close-packed structures, this effect is rarely

decisive if there arc several electrons outside of closed shells. Thus if

the collective electrons are all outer s and p electrons, bonding-band
formation gives rise to the electron ordering responsible for the

(8 N) rule. In the case of d electrons, similar electron ordering

may occur below the melting point (entropy favors disorder and

crystallization is due largely to outer s and p electrons). Such order-

ing gives rise to a martensitic phase change, the low-temperature

phase being a two-sublattice structure.
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Further, it is observed experimentally that electron-pair bonds are

frequently associated with anisotropic, i.e. directed, atomic orbitals.

This gives rise to "open" structures. However, the electrostatic

(Madelung) energy associated with ionic crystals favors close pack-

ing: Therefore largely ionic crystals favor more close-packed, two-

sublattice structures such as rock salt versus zinc blende. In the

case of two-sublattice structures induced by d electrons, electron-pair

bonds are generally prohibited by the metallic or ionic outer s and p
electrons that favor close packing. Nevertheless, it will be found in

Chapter III, Section II that, if transition element cations are small

relative to the anion interstice and simultaneously have R tt
~ Rc ,

electron-pair bonds may be formed below a critical temperature.

The significance of these considerations for magnetism lies in the

fact that the predominant coupling between atomic moments due to

localized electrons is usually indirect, the collective electrons playing the

role of intermediary. Conversely, a knowledge of the type of magnetic

coupling provides information about the correlations among the collective

electrons.

E. LOCALIZED ELECTRONS IN A CRYSTALLINE FIELD

Localized electrons are atomic-like, so that the considerations for

the free atom are pertinent provided three additional effects are taken

into account: the strong crystalline (ligand) fields, which reflect the

symmetry of the lattice, and the elastic and magnetic coupling be-

tween neighboring atoms. In this section the results of ligand-field

theory are briefly reviewed. (An excellent presentation of the sub-

ject is given in reference 233a.) In a crystal, only d and / outer

electrons can be localized (R > Rc). (Localized s-p electrons at an

impurity center in a semiconductor represent a special case that is

not pertinent to the present discussion.)

1. The Hamiltonian

In a solid, if the electrons outside of closed shells are not s electrons,

the Hamiltonian for localized outer electrons with the same quantum
numbers n, I is

+ VLS + Vc, + FA + L.7 Ji&i-Si (61)



OUTER ELECTRONS: GENERAL 49

where the interaction between the magnetic moment of the nucleus

and the magnetic field set up by the orbital and spin moments of the

electrons (energy ~10~2 cm~ l

) (175) is omitted, Vcf represents the

ligand-field potential, VLs represents the magnetic interactions be-

tween the electron spins and the orbits, and the subscripts jy
k refer

to the outer electrons. For Russell- Saunders coupling, that is if the

states have definite L and S, the spin-orbit interaction is given by

equation 8. These first four terms describe the free-ion problem,

and the last two terms introduce coupling between the ions, V\ giving

any elastic coupling due to distortions of the cation interstices and

the last term the magnetic-exchange coupling.

Solution of the Schroedinger equation, H\fr
=

j&ty, appropriate to

this problem has only been accomplished by means of successive per-

turbation calculations. The zero-order approximation is a "spheri-

cal" approximation in which a given outer electron is assumed to

move in the average potential of the other outer electrons as well as

of the core electrons. Then the free-ion Hamiltonian becomes

u = LS

where Fe i is the correction to the spherical approximation for the true

electrostatic interaction between outer electrons. The portion of the

Hamiltonian that is in parentheses has the form of equation 1, so

that the angular dependence of the wave equation in zero-order

approximation is immediately known from equation 2. This starting

point contains the assumption that the term splittings are much

greater than any splittings due to Fe i, VLS, or Fc/.

From symmetry considerations alone, it is possible to determine

qualitatively how the term degeneracies of the zero-order problem are

split by the perturbations. Since several complicated effects con-

tribute simultaneously to the strength of the ligand fields (see foot-

note, page 52), the magnitude of the potential Vcf cannot, at present,

be calculated from first principles, and it is best to obtain the mag-
nitude of the splittings it induces from the experimental Stark

splittings observed in the optical spectra of these crystals.

Investigation of the experimental data indicates that the strengths
of the ligand fields fall into three groups:

1. Strong fields with ALS Ae i & Af/, where the electrostatic split-

ting is Ae i
~ 104 cm" 1

: This situation occurs only with d electrons,
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and then only if there is considerable eovalent bonding between the

paramagnetic ion and the ligands. This occurs principally in the 4d

and 5d series, but it is also found in the 3d series, especially if the

cation is in an abnormally high valence state, i.e. Fe4
+, Ni3+

,
Co3+.

Strong fields may be manifest by a breakdown of Bund's rule: the

cations are then said to be in a low-spin state.

2. Medium fields with ALS < Ac/ Ae i: It is the relative energies

that are important; the multiplet splitting may vary from 1Q-1 to

104 cm" 1

(see Sommerfeld's (594) fine structure formula). In this

case ye i is the first perturbation effect, and the cubic part of Vcf is

treated as a perturbation before spin-orbit effects are calculated.

For distortions from cubic symmetry, it is necessary to consider care-

fully the relative magnitudes of V t (that part of Vc/ due to departures

from cubic symmetry) and VLS-

3. Weak fields with Af/ A^: In this case the ligand fields merely

perturb the multiplet structure of the free atom.

In the 3d iron transition group, the ligand fields are usually of

moderate strength whereas in the 4rf and 5d palladium and platinum

groups the ligand fields are strong. In the 4/ and 5/ rare earth and

actinide groups, the ligand fields acting on the / electrons are con-

siderably weaker than the spin-orbit coupling. Materials of prin-

cipal interest in magnetism are those containing iron group atoms or

ions, and in this brief review attention is almost entirely confined to

the iron group elements, compounds, and alloys, which usually repre-

sent the medium field case.

The standard perturbation procedure is to consider only those

matrix elements that connect the various 3d orbitals. With Ae i > Ar/,

free-atom considerations provide the number of possible terms result-

ing from 7e i, and Hund's rule gives their order. The lowest term

may be n-fold degenerate. Then matrix elements with the cubic-

field potential between these n-fold degenerate states give the split-

tings and ordering of the terms resulting from the cubic part of the

ligand fields. The various terms can be obtained from relatively

simple group-theoretical arguments, but the magnitude of the split-

tings and their order can only be obtained by actual calculations of

the matrix elements. The eigenfunctions are, as usual, obtained by
finding that linear combination of the degenerate orbitals that di-

agonalizes the various v* X Vi submatrices, where ^,Vi = n and i

designates the various terms due to ligand-field splitting. If the
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orbital angular momentum is quenched by the cubic ligand fields,

then AAS is very small. In this case splittings due to distortions

from cubic symmetry At are A< > ALS, so that if noncubic fields are

present or if the ground state is still degenerate, matrix elements with

V t are considered next for the small Vi X Vi submatrices. Again

simple group-theoretical arguments give the number of terms into

which the degenerate states are split, but an actual calculation of the

eigenfunctions and matrix elements is required for a proper ordering
of the terms and for the magnitude of the splittings. If the orbital

angular momentum is not quenched, then A^s may be larger than

any A* that might be spontaneously generated to remove a ground
state degeneracy (see discussion of Jahn-Teller effect). In all of the

above cases, it is possible to ignore the spin part of the wave functions.

For the spin-orbit perturbations VL s, however, the complete wave
function must be considered, and the complete degeneracies, including

spin, are important for possible term splittings. Again group-
theoretical arguments provide the various possible terms into which

the degenerate levels may be split, but actual calculation of the matrix

elements is required in this case to determine whether all of the pos-

sible splittings occur. Only the original degenerate submatrix is

diagonalized in the determination of the eigenfunctions: the intro-

duction of off-diagonal matrix elements outside of this submatrix

introduces only higher order effects.

2. Symmetry of the Zero-Order Functions

From equation 2, the angular dependencies for the zero-order d

wave functions are :

^2 ~ sin2 exp (i2<) }

\l/i
~ sin 6 cos 6 exp (dbty) > (62)

^ ~(3cos2 -
1) J

where the subscripts refer to the magnetic quantum number mi. In

order to obtain the real functions that are plotted in Figure 2, the

following linear combinations of degenerate wave functions are used :

A = h ~ [2z
2 - x* - ?/

2
]/r

2 = [(#
- z2

) + (z*
-

i/
2
)]/r

2

B [fc + *_ 2]/V2 ~ [x*
-

*/
2
]/r

2

C = [fc
- *-J/V2 xy/r* (63)

E ** [fc
- *_i]/V2 - yz/r*



52 MAGNETISM AND THE CHEMICAL BOND

3. Ligand-Field Splittings

To find the splittings that are caused by the ligand fields, it is

assumed that Vc/
= Vi + V t consists of a large term V'c of cubic

symmetry with a smaller term V t to describe departures from cubic

symmetry. (Consideration of hexagonal symmetry is omitted from

the present discussion.) Therefore the first task is to determine the

cubic-field splittings of the localized-3d-electron levels; the relative

magnitudes of Vt and VLS must be considered subsequently. Various

authors (1,46,66) have treated this problem with the aid of group

theory. The mathematical problem requires a representation of the

ligand-field potential and calculation of the matrix elements between

the fivefold degenerate orbital states. The surrounding ligands are

regarded as point charges that do not overlap the paramagnetic ion,*
*
Although this assumption provides an acceptable formalism for the theory,

there is as yet no conclusive theory of the origins of the ligand fields, so that the

magnitudes of the splittings are best obtained experimentally. The point-charge
model neglects the overlap of the electron clouds of neighboring atoms, and these

overlap effects have several important consequences. In the first place, the

potential satisfies Poisson's, not Laplace's equation; and attempts (351,452) to

calculate this "classical" effect of the overlap show that in the case of cubic

symmetry, it reduces, or even reverses (contrary to experiment), the level split-

tings obtained from the point-charge model. Tanabe and Sugano (611) have

pointed out that the nonorthogonality of the overlapping orbitals corrects for the

"classical" effect. Cation electrons are excluded from the overlapping, non-

orthogonal orbitals because the anion orbitals are full. Another mechanism that

will cause splitting of the orbital levels is possible coordinate covalence between

an anion and an empty overlapped, nonorthogon.il cation orbital. Owen (498)

has pointed out how this effect can explain the discrepancy between optical and

magnetic determinations of level splittings of some hydrated salts. Related to

this is the partial covalency of the superexchange mechanism responsible for

indirect coupling of the atomic moments. Since coordinate-covalent stabilization

is greatest if the anion orbitals overlap empty cation orbitals and is greater if the

cation orbitals are half filled (corresponding to three-electron bond) than if full,

this effect also acts as a repulsive potential for the cation electrons. Kanamori

(318) has shown that for FeO and CoO this effect amounts to an energy of several

thousand inverse centimeters. Thus the magnitude of the splittings must be

considered the combined result of these various complicated effects. Phillips

(514) has recently presented a method for calculating crystal-field splittings that

also provides a qualitative justification for the empirical success of the Van Vleck

point-ion approximation in deriving the ligand-field potential. However, there

is considerable experimental evidence that covalent bonding effects play an ap-

preciable role, and that the surrounding ions cannot be treated as simple point

charges. Therefore the point-charge model is not a fundamental theory even

though it has provided a semi-empirical basis for the interpretation of a wide

range of phenomena.
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so that the electrostatic potential is assumed to obey Laplace's equa-
tion V2 V f

c
= 0. Since the solutions of this equation are Legendre

polynomials, the potential is expanded in terms of spherical har-

monics. The first term in the expansion is a constant and VI =
Fo + Vc . The constant term F shifts all of the levels of a given

configuration by the same amount. Therefore it has no significance

for the magnetic symmetry and optical properties of crystals con-

taining transition elements. However, it strongly influences the

lattice energy and the heat of solution of the paramagnetic ion. Sym-
metry considerations are used to drastically reduce the number of

terms in the expansion of Vc .

In order to determine into how many Stark terms a given energy
level splits when put into a ligand field without making a detailed

calculation of the values, the group-theoretical methods of Bethe

(66) are convenient. In this method it is noted that the spherical

harmonics Y7''(6,4>) transform according to the /th irreducible repre-

sentation of the continuous rotation group. (The ligand fields per-

turb the spatial part of the electron orbitals directly; they may
influence the spin only indirectly via the spatial part of the orbitals

and the Pauli exclusion principle.) That is, for a given angular
momentum /, the spherical harmonics give the basis of a (21 + 1)-

dimensional representation D l of the continuous rotation group. The
character of these representations for the class of rotations through
an angle \f/

is given by

X l

(0)
= sin (I + i)*/sin ^ (64)

The symmetry group of the electron of a free ion is the full rotation

group since the electron wave functions are invariant under rota-

tion about, and inversion in, the origin of the central force field, the

nucleus. It is for this reason that each level I for the free atom

belongs to the / representation group D l
. All the ligand-field groups

are subgroups of the continuous rotation group and possess lower

symmetry. Because of this lower symmetry, the originally irreduc-

ible representations for the free ion will, in general, become reducible

if the ion is placed in a crystal. Now a theorem of group theory
states: The character of a reducible representation can be expressed as

a linear combination of the characters of the irreducible representations

contained within it. Therefore to find the Stark splitting caused by a

ligand field of a given symmetry, it is only necessary to find the

number of times each irreducible representation of the crystal point
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group is contained in the / representation. This is done by means

of the group-theoretical relation

ESfWxaWxW = tea (65)

where Q(K) is the number of elements in the class K, h is the number

of elements in the group, aa is the number of times the a irreducible

representation with character x" is repeated in the reducible repre-

sentation with character x- The character table for the irreducible

representations of the cubic group is given in Table II. Decom-

TABLE It

Character Table for the Cubic Group with Its Five Classes

[KI contains the identity operation; K2 contains three 180 rotations about

x, y, z axes, respectively; * contains six 90 rotations (+ and ) about the .r, yt
z

axes; *4 contains six 180 rotations about the six (110) axes; K6 contains eight 120

rotations (+ and ) about the four (111) axes. The d wave functions are even

and therefore operations involving inversion provide a redundant set. The

degeneracy within a representation is given by K\. The Bethe (66) and Mulliken

(457a) notations are compared.]

position of the (21 + l)-fold degenerate levels by cubic-field sym-

metry is given in Table III for various values of I. Distortions from

cubic to a lower symmetry may further remove the degeneracies.

Similar considerations for tetragonal and trigonal symmetry give the

decompositions of the cubic-field representations shown in Table IV.

These latter splittings are small compared to the cubic-field splittings

since V t Vc .

A number of interesting facts emerge from this treatment. It is

seen that P states remain threefold degenerate in cubic fields, but

are split by a tetragonal distortion into a twofold and singlefold

degenerate state. For a D state, or one d electron outside of closed
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TABLE III

Character of Classes of Cubic Symmetry in the (2L + 1)-Dimensional Repre-
sentation DL of the Continuous Rotation Group and Their Resolution into

Irreducible Representations of Cubic Symmetry

shells, the fivefold-degenerate state of the free ion splits into a three-

fold and a twofold degenerate level. (The twofold spin degeneracies

associated with each orbital arc to be considered separately. For a

single outer electron Ve \
=

0.) The reason for this splitting is in-

tuitively obvious from a consideration of the symmetry of the d wave

functions of equation 63 shown in Figure 2 and the four-, six-, eight-,

and twelve-coordinated cubic interstices shown in Figure 9. In the

six-coordinated structure (octahedral interstice), the two functions

A, B arc directed towards the ligands whereas C, D, E are directed

away from them. The equivalence of the functions C, D, E is

TABLE IV

Relationship of Irreducible Representations
for Tetragonal and Trigonal Symmetry

to Those for Cubic Symmetry
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Fig. 9. Symmetries of four-, six-, eight-, and twelve-coordinated ligands

relative to Cartesian reference frame for d wave functions of Figure 2.

immediately obvious. The electrons of the corresponding threefold

degenerate state F6 are designated 75 or dt (Bethe) or t2g (Mulliken).

The equivalence of A, B can be seen from equation 63 where A is

written as a linear combination of functions similar to B. The elec-

trons of the corresponding twofold degenerate state F3 are designated

73 or dy (Bethe) or eg (Mulliken). Further, the six-coordinated struc-

ture generally occurs in ionic compounds in which the ligands are

anions, the paramagnetic ion is a cation. In this case the 73 (dy or e )

electrons in the F3 orbitals suffer a greater electrostatic repulsion

from the negatively charged anion than do the 75 (d or fe</) electrons,

so that the F3 level is at a higher energy than the F5 level. This

splitting is generally designated in the literature as A =
lOZty, where

Dq is defined by
-4Dg ^ (C\VC\C) (66)



OUTER ELECTRONS: GENERAL 57
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Fig. 10. One-electron ligand-field splittings. Trigonal-field and tetragonal-

field splittings of yz(eg) and 75(^20) levels are each inverted for distortions of

opposite sign. Letters refer to wave functions of equations 63 and 68. For cases

d* and d6
,
assume moderate field splitting with Hund's rule satisfied, (a) Six-

coordinated cation with outer-electron configuration d1 2Z) or d6 6D and four-,

eight-, or twelve-coordinated d4 &D or r/
9 2D cations, (b) Four-, eight-, or twelve-

coordinated d 1 2D or d6 6
7) cation and six-coordinated d4 *D or d9 2D cation.

Since perturbation theory requires conservation of energy relative to

the degenerate level, the F3 level is raised $Dq and the F5 level is

lowered 4Dq relative to the fivefold degenerate D level, as is indicated

in Figure 10(a).* In the four-, eight-, and twelve-coordinated struc-

tures, on the other hand, the FB orbitals are directed toward the

* It should be appreciated that this statement is only correct for a point-

charge model. Actually coordinate covalence between cation and anion, which

is responsible for anion polarization, introduces mixing of s and p states into the

d-state manifold, and this mixing destroys the conservation of energy of the

original degenerate level. This fact is of major importance in any quantitative

estimate of site-preference energies. Unfortunately quantitative estimates of the

ligand-field contribution to site-preference energies (156,431) have not taken

this fact into account. Since the point-charge model is known to be inaccurate

(polarization energies are usually a large fraction of the energy of ionization),

these estimates of site-preference energy cannot be taken quantitatively.
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ariions and are the more strongly perturbed. Therefore if the ligands
are anions, the cubic-field splitting is inverted as shown in Figure

10(b). If the D level corresponds to nine outer d electrons, i.e. to

one d hole in the fivefold degenerate level, it is the hole which must
be considered so that the conclusions for the electron are just inverted.

Further, so long as Hund's rule is valid, the two half shells may be

considered separately and four outer d electrons correspond to one

d hole, six outer d electrons to one d electron.

For an F state, or for a single / electron outside of closed shells, the

levels split into a singlefold and two threefold degenerate levels. For
two outer d electrons, the maximum L is L =

4, so that there are

S, P, D, F, and G states. By the first half of Hund's rule, the triplet

(2>S + 1 =
3) states 3P and 3F are more stable than the singlet states

1

S,
1

D,
1G for the free ion. Of these, the 3F state possesses the greater

angular momentum, so that by the second half of Hund's rule the
3F state is the ground state. Therefore the perturbation Ve \ splits the

twenty-fivefold degenerate (orbital part only) state into the five terms

shown in Figure 11. If Ve \ Fc ,
it follows from Table III that the

free-atom terms are split by Vc into the various levels indicated in

Figure 11. (It is to be noted that if Vc ^> VL s, J is no longer a good
quantum number and the irreducible representations Tn are used as

quantum numbers.) To obtain the order of the splittings and theii

separations, it is necessary to solve the matrices and to find the eigen-
functions and eigenvalues for a given symmetry. For calculation of

the matrix elements, reference is made to the operator equivalent

TABLE V

Eigenfunctions (Not Normalized) for Two d Electrons outside of Closed Shells

in 3F Ground State

Representation Eigenfunction One-electron notation

rl

rl

rj

rl

r!
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T,

(2)rT3 (F)

<<>
3rT2(F) (D

3r
t3 (F)

10 Dq

|(D
3r2 (F) (D 3rT2(F)

d)
3rt2 (F)

a > so*
TRIGONAL

C/0 > 1

TETRAGONAL

(0)

CUBIC
FREE
ION

CUBIC TETRAGONAL TRIGONAL

(b)

Fig. 11. Ligand-field splittings for a dz *F cation. Trigonal- and tetragonal-

field splittings of zr4 (F) level are inverted for distortions of opposite sign. How-

ever, it should be noted that sign of distortion is related to relative magnitudes
of Ac, Aei and A, A*> or Ay, A?" where A refers to splittings of A and B levels to

one-electron problem, A' to C, D, E, levels. Thus for example,
8r<3 (F) may be

lowest for c/a < 1 if Ae i Ac and A t > 6A^. Numbers in parentheses refer to

orbital degeneracy. The splitting Acx indicates the stabilization of the high-

spin state, (a) Cation in a six-coordinated interstice, (b) Cation in a four-,

eight-, or twelve-coordinated anion interstice.
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method developed by Stevens, Elliott, and Judd (167,313,314,600) for

calculations of the splittings for the rare earth ions. Tabulated sum-

maries are given by Low (404). The eigenfunctions are given in

Table V, where the notation F means the ith row of the nth represen-

tation and [B(1)A(2)]- = [B(1)A(2)
-

5(2)4(1)] corresponding to

a triplet state. That these are eigenfunctions can be seen in the fact

that the seven functions correspond either to different representations

or to different rows of the same representation since an important
theorem of group theory states: There can be no matrix elements con-

necting functions unless they arise from the same row of the same

irreducible representation. All the functions corresponding to the

same representation are degenerate. With Table V and Figure 10,

it is easy to deduce the order of the levels. The 3F2 (F) level contains

only the AB product and therefore corresponds to 7! (or e
2
ti ). The

3F6 level contains only 7375 (or eat*g) products, and the 3F4 (f) level

contains predominantly 7! (or tig) with a small portion of 7375 (or

egkg). Thus for a paramagnetic cation in an octahedral interstice,

the order of the levels is that given in Figure 1 1 (a). For a tetrahedral

interstice, or for two d holes, the order of the 3F splittings is reversed,

as shown in Figure ll(b). The reader may wonder why the ground
state for an octahedral field is not simply 7!, as would be expected

were Vc ^> Ve \. The answer lies in the fact that the 7375 states as

well as the 7! states for Vc V<,\ contain 3r4 states, and that for

Ve i > Vc
8P and 3F both contain 3F4 states. The orthogonality theo-

rem quoted above does not rule out matrix elements between the two
3F4 levels. Since the operators Vc and L2 do not commute, the levels

perturb one another. The amount of admixing of 7375 into 7! in

3F4 (F) depends upon the ratio VC/VC \. Kanamori (318) has shown

that the true energy separation between the F4 and Fs levels is, in

first approximation, given by

AT? - (I + 0)AC (67)

where
= Ac/(4Ae i + 3A C)

and Ac is the separation between the F4 and F6 levels on the basis of

no mixing of 7375 with 7!, and Ae i is the splitting by Fe i between the

F and P terms. For Co2
+, with two electrons outside of a closed

half-shell in CoO, the splitting between 4/
J and 4F is about 14,800

cm"1

, according to spectroscopic data (31), and Kanamori was able
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to estimate from available paramagnetic data a = 0.185. Typi-

cally ft is small for the moderate field case (3d elements) but is

particularly important for the strong field case (4d and 5d elements).

In Table VI are listed the states and energies for various d-shell

configurations for the moderate field case, i.e. small and Hund's rule

fulfilled.

Splittings due to deviations from cubic symmetry, i.e. to V t ,
are

generally small compared to those due to Vc . The procedure for

calculating these splittings is completely analogous to the cubic-field

case, and the results are shown in Figures 10, 11. For the one-

electron case (Fig. 10), the eigenfunctions of the singlefold IVi and

twofold TTZ levels into which the threefold FB level is split by the

trigonal field are given by

T ln = V(2/3)*'- a + V(l/3)# (08)

H<3 =

where the prime indicates that the trigonal axis has been taken as the

z axis.

4. Spin-Orbit Splittings

For the 3d elements, the cubic ligand-field splittings are generally

greater than the spin-orbit splittings, so that J is no longer a good

quantum number. Therefore to calculate the effects of spin-orbit

interactions in solids, the procedure is to first find the number of

levels into which L is split by Vc and then to find the additional

splittings through the action of the spin-orbit coupling. Frequently
it is necessary to consider whether ALS > A*, where A* is a splitting

due to distortions from cubic symmetry. For this purpose it is

necessary to have an estimate of the degree of "quenching" of the

orbital momentum as a result of the cubic ligand fields Ve . This

estimate comes from a consideration of equations 62 and 63. Cubic-

field splitting defines two real functions B and C in place of two

complex functions B iC. Since the L operator is imaginary, the

angular momentum of B and C is no longer observable. Therefore

in a cubic field, the magnetic quantum numbers associated with the

wave functions of equation 63 are mi =
0, for A, B, C; mi = 1 for

Dj E. This means that the angular momentum is small for octa-

hedral-site, high-spin-state (Hund's rule valid) cations with outer-
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electron configuration d3
,
d4

,
d6

,
d8

,
d9

;
and for tetrahedral-site cations

with outer-electron configuration d1

,
d2

,
d6

,
d6

,
d7

. For these ions it is

reasonable to assume V t > VLS so that any splittings A t due to

distortions from cubic symmetry must be considered before VLS-

However, for octahedral-site, high-spin-state d 1

,
d2

,
d6

,
d7 cations or

tetrahedral-site d3
,
d4

,
d8

,
d9

cations, the relationship VLS > Vt may
occur.

Since VLS has the form of equation 8, it is necessary to consider

the spin as well as the orbital part of the wave function. For the

free atom, the spin is represented by the continuous rotation group
Ds

appropriate to a given spin angular momentum S. In a crystal

this is reduced to the irreducible representation appropriate for the

LS

(b)

3x1

(d)

Fig. 12. First-order splittings for Ve \ Vc > VLS. The spin-orbit splittings

are drawn to an arbitrary scale. The numbers indicate the total degeneracy,

(a) d2 in octahedral interstice, (b) d8 in octahedral interstice, (c) d8 in tetra-

hedral interstice, (d) d2 in tetrahedral interstice



64 MAGNETISM AND THE CHEMICAL BOND

cation symmetry. Thus for two outer electrons with S =
1, the

irreducible representation is F4 corresponding to L = 1. With spin

included, the 3F4(F) ground state for two outer electrons is no longer

threefold degenerate, but ninefold degenerate corresponding to

Fi(L =
3) X F4(S = 1). Multiplication of corresponding elements

of the character tables and reduction to irreducible representations

by equation 65 gives

r4(L =
3) x r4(S = i)

- F! + r3 + r4 + r6 (69)

To obtain the order and magnitude of the possible splittings, it is

necessary to find the eigenfunctions of the 9X9 matrix and to

evaluate the matrix elements

(r4(L) x r4(S)|L-s|r4 (L) x
= Z (r4 (L)lLy|r4(L))(r4(S)|^lr4 (,S)) (70)

y = *,!/,*

The qualitative results of these calculations are summarized in Fig-

ure 12.

In the case of one outer electron, S = 1/2 is nonintegral, and the

spin part requires the twofold degenerate double group F6 . The
relevant spin-orbit splittings for one d electron, or one d hole, are

summarized in Figure 13 (a), (b). Whereas the ligand-field splittings

for d1 and d6
,
or for d2 and d7

,
are similar, this is not at all the case for

spin-orbit splittings because of the different multiplicities (2S + 1).

This is demonstrated by a comparison of Figures 13 (c), (d), which

show the spin-orbit splittings for d6 and d1 in octahedral interstices,

with Figures 12(a) and 13(a).

5. The Jahn-Tetter Effect

From Figures 10 and 11, it is apparent that in cubic ligand fields

(Vis neglected) the cation ground state may be degenerate. Jahn

and Teller (301,302) have pointed out that: A cation with a ground
state that is degenerate, but not a Kramers 1

doublet, may be stabilized by
a distortion of the interstice to some lower symmetry that removes the

ground-state degeneracy. The physical reason for this is that in first-

order perturbation theory, the center of gravity of the levels remains

the same after a perturbation that splits the levels, so that removal

of the degeneracy, or splitting of the levels, results in a ground state

that decreases linearly with the distortion. Since the elastic ener-
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gies vary quadratically, a minimal total energy can be achieved by a

finite distortion. This is illustrated in Figures 10 and 11. [That

there is no Jahn-Teller distortion if the ground state is a Kramers'

doublet follows from the fact that in any external electric field (there

being no magnetic field) there is a symmetry with respect to a change
in the sign of the time. Kramers (372) has shown that an electric

VLS VC VLS

2x3

(a) (b)

VLS

(C) (d)

Fig. 13. Splittings for Ve > VLS. The spin-orbit splittings are drawn to an

arbitrary scale and represent first-order theory only. The numbers indicate

total degeneracy, (a) d1 in an octahedral interstice, (b) d9 in a tetrahedral

interstice, (c) d6 in an octahedral interstice, (d) (i
7 in an octahedral interstice.
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field can completely remove the degeneracy only for a system with an

integral value of the sum of the spins of the particles. For a system
with half-integral value of this sum, in an arbitrary electric field, all

the levels must be doubly degenerate.]

There are five points that should be made in connection with this

theorem:

(i) If A/,s > A*, the spin-orbit effects vvill quench out the Jahn-

Teller mechanism. Therefore a Jahn-Teller distortion is to be un-

ambiguously anticipated only if the orbital angular momentum is

quenched by the ligand fields, i.e., for d4 and d? cations in octahedral

interstices, dl and d6 cations in tetrahedral interstices.

(ii) If the spins are ordered collinearly below a spin-ordering tem-

perature, spin-orbit interactions will also cause a cooperative crystal

distortion from cubic to lower symmetry, but the sign of this distor-

tion is opposite to that predicted for the Jahn-Tcller mechanism since

here the ground state must be degenerate lest L be quenched. Such

distortions should be distinguished from cooperative Jahn-Tellcr dis-

tortions.

(Hi) A d4 or d9 cation in an octahedral interstice, or a d { or d6 cation

in a tet/ahedral interstice, may obtain equal stabilization by a dis-

tortion to tetragonal symmetry with c/a > 1 as with c/a < 1. This

follows from the fact that the F3 level is only twofold degenerate and

the center of gravity of the level is preserved by the distortion. In

such a case, the system may resonate between the two stable con-

figurations unless some other effect that favors one is simultaneously

present. Therefore in a crystal the composite electronic and vibra-

tional problems must be considered, and the presence of Jahn-Teller

cations may not lead to configurations of lower symmetry, but rather

to a special coupling between vibrational modes and low-frequency
electronic motion. This is known as the dynamic Jahn-Teller effect.

This is particularly true for higher temperatures, where entropy
favors resonance between several unique axes, or for relatively

dilute concentrations of Jahn-Teller ions. Moffitt et al. (395,444,445)

find that if the forces tending to remove the degeneracies are not

strong, the degenerate vibrational levels may be split without removal

of the electronic degeneracy.

(iv) Since distortions to lower crystalline symmetry require coop-
erative distortions (via V\ of equation 61) about the Jahn-Teller ions,

spontaneous electron ordering to render a low-temperature structure
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of lower symmetry can only occur if the concentration of Jalm-Teller

cations is greater than some critical fraction. Such electron-ordering

transformations arc martcnsitic. Since they arc cooperative phe-

nomena, they may exhibit thermal hysteresis.

(v) Since the Jahn-Teller effect is due only to lattice-orbital inter-

actions, it is independent of spin and therefore of spin ordering at a

Curie or Nel temperature. This also can provide an experimental
distinction between the cooperative Jahn-Teller distortions and the

cooperative spin-orbit distortions that occur at a temperature below

which the spins are ordered collinearly.

6. Spin Quenching by Large Ligand Fields

In strong ligand fields with Ac > Aex ~ Aci, where Aex is the splitting

of the free-atom ground state and a state of lower (2S + 1), the spin

angular momentum may be partially, or completely, quenched. This

is manifest by a breakdown of Hund's highest (2*S +1) rule, and

the cations are said to be in a low-spin state. In the strong-field case,

it is possible to use the one-electron model of Figure 10. From this

model follow the electron configurations and net atomic spins for

cations in large cubic and tetragonal fields that are summarized in

Table VII.

TABLE VII

Electron Configurations and Net Spins for Transition Element Cations

in Strong Cubic and Tetragonal Octahedral Fields

(Comparison of net spins of cations in strong ligand fields with those for the free

cation illustrates spin quenching.)
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7. The g Factor

From Figure 3 it was shown that if a free ion with a resultant

angular momentum J (large L-S coupling) is placed in a magnetic

field H, the degenerate energy level is split and the magnitude of the

splittings relative to the field-free level are given by

A// = gpBHMj (71)

where g is given by equation 13. To obtain an experimental value

for 0, paramagnetic-resonance techniques are frequently employed.
In this method, a paramagnetic material is placed in a large d.c. field

H, and a small a.c. field is applied at right angles. The a.c. field

induces magnetic-dipole transitions according to the selection rule

AM/ = 1. Therefore a resonance absorption of energy is observed

if the a.c. frequency v corresponds to

hv = gunH
arid

g = 21.4178/X// (72)

where H is measured in kilogauss and X = c/v is measured in centi-

meters.

If a cation is placed in a ligand field, J is generally no longer a good

quantum number, and the experimental g factor is no longer a meas-

ure of the Land6 g factor of equation 13. Rather it is a measure

of the complicated term splittings that result not from interactions

of J with H, but of F's with II. It depends upon the orientation

ofH with respect to the symmetry axis of the ligand field. Therefore

the experimental g factor is a tensor and reflects the anisotropy of the

ligand fields. This experimental g is called the spedroscopic splitting

factor.

From equations 10 and 13, it follows that for a free ion

M/ = yj y = ge/2mc (73)

Since the classical equation of motion equates the rate of change of

angular momentum J to the applied torque M/ X H, the equation
of motion for the magnetization of a solid is (damping terms neg-

lected)

Mj = yMj X H (74)

where g is no longer equal to equation 13, but reflects the ligand-field

splittings. Ferromagnetic-resonance experiments similar to the para-
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magnetic experiments provide a measure of 7, and therefore of g.

The exact relationship between the a.c. frequency and 7 depends, for

ferromagnetic resonance, upon the geometry and magnetization of

the sample (346).

The spectroscopic splitting factor g that is determined from reso-

nance experiments must be distinguished from the g factor determined

by gyromagnetic experiments (347,526,632). In a gyromagnetic ex-

periment (Einstein-DeHaas (164) or Barnett (40) methods), what is

measured is the magnetomechanical ratio (see eq. 73)

+ ML + Jlfuttice) A(Mg + ML) , .

2mc
-

A,/ob8 -lattice AG/s 4- JL)

where the lattice contribution to the magnetic moment Afiattice is

negligible and A/iatUce = &(Js + JL) follows from the conservation

of the total angular momentum, A (/lattice + Js + JL) 0. From

equation 7, the spin-only ratio Ms/Js = e/mc. If the ratio of orbital

to spin angular momentum is

JL/Js = 2e (76)
then

ML/Ms =
so that for c 1,

</'^2(l-e) (77)

If the orbital angular momentum is quenched by the crystalline fields,

so that is small, then it is possible to show (347) that for a resonance

experiment the spectroscopic splitting factor g is given by

0^2(l + c) (78)

where the definition of e corresponding to equation 76 is

2e = (*|L.|*)/(*|S,|i * = * -
iA^i/SA!

- ... (79)

and AI is the splitting between the states ^o and ^i, Xi is the spin-orbit

coupling parameter defined by equation 8. This gives the following

theoretical relationship between the two experimentally determined

g factors:

g
- 2 2 - g' (80)

In practice it is found that the values of determined from resonance

experiments are appreciably (~ factor of two) higher than those

found from gyromagnetic measurements, and this discrepancy is

attributed by Kittel and Mitchell (350) to an apparent tendency of

the g values to decrease as the resonant frequency is increased.
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Smit and Wijn (590) have pointed out that if the atomic moments

are oriented purely parallel or antiparallel to the magnetic field,

i.e., the orbital angular momentum is quenched, in first approxima-

tion, by the crystalline fields (c < 1), then

+ ML)
and = 2

whereas from equation 75

, 9 A(Afa + ML) ,oox
9 =2 (82)

(83)

From equations 81 and 82 there follows the relation

which is only equivalent to equation 80 if ML Ms, i.e. if

(g 2) <K 1. This distinction between equations 80 and 83 is im-

portant for the case of compensated ferrimagnctics (ferrimagnetism

is defined in Chapter II) in which Ms may be extremely small.

In the case of the transition element atoms or ions, the orbital

angular momentum is usually quenched, and it has become customary
to define the spectroscopic splitting factor g by equation 81 rather

than by equation 13. Then equation 20 becomes

Meff
= g[S(S + 1)]

1/2MB = [(3/c/AOC]
1 /2 = [8Clnoi]

l/V* (84)

and the spontaneous magnetization at T = 0K is

Mo = -NgSw (85)

III. Magnetism and the Chemical Bond

To this point there has been a review of the description of the

electrons on free atoms and their interaction with an external mag-
netic field. There has also been a discussion of the two principal

approaches to a quantitative description of the outer electrons of

atoms that have condensed into molecules or solids: the MO or

collective-electron approach, and tine ITL localized-electron approach.

It was pointed out that there probably is a critical distance Rc (n,l)

such that for interatomic distances K < Re (n,l), outer electrons with

quantum numbers n
t

I are best described by the MO approach,
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whereas if R > Rc(n,l), these electrons are best described by a HL
approach. The localized orbitals to be used in the HL description

are atomic orbitals that have been perturbed by the crystalline

(or ligand) fields. The simple HL theory (or valence-bond ap-

proach of Pauling) uses nonorthogonal orbitals and therefore is

applicable quantitatively only to diatomic molecules. If orthogo-

nalized atomic orbitals are used as the initial HL wave functions,

then binding can only be obtained if polar terms are included; and

failure to include polar terms leads to serious errors. This is es-

pecially true if a HL approach is used for collective electrons, in

which case the polar terms must include more than just the nearest

neighbors. The calculational difficulties associated with the inclu-

sion of polar terms for more than nearest neighbors makes the HL
approach practicable only for the case of localized (R > Rc) electrons.

The essential features of the MO, collective-electron theory follow

from the crystal structure and the Pauli exclusion principle (Fermi-
Dirac statistics). The principal assumptions of the MO approach
were emphasized. Its weaknesses are an overemphasis of polar

states because of inadequate treatment of electron correlations and

treatment of electron-phonon interactions as small perturbations

even for relatively large interatomic separations. Qualitative argu-

ments have been proposed for the principal correlations to be antici-

pated among the collective electrons. The valence-bond approach
of Pauling was seen to provide an important intuition for the electron

correlations that is suggestive for improvements to the MO approach.

In the case of localized HL electrons, a multi-electron problem is

solved for the outer atomic orbitals, so that crystal structure and the

Pauli exclusion principle determine not only the interatomic electron

correlations via couplings between neighboring atomic moments

(these couplings are discussed in Chapters II and III), but also the

intra-atomic exchange correlations and multiplet structure. The

weakness of the present ligand-field theory is the assumption of

point charges for the construction of the ligand-field potential.

Spontaneous atomic moments were claimed to occur only if local-

ized electrons are present, and expressions were developed for the

magnitudes of spontaneous atomic moments, including contribu-

tions from the collective electrons as a result of internal exchange
fields. Various contributions to the magnetic susceptibility were
also examined.
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Thus far there has been no discussion of the mechanisms of coupling

between neighboring atomic moments. For the most part these

mechanisms are indirect, the localized electrons coupling to the col-

lective electrons, the role of the collective-electron intermediaries

being determined in metals by the collective-electron correlations and

in ionic compounds by covalent terms induced by the interactions

of those overlapping orbitals from neighboring atoms that are ulti-

mately responsible for the magnitude and sign of the ligand fields.

It is just for this reason that magnetic studies can provide direct

information about the electron correlations or about the origins of

the ligand-field potentials. Therefore magnetic studies have more

profound implications than just an adequate description of the mag-
netic properties of matter.

In Chapter II those magnetic properties of solids that are due to

the presence of localized electrons are developed in a purely phe-

nomenological manner. The approach is that of the Weiss molecular

field in which the magnitude of the atomic moments and the sign of

the couplings between them are assumed given. From this starting

place, it is possible to obtain the temperature dependence of the

magnetic susceptibility and of the magnetization. It is also possible

to obtain the type of magnetic order. Since neutron diffraction

provides an experimental technique whereby the magnitude of the

atomic moments and the magnetic order can be directly determined,
it is possible to work backwards from this information, together with

temperature-dependent measurements of susceptibility and magneti-

zation, to obtain a measure of the magnitude of the individual atomic

moments and of the sign and strength of the couplings (called ex-

change integrals) between them. The first piece of information

provides a direct check of the theory for localized, HL electrons as

well as an empirical estimate of Rc for the 3d electrons, and the second

permits the observation of certain regularities for the sign of the

exchange integrals that give rise to the formulation of empirical rules.

These empirical rules can be rationalized by qualitative physical

arguments that provide a basis for understanding the origins of the

molecular fields, or exchange integrals, and their relation to bond

stabilization. Some of these rules have been relatively firmly estab-

lished by more quantitative calculations, while others will be seen

to be still speculative and the subject of considerable controversy in

the literature. In Chapter III, atomic moments and their coopera-
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live interactions for three different classes of materials are considered:

insulators and semiconductors, metals and alloys, and ionic com-

pounds with metallic-type conductivity. After a brief description of

the outer electrons, qualitative arguments are used to develop a set

of rules for the sign and relative magnitudes of the couplings between

atomic moments. This theoretical model is used to interpret mag-
netic, crystallographic, and electrical data for all typical compounds
of each class.

It should be noted that two phenomena that are important for the

theory of magnetism and that are relevant to the present discussions

are not treated at all. These phenomena are magnetic anisotropy
and magnetostriction. Also there is no discussion of the rare earth

and actinide metals or compounds, for which much of the present
discussion serves as a necessary introduction.





CHAPTER II

Types of Magnetic Order

I. Ferromagnetism

A. WEISS MOLECULAR FIELD AND HEISENBERG
EXCHANGE HAMILTONIAN

Introduction of interatomic coupling permits the possibility of a

spontaneous ordering of the atomic moments below some critical

temperature. A substance is generally called ferromagnetic if it

possesses a spontaneous magnetic moment at low temperatures.*
The saturation magnetization Mg is defined as the spontaneous mag-
netic moment per unit volume (in technical literature the saturation

flux density B = H + 47rM g ,
where H <C 47rM is the external mag-

netic field used to align the moments of the various domains, is

often used), and the critical temperature below which the spontaneous

long-range ordering occurs is called the Curie temperature Tc . How-

ever, it should be noted that weak ferromagnetism may occur in

substances where the magnetic ordering is antiferromagnetic and
that moderate ferromagnetism may occur in chemically ordered

substances with predominantly antiferromagnetic (antiparallel mo-

ments) interactions. These latter situations are distinguished from

substances with ferromagnetic (parallel moments) coupling by the

designations parasiticferromagnetism and ferrimagnetism, respectively.

For the case of ferromagnetism, i.e. all interactions favoring a

parallel alignment of the atomic moments, introduction of a simple

phenomenological coupling term has proven extremely successful for

describing several important attributes. This term is called the

Weiss molecular field Hw ,
after its inventor Pierre Weiss (655). It

is assumed that the interatomic coupling can be represented by an

* Because of domain formation, which permits minimization of internal de-

magnetizing fields at the expense of a fraction of the coupling energy, it is usually

necessary to align the moments of the various domains by an external field in

order to determine the magnitude of the spontaneous moment.
75
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effective magnetic field that acts on each atomic moment and is

proportional to the magnetization M :

Hw = WM (86)

where the proportionality constant W is called the Weiss field con-

stant or the molecular field constant.

This is the form of the Lorentz correction for magnetic coupling

of a paramagnetic solid. Consider a small sphere of radius R cut

out of the paramagnetic medium. This induces a magnetic pole

density at the surface of the sphere of co* = M -11, where n is the unit

vector normal to the surface. These poles, after integration over the

entire surface, produce a field at the center of the sphere H' that, by

spherical symmetry, has only a component along the direction of M
of magnitude

f
l

/
J-\

sin 0-RdB

= 2wM cos2
d(cos 0)

= - M
J-\ *

However, if W =
4ir/3, ferromagnetism would occur only below 1K.

To obtain an estimate of the magnitude of HU,, it is noted that the

orienting effect of the interatomic coupling is opposed by the thermal

energy associated with random motions of the moments. At the

Curie point, the ordering and disordering energy must be equal, so

that for a single atomic moment /*,

/!// kTc (87)

For iron, Tc 1000K and M & 2/z* so that Hw & 5 X 106 oe. This

field is much stronger than that produced by the magnetic moments
of all the other ions (the dipole-dipole interactions), which are only
~ (4ir/3)Af ~ 103 oe. Internal fields due to crystalline anisotropy
are generally several orders of magnitude smaller than Hw also, so

that anisotropy effects, which are neglected in this book, may be

treated as a perturbation.

Heisenberg (265) showed that the physical origin of the Weiss field

is in the quantum mechanical exchange integral. The form of the

"exchange Hamiltonian" that is generally used in the literature was
derived by Heisenberg from a Heitler-London description of the

outer electrons. Slater (584) has strongly criticized calculations that
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are based on the Heisenberg exchange Hamiltonian because the non-

orthogonality of the atomic wave functions used in the Heitler-

London approximation vitiates their use in a many-electron problem.

Van Vleck (631) was able to justify use of this expression given certain

limiting conditions, and more recently Nesbet (477) and Slater (585)

have argued that the form of the expression, which is given in equa-
tion 90, is more generally valid. It is the starting point of the

present discussion. However, the magnetic interaction is not exactly

described by equation 90, and for certain problems it may prove

necessary to use a more fundamental approach (415).

In the discussion of the hydrogen molecule, it was pointed out that

there are two energy levels, Ei corresponding to a symmetrical co-

ordinate wave function (singlet spin function) and En corresponding
to an antisymmetrical coordinate wave function (triplet spin func-

tions). If the part of the Hamiltonian labeled H' in equation 21 is

treated as a perturbation, the energies of the singlet and triplet states

are

J^ui = 2# + (1 =h a*)-
l

(J e db J e) (88)

where the plus sign is associated with the singlet state E\ and the

minus sign with the triplet state E\\ (260). EQ is the energy of an

unperturbed, free atom, of is the overlap integral of equation 23,

is the Coulomb energy, and

J e
=

u!(l)i<S(2)tf'i*,(l)tii(2) dn

is the exchange integral. It follows that the effective spin coupling

between orbits </ arid <t>t, with spin angular momenta S and S& is

equivalent to a potential energy of the form

V(lb
= -2J.A-S6 (89)

where
- a'4

)

Thus the stability of the singlet versus the triplet state depends upon
the sign of */&. If J& > 0, then the triplet state is more stable, so

that a positive exchange integral is associated with ferromagnetic

coupling. Similarly a negative exchange integral is associated with

antiferromagnetic coupling since the singlet state is stabilized by
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Jab < 0. In Chapter II the exchange integrals are treated as phe-

nomenological constants. In Chapter III the sign of the exchange

integrals is argued for several bonding situations and classes of

materials: The rules thus developed are compared with experiment.

However, some comment on the historical speculations about the sign

of Jab should be made at this point.

Early workers assumed Jab = J* 9 neglecting terms to order a2 and

higher. Heisenberg suggested that although J6 < in the hydrogen

o
cc

o

i
o
X
UJ

aFe

Gd

R/Dat

Fig. 14. Bethe's (595) curve relating the exchange energy of magnetization

to the distance R between atomic centers having a fixed diameter /)at of active

shell. This curve is now considered incorrect.

molecule, beyond some critical ratio of intcrnuclear distance to mean

radial extension of atomic orbitals the exchange integral must change

sign. This ratio was chosen empirically so as to account for the

ferromagnetism of Fe, Co, Ni. That this possibility exists is imme-

diately seen from the expression for //' in equation 21: the first two

terms are positive, the last two are negative, and all four are of the

same order of magnitude. It was Bethe (595) who provided plausible

arguments why Je might be positive in the ferromagnetic elements.

He pointed out that for a simple HL model (u\
=

</>
and U<L <t>b)

the term e*/rn would dominate the others if all the overlap between

<t>a and 4>b were concentrated in a small region away from the nuclei.

He suggested that this would be the case if < and 06 had (1) small

amplitude at their parent nuclei, (2) angular lobes pointing towards

and overlapping one another, and (3) small radial extent compared
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to the internuclear spacing R. All three of these conditions are satis-

fied by the 3d electrons of the ferromagnetic metals. From general

arguments Bethc (595) suggested that Je varied as shown in Figure

14, the negative value at small R resulting because condition (3) is

not satisfied. Subsequently the validity of Bethe's argument was

severely questioned, and it has been suggested by Van Vleck (634),

Slater (580,584), and Zener (716) that Je could never be positive, but

simply varied monotonically from a large negative value at small R
to an exponentially small negative value at large R. Four explicit

calculations of Jab have been attempted: The first, by Wohlfarth

(687), replaced the 3d wave functions by spherically averaged func-

tions, violating condition (2), and indicated that Je is always negative.

Kaplan (324) took proper account of the angular variation of the

wave functions, but made only one accurate estimate of Je ,
which

turned out to be positive for a small internuclear separation. Both

Wohlfarth and Kaplan took a' = 0. Subsequently Stuart and Mar-
shall (605) evaluated Jab and found it to be positive for all internuclear

separations, but of the order 70 times too small to account for the

experimentally determined exchange constants in iron, cobalt, and

nickel. Freeman and Watson (193) showed that the Stuart-Marshall

calculation, which assumed hydrogenic orbitals or a point-charge

model with Z = 1 in equation 1, is not applicable for atoms like iron,

cobalt, and nickel. If realistic effective ZA and ZB are taken, then

it is necessary to add to the numerator of Jab the term

J' = a' <fiHob<l>a dr + tlHtotb dr

Calculations of Jab for
a-, TT, and 6 bonding orbitals (one electron per

orbital) for a fictitious Co2 molecule were made for the unrealistic,

but previously assumed, case J' = (or Z =
1) and for the case

J' ^ 0. For the first case it was found that J09 is everywhere posi-

tive, but too small to account for ferromagnetism, and that Jrr and

Jsd were even smaller and negative at the appropriate internuclear

distance. These results do not support either of the earlier specula-

tions about the behavior of Jab as a function of internuclear separa-

tion R. In the second case (J' ^ 0) the various exchange integrals

were found to be large and negative. Although Freeman and Watson
were disturbed by this result because it did not predict ferromag-
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netism (i.e. Jab was not positive), it is to be noted that they chose

the optimum case for bonding, that is one electron per atom in the

overlapping orbitals. The qualitative arguments of Chapter III for

the sign of Jab anticipate a large, negative Jab for this case. It is

argued in Chapter III that a positive Jab should be found if there is

more than one electron per atom in the overlapping orbitals.

Nesbet (480) has pointed out that a Hamiltonian of the form of

equation 90 is the simplest scalar quantity that can be constructed

to describe two interacting spins of fixed magnitude. A satisfactory

theory for this phenomcnological equation must account for the fol-

lowing properties of the Heisenberg interaction: (1} linearity in Sa -Sfr,

(2} additivity (the coupling between atoms A and B must not inter-

fere with that between A and C), (3) dependence on total atomic

spin, not the or GJ for the individual electrons, (4) distinction between

spin coupling and covalent bonding, (J) sign and magnitude of Jaby

and (6) some indications of the limits of applicability of equation 90.

The only theoretical derivation of even equation 89 that is intended

to satisfy these criteria has been developed by Nesbet (477,479) and

his conclusions are compatible with the semiempirical postulates

(214,216,217) that arc presented in Chapter III.

Generalization of equation 89 to the many-electron system of a

crystal is given by the Heisenberg exchange Hamiltonian

//ex = -L/y//>SrS; , (90)

where /,-,-
is the effective exchange integral between atoms i and j

having total spins S, and Sy and the factor 2 is omitted because the

summation includes each pair twice. Since the exchange integral is

sensitive to orbital overlap, interactions on the same atom (intra-

atomic) or between neighboring atoms (interatomic) alone are im-

portant, except for the special case of indirect coupling via metallic

s-p electrons, which is apparently encountered in rare earth metals

and dilute transition metal alloys. This case is outside the scope of

this summary. Within an atom the orbitals are orthogonal, and for

orthogonal orbitals (a
=

0), Ja b
= J e > 0.* (In an atom the only

term in J comes from the positive term e'
2
/ri2 of q. 21.) Therefore

*Je = JpexW^M dr, where </>(r)
- / Pcx(r')|r

-
r'|- dr, pex (r) -

eu*(r)Mt(r),

and Vty(r) = J pex(r')V
2
lr
- r

f

\~
l dr 1 = -4irPcx (r). Now V-^ =

|V0| +
4>VV, so that 4*J. = -J 4&*+Tdr =

{J|V<*>|
2 dr - J./c <t>V<t>-dS} > since the

surface integral vanishes for large r.
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intraatomic exchange interactions favor a maximum (2$ + 1), which

is the physical origin of Hand's rule.

B. TEMPERATURE DEPENDENCE OF THE MAGNETIZATION
AND THE SUSCEPTIBILITY

To introduce the effect of interatomic coupling, it is only neces-

sary to replace H in equation 14 by the effective internal field

If.-
= II + Hw . This gives

M(H) = #/* = NJgpBBj[JgpB(H + WM)/kT] (91)

Since Bj(T =
0) and Bj(<x>)

=
I, equation 91 is written in the follow-

ing parametric form and solved graphically:

o
= /W) (92)

, A/off , (WMl\ Mv NkT~*~ \NkTj Mo
where

Mo s M(T = 0K) =

Comparison with equation 85 shows that J of this expression is

generally replaced by S because of the quenching of the orbital an-

gular momentum. This involves g as defined by equation 81.

The graphical solutions (with H = and therefore M = M9) are

the intersections of the two curves shown in Figure 15. From equa-
tion 15 it was shown that

Bj(y')\v>-*
= (J + l)y'/W

Therefore the decrease in M,/MQ follows a continuous curve until it

vanishes at that value of temperature Tc for which the straight line

becomes tangent to #/(//') ls/'->o, so that the Curie point is given by:

WMl
Tc

= WgnBM (J + l)/3fc
= NWgznU(J + l)/3fc (93)

For iron, MQ tt 103 emu and 103 K tt Tc 0.05TFK, so that

W tt 2000, in agreement with the estimate from equation 87. Fur-

ther, from Figure 15 it is seen that the curve for J = 1/2 gives the

best fit with experimental data. This is compatible with quenching
of the orbital angular momentum, and therefore with the replacement
of J by S (subject to the proper definition of g). In the case of iron,
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M s /M -(NkT/WMl)y'

(a)

Fig. 15. Spontaneous magnetization vs. temperature, according to Weiss

(055) theory, (a) Graphical solution. The value of M8/Mo is given by the

intersection of the two curves, (b; see facing page) Reduced-scale plot. The
solid lines represent the Weiss field theory for J = 1/2, 1. The experimental

(dashed) curves for iron and nickel fit more closely the theoretical curve for

J - 1/2. (After Bozorth (92)).

there is a fairly marked departure from the shape of the Brillouin

curve. This suggests that either the atomic moment or the Weiss-

field constant is not temperature-independent, as assumed by equa-
tion 91. A small increase with temperature in the atomic moment,
i.e. in the product gJ, would account for the discrepancy. Compari-
son of Meff and /ID for a-iron suggests such an increase.

From the Weiss field model, the relation between Jex ,
the effective

exchange integral of equation 90, and Tc for the case L = can be

derived from the fact that the energy of interaction with the Weiss

field, fjL-IIw = gSp,BHw ,
is equal to the exchange energy,

t/ex 5Ztf Si'Sy = 2zt/exS2
,
where z is the number of nearest neigh-

bors. This, together with equation 93, gives

Hw = WM, = 2zSJex/gnB = 3kT /gpB(S + 1)

J^/kTc
= 3/[2aS(S + 1)] (94)

It should be realized, however, that the Weiss field model first con-
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QUANTUM NUMBER
J00

(b)

Fig. 15 (continued)

siders the effect on a given spin of the average spin of the neighboring

atoms and then averages, whereas in the Heisenberg formulation

(St-Sy) must be considered. Therefore any relationships between

Jex and W can only be valid at T = 0K. In addition, the effects

of short-range order just above Tc are neglected. More exact quan-

tum statistics (107,496,658,715), which include short-range order

above !FC , give results for J^/kTc that are about a factor 3/2 larger.

Above the Curie temperature, the magnetic field entering the Curie

law of equation 19 is Hi, not 77, so that to account for interatomic

coupling this law must be rewritten as

M/(H + WM) = C/T (95)

Since the measured susceptibility is Xm = M/H, it follows that

Xm = M/H = C/(T - ,) Bf m CW (96)
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where, as can be verified from equations 20 and 93, 6P
= Tc in the

Weiss field theory. Equation 96 is known as the Curie-Weiss law,

and it is found to describe quite well the observed susceptibility

variation of ferromagnets in the paramagnetic region above the Curie

point. That a separate symbol 8P is used for the paramagnetic Curie

temperature and for the ferromagnetic Curie point Tc used to indicate

the actual order ^ disorder transformation temperature is due to

the fact that experimentally P is frequently found to be somewhat

greater than Tc . (The effects of short-range order above Tc are

neglected in the simple molecular-field treatment.)

Because of the decrease in M, with increasing temperature, there

is a change with temperature in the total exchange energy

wm = -jQ
M
'Hw -dw, = -JFM;

which gives rise to an extra contribution to the specific heat

Cm = dWm/dT = ^Wd(M 2
s)/dT (97)

From the curves of Figure 15, it is apparent that Cm rises to a sharp
maximum just below Tc and drops abruptly to zero for T > Tc .

Such a variation in the specific heat is characteristic of a second-order

transition.

C. COMMENTS ON THE WEISS FIELD THEORY

The Weiss field theory neglects two physical phenomena, one of

which is important at very low temperatures and the other at and

just above the Curie point. First, it is assumed that a single spin

interacts with a uniform field parallel to the net magnetization. In

reality it would be better to say that it interacts with a field that is

parallel to the magnetization of its neighbors. This permits a small

deviation of an atomic moment from alignment with its neighbor
which can continue progressively from atom to atom. If M (atomic
moments precess about M) is perpendicular to the x-y plane, it is

possible to have a small, periodic variation in the amplitude of the

x-y components of successive atomic moments without much loss in

coupling energy. This is illustrated in Figure 16. By this means
it is possible for M to be decreased by 2pB at the cost of considerably
less energy than is required for a spin flip. These sinusoidal varia-

tions in the basal-plane components of the atomic spins are called

spin waves, Since spin waves are readily excited at low temperatures,
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CONE

Fig. 16. (a) Stationary and (b) travelling spin wave on a line of atoms.

the magnetization decreases much more rapidly than follows from

the Weiss theory. Calculation of the temperature dependence ofM,

at low temperatures as a result of spin wave excitation was first

performed by Bloch (80, see also 160,495) who obtained, with the aid

of the Heisenberg exchange Hamiltonian,

M.(T) = M [l
-

(T/TB)**
-

. . .] (98)

where for a b.c.c. structure and spin S,

TB = (99)

Equation 98 is known as the Bloch T3/2 law. It is in good agreement
with experiment at very low temperatures; other phenomena begin

to appear at somewhat higher temperatures. An interesting phe-
nomenon that demonstrates the existence of spin waves is the spin

wave resonance spectrum recently observed in Permalloy films

(554,612).

At the Curie point, the Weiss theory predicts that for T > Tc ,
in

the absence of an external field, the spin order vanishes completely.

Actually there is considerable short-range order just above Tc ,
as has

been verified by neutron diffraction experiments (405,675). It is the

problem of short-range order that is tackled by the more exact quan-
tum statistics mentioned in connection with equation 94. At very

high temperatures (T )> Tc), there is no short-range order, and the

experimental curve approaches the Curie-Weiss curve asymptotically.

Theory shows that the possibility of short-range ordering lowers the
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experimental Tc for long-range order below that calculated from the

Weiss model. The discrepancy is rather small in most cases (20 to

30 for nickel), but it does introduce the distinction between 6P and

Te noted earlier. Also because Tc may be quite high, it frequently

happens that the experimental l/Xm vs. T curve does not reach the

true asymptote, so that too low a slope, and therefore too high a

Cmoi, is obtained. Care must be exercised in drawing conclusions

from the 1/x vs. T curve.

II. Antiferromagnetism, Ferrimagnetism, and
Parasitic Ferromagnetism

A. TWO-SUBLATTICE, COLLINEAR MODEL

If the exchange integral is Jab < 0, antiferromagnetic coupling

results. The simplest configuration, given Jab < 0, consists of two

sublattices such that an atom of one sublattice interacts most strongly

only with atoms of the other sublattice. The ordered configuration

then consists of ferromagnetic sublattices that are coupled antiparallel

to one another. Two situations can arise : either the moments of the

two sublattices are equal so that the net moment of the substance

is zero, or the moments of the two sublattices are unequal so that

there is a net spontaneous magnetization M8 . Substances belonging

to the first class are called antiferromagnets, substances of the second

are called ferrimagnets. As in the case of ferromagnets, there is a

second-order transformation at the order ^ disorder transition tem-

perature that is marked by anomalies in the specific heat, thermal

expansion coefficient, electrical resistivity, and magnetic suscepti-

bility. These transitions sometimes display thermal hysteresis: the

physical origins of this hysteresis, which suggests a first-order transi-

tion, are discussed in Chapter III.

Although a two-sublattice model and the concept of antiferromag-
netic order is used for the case of an antiferromagnet consisting of

identical sublattices, it should be realized that there is no long-range
order in the classical sense of a net spin on each sublattice. The net

spin of each sublattice is, on the average, zero. However, it can be

shown (528) that there is a definite sublattice correlation of the

electron spins that is detectable by neutron diffraction. It is this

correlation that justifies arguments in terms of the classical concepts.
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To calculate the temperature dependence of the magnetization 01

magnetic susceptibility of these substances, N6el (471) generalized the

concept of the Weiss molecular field. An ion of a given sublattice

interacts with neighbors belonging to the two sublattices (or in

general to the v sublattices). Interactions within and between sub-

lattices are assumed to give rise to distinct internal fields, so that the

total Weiss field acting at an atom of the ith sublattice is

Hw >
= WiM (100)

y-i

For Jij < 0, the WH < 0; and since action is equal to reaction,

Wn = WH. Since all interactions between sublattices are assumed

to be contained within the Weiss field, it follows that the magnetiza-
tion and the susceptibility of each sublattice are described by equa-
tions 91 and 95 provided the Weiss fields of equation 100 are used.

1. I'aramaynetism above the Curie Point

Substitution of equation 100 for the Weiss field in equation 95

gives the set of equations

AfiT - d\H + Z WtfM/l =
(101)

L y-i J

(To make contact with N<5el's original notation, it should be noted

that Ci = CX, Cz =
CfjL, where X + pi

=
1.) The total moment is

M = L My (102)
y=i

For the two-sublatticc model, v = 2, and elimination of the Mi from

equations 101 and 102 gives

<103 >

where C = C\ + CV The Curie constants C\ and Cz for the respec-

tive sublattices depend upon the properties of the ions in these

sublattices as given in equations 20 and 84. If there is more than one

kind of ion on a given sublattice, a suitable average is generally used.

For antiferromagnetic coupling between subiattices, Wu < 0. It is

customary in the literature to use the following definitions:

n m -Wu na = Wn n$ m W& (104)
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and then the parametric temperatures entering equation 103 are

given by
-n(2CA - <*C?

- gCj) r ,

t))

e =

SLOPED

+ a + 0)

_

(106)

(107)

(a)

CURIE LAW

1/X,,

(b)

CURIE-WEISS LAW

\

\\

(C) (d)

MOLECULAR -FIELD MODEL FOR ANTIFERROMAGNETISM

Fig. 17. Molecular field l/x vs. T curves for (a) free atoms (no interactions),

(b) ferromagnetism, (c) and (d) antiferromagnetism. (See following page for

Fig. 17(e>.)
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Schematic diagrams for typical paramagnetic behavior of ferromag-

netic, antiferromagnetic, and ferrimagnetic compounds are shown in

Figure 17. The curvature of the l/Xm vs. T curve is due to Bb .

For an antiferromagnetic material composed of two identical sub-

lattices, Ci = ft and a =
/3 so that Bb = 0. If Ob 0, equation 103

reduces to the Curie-Weiss law of equation 96. For T0, the

paramagnetic susceptibility approaches a Curie-Weiss asymptote.
In contrast to the ferromagnetic materials where 6P > 0, the asymp-
totic paramagnetic Curie point Oa for antiferromagnetic and ferri-

magnetic materials is Oa < 0, as can be seen from equation 105. This

follows directly from the negative sign for the intersublattice inter-

actions. Theoretically, the relative couplings n, a, ft can be obtained

by determining the parametric temperatures 0, 0, 6b from a plot of

l/Xm vs. T (see Fig. 17e). Attempts (118,475) have been made to do

this for several ferrimagnetic spinels, but the results are questionable

as they are quite sensitive to the ionic distributions over the tetrahe-

dral and octahedral sites. Further, how meaningful such parameters
arc in view of the known limitations of the Weiss field approximation
is also debatable. Failure to account for short-range order leads to

too high values, especially for a. The geometric relations between

the parametric temperatures and the hyperbola of equation 103 are

indicated in Figure 17e.

NEEL LAW
Fig. 17 (continued), (e) Molecular field l/Xm vs. T curves for ferrimagnetism.
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Ateonard (5) has applied the method to the ferrimagnetic garnets,

where the ionic distributions are known. He includes, to first order,

the temperature dependence of the molecular field constants,

n = no(l + yT), that was first formulated by N6el (472). The co-

efficient 7 tt 10~4
is proportional to the coefficient of thermal ex-

pansion. Then equation 103 becomes

where

l/C' =
(1
- Bmy)/C tf = e/(l + 07)

B'a/C'
=

(0 + 270?)/C YC"- = (1
-

370)7(7

and C", 0i,
2
are the experimental parameters. If the Curie constant

C is known from independent paramagnetic measurements, the pa-

rameter 7 can be obtained. In the case of the garnets, Aleonard

obtained 7, n, a, ft for the two iron sublattices by measuring 1/x
for YsFesOu and Lu3Fe6Oi2 . Since interactions between the rare

earth ions can be shown to be ^10~2 that between the two iron

sublattices, they are neglected. Therefore the molecular field con-

stants for the interactions of Y-substituted rare earths with the two

iron sublattices can be obtained from the three-sublattice expression

_ _ 1 > e '*
T + '*

where and ft'

2
are functions of the molecular field constants. In

this way he obtained for the iron-sublattice constants n =
48.4,

a = -0.51, ft
= -0.29, 7 = -1-35 X 10~4

. The molecular field

constants coupling the various rare earth ions to tetrahedral and

octahedral iron, respectively, are na t ,
n where

Gd Tb Dy Ho Er Tm Yb

2. N6el and Curie Temperatures

To determine the order ^ disorder transition temperature, which

is usually called the Nfel temperature TN in antiferromagnets, but the
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Curie temperature Tc in ferromagnets and ferrimagnets, it is only

necessary to set equal to zero the determinant for the coefficients of

the Mi of equation 101 with H = as this determines the tempera-
ture T = Tc at which the magnetization has a nontrivial solution in

zero external field. This gives an equation of the nth degree in Tc .

Since all the sublattices are tied together, only one transition tem-

perature is realized physically; this is the one corresponding to the

largest real root. Other real solutions correspond to less stable

phases. If there are no real roots, there is no two-sublattice, collinear

atomic moment configuration. For v = 2, solution of the deter-

minantal equation gives

Tc
= (n/2){[(Cia

- C2/3)
2 + 4CA] 1 '2 +O + C2/3} (108)

For an antiferromagnet with both sublattices identical, this reduces to

TN = nC"(l
-

e) (109)

where d = (72 = C" and a =
ft
= e. A measure of the relative

intrasublattice coupling c for antiferromagnets is then given by a

comparison of the ratio

\9.\/TN =
(1 + )/(!

-
e) (110)

From equation 110 it would appear that the ratio |0 |/Tjv could be

made arbitrarily large by having e sufficiently close to one. Actually
this is not the case, for the minimum-energy configuration need not

be the two-sublattice configuration that leads to equation 110. In

fact, for > ec ,
where the critical value ce < 1, a different type of

magnetic order becomes energetically more favorable. This point

has been discussed by Anderson (17) and Van Vleck (633) for several

types of chemical structures. In a body-centered-cubic (b.c.c.) array
of magnetic atoms, the two-sublattice structure, called ordering of the

first kind, is only realized if the nearest-neighbor (n.n.) interactions

predominate. If the next-near-neighbor (n.n.n.) interactions pre-

dominate, there will be ordering of the second kind. (See Figure 18

for illustrations of the different types of magnetic order.) With this

type of order, the Weiss constant Ww between the two simple-cubie

(s.c.) sublattices is Ww =
0, so that equation 101 becomes

M* = (H- 2Af ) M,6
= (H -

where i = I, 2 and the subscripts a, 6 refer to the two magnetic
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(o)

q......0._

(b)

5^

(O (d)

(e)

o

(f)

Fig. 18. Various types of collincur antiferromagnetic order found by neutron

diffraction. is plus spin and o is minus spin, (a) Face-centered first kind,

(b) face-centered third kind, (c) face-centered second kind, type I, (d) face-

centered second kind, type II, (e) face-centered fourth kind, type I, (f) face-

centered fourth kind, type II. (See following pages for Figs. 18(g)-18(q).)

sublattices into which each s.c. sublattice is decomposed. Since there

are four magnetic sublattices, each C,> = C/4. With E =
0, solu-

tion of the secular equation gives

TN = incC |0|/7V
=

(1 + c)/ (110')
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(g) (h)

(I)
I

(n)T

<

(I)

(I)

A

<J

(I)

TYPE I TYPE s

CATION (I) HAS TETRAHEDRAL, CATION (H) OCTAHEDRAL COORDINATION

Fig. 18 (continued), (g) Body-centered first kind, (h) body-centered second

kind, (i) body-centered third kind, (j) Mn2Sb-type. (Because the two sublattices

of Mn2Sb have manganese atoms of different moment, the structure is ferri-

magnetic).
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TYPE A

TYPEE

^ _>

TYPE C

TYPE 6

(m)

TYPE CE

(n) (0)

Fig. 18 (continued), (k) Corundum first kind, (1) corundum second kind,

(m) simple cubic types A, C, E, 6, and CE, (n) hexagonal type I, (o) hexagonal

type II.



TYPES OF MAGNETIC ORDER 95

TYPE I TYPE n TYPE m

(q)

Fig. 18 (continued), (p) Hexagonal (close packed) third kind, (q) ilmenites.
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The stable magnetic phase is that with the higher Curie temperature.

Comparison of equations 110 and 110' show that ec
= 1/2, where for

< c there is ordering of the first kind, but for e > ec there is ordering

of the second kind. The maximum value of |0a|/?V is 3. Body-
centered ordering of the third kind would have no contribution from

nearest neighbors and a TN = nc(7/6 were all interactions described

by only two molecular field constants. Therefore ordering of the

third kind must be indicative of at least three constants, or more than one

type of nearest-neighbor or next-nearest-neighbor interaction.

In the case of rock salt, the cations form a face-centered-cubic

(f.c.c.) array. Such an array is not compatible with a two-sublatticc

model, and there are four different types of magnetic order that can

be considered (see Fig. 18). An f.c.c. structure is compovsed of four

interpenetrating, simple-cubic (s.c.) sublattices. In ordering of the

first kind, each s.c. sublattice is ferromagnetic and MI = M2 ,

M3
= M4 so that each cation has eight antiparallel and four parallel

near neighbors. Then equation 101 becomes (all interactions as-

sumed negative)

- ne Mt\ t = 1, 2, 3, 4

with

*.= (! + 3e)nC/4 (105')

and the secular equation for H =
gives

TV =
(e
-

l)nC/4 \6a\/TN =
(1 + 3e)/(e

-
1)

Ordering of the first kind can only be stable if the next-near-neighbor

interactions are zero or positive, or if there are more than two molecular

field constants. With all interactions negative, ordering of the third

kind (sometimes called improved ordering of the first kind) is obvi-

ously more stable (see Fig. 18) since this permits 1/3 of the next-

nearest-neighbor interactions to be antiparallel without changing the

ratio of antiparallel to parallel near neighbors. This is equivalent to

reducing the next-near-neighbor contributions by 2/3, so that

TV =
(e
-

l/3)nC/4

\e.\/TN = 3(3e + l)/(3c
-

1) (110")

However, if the next-near-neighbor interaction predominates, then

the stable configuration is ordering of the second kind (see Fig. 18).
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With this configuration, there is no molecular field due to coupling

between s.c. sublattices, and equation 101 reduces to

Min
= {;(- 2nJf*) M ib

=
jfc

(H - 2nM fa)

where the subscripts a, b refer to the two magnetic sublattices into

which each of the four s.c. sublattices is decomposed. With H =
0,

the secular equation gives

TN = nC/4 \Ba \/TN =
(1 + 3c) (110"')

Comparison of equations 110" and 110"' gives ec
= 4/3, where with

< c ,
tf/ie stable configuration is ordering of the third kind. The maxi-

mum value of \6a\/TN is 5. (Where experimentally, see Table VIII,

|0|/TV > 5, there arc two types of nearest-neighbor coupling: one is

supplemented by 109 cation-anion-cation correlation superexchange,

and the other is not.) Ordering of the fourth kind is similar to ordering

of the second kind except that two of the next-near neighbors are

parallel. This reduces the Neel temperature to TN = n<7/12, so that

this type of order is only found where there is a distortion of the structure

from cubic symmetry, indicative of more than one type of near-neighbor

interaction.

The above arguments assume collinear spins. Loeb and Good-

enough (398) have pointed out that if the next-nearest-neighbor

interactions predominate in a rock salt structure, the four s.c. sub-

lattices may have spin axes that make angles with one another

without loss of exchange energy. In this case dipole-dipole inter-

actions and/or crystalline anisotropy could determine the spin con-

figuration. It was also shown (344,398) that multiaxis configurations

can be present that satisfy the minimum dipole-dipole energy, but

that these are degenerate with a collinear configuration. Removal
of the degeneracy must be due to more subtle effects, such as mag-
netostrictive energy. Experimentally there is no conclusive evidence

for a multiaxis spin configuration. However, careful measurements

(544) of NiO indicate spontaneous formation of multidomain struc-

tures that are equivalent, on a macroscopic scale, to a multiaxis spin

configuration. The ratios |0|/7V for several antiferromagnetic sub-

stances are given in Table VIII. Prediction of the type of order

requires a knowledge of the coupling parameters Wi3f or of the

exchange integrals />. Conversely, knowledge of the magnetic order

plus \Oa \/Tji provides information about these parameters.
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TABLE VIII

Illustrative Paramagnetic and Antiferromagnetic Data

Note the different types of magnetic order that occur for similar cation-

sublattice structures and the variation in TN for different cations in the same

chemical structure. (Reported Ne*el points for a given compound often vary

considerably as a result of different preparations.) For magnetic order, see Fig-

ure 18. Effective paramagnetic moment is ne tt s Meff/W = \/(8CW), and the

atomic moment in ordered state is HB * MA/MB- Hydroxide impurities, which

strongly influence magnetic data, tend to contaminate fluoride samples.
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TABLE VIII (continued)

99

Key: antifcrro., antiferromagnetic; calc., calcito; cat., cation; chalcop., chalco-

pyrite; chem., chemical; compl., complex; corund., corundum; diamag., diamag-

netic; dist., distorted; el., electron; ferri., ferrimagnetic; ferro., ferromagnetic;

hex., hexagonal; ilmen., ilmenite; mag., magnetic; met., metal; metal., metallic;

metamag., metamagnetic; mono., monoclinic; ord., ordered; ortho., ortho-

rhombic; paramag., paramagnetic; paras., parasitic; perov., perovskite; rut.,

rutile; s., simple; semicond., semiconductor; subl., sublattice; sym., symmetry;
tet., tetragonal; trans., transition; trig., trigonal; vac., vacancy; wurz., wurtzite.

(continued)
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TABLE VIII (continued)
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TABLE VIII (continued)
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TABLE VIII (continued)
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TABLE VIII (continued)

(continued)
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TABLE VIII (continued)

127 Nb2Min()9 Ord. corund. Trig. 5.88 125 2.0
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TABLE VIII (continued)

(continued
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TABLE VIII (continued)

136 Mn

137 MnaSbo.aAso.s

138 0-MnS

139 CuFeSa

140 CuO

141 CrV()4

142 FeS04

143 CoS04

144 NiSO

CuzSb

Wurtz.

Chalcop.

CuO

CrVOi

CrVOi

CrVOi

CrV04

Tet.

Tet.

Hex.

Tet.

Mono.

Ortho.

Ortho.

Ortho.

Ortho.

Fig. 180)

Fig. I8(j)

c.p.h.

Ord. f.c. tet.

b.c. mono.

6.11

1.0

TV 520-550

TN = T>

110

825

230

~50

5.20 21

3.82 37

5.65 15.5

8.5

3.2

1.5

2.2

3.0

Curie-Weiss law not obeyed. Temperature independent \m below TN.

b
Antiferromagnetic ^ ferromagnetic transition; p(ferro.) 0.7/xfl for 71K < T < 77K.

Assumes collinear spins. Multiple-axis structures may also be possible.

d Paramagnetic data unreliable because Fe2+ is unstable.

From specific heat data. Susceptibility data does not give a sharp TV.

' Ferromagnetic (111) planes are coupled antiferromagnetically.

Combination of ordering of first and third kind. Magnetic unit cell is triple the chemical unit cell in [010]

(magnetic [001]) direction.

h Antiferromagnetic order within c-axis chains at 40K, between chains at 16K.

In direction of one or the other of longest Cr-Cl bonds of Jaha-Teller-distorted interstices.

1 1 [001] (ref. (9)); < 13 from [001] (ref. (171). Parasitic ferromagnetism, nuclear magnetic resonance, and

torque curves favor _L [001] and angle between sublattice magnetization of < ir (see ref. (450)).

k No magnetic order observable down to 4.2K. (Magnetic resolution insufficient to measure paramagnetic

scattering from a single electron.) For T^Os, preliminary neutron diffraction results of Abrahams (2) indicate

MTI 0.2/10 with Corund.-(II)-type order and spins in the basal plane.

1 V-V pairing along c axis below TV.

m
Periodicity of screw is 3.5c.

m TN sensitive to impurities and marked by anomalies in x P> "o, Y

Sensitive to impurities. Chromium samples appear to full into two classes characterized by the two Neel

temperatures indicated.

Some samples exhibit a long-range modulation along the cube edge superimposed on the simple antiferromag-

netic structure with a period of approximately 28 unit cells at room temperature. Modulation has been charac-

terized as a sinusoidal variation in amplitude of resultant spin vector (no order perpendicular to this vector).
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TABLE VIII (continued)

v Perpendicular to modulation axis at room temperature, parallel to modulation axis below a T,, where

110 K<r, <155K.
i Excess Au, tet. c/a < 1

; stoichiometric or excess Mn, tet. c/a > 1.

' For T > Tt , extrapolation to0K gives ng
e

3.1, ng
h

0.7. For T < Tt, ng
e

3.3 if ng
h - 0. Tt varies

from 150K to 400K as the Rh concentration increases from 50% to 55%. First-order transition at Tt.

* Estimated from paramagnetic neutron scattering.

* Reference (261a) reports uniaxial ([100] of pseudocell) antiferromagnetisra 81.5K < T < 88.3K, parasitic

ferromagnetism due to canted spins T < 81.5K as a result of different single-ion anisotropies, thermal hysteresis

in the canted-spin ^ uniaxial-spin transition, and an H e *** 9000 oe for field-induced spin canting in the inter-

mediate temperature range.

" a obtained from temperature interval 100K < T < 700K, where the orthorhombic symmetry is

e/V2 < a < 6.

v Room temperature.

w Magnetization is decreased by application of hydrostatic pressure and by quenching; Tt is unaffected. Thermal

hysteresis of 5C at Tt and Tt shifted to lower temperatures in increasing external fields.

* "Umbrella" spin arrangement with threefold symmetry about the c axis. The c-axis component orders as

Hex. (I), the c-plane component spirals in the plane, taking six different directions along three crystallographic

axes of the plane. It was difficult to determine the magnitude of the magnetic-moment component parallel to the

c axis from powder data.

y Within each hexagonal layer, spins take on sequence t M * t along orthorhombic [100] (long axis) with the

spin axis parallel to a hexagonal [1000], or orthorhombic [010] (short axis). Between hexagonal layers the linear

Mn-Br-Br-Mn interactions are antiferromagnetic, which restricts antiferromagnetic domain growth to three of

(continued)
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the possible six orthorhornbic [100] directions that might be chosen. Order in CraSe4 qualitatively similar to that

of MnBr2.

First-order phase change at Tc. Evidence for MnP structure in MnAs in the range Te < T < 400K. Also

Tc for MnAs varies with external field.

aa Xm anomaly and phase change at Ta . T. = Ta (rei. (21)) and T. = Ta + 20C (ref. (597)) have been re-

ported.

*> If slow cooled, antiferro. ^ ferri. transition at ~480K, T e
~ 535K, paramag. ^ antiferro. at ~580K,

and TN 600K. If annealed at 493K and quenched to room temperature, the compound is ferrimagnetic for

all T < 300K.
ao Spins tilt increasingly out of basal plane as T is lowered from ~250K, reaching an angle of ~20 out of

plane at lowest temperatures.

ad Close-packed layers registered directly above one another along the c axis. Mn-Mn separations are given

by c/2 and a/V2. (Anions in between layers are somewhat displaced from the plane of their four near neighbors.)

M Ferromagnetic chains along c axis coupled antiparallel within basal plane. Evidence of change to ferromag-

netic coupling in all directions above T t
= 324K. Curie-Weiss law for T > T t gives $p = +190K, and for

T < Tt a 0K. Below 73K, x*n is temperature independent, and there is evidence of spin-pairing below this

first-order (hysteresis of 0.7K) transition.

af Close-packed layers have one-third of cations removed in a regular manner.

A spiral configuration with [230] screw axis, <t>
- 2ir/15, spins within (140), and antiferromagnetism along

e axis is reported.

h
Layer structure formed by deleting alternate (111) planes of a f.c.c. lattice. (CdClx corresponds to rock salt

with every other (111) cation plane removed.)

aha TN increases and antiferro. ^ antiferro. transition decreases in an external field.

'

Ferromagnetic close-packed layers coupled antifcrromagnetically. Analogous to Hex. (I).

*j If an external H is applied parallel to [0001], the system becomes ferromagnetic.

*k At small fields, spin axis in basal plane becomes perpendicular to II. At large fields there is a large component

along II from both sublattices.

al Puckered layers, missing 1/3 the atoms of close-packed layers, have the sequence A-B-C-A-B-C.
ar"

Noncooperative transition at TN, so that apparent Ncel temperature occurs over a temperature interval.

The c/a ratio is smaller in low-temperature phase.

Semiconductor -? metal transition occurs at 150K (cooling), at 180K (heating). The resistivity changes

through the transition by a factor of 10s. The low-temperature phase is monoclinic. A noncooperative, high

temperature transition occurs over the temperature range 110C < T < 260C.
* Corundum with cations ordered into alternate (111), or (0001), cation planes.

aP Imagine a replacement in the AlsOa structure of the Al(OOO) sublattice by Nb, the Al(M.i) and Al(i,U)

sublattices by Mi and Ms, where M = Mn or Co. Note that this gives Nb-Nb pairs across a common octahedral

face which suggests Nb +
, M"*, M*+

.

"i Sublattices Mi and Ms are antiparallel to each other. (This gives parallel ordering between Mn8
*
1
'

cations

sharing a common face, which is compatible with one-electron (M = Mn) or three-electron (M = Co) bonding.

(See eqs. 162, 163).

Moments alternate along [0001].

a> An antiferromagnetic ;-= ferromagnetic (exchange-inversion) transition occurs at Tt , where T, increases with

increasing Cr content (T, 120K for x - 0.03, T, - 385K for x = 0.2). For x = 0.02, the low-temperature

phase has been reported to be a spiral along c axis with 120 turn angle between collinear H-I-II triple layers.

However, a residual saturation moment one-third that of the high-temperature phase indicates either a more

complex spin configuration or an ordered reversal of every third II-I-II triple layer. For x = 0.03, the complex

configuration occurs in the intermediate temperature range 100K < T < 130K. At x = 0.1, the average room-

temperature atomic moments are:

jiMn(I) = 1.4 0.15MB, MMn(II) = 2.8 0.2/i* for antiferromagnetic state

MMn(l) = 1.8 0.2M , MMn(II) = 2.3 d= 0.2MB for ferrimagnetic state

where ferrimagnetic values are extrapolated from 50C. Thus the exchange-inversion transition, which changes

an antiferromagnetic Mn(II)-Mn(lI) interaction between successive (001) Mn(ll) planes into a ferromagnetic

nteraction, is accompanied by a discontinuity in the atomic moments.
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" Keffer (34 la) points out that the anisotropic superexchange of eq. 167 leads to a spiral (6 = 00) spin con-

figuration, which would have the same powder diffraction pattern as Hex. (HI), and that Hex. (HI) does not

minimize the dipolar energy.

at
Ferromagnetic (001) layers coupled antiferromagnetically. Equivalent to face-centered ordering of the third

kind, but with one half of the atoms (the Cu atoms) having zero moment.

au
Ferromagnetic (202) planes coupled antiferromagnetically. Magnetic unit cell: a = 2ao, 6 = 2fco, c = 2co.

v Face-centered sheets are stacked at don intervals in the c direction. (Magnetic cations occupy distorted

octahedra of 2
~
that share common edges to form chains parallel to c axis.)

w
Ferromagnetic sheets stacked antiferromagnetically along c axis.

*x
Single spin direction inclined at angles a = 27 =t 15, </> b

= 64 10, <fc
= 85 15, with orthorhombic

crystallographic axes.

*y A ntiferromagnetic sheets with ferromagnetic coupling between bheets along c axis.

"
Antiferromagnetic sheets, but coupling between sheets gives noncollinear, canted spin structure. The two

spin directions alternate in successive sheets along the c axis. Spin vectors lie in y-z plane at alternately clockwise

and counterclockwise angles of 25 2 from the b axis.

Antiferromagnetic-rcsonance (AFMR) experiments also provide
information about the strength of these parameters. The theory of

antiferromagnetic resonance has been given independently by Naga-

miya (461), Kittel (342,348), and Keffer (341). Since the effective

exchange fields of materials with high TN are large, millimeter-

wavelength microwaves and/or high (>105
oe) d. c. fields are gener-

ally required. Therefore early experimental work (141,207,227,623)

was confined to such weak antifcrromagnets as CuCl2-2H2O (2V =

4.3-4.7K) and CuBr2 -2H2 (TN = 5 - 6.5K). Johnson and

Nethercot (306) measured the AFMR in MnF2 (TN = 68K) with

millimeter waves and Foner (186) used pulsed high fields to observe

AFMR in MnF2 and Cr2O3 (TV = 308K). An earlier experiment

(142) on Cr2O3 used lower fields and could not reveal the whole

resonance behavior. Foner (188) has extended his techniques to

examine the system (Cr2O3)i_x(Al2O3)x. With a far-infrared spec-

trometer, Tinkham (345,617) has measured AFMR in FeF2 (TV =

79K) and in MnO (TV = 122K), and Kondoh (361) has measured

NiO (TV = 523K). Interestingly, this phenomenon has already

been incorporated into a practical device at millimeter wavelengths

(267).

The exchange constants are also obtained from expressions like

equation 94 that are derived with more sophisticated statistics (589).

3. Susceptibility of an Antiferromagnet below TN

Below TN ,
the two sublattices of a collinear antiferromagnet have

their magnetic moments aligned antiparallel. Because of the axial
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symmetry of the configuration, it is meaningful to define xn and x>
which refer to the susceptibilities for H parallel and perpendicular

to the unique axis defined by MI and M2 . From equations 103, 105,

and 109, the susceptibility at TN is

Xm(TN)
= l/n (111)

For H J_ MI, M2 below TN, the sublattice moments are each turned

by an angle <t>
from the original axis so that the magnitude of the net

moment parallel to H is M = (Mi + M2) sin tt 2Mi</> for small <.

Formation of the angle 2< between MI and M2 is resisted by the Weiss

field. At equilibrium, the magnitude of the component of the Weiss

field that opposes H is equal to H, so that for small
<t>

H tt n(

2Mi<t>
~ nM

Therefore

Xi = *.(!'*) (112)

From these simple considerations, the susceptibility is expected to

increase with decreasing temperature throughout the paramagnetic

range, reaching a maximum of l/n at TN . Below TNj Xi remains

constant whereas xn decreases smoothly to zero at T = 0K. That

Xn(0) = follows from the fact that with perfect alignment, H can

exert no torque on either MI or M2 . An analytic expression for the

smooth transition from xii(0)
= to xnCV) = XwC^v) = l/n can

be calculated by expanding M =
^Ng^jLBJBj(y

/

) in powers of H
and retaining the first-order term only. In this expression y

f

refers

to HM taken, respectively, parallel and antiparallel to H. This gives

_ Jlf+ - M- _ CA _ 3JBM)
XII

-
H

-
T-ft,A

A ~
J+l ( ^

where y'o
= MQHw/NkT. Since [see eqs. 117, 117'] B'j(yi)/T -> as

T -> and B'j(y!>)
->

(J + 1)/3J as y
f -> (or for T > TN\ this sus-

ceptibility is seen to vanish at T = and to reduce to the Curie-Weiss

Law (A = 1) for T > TN . This is known as the N6el (469,470)-Van
Vleck (630) theory. Quantum mechanical calculations for T < TN
have used the spin wave approach (18,67,287,376,463,616,718).

Whereas some of these calculations suggest that x should decrease

slightly with temperature in the range T < TN ,
Ziman (718) has

concluded that x should be temperature-independent, as predicted

by the molecular field theory. Experimental data is not definitive
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Fig. 19. Magnetic susceptibility for single crystals of (a) MnF and (b) CoF2
(after S. Foner, private communication).
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on this point since crystalline-anisotropy fields Ha ,
which are neg-

lected in the present considerations, can introduce a small (since

Ha <K Hw) temperature dependence.

The paramagnetic susceptibilities of an ideal (MnF2) and of a

nonideal (CoF2) antiferromagnet are shown in Figure 19. (Note that

the simple theory has neglected, among other things, crystalline

anisotropy. Octahedral Co2 "
1

",
unlike Mn2

+, exhibits a large crystal-

line anisotropy as a result of spin-orbit coupling.) The anisotropy

in the susceptibility below 7V permits determination of the unique

axis in single-crystal specimens. Since there always exists a mag-
netic anisotropy with respect to the structure, the measured suscep-

tibility of a polycrystalline sample, XmPl is a mean value for all the

crystallites. At T = 0K
XmM = 1x^(0) + ixn(0) lxmP(TN ) (114)

Polycrystalline antiferromagnets are characterized by a maximum at

TN in the Xm vs. T curve, as indicated schematically in Figure 17.

For a bibliography relating to experimental data on antiferromagnetic

substances, see the review articles by Lidiard (393), and Nagamiya,

Yosida, and Kubo (462). The experimental data is summarized by

Alperin and Pickart (13).

4. Temperature Dependence of the Magnetization in Ferrimagnets

Below the Curie temperature of a collinear ferrimagnet, there is a

spontaneous magnetization, just as in the ferromagnets. However,
in this case the magnetization is the vector sum of the magnetizations
of the two antiparallel sublattices and therefore has the magnitude

M8
= \Mi

-
M*\ (115)

To find the temperature dependence ofM8 ,
it is necessary to consider

the temperature dependences of MI and M2 independently. Because

Mi and Afj may have quite different temperature dependences, the

M9 vs. T curves are not restricted to a Brillouin-type shape, as is the

case for ferromagnets. This fact is illustrated schematically in Fig-

ure 20. From equations 14 and 100

Mi(T) = MotBjiW) yf = Moi(H + , WyMMNJtT (116)

where MM =
ATtJtfifte-

In order to determine the principal characteristics of the M8 vs. T
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a>$

Fig. 20. Schematic Ms vs. T curves according to the Neel theory (471).

Ms = Mi M\ is the resultant magnetization.

curve to be anticipated for various values of a and /3, Neel (47 1 )

considered the temperature dependence in two temperature regions:

just above 0K and just below Tc . These regions are chosen because

at high temperatures (in the neighborhood of the Curie point) the

Brillouin function may be approximated by the expression

Bj ,A
-

v

and at low temperatures by the expression

Bj(y") 1 - J- 1

exp (-y"/J) (y" 1)

(117)

(117')

Neel proceeded in three steps: First, he considered what regions in

the a-jft plane give the various minimum-energy configurations that

are possible at T = 0K. Second, he considered what regions in the

a-/? plane have MI > M2 just below Tc and in what regionsM2 > M\.

This knowledge, together with that from step one, defines the region

in ct-fi space for which M, = Mi M2 changes sign at a compensation

temperature TUmp, where < 2
T

com p < Tc (see, for example, Fig. 20).

Third, the temperature dependencies of Ms just above T = 0K are

considered for each of the regions of the a-& plane defined by step one.
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The results of these investigations are displayed in Figure 21 for

values of A/oi/A/w =
X//z

= 2/3, which is an appropriate possibility

for ferrospinels (X and p were defined below eq. 101).

The interaction energy of a two-sublattice structure is

W = -5 .- Jl/,-//*.-
=
-| (aM i + pM i

_ 2Mi-M,) (118)

which is a minimum for MI and M2 antiparallel. However, there are

four possible situations that are compatible with a minimum W at

T = 0K.
Case I. Tc < so that the material is always paramagnetic : If Tc ,

as given by equation 108, is set equal to zero, the boundary line

aft
= 1 is found for the boundary of this region in the a-0 plane.

Case II. A/ui = XA/ is its maximum possible value and Mot < yM',

where juA/ is its maximum possible value: Then Af 2
= XA///3 mini-

mizes W, and this is consistent provided 1 > A/V/3, or $ < X//z.

This defines the boundary CE in Figure 2 1 .

Case III. Mm = nM and A/ i < XA/: Similar to Case II, this is

compatible with a minimum W provided a < /x/X. This defines

the boundary CF in Figure 21.

Case IV. A/oi = XA/, A/o? = /*A/. This solution minimizes W in

the region bounded by FCE. Further, if the sublattices are so chosen

that X < /x and Af. > forM 8 MI > 0, then in region BCE (Case III)

Af.(0)
= A/oi

-
A/02 = XA/(1 + 1/0)

From this it follows that M.(0) ||
M i in region IISB, M.(0) ||

M02

in region USA.
At a temperature slightly below Tc a combination of equations 115,

116, and 117 gives

where F(J) > and k is the positive root of the equation

X/c
2 + (0M

-
X)fc

- M =

From equation 119 it follows that Ma changes sign along the line

defined by
(\Vk ~

M/V/c) =
which is the line

X(a + 1)
- M G3 + 1)

=
(120)
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For the case X + /*
=

1, this is the line 6
=

[see eq. 107]. It is

the line SD of Figure 21. Just below Tc , M. 1 1
MI in the region BSD,

M 8 1|
M2 in the region DSA. It follows that there should be a com-

pensation point for samples falling in region DSH of the a-fl plane.

It is convenient to consider the temperature variation of M8 just

above T = 0K for the regions ACF and BCE separately from the

region FCE. If only one sublattice is saturated, then it is apparent
that the molecular field acting on the unsaturated atoms is smaller

than that acting on the saturated atoms. From equation 117',

Bj(y") can be shown to be less sensitive to changes in T if Hw is

large. Therefore the magnetization of the unsaturated sites de-

creases with T faster than that of the saturated sites, so that M8

increases initially as T is raised from 0K if Ma is parallel to the

saturated sites (regions ACF and BSH), but decreases ifM8 is parallel

to the unsaturated sites (region ECSH). On the other hand, if both

sublattices are saturated (region FCE), the variations of Mi and M%
at T = 0K are zero, just as in the case of ferromagnets. However,

just above 0K there is a small, but finite variation. Substitution

of equation 117' into equation 115 gives the line CK of Figure 22

defined by
Xa + M = rf + X (121)

as the boundary between dM8/dT > (region FCK) and dM8/dT <
(region KCL)*
The combination of all these facts gives the schematic M8 vs. T

curves shown in Figure 21 for the various regions of the a-/3 plane.

In Figure 22 is shown the ot-fi plane for the special case X =
p,
= 0.5.

For ideal antiferromagnets a =
/3 (the line SD), so that M8

= for

all temperatures.

Those curves that do not approach T = 0K with zero slope are

not realized in nature. The N6el model is a molecular field model,
and is subject to the same criticisms as the Weiss field model for

ferromagnets. Kaplan (325) has applied spin wave theory to ferri-

magnets and worked out a Bloch T3/2
law, similar to equation 98, for

low temperatures. In this approximation Mi/Mz remains constant,

* Use is made of the fact that for p > q in F(T) - A + B + C exp (-p/T)
g/T),

) = 6 -./r

[2
6c,-/r + g] g e (small T)
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Ct-P PLANE FOR

M
sf

Fig. 22. Possible magnetization curves for X = n =
0.5, according to Ne"el

(471) collinear, molecular field model. (Along the line SD, M = for ail

temperatures.)

so that M8 can only decrease with increasing T. Moreover Smart

(588) lias shown that as a result of short-range order, ths slope of the

1/Xm vs. T curve above Tc is less steep than in the Weiss field ap-

proximation, just as for ferromagnets (see Fig. 28). The Ne*el model

is also a two-sublattice model with collinear spins. It will be shown

below that this model breaks down outside of a limited region in the

a-P plane. However, the Ne*el model has proven highly successful

in describing the 1/Xm and M8 vs. T curves of ferrospinels, magneto-

plumbitc-type oxides containing iron, and ferrogarnets, three classes

of materials currently finding important technical applications.
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Before consideration is given to the experimental data, it is of

interest to consider the connection between the Weiss field constants

used by Ne*el and the Heisenberg exchange integrals. In the non-

collinear models, the Heisenberg formalism is generally used.

5. Interaction Parameters and Exchange Integrals

The energy of an atom of moment /*, in a Weiss field Hm is equal

to the sum of the exchange interactions with its near neighbors.

Therefore from equation 90 it follows that

-Mi-H*, = -<7,-MBSrZy W^Mj = -2 y ^yS.-Sy (122)

where 2
t-7 represents the number of nearest neighbors on the jth

sublattice that interact with the fth atom. (Strictly speaking, this

relation is only correct at T = 0K because of different averaging

procedures for the Heisenberg and molecular field approaches.) Sub-

stitution of Mj = NjgnB$j into equation 122 gives

Wv = (Zii/NWv/gMA (123)

For a two-sublattice structure,

Zu/N2
= Zn/Ni and J 12

= /2i

so that

TF12
= W*i (124)

6. Effective g Factors

Since the two sublattices of a ferrimagnct have different g factors

and different moments, it might be anticipated from equation 74 that

each would resonate at a different frequency in a magnetic-resonance

experiment. However, the strong coupling between sublattices

causes them to resonate at the same frequency and in the same sense.

Therefore in place of equation 74, it is necessary to consider the pair

of coupled equations

Mi = 7<(M< X H,) (125)

where

H t
= (H ff.)e. + TPuMy + h exp (jot) (126)

and Ha is the crystalline-anisotropy field for the crystallographic easy
axis taken parallel to the applied field H = Hez ,

h exp (jut) is the

small a.c. field applied perpendicular to the unit vector e. (Demag-
netizing fields dependent on the shape of the sample are neglected for

simplicity.) Wangsness (644) has solved this problem and shown
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that to first order in (H H^/WnMKJ there is a low-frequency

mode in which the angle between MI and M2 does not vary with time

and that has the resonant frequency

TL/i -4- ATA
I

*** 1 I
* K* 2

C0r
= 7e

where

(128)

There is also a high-frequency mode (infrared for ferrospinels with

high Tc), known as the exchange mode, that has the resonant fre-

quency
r 7l72Fl2[(M1/7l) + (A/2/72)] (129)

From equation 128 it follows that
grcff

= or QO, depending upon
whether M8

= or J = 0. The compensation points forM8 and the

angular momentum J need not be the same, in which case C ff vs. T
curves have the hyperbolic form indicated in Figure 25 (b). Actually

(/off never reaches infinity as the neglected terms in higher powers of

(H IIJ/WuM, become important as J > 0.

B. EXPERIMENTAL EXAMPLES

The principal predictions of the N6el two-sublattice, collinear the-

ory of ferrimagnetism are: (1) a nonlinear behavior of the 1/Xm vs. T
curve that is specified by the parameters appearing in Figure 17;

(2} a saturation magnetization at T = 0K given by A/(0) =

|Afio Af2o|, where A/70
= N^g^B^i (if there are more than one type

of magnetic ion on a sublatticc, it is of course necessary to replace

NiSt by m NimSim) ; (3) the shape of the M8 vs. T curve, including
the possibility of a compensation point; (4) the possibility of a large

0eff in the vicinity of a compensation point; (5) two magnetic-
resonance modes; and (6) the chemical phases in which ferrimag-

netism versus antiferromagnetism can be anticipated given a negative

exchange interaction between the two sublattices. Aside from the

approximations of the molecular field approach, the limitation of the

model, as will be shown, is its inapplicability outside of specified zones

in the interaction-parameter space (the a-0 plane). The parameters
of the theory may be directly related to the Heisenberg theory, which

assumes localized atomic moments coupled through exchange in-

tegrals that depend on the overlap of nonorthogonal, atomic orbitals
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of neighboring atoms. Evaluation of these parameters is considered

in Chapter III.

The principal collinear, ferrimagnetic structures that have been

investigated to date are ferrospinels, ferrogarnets, and magneto-

plumbite-type structures containing iron. The cation-excess, nickel

arsenide Mii2- Sn also is a ferrimagnetic, two-sublattice structure

(705). Ferrimagnetism has also been observed in ordered systems:

The rock salt system (223) LixNii_xO, the perovskite system (225)

La(Ga,Mn)O3 ,
several cation-deficient nickel arsenide systems like

( ,Fe)S (53,402,473), and ( ,Cr)S (253,305,650,713), interstitial

alloys with perovskite structure like Mn4N (010), and several

corundum-ilmenite systems (4,59,97,91), 1 19,292,293,565,608).

The four interpenetrating, simple-cubic cation sublattices of the

rock salt structure and the simple-cubic sublattice of the perovskitcs

usually exhibit intrasublattice antiferromagnetic order, so that ferri-

magnetism requires preferential ordering of the nonmagnetic ion on

one of the two antiparallel sublattices. In the hexagonal, cation-

deficient NiAs and corundum structures there must be preferential

ordering into alternate (001) layers. In addition, collinear ferrimag-

netism has been observed in disordered structures whose majority

magnetic atom couples ferromagnetically with its neighbor, but whose

minority magnetic atom couples antiferromagnetically with itself.

These systems, which cannot be described by a two-sublattice

model, are exemplified by the disordered perovskite system (51,308)

La(Cr,Mn)Os and the disordered, face-centered (f.c.c.) Ni-Mn and

Co-Mn alloys (367,370,371).

The spinel structure consists of a f.c.c. anion sublattice that has

half its octahedral interstices and one-eighth of its tetrahedral inter-

stices (there are twice as many tetrahedral as octahedral interstices)

occupied by cations. For oxygen spinels, the chemical formula is

usually written: M2
+[Njr]O4 for a normal 2-3 spinel, N 3+[M2+N 3

+]04

for an inverse 2-3 spinel, where the cations in brackets are in octa-

hedral interstices, those outside of the brackets are in tetrahedral

interstices. The 2-4 spinels M2+[M2+N4
+]O4 and N4

+[Ml+]O4 are

also common. In most ferrospinels, N3+ = Fe3+ or (1 z)Fe
3+ +

a;N3
+. (Fe

2
+[Fe

2+N 4

+]O4 is also a ferrospinel.) Most ferrospinels

are inverse; however, Mn2
+, Zn2

+, and Cd2+
displace Fe3 "

1
"

from the

tetrahedral interstices. Therefore Zn?
4~Mi grFe2O4 has the partially

inverse structure



TYPES OF MAGNETIC OttDEtt 121

4 (130)

In the ferrospinels, the tetrahedral-site and octahedral-site cations

represent the two collinear, antiparallel sublattices. Therefore for

x =
0, the magnetic moments on the iron atoms cancel one another

out, and M = N r

gMHB&M, where N' is the number of molecules per

unit volume. However, as the nonmagnetic Zn*+ ion is substituted

for the magnetic ion M2
+, the magnetization increases:

(131)
x(W -

where Fe3+(3d
5
) carries a spin-only moment of 5/i/? since its 3d elec-

trons are localized, HL electrons in the oxides.

10

0.2 0.4 0.6

M2 e0
!2
u4

iO

Zn Fe2 4

Fig. 23. Saturation moment in Bohr magnetons per molecule of various mixed-

crystal ferrospinels ZnxMi-arFe204, where M = Mn, Fe, Co, (LiasFeo.t), Ni, Cu,

Mg. (After Gorter (229). Also refer Guillaud (243).)



122 MAGNETISM AND THE CHEMICAL BOND

One of the striking successes of the Ndel model was its ability to

account for the magnetization curves of the zinc-substituted ferro-

spinels shown in Figure 23, where nB = M^/N'^s is the number of

Bohr magnetons per molecule. From the intercept at x =
0, it is

theoretically possible to obtain the spectroscopic splitting factor, as

defined by equation 81. However, the discrepancies shown in Table

IX between the original measurements by Guillaud et al. (243) and

TABLE IX
Saturation Moments of Single Ferrospinels

a Quenched in N2 . Contains 0.12% by weight excessive active oxygen.
b Natural magnetite.
c Not saturated at 10,000 oe.

by Pauthenct et al. (509) and those by Gorter (228,229) and by
Wickham et al. (672) indicate differences in the number of M24"

ions

on octahedral versus tetrahedral sites as a result of different prepara-

tion procedures. In MgFe2 4 and CuFe204 the number of M2+ on

tetrahedral sites are particularly sensitive to the quenching tempera-

ture, and a completely inverse spinel is never obtained (52,128).

MnFe2 4 is sensitive to atmosphere as well as heat treatment. One

sample investigated by neutron diffraction techniques proved to be

81% normal (258).

The ideal mineral garnet has the chemical formula Mn3Al2Si3Oi2.

It is a three-sublattice structure in which the large Mn2+ ion has

twelvefold anion coordination, the smaller A13+ and Si4+ ions are in

octahedral and tetrahedral interstices of the anion sublattice.

Bertaut and Forrat (58) reported the preparation and magnetic prop-

erties of Y3Fe2Fe3Oi2 and Geller and Gilleo (205) prepared and in-
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vestigated Gd3Fe2Fe3Oi2 . Subsequently Bertaut and Pauthenet (60)

succeeded in substituting for Y the rare earth ions of comparable
radius: Pm, Sm, Eu, Gd, Tb, Dy, Ho. Er, Tm, Yb, or Lu. In these

ferrogarnets, the strong antiferromagnetic interactions are between

the two iron sublattices, and if the large ions are nonmagnetic, as

in the case of Y3Fe6Oi2, the two-sublattice model is applicable.

Magnetization curves for Y3Fe5Oi2, Er3Fe6Oi2 and Gd3Fe6Oi2 are

shown in Figure 24. If rare earth ions (with 4/ shell half or more

filled so that J = L + S) are present, their moments are more weakly

(the Curie point is determined by the Fe-Fe interactions so that it

is nearly the same for all the rare earth ferrogarnets) coupled parallel

Mrp.riF.rio,,

THEORETICAL FOR M=Y

J100
'COMP 1

""
700

Fig. 24. Spontaneous magnetization vs. temperature for three ferrogarnets.

(After Bertaut and Pauthenet (60). Theoretical curve is based on molecular

field parameters obtained by Al&mard (5).)
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Fig. 25. Magnetic data for the system Lio. 6Fe2 .s-xCr^CX. (a) Reduced mag-
netization vs. temperature. (Although only \M(T)/MQ

\

is measured, M(T)/MQ

is displayed with a sign reversal at TCOmp.) (b) Remanent induction and effective

gyromagnctic ratio for Lio.6Cri.26Fei.26O4. (See following page for Fig. 25(c).)
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900 -

(c)

Fig. 25 (continued), (c) Curie temperatures TC and compensation temperatures

Tcomp. (After Gorter (229) and van Wieringen (635).)

to the octahedral-site moments, antiparallel to the net iron moment.*
Since Gd3+

(4/
7
) has an atomic moment of 1^B at low temperatures,

the net magnetization is parallel to the rare earth moment. Because

of the weak coupling of the rare earth ions, the magnetization of the

rare earth sublattice falls off rapidly with temperature, so that just

below the Curie temperature the net magnetization is parallel to

the net iron moment. This gives rise to the compensation point of

* If Nd3+
,
with 4/ shell less than half filled, is substituted for Y3+ in Y8Fe*Oi2 ,

the net moment increases (210) since J = L S (666). Pr3+ should also have

J = L - S. Eu3+
,
with J =

0, has an excited state with J = S - L that deter-

mines the sign of the coupling. Sm3+ has g =
0, and it is necessary to go to

second order Zeeman splitting (Van Vleck temperature-independent paramag-
netism of eq. 17) to determine the sign of the moment. It changes sign, from

hat of Nd8+ to that of Gd8
+, with increasing temperature.
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Figure 24. Kr3
+(4/

u
) has a smaller atomic moment, and TComP is

lower for Er3Fe5()i2 than for Gd3Fe5Oi2 . The rare earth iron garnets

are ideal for observation of two resonant-frequency modes since Hw

is small, compensation points occur near or below 300K, and single

crystals are obtainable. Foner (187) has observed both high- and

low-field resonances in single-crystal gadolinium and erbium ferro-

garnets. The compound Y3Fe5Oi2 has proven useful in microwave

devices since the^structure docs not tolerate much variation from

stoichiometry, and magnetic-resonance losses are, among other things,

sensitive to chemical homogeneity and Fe2+ content. Limited sub-

stitutions for iron by other cations have been made with quite pre-

dictable results (15,47,95,204,411,641).

Compensation points have also been observed in spinels. Gorter

and Schulkes (230) reported the first such compound, Lio.5Cri.25Fei.25O4.

Since the compensation point of this substance is a little above room

temperature, it provides an interesting demonstration of the effect:

A small bar suspended by a string in the presence of a magnetic field

rotates 180 as it is heated by a lighted match through the compensa-
tion point. Data for the system are shown in Figure 25 and Table X.

TABLE X
Cation Distributions, Cell Edges, Curie Temperatures, Compensation

Temperatures and Saturation Moments for the System
Fei_5T.i5[Lio.a-{Fei. 5+5_a:Crx]O4

(After Gorter (229))

Cell edge, A Tc ,
C 7^comp ,

C nB - M.(0)/Ng B

* Obtained from measurements of the remarient magnetization.

However, most ferrites have more conventional M9 vs. T curves (see

Fig. 26). The excellent agreement between Noel's M8 vs. T curve
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Fig. 26. Spontaneous magnetization for several ferrospinels. (From J. Smit

and H. P. J. Wijn, Ferrites, John Wiley & Sons, Inc., New York, 1959; data

from Pauthenet (509).)
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and the measured curve for the case of MgFe2O4 has been emphasized

by Rado and Folen (536).

NiFe2_xAlxO4 is another spinel exhibiting a compensation point that

has been studied. McGuire (423) has measured gen as a function of

x at T = 196C and 10 fcMc/sec. The anomalous increase in g^t

for compositions with Tcomp
~ 106C is shown in Figure 27.

McGuire has also observed the high-frequency resonance mode in

this system.
In Figure 28 are shown the 1/Xm vs. T curves of A16onard (5) for

Y3Fe5Oi2 and GdaFesO^. The theoretical curve contains the five

molecular field constants and their temperature parameter given in

Section II-A-1. The calculated a and ft are probably too high to

be representative of the actual intrasublattice interactions since, as

mentioned before, the theory neglects the effects of short-range order

above Tc .

The compounds loosely referred to as magnetoplumbite-type are a

group of oxides having the general formulae .rBaO'yFe2O3-zM
2+O.

Four closely related, hexagonal structures have been identified

f = 10 KMc/sec

T-196 C

0.5 1.5 2.0

Fig. 27. Effective gyromagnetic ratio vs. aluminum content x in NiFe2_zAUO4.

(After McGuire (423).)
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Fig. 28. Paramagnetic susceptibilities of (a) yttrium and (b) gadolinium

ferrogarnets. Solid lines are theoretical curves based on molecular field model
and empirically determined molecular field constants. Dashed lines are experi-

mental curves indicating effects of short-range order in the neighborhood of the

Curie temperature. (After Ale*onard (5).)
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(312,663). Because of their hexagonal symmetry, their magnetic

anisotropy has properties that are useful for some technical ap-

plications. The chemical formulas are BaFei2()94, BaMl+FeieOw,

Ba2Mi+Fei2022, and Ba3M2 +Fe2404i. In most cases the Ba ion can

be partly or completely replaced by Ca, Sr, or Pb, or by La3+ (in

which case an equivalent amount of Fe3+ -> Fe2+). The Fe3+ ions

may be replaced by A13+
,
Ga3

+, or (M2+ + N4
+)/2 provided the

M2
+, N4+ ions have comparable radii. The structures consist of

closely packed oxygen ions built up of sections having alternately a

cubic and a hexagonal symmetry (102). In certain layers somo oxy-

gens are replaced by barium ions. The structures consist of cubic

spinel blocks ([111] axis parallel to c axis) coupled by either one or

two layers (hexagonal with respect to cubic blocks) containing both

oxygen and barium ions. In the single-layer coupling block (charac-

teristic of BaFe^Ojg), Fe3+ ions occupy a five-coordinated site (in the

hexagonal layers, two adjacent tetrahcdral sites share a common

face). Since this atom essentially shares a tetrahcdral site in common
with the two cubic blocks, it serves to couple the net magnetizations

of the spinel blocks parallel to one another to give rise to ferrimag-

netism. This is in contrast to the compound KFcnOn, which con-

tains identical spinel blocks, but has no Fe3+ ion in the coupling layer.

Instead it has an 2~ ion between tetrahcdral-site cations of neighbor-

ing blocks so that the net magnetizations of the ferrimagnetic blocks

are coupled aritiparallel, and antiferromagnetism results (229). Be-

tween the layers of the doublc-hexagonal-layer coupling blocks,

octahedral-site cations occur that share a common face along the c

axis with cations (would-be tctrahedral made octahedral by hexagonal

stacking of barium-oxygen layers) of adjacent spinel blocks. There-

fore they couple the net ferrimagnetic moments of the neighboring

spinel blocks parallel to one another.

These substances illustrate quite complicated structures for which
it is possible, given a knowledge of the sign and relative magnitudes
of the basic intercation coupling interactions, to predict the magnetic

order, and hence the saturation magnetization at T = 0K. Kaplan
(326) has examined the spin wave problem and shown that the zero-

point excitation so contributes to the z component of the total spin
that the magnetization predicted from the above classical arguments
is indeed correct. However, a knowledge of the cation distributions

over the occupied interstices, and hence a knowledge of site-preference
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energies, as well as a knowledge of the ionic moments in the presence

of crystalline fields, is essential for any accurate predictions.

III. Noiicollinear Configurations

A. GENERALIZED LUTT1NGER-TISZA METHOD

In the previous discussion, collinear spins were taken a priori.

This means that for antiferromagnets and ferrimagnets the antiferro-

magnetic coupling between sublattices is simply assumed to dominate

all others. This of course cannot be true if a and/or /3 approach,
or exceed, one. This fact means that the Ne*el spin configurations

and magnetization curves for most regions of the a-(l plane of Figures
21 and 22 are irrelevant. A problem of considerable interest, there-

fore, is a rigorous (all 1021
spins permitted to have variable orienta-

tions) determination of ground-state spin configurations at T 0K
given the Heisenbcrg exchange Hamiltonian of equation 90. Al-

though this problem has not been solved in general, a generalized

Luttinger-Tisza (407) method has provided rigorous solutions for a

large class of compounds (331,408).

Let Rn be a vector of the direct lattice such that

Rnv
= Rn + py v = 1, 2, . . .

, p n =
1, 2, . . .

,
N (132)

is the position of a magnetic atom. There are p spins per primitive

unit cell and Np spins in the lattice. If Sn? is the spin at position

Rn,,
the exchange energy of equation 90 is

"ex == 2^ ^ nv.m/iSnv'Sm/i

The problem is to find the set of spins that minimize //ex subject to

the constraints

Sw,-Sn,
= SJ (134)

that fix the magnitude of each spin vector. These are known as the

"strong constraints/' It is noted that a necessary, but not sufficient

condition for the validity of equation 134 is

2>lSn,,.Sn,
= LaLS? (135)

where the anv are any real, non-zero numbers. (The restrictions on
anv keep bounded the minimum of #ex subject to equation 135.)

This is called the "weak constraint." The generalized Luttinger-
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Tisza theorem states: // the solution of equation 133 subject to the single

weak constraint, equation 135, also satisfies the strong constraints of

equation 184, then the solution of the simpler weak constraint problem

is a rigorous solution of the strong constraint problem. With simple

choices of the anv ,
it happens that rigorous solutions of many physi-

cally interesting problems can be solved.

To take advantage of the translational symmetry, the variables

Snv and o?nv are transformed as

S,, = Lk exp (tk R.,)Qk, (136)

al, = Lk exp (tk.Rnr)A,(k) (137)

where the k are the rationalized, reduced reciprocal vectors of the

first Brillouin zone. Further,

Jnv.mp
= /KM(R

""
Rn) = Jnv(R-n

""
RTO)

so that, given periodic boundary conditions, the energy per primitive

unit cell is

t = E/N = Zk E,M L*(k)Qt QkM (1 38)

where

L,M(k) = - exp [tk-(IU ~ R)yv(R - R)
R.-K.

and the weak constraint is

A.(k - k')QL- QK-,
= E ^,(0)5; (140)

k,k'

With the method of Lagrange multipliers, it can be shown that is

minimized subject to equation 140 provided for all k

= X Lk' 4,(k - k ;

)Qkv (141)

where X is a constant independent of k. Substitution of equations
141 and 140 into equation 138 gives

(142)

Therefore the minimum e corresponds to the minimum X for which

solutions of equation 141 exist.

In all applications attempted thus far, an, av independent of n
has been chosen, so that A v(^ k')

= aX.k', where $k,k' is the

Kroeniger delta function. Then equations 140, 141, and 142 become
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(140')

= XPk, (141')

e = \ aSSS (142')

where Pk, = c^Qk, and <,,M (k)
= ftftL,M (k), ft = a" 1

. The proce-
dure is to find the lowest eigenvalue X of the matrices ,M (k). For a

given crystal, X = X(ft . . .
, ft,) only. However, it should be noted

that there is one matrix for each k in the first Brillouin zone. There-

fore it may be necessary to compare the minimum configurations for

each of the different k vectors.

Let k and k be values of k for which X is a minimum, with

corresponding normalized eigenstates ^ =
{\f/i . . . \f/p} and ^*, re-

spectively. Then

rO, k ^ ko

PL = W,, k = k (143)

lcf#, k = -k

are the cartesian components of Pk^, and the d satisfy

2 E; I4
2 = E, ctlSl (144)

but are otherwise arbitrary. From equations 130, 144, and the defi-

nition of Pk*, it follows that

S., = ft E< X,{C^ OXp (flio-Rn,) + <W CXP (-Zko-Rn,)] (145)

where the x t are the cartesian unit vectors. For different choices of

the d consistent with equation 144, this gives various minimum-

energy spin configurations for the weak constraint problem. There

remains to see whether there is any choice of the ft (real) and d such

that equation 145 also satisfies the strong constraints, equation 134.

If cx = c/2i, Cy
=

c/2, cz
=

0, c = c*, and
\l/v

=
\\l/ v \ exp (i<t>v\ the

weak constraints are satisfied and equation 145 becomes

Swl,
= eft |^,| {x sin (ko-Rn + ,) + y cos (k -Rn + ,)} (140)

This represents a set of p spirals, one on each sublattice j/, having

respective phases fa. It is the only configuration derivable from

equation 145 that has, to within rotations of the plane of the spins,

$*nv independent of n. With this equation, the strong constraints of

equation 134 become p equations in the p unknowns ft . . . ($p :

<#/.(& . . . ft,)
= S. v=\...p (147)

where f,(fii . . . /3P)
=

|^,|. If these equations have finite, real ft, as
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their solution, then the original strong constraint problem is solved.

Unfortunately such solutions do not always exist. In such cases it

is sometimes possible to obtain a rigorous solution by forcing, via the

/?,,,
additional degeneracy of the lowest eigenvalue, and hence addi-

tional freedom for the construction of a solution to the weak con-

straint problem.

B. THE BRAVAIS LATTICE

The Bravais lattice corresponds to the simplest case, p = 1. In

this case, all spins are equivalent. To determine whether the spins

are equivalent in any physical problem, first identify the exchange

parameters Jnm (which may be due to indirect exchange via non-

magnetic ions). Then imagine (or construct) the lattice with all

nonmagnetic atoms removed and assign the number S, to an appro-

priate magnetic site, Jnm to the line connecting magnetic sites n

and m. If the resulting picture is invariant to any translation n > m,
then the spins are equivalent.

If p =
1, then pi adds nothing since \l/i is arbitrary, the matrix L,M

being 1 X 1. In this case aquation 146 satisfies the strong constraints

for any k provided cft|^i|
= Si. Therefore it follows that: For any

Bravais lattice, the ground-state spin configuration is always a spiral

defined by the k that minimizes L(k). This conclusion can be gener-
alized to include hexagonal-close-packed elements (408).* Spiral

ground-state spin configurations were discovered theoretically by
three independent workers (327,640,706). This result implies that

whenever the spins are equivalent, the only state with non-zero total spin
is the ferromagnetic state, which is a k = "spiral," and that, except

* In the h.c.p. structure there are two atoms per primitive unit cell, and v, p
each run over two values, referring to the two different sublattices A\ and A 2 .

Since the A\ sublattice can be obtained by a translation of the /4 2 sublattice.

/ni.mi = /n2.m2 so that L\\ (k) = /^(k), from equation 139. Therefore the

Hcrmitian matrices L(k) are all of the form

(a
6\

V>* a)

which have normalized eigenvectors of the form

\ expi

and #2 0i = 7 or IT 7, where y is the phase of 6. Since this only influences

the phase angles < of equation 140, it follows that for the h.c.p. structure the

ground-state spin configuration is always a spiral.
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for quite special degenerate cases, the spins are necessarily all parallel

to one plane. An antiferromagnetic with collinear spins corresponds
to a k =

TT, where a is a translation vector between nearest neighbors.

It is impossible to have a ferrimagnetic ground state. Any experi-

mental deviations from this rule, such as parasitic ferromagnetism,
must be due to deficiencies in the energy expression. For at least

some parasitic ferromagnets, these deficiencies can be attributed to

anisotropic-exchange terms arising from spin-orbit coupling that must
be added to the pure-spin exchange Hamiltonian of equation 90.

(See Chapter III, Section I-B-6.)

For the b.c.tet. magnetic lattice of Figure 29(a), all spins are

equivalent, and the ground-state spin configuration is a spiral defined

by the k that minimizes L(k) as given by its definition plus equation
139. This leads to the following ground-state spin configurations

for the four regions of interaction-parameter space shown in Figure

29(b). (Interactions J\ and /2 are assumed negative.) In Region I,

the corner cation moments are antiparallel to the body-center cation

moments. In Region II, each simple-tetragonal sublattice is col-

linear, antiferromagnetic within itself, the spin axes of the two sub-

lattices being uncorrelated. In Region III, the positive spins on the

corner sites and the negative spins on the body-center sites spiral

along the c axis, the wavelength of the spiral decreasing continuously

with increasing Jz/Ji. The spiral configuration persists if anisotropy

energy is included. Yoshimori (706) has found that if dipolar inter-

actions are included (other anisotropy terms neglected) for the case

of MnO2 (in the rutile structure the Mn4+ atoms form a b.c.tet.

array such as shown in Figure 29 (a)), the boundary between Regions
I and III is shifted to J2/Ji = 1.19, and the wavelength corresponding
to the new boundary is about 5c. In the range 1.19 < Jz/Ji < 1.56,

the spins spiral in a plane that contains the c axis, and for Jz/Ji > 1.56

they are parallel to the c plane and spiral about the c axis. A spiral

structure of wavelength 3.5c, which occurs at Jz/Ji =
1.60, accounts

for the neutron diffraction lines (170) of Mn02 . Villain (640) has

pointed out that a spiral structure of wavelength 3.5c fits the neutron

data of Herpin and Muriel (269) for MnAu2 ,
an ordered alloy in which

the Mn atoms form a b.c.tet. array.

Similarly Kaplan (327) has shown that a b.c.c. magnetic lattice,

with /i, J2 , /3 (all negative) interaction constants corresponding to

nearest, next-nearest, and next-next-nearest neighbors, consists of
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(0)

REGION
IZ

REGION -0.5

T

-1.5-

(b)

Fig. 29. Ground-state spin configuration for b.c. tet. magnetic lattice having

Ji < (data from Yoshimori (706) and Villain (640)). Region I: Ferromagnetic
sublattices antiparallel. Region II: Antiferromagnetic sublattices uncorrelated.

Region III: Spiral sublattices antiferromagnetic. Region IV: Ferromagnetic

along c axis, antiferromagnetic within c planes.

ferromagnetic simple-cubic sublattices aligned antiparallel to one an-

other provided (1 Jt/Ji ^J*/J\) > 0, but of spiral sublattices

otherwise. However, application of the spiral configuration to the

present neutron results for b.c.c. chromium, though suggestive, is not

conclusively successful (33,255,424,563). Kaplan pointed out that

the relative reduction in energy due to spiral formation was only
10""4

,
so that consideration of exchange forces alone may
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not be adequate. It is also possible that the Heisenberg formalism

is not appropriate to this case since the atomic moment is only

^0.4/i#. Overhauser (497) has recently suggested that conduction-

electron spin-density waves introduce a spin correlation capable of

accounting for the "apparent" antiphase-domain structure (255).

Further experimental and theoretical work is required in this case.

Discussion of the rare earth metals and compounds is neglected in

this review. However, attention is called to the fact that spiral-spin

configurations have also been found in the rare earth metals. There

is also a peculiar spin configuration just below 7V in metallic Er:

The x-y components of the spin are uncorrelated, and the amplitude
of the correlated z components varies sinusoidally along the c axis.

This latter configuration can be derived from the molecular field

model if crystalline anisotropy is included in the Hamiltonian. Even

though the crystalline anisotropy is only about 10% of the exchange

fields, it has a profound effect because it is compared to the difference

in energy of two exchange-determined spin configurations of nearly

the same energy. The theoretical work for these materials has been

developed independently by Kaplan (329,330) and Elliott (160) and

later by Yosida and Miwa (709).

C. THE SPINET, LATTICE

1 . Cubic Spinels

NeePs model for ferrospinels, which has the cation spins on the

tetrahedral (A) interstices of the anion sublattice parallel to one

another and antiparallcl to all the cation spins on the octahedral (B)

interstices, is obviously correct if only a negative JAB interaction

exists. However, the introduction of "competing" interactions re-

moves the simplicity of the problem. For illustration, consider the

case of cubic symmetry with only nearest-neighbor A-B and B-B

antiferromagnetic interactions. This problem can be parametrized

by the single quantity u = 4:JnBSB/3JABSA, the energy of equation
90 becoming

. *" '

s? + 7 f '

?) (148)

where ~JA n = */^/AtS/* > 0,
A and SB are unit vectors in the spin

directions on the A and B sites, respectively, and the sums are over
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C/2 -+

Fig. 30. The cation sites in a primitive unit cell of the spinel structure. If

cubic, c = a. o = A sites;
= B sites. (Oxygen not shown.)

M B (3,4)

Fig. 31. Possible Yafet-Kittel triangular configurations for spinels with

(a) c/a < 1 and (b) c/a > 1.
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the pertinent nearest-neighbor pairs. In the Neel configuration, each

8^ .$f = 1 gives a minimum energy contribution, but each sf -sf =

+ 1 a maximum, so that the character of the ground-state spin

configuration is not obvious if u > 0.

The normalized energy for the Neel state of a ferrospinel is

(N4cl) = = 48 (ft*
-

(149)

where N is the number of primitive unit cells, each containing two A
and four R sites (see Fig. 30). Since zero energy corresponds to a

completely disordered state, the Nel configuration cannot be the

ground state for u > 8/3. In 1952 Yafet and Kittel (698) pointed

out that a
"
triangular" configuration becomes more stable than the

Neel configuration for u > 1. The Yafet-Kittel (YK) theory is

based on the assumption that the spin configuration can be divided

into six sublattices instead of two, so that there are six (not 1021
)

independent spin directions allowed in the crystal, one for each set

8/o

(4J BB S B)/(3JAB S A )

6 8 10 12 14

-20

-40

-60

-80

Fig. 32. Normalized energy vs. relative interaction strengths for three spin

configurations in cubic spinels. (A-A interactions neglected.) The lower bound

represents the minimum energy over the weak constraint. (After Kaplan,

Dwight, Lyons and Menyuk (331).)
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of equivalent magnetic sites. Possible triangular configurations are

shown in Figure 31. Each fi-site spin is seen to make an angle <t>

with the 4-spin axis so that the normalized energy becomes

c(YK) =
48((ii/4) cos 20 + (u/S)

- cos 0) = -24/ii
- Qu (150)

since cos <
= 1/u minimizes e(YK). For u > 0, e(YK) < (Neel) if

u > 1, as is shown in Figure 32. The Yafet-Kittel solution for u < 1

is the Neel configuration since cos < 1.

Subsequently Anderson (19) removed the six-sublattice assumption
in a consideration of the case JAB = 0. He showed that in this case

there is no long-range ordering of the B-cation spins as a result of

exchange forces alone. He then reasoned that if JAB ^ 0, there

should be a short-range
"
triangular" ordering, but no long-range

order of the spin components perpendicular to the net spin. How-

ever, Kaplan (327,328) has recently shown that the YK configuration

does not minimize equation 148 for any value of u if JAB > 0. From
a consideration of local stability of the configuration, he was able to

show that the Neel configuration is locally stable for u < UQ 8/9,

and unstable for u > T/O . He was later able to show (408) rigorously,

with the aid of the generalized Luttinger-Tisza (GLT) formalism,

that the Neel configuration is the true ground state whenever it is

locally stable. Although the convergence of his perturbation series

for u > UQ is still in doubt, his calculations (328) strongly suggest
that in the ground state all the components of the spin have a definite

long-range order, at least for small u UQ . With the aid of the GLT
formalism, he has been able to show (408) that there exists a class

of spin configurations described by

Sn,
= sin 4>v {\ sin (k-Rnl, + y v) + y cos (k*R, + 7,)}

+ cos 0, (151)

where <, 7,, and k = ki are cone angles, phase angles, and wave
numbers that are given by Figure 33, that these configurations ap-

proach the N6el configuration (i.e. ki k ) as u > UQ from u > UQ,

and that the values of y v and < for small u u agree with the

perturbation results. The normalized energy of this "magnetic-

spiral" configuration is also shown in Figure 32. Although it has

not yet been possible to prove that the magnetic spiral configuration
is the true ground state for cubic spinels with u > MO, these results

suggest that it may be for u < u < u\, where Wi ^ 1.3. At least
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the configuration has been found to be locally stable for UQ < u < u\ }

and unstable for u > u\. Unfortunately no experimental example
of such a magnetic spiral has yet been found. The compound
MnCr2 4 represents a cubic spinel with u > UQ, but the value of the

magnetization implies that u > u\ in MnCr2O4. The neutron dif-

fraction pattern (125) has principal peaks that can be accounted for

Fig. 33. Parameters of the magnetic-spiral configuration as a function of the

relative interaction strengths for cubic spinels. (A-A interactions neglected and

JAB < 0). (After Kaplan, Dwight, Lyons, and Menyuk (331).)
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by equation 151, which is indicative that this is the ground state for

u < u\ and that this configuration is not strongly modified for

(u MI) > small. These results are also significant for much of

the available magnetization data on cubic spinels containing little

or no iron as they demonstrate that the several previous attempts to

correlate the data with YK angles arc not applicable even though
differential susceptibility at high magnetic fields and low tempera-
tures (295) indicates noncollinear, ferrimagnetic spin configurations

(see Fig. 34). Since the most favorable spiral configuration possible

has been obtained, the results also indicate that the true ground state

is quite complex.

560

520

+

240

E 200
0)

160

120

80

40

Mn
0.8

Fe
0.2 [

Mn
0.2

Fe
1.s] 4

77"K_

Mn[Cr2]04
4.2 K-

4.2K-

I I

20 40 60 80 100

H (kilo-oersteds)

120 140

Fig. 34. Spontaneous magnetization vs. applied field for several spinels.

Saturation attained by // = 20 kilo-oersteds for sample with collinear spins,

top curve, but not attained by 140 kilo -oersteds for samples with noncollinear

spins. (After pulsed-ficld data of Jacobs (295).)
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At temperatures just below Tc ,
the molecular field energy

143

is used in place of equation 133. Thus the Weiss molecular field to

be used in equation 91 is Hw oc
m|l J^^S,,, so that for H = and

high temperatures
Aoj/ ==

2-rfW/* / nv,mit&p

where the parameter X oc Te . The Fourier transformation (eq. 136)

together with equation 139 reduces this eigenvalue equation to

For a cubic spinel, the lowest eigenvalue X corresponds to a N6el

configuration if u < 2.2, to a simple antiferromagnetic spiral if

u > 2.2 (331,409). This means that even though the ground state

at T = 0K may be complex, the configuration just below the

magnetic-ordering temperature is collinear (provided u < 2.2). This

has been directly verified for MnCr2 4 (1.4 < u < 1.7) (see Table

XI) (125), and there is evidence for an antiferromagnetic region above

Tc in Mn 3()4 (similar results are obtained for tetragonal spinels).

2. Tetragonal Spinels

Distortions from cubic to tetragonal symmetry are commonly en-

countered in spinels. These distortions require the introduction of

Fig. 35. Exchange interactions in the spinel structure.
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four exchange parameters (A-A interactions neglected as before) as in-

dicated in Figure 35. If the average A-R interaction (2./.iu + ./'i/*)/3

is negative (i.e. antiferromagnetic), the ground state problem is com-

pletely parametrized by the quantities

\ + J f

Aii)$A ^ = J'm*/(Jan + J'nu)U = 2(JBB + J*n)l

W^JAB/VJAB + JAH) (l-
r
>2)

It is convenient to consider the ground-state spin configurations for

various regions of u-v-w space, just as was done for the a-0 plane in

the N6el, collincar model. The region u > and < v < 1 repre-

sents negative (antiferromagnetic) B-B interactions. The region

< w < 1 represents negative JAB and w > 1 represents ferromag-

netic coupling roughly parallel to the unique axis. Cubic spinels lie

on the line v = 1/2, w 1/3.

In Figure 36 are shown the regions in u-v-w space for which various

w

Fig. 36. Regions of u-v-w space (see equation 152) in which (a) Ncel and

(b) Yafct-Kit tel configurations are stable. Region of (a) enclosed by dashed

lines represents Ne*el region according to six-sublattice theory of Yafct and
Kittel. Numbers in brackets indicate directions in k space for which Neel con-

figuration becomes unstable. (After Kaplan, Dwight, Lyons and Mcriyuk (331).)
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spin configurations are known to be stable. In the Nel and YK
regions, the N6el and YK configurations have been shown to be

locally stable. As in the case of the N6el configuration, Lyons and

Kaplan (408) have shown that if the YK configurations of Figure 31

are locally stable, then by the GLT method they are rigorously the

ground state. An interesting feature of the calculations is that as one

moves up along the boundary of the Neel region in the v = 1/2 plane

(see Fig. 37) from the point u = 8/9, w = I /3, the direction of the

destabilizing k vector changes continuously from that of k for the

cubic case. This means that k vectors in directions possessing no

particular symmetry may be those for which the Neel configuration

first breaks down. The YK region to the right of the cubic line cor-

responds to a distortion with c/a < 1 and a spin configuration as

shown in Figure 31 (a) with cos <t>
= (2uv)"

1
. The tetragonal sym-

metry of the configuration is obvious. The triangular configuration

for the YK region on the plane v = corresponding to c/a > 1 is

shown in Figure 31(b). It has cos
<t>
= u~ l

.

Outside of the N6el and YK regions, the ground-state spin con-

figuration has been obtained rigorously, by means of the GLT method,

YK(C/0>1)

\u
(b)

Fig. 36 (continued)
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Fig. 37. Boundary curves for v = 1/2; k in [001] for AC and GJ, [110] for

BCD, [111] for (////, [201] for EF, and continuously varying in direction for

DE and FG. The circled points represent all-k calculations. (After Kaplan,

Dwight, Lyons, and Menyuk (331).)

for only a limited region of the parameter space. In the region

labeled FS, the ground state is a ferrimagnetic spiral, defined by
equation 151 with k along the c axis. The ground state in the region

AS is an antiferromagnetic spiral with cos </>
=

0, k again being in

the [001] direction. The spiral parameters < y,, and |k| are definite

functions of u, v, w in these regions.

For the purpose of illustration, consider the particular spiral shown
in Figure 38. The cone angles are all ir/2, so that there is no net

atomic moment (antiferromagnetic spiral). The phases are yi = 0,

y2 = IT, y3
= y4 = 7r/2, y6

= ye = ir/2, and the k vector is in the

[001] direction with wavelength X =
2*-/|k|

=
3c/2, where c is the

dimension along the c axis of the tetragonal unit cell. Each A-cation
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spin is exactly antiparallel to every one of its vertical B neighbors,

so that at u = and w =
1, e(spiral)

=
c(Ne*el). If u = and

w > 1, so that JAB becomes ferromagnetic, the horizontal A-B inter-

actions favor the spiral over the Ne*el configuration. Similarly, if u
is increased in the w = I plane and v > 0, the vertical A-B interac-

tions and the horizontal B-B interactions contribute equally to

e(spiral) and e(Neel), but the vertical B-B interactions favor the

spiral over the N6cl configuration. Thus the "roof" of the Ne*el

region must slope down with increasing u and v > 0, as shown in

Figure 36 (a). The rigorous ground state in the region AS is different

from this spiral, but approaches it continuously as the boundary line

u =
0, w 1 is approached.

Experimentally a YK configuration of the type shown in Figure
31 (a) has been found by Prince (531) and unambiguously verified by
Nathans, Pickart, and Miller (465) in neutron diffraction experiments
on tetragonal (c/a < 1) CuCr204. The fact that the YK region is

confined to w < 1/2 indicates that in CuCr2 (.)4 both JAB and JAB are

negative and that \JAB\ > |t/ia|/2. The significance of this fact is

discussed in Chapter III where an attempt is made to correlate the

ifp-r

^

[001]

ANTIFERROMAGNETIC SPIN CONFIGURATION [OOl]

Fig. 38. Antiferromagnetic-spiral configuration with k
|| [001]. (After Kaplan.

Dwight, Lyons, and Menyuk (331).)
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origins of the tetragonal distortions and the sign and relative magni-

tudes of the exchange parameters with ordering of the Cu2+ outer

electrons.

This work is being extended to include effects of A-A interactions.

Since these interactions are small, the general conclusions presented

above are not significantly altered. However, it might be noted that

the A-A interactions do not increase the roof w = 1/2 of the YK
region found where v > 1/2.

D. PARASITIC FERROMAGNETISM

Many antiferromagnetic materials at T < TV display a magneti-
zation a in high external fields H that varies as

er = (ro + XaH (153)

where x is the antiferromagnetic susceptibility. The constant crQ is

weak (10"
1 to 10~5 times the sublattice magnetization). It is called

parasitic ferromagnetism. Such ferromagnetism could be due to

ferromagnetic impurities or to preferential vacancy ordering, but

such mechanisms are not capable of accounting for all of the experi-

mental data. Dzialoshinsky (102) noted that for several of these

substances there is a strong dependence of their properties on the

magnetic symmetry of the crystal. He then proceeded to show how
the parasitic ferromagnetism of many antiferromagnets can be ac-

counted for by noncollincar molecular fields that cant the two anti-

parallel sublattices. If both sublattices are canted in the same direc-

tion, a net magnetization develops in that direction. However, if

the symmetry of the crystal is such that the canting of the atomic

moments cancel one another out, no parasitic magnetization develops.

Such a concept suggests the possibility of piezomagnetism (161) in

some antiferromagnets, an external stress introducing noncollincar

molecular fields via magnetoelastic coupling. The first experimental
confirmation of piezomagnetism was reported by Boravik-Romanov

(87) in single crystals of CoF2 and MnF2 . The origin of anisotropic

exchange forces is discussed in Chapter III, Section I-B-0. Canted

spin arrangements may also reflect noncollinear, crystalline-aniso-

tropy fields such as may be encountered in orthorhombic perovskites,
where the octahedral interstices are "puckered.

"
(See Chapter III,

Section I-F-2(e).)
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IV. Neutron Diffraction Data

An important modern tool for the direct observation of spin con-

figurations is neutron diffraction. Because the neutron is a neutral

particle that carries a magnetic moment, it is primarily scattered by
only the atomic nucleus and electrons with unpaired spins. Halpern
and Johnson (247) have shown that the differential scattering cross

section of an atom, including both nuclear and magnetic scattering, is

da = 62 + 26pq-A + pV (154)

where X is a unit vector in the direction of polarization of the incident

neutron, b and p are the nuclear and magnetic scattering amplitudes,
and q is the magnetic interaction vector defined by

q = (c-K)
- K q*

= 1 - (-K)2
(155)

where K is a unit vector in the direction of the atomic magnetic mo-
ment and c is a unit vector in the direction perpendicular to the effec-

tive "reflecting" planes. For unpolarized neutron beams, qX =
and the effective scattered intensity structure factor for a unit cell is

F2 = FLci + flVL. (156)

where

'

rnucn
=

Xmag/
\
-
\ exp 2<jri(hx/OQ + ky/bQ

,y,z IPJ
exp (-2TF)

Here h, fc,
I are the Miller indices appropriate to e; Oo, bo, Co are the

dimensions of the crystallographic unit cell; and x, y, z are the Car-

tesian coordinates of the scattering center. W is the Debye-Waller
factor and p oc Sf, where S is the net atomic spin and /is an amplitude
form factor. Thus given a knowledge of the crystalline structure and

of the variation of / with (sin 0)/X, where X ^ 1 A is the wavelength
of monochromatized incident neutrons, it is possible to obtain the

magnitude of the atomic moments, the spin configuration, and (at

least in single-crystal specimens) the direction of the spin configura-

tion relative to the crystallographic axes (32). It should be realized

that the spin-configuration determination is rarely unique since it is

derived by trial and error. However, it is usually possible to find a

single satisfactory solution from among the more obvious possibilities.

The spin configurations that have been directly obtained by neutron

diffraction are listed in Tables VIII and XI.





CHAPTER III

Atomic Moments and Their Interactions

I. Insulators and Semiconductors

A. DESCRIPTION OF OUTER ELECTRONS

As was pointed out in Chapter I, outer s and p electrons are best

described by a MO approach. In the case of insulators and semi-

conductors, the s-p bands arc split by discrete energy gaps, and
stoichiometric samples have their Fermi level within such a gap.
Bands below EF are completely filled

;
bands above EF are completely

empty at T = 0K. In the simpler structures, such as the diamond
structure of Ge-type compounds or ionic structures like rock salt,

corundum, zinc blende, or wurtzite, the compound contains two

sublattices that are distinguishable by symmetry and/or atom occu-

pation. This means that there are two atoms per unit cell, so that

the s and p bands are split in two. If the splitting is larger than the

separation between s and p levels, there is an effective energy gap
Ef between the bottom of the upper s band and the top of the lower

p band. In some of the heavier compounds, like PbSe, there is

little mixing of s and p states, and the energy gap of interest is be-

tween the bottom of the upper p band and the top of a lower p band
that is overlapped to a greater or lesser extent by the upper s band

(sec Fig. 39).

From equation 46 it is possible to derive a necessary condition for

semiconductor or insulator properties: The Fermi level may lie within

an energy gap if the number of electrons per atom (only atoms whose

orbitals participate in band formation are counted) isn^i 2(21 + l)/v,

where I is the angular momentum of the atomic orbitals participating in

partially filled bands, v is the number of atoms per primitive unit cell
9

and n is an integer. (Perturbation mixtures from higher states do not

change the number of states in the band.) Thus if s and p states

are admixed (d and / electrons neglected), a compound may be a

semiconductor or insulator if the number of electrons per atom is

157
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Fig. 39. Energy-band splittings for some typical semiconductors, (a) Zinc-

blende, s and p states mixed, (b) Fluorite (Mg2Sn has n =
1, CaF<2 has n =

2).

(c) Rock salt for case where s and p states do not mix appreciably.

For zinc blende with v = 2, the compound may be a semi-

conductor if n = 1 and there are four s p electrons per atom; for

fluorite with v = 3, the compound may be a semiconductor if n = 1

or 2 and there are 8/3 or 16/3 electrons per atom. (Some cations

may have s- p states that are unstable relative to the bonding s-p
bands so that their orbitals do not participate in band formation
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although they donate electrons to the bonding s-p bands. This

situation is believed to be illustrated by Li3Bi where one-third of the

Li+ cations occupy octahedral Bi interstices of a fluorite Li2Bi matrix.

The octahedral Li atoms are farther from the anions than the tetra-

hedral Li and therefore polarize the anion sublattice consider-

ably less. Formally the compound might better be designated
Li+ [Li2Bi]~~; and with 8/3 electrons per atom of the fluorite sublattice,

the compound is a semiconductor.) In some heavier compounds
like PbSe, there is little mixing of s-p states, so that only p states

(/
=

1) can be considered in the rule: i.e. the rock salt structure

(v
=

2) is a semiconductor if the number of p electrons per atom is 3.

[Although compounds with the Cf

33 structure, such as Bi'2Te3 ,
are

apparent exceptions to this rule, the semiconducting properties are

probably due to a trapping of the "extra" p electrons into three-

electron Tc-Tc bonds along the cleavage planes.] The splitting of

the bands is larger the greater the difference in the electron potentials

of the two sublattices. A large clectronegativity difference between

the two sublattices and a small cation/anion size ratio contributes to

large splitting, insulators have a large E%
n

. With a large electro-

negativity difference between sublattices, the outer s and p electrons

are primarily associated with the anion sublattice whereas the unoc-

cupied s-p states arc primarily associated with the cation sublattice.

If the cation/anion size ratio is small, the hole mobility is high; but

if the ratio is large, the hole mobility is smaller as the ariion-anion

interactions are weaker.

If the cations of such a semiconducting or insulating material

also possess outer d or / electrons, these electrons may be described

by a MO, a "polarou," or a HL approach depending upon the cation-

-cation separation K < R c ,
R tt Re ,

or R > R c . The Fermi surface

KF falls in the s-p energy gap between occupied and unoccupied d

or / levels (see Fig. 40).

It was pointed out in Chapter I that the / electrons are always best

described by a HL approach, but that the d electrons may be de-

scribed by cither a collective or a localized model, depending upon
the situation. If a collective description is appropriate for some of

the d orbitals and the corresponding d states are only partially occu-

pied, the compound is metallic (or has a small activation energy for

electron transport if R tt R c and there is an integral number of d

electrons per atom) unless the cations themselves form a two-
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Fig. 40. Schematic energy-level diagrams for two types of ionic compound.

(a) An insulator, (b) A metal.

sublattice structure such that the d bands are split in two and the

number of d electrons just fills a subband. In primarily ionic com-

pounds with R tt R cy ligand-field splittings may exceed the width of

the collective d subbands. Metallic conductivity may also be

quenched by electron ordering into homopolar cation- -cation bonds

(see Chapter III, Section II). This section is concerned with insu-

lating or semiconducting transition metal compounds for which a HL
description of the d electrons is appropriate.

1. Evidence from Electrical Properties

Evidence from electrical properties in support of the HL d electrons

among transition metal oxides (TiO, Ti2 3 , VO, V^Os, and V(>2 ex-

cepted) has been summarized by Jonker and Van Houten (309).

They point out that the stoichiometric oxides, excluding the noted

exceptions, are all insulators. Further, there is a linear variation

of In a vs. In #, where a = nep is the electrical conductivity and x is

a measure of the impurity content or lack of stoichiometry. These

plots, together with Seebeck voltage data, indicate that the donor

or acceptor levels associated with impurity-neighbor cations have

ionization energies ,$,0.04 eV, so that the number of mobile extra or

missing d electrons n is directly calculable from the oxygen and/or

impurity content. Since a appears to vary as a = <7 exp ( g/fc!F),

this means that the mobility varies as /x
=

juo exp (q/kT) and that
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Mo and q can be obtained from measurements of a vs. T. The experi-

mental q is the same for polycrystalline and single-crystal samples.

Therefore q represents an activation energy for a localized electron to

jump from a low-valence cation to a high-valence cation; it does not

represent a grain-boundary effect or an energy gap between a donor

(or acceptor) level and a conduction band. The activation energy

q = 0.1 toO.SeV is relatively high near stoichiometry, but rapidly

drops off to a nearly constant value with increasing impurity concen-

tration. This drop-off is due to a change from intrinsic to extrinsic

conduction. Near stoichiometry, where there is an integral number
of electrons per cation, q contains two terms: the energy required to

create a separated hole-electron pair (Mott's localization mechanism)
and the energy associated with relaxation of the crystal about a

cation of abnormal valence (Landau trapping (384,455)). In the

extrinsic region, where the electron/cation ratio is nonintegral, it is

not necessary to create separated hole-electron pairs for conduction,

and q contains only the Landau-trapping energy. (Yamashita and

Kurosawa (701) discuss the HL treatment for the conducting elec-

trons given Landau trapping the principal reason for d-electron

localization.) Ileikes and Johnston (263) have shown that with

localization due to Landau trapping, the mobility is given by

2
,1 e ^v
(157)

where q is related to the "trapping," a is the closest cation- -cation

separation, and VQ is the jump frequency. This expression fits the

data as well as the empirically derived relation /*
= MO exp ( q/kT).

It is found that M = 10~3 to 10~5 cm2
/V-sec for cation-anion-cation

hopping (transfer of eg electrons between octahedral-site cations)

and M = 0.1 to 10 cm2
/V-sec for cation-cation hopping (transfer of

kg electrons between octahedral-site cations). Materials of the first

type are called low-mobility semiconductors. Material of the second

type are intermediate-mobility semiconductors if R > Rc,
are metallic

if R < Rc . The jump frequency *> is sensitive to q and varies be-

tween 1011 to 1014 sec"1 for different materials. In mixed systems,

only one VQ is found for electrons, one for holes. Since lattice vibra-

tions have v ^ 10 13 sec"1

,
the electron jumps appear to be induced by

vibrations that bring the neighboring cations closer together. Fi-

nally, the Seebeck voltage is given by
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a = (an(rn + ap(Tp)/(<rn + ffp) (158)

<rn = ne/un, <rp
=

an = --
{A n

-
Ep/kT], ap = -

{A p + (Eg + EF)/kT}
e &

where n and p are the electron and hole densities, /*n and MP are the

electron and hole mobilities, Ep and Eg are referred to the energy of

the high-valence-state cation (or bottom of the conduction band)
and Eg is the energy required to create a separated hole-electron pair

(or is the energy gap between conduction and valence bands).

A n and A p are transport parameters of order unity. For an extrinsic

semiconductor (p tt and n equals the number of high-valence

cations),

Ep/kT = In Q

n __ ((N n)/n for HL electrons
W ""

\2(2irm*kT/h*yi* for MO electrons

N is the number of transition metal atoms per cm 3
. For high-

mobility semiconductors like PbS, in which outer s-p (MO) electrons

are the charge carriers, m* = 0.1 to 1.0 and the effective value of N
is N K 10 19 cm~3

. For oxides, m* tt 100 if the MO description is

used, and N tt 10 22 cm~3
,
which is the number of transition metal

ions per cm3
, indicating a band width ,< kT. These facts, together

with the magnetic data, support a HL description for the outer d

electrons in most insulating and semiconducting transition metal

compounds. (The fact that q does not contribute to the Seebeck

effect renders the low-mobility semiconductors impractical for ther-

moelectric applications. For a partially filled band due to R < Rc ,

the Seebeck coefficient varies linearly with the temperature (455a):

2. Evidence from Magnetic Properties

The principal magnetic property in support of the HL description

of the d electrons in these materials is the magnitude of the individual

atomic moments. The magnitudes of n e! t and n that are predicted

from equations 84 and 85 require only a small c in the factor g = 2 + e,

and this can be attributed to the influence of incompletely quenched
orbital angular momenta. However, it must be remembered that

spin quenching by large ligand fields can occur as illustrated in Table

VII.
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3. Site-Preference Energies

Finally, a ITL description is supported by the fact that site-pref-

erence stabilizations can be estimated qualitatively with a localized-

electron model. There are five energies that must be considered in a

calculation of electronic energy levels: ionization potentials or elec-

tron affinities of the constituent ions, Madelung energies, polariza-

tion energies, ligand-field stabilizations, and elastic energies. The
first two energies are the largest, being of the order of 10 to 50 eV.

Ionization potentials are listed by linkelnburg and Humbach (177),

and Madelung energies for different crystal structures are given in a

review by Waddington (643). It is difficult, however, to obtain a

satisfactory estimate of the polarization and elastic energies.

In a comparison of the energies for octahedral versus tetrahedral

occupancy, the ionization potentials cancel out and differences in

Madelung energy are small, so that polarization and ligand-field

stabilizations are important. In the case of spinels, the Madelung

energy (144,638) is a function of the structural u parameter for the

spinel lattice.* (In a cubic spinel, the occupied tetrahedral sublattice

forms a diamond structure whose cubic cell edge a equals that for the

spinel. The spinel u parameter is defined by setting ua equal to

the distance from an (001) cation plane of the diamond sublattice

to the next-near-neighbor (001) anion plane.) The critical u param-
eter above which Madelung energies stabilize a normal 2-3 spinel,

below which an inverse 2-3 spinel, is uc
= 0.379. For ideal close

packing of the anion sublattice, u = 3/8. However, in most spinels

u > 3/8, a random distribution of cations giving u = 0.382. The

Madelung energy contribution to the B-site-preference energy in

spinels turns out to be ~30(Zi Z2)kcal/mole, where Zi and Z2 are

the charges on the two cations under comparison. It is difficult to

obtain a quantitative value for the difference in polarization energy
between octahedral and tetrahedral sites. Two contributions can be

distinguished: one due to coordinate covalence via empty cation d

states, the other via empty cation s-p states. The first contribution

adds to the ligand-field splittings and removes the conservation of

energy of the degenerate level in the splitting because the eg and llg

states do not participate equally in the polarization effects. Al-

though the nonconservation of energy introduces large uncertainties

* Interaction of anion polarization with the Madelung potential is also impor-
tant (591), but is neglected.
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into any quantitative estimate of ligand-ficld effects, a reasonable

qualitative estimate of the ligand-field stabilizations is obtained with

a point-charge model and the measured splittings obtained from spec-

troscopic data (156,421). For trivalent and divalent cations in an

oxygen lattice, Dq^t & 1800 cm~~ l and 1200 cm" 1

, respectively, if there

are no eg electrons, D# ct ^ 1400 cm" 1 and 750 cm"1 < Dqoci < 1000

cm""1

, respectively, if there are two eg electrons. Jahn-Teller stabili-

zations give AD<?oct ~ 300 cm"1
if an odd eg electron is present. A

point-charge model gives Dqwi = 4D</oct/9 for the relative ligand-field

splittings at tetrahedral and octahedral sites. The ligand-field sta-

bilizations follow immediately from Figures 10 and 11. This contri-

bution amounts to ^45 kcal/gaw for Cr3
+, which is the reason that

Cr3+ is almost never found in a tetrahedral interstice.

The significance of this contribution to site-preference energies

was first pointed out by Goodenough and Loeb (222), who showed

that from such qualitative considerations it is possible to account

for most of the observed cation distributions over tetrahedral (A)

and octahedral (B) sublatticcs of the spinels. They also emphasized
that the remaining portion of the polarization energy, which depends

upon the relative stability of (sp
3
) versus p

3 coordinate covalence, is

important; for cations with full, or half-filled, outer shells, it is dom-
inant. Since (sp

3
) hybrids, which have tetrahedral symmetry, pro-

vide greater opportunity for polarization, the s-p polarization energy
favors tetrahedral sites. This site-preference contribution is greater

for cations of smaller atomic number, where the hybridization energy
is smaller. This effect is also greater the smaller the electronegativity

difference between cation and anion and the larger the cation-anion

size ratio. Van Houten (626) has suggested an ionic-model method
for calculating this contribution. Miller (439) has suggested an

empirical method, which is based on a Born-repulsion formalism,

that is meant to give an estimate of the combined polarization and

elastic effects. Neither suggestion is too satisfactory. Spin-depend-
ent terms, which are responsible for coupling the magnetic moments
of neighboring ions or for magnetostriction and anisotropy effects,

are neglected since they are only of the order of 0.01 eV.

With these energies, it is possible to calculate not only the preferred

cation distribution over two types of available anion interstice, as in

the spinel lattice, but also the valency distribution given two atoms
on the same site, each with multiple-valence alternatives. This point
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has been illustrated by Jonker and Van Ilouten (309). However,
their numbers cannot be taken too seriously because of the inade-

quacy of their treatment of union polarization.

B. THEORY OF MAGNETIC COUPLING

It was pointed out in Chapter II that the Heisenberg exchange
llamiltonian of equation 90, which can be directly related to the

Weiss field parameters at T = 0K by equation 94, is an excellent

formal expression for the interactions between atomic spins (or mo-

ments) of neighboring atoms. There remains the problem of estab-

lishing the various spin-dependent mechanisms that contribute to

the Jij. In general, there are two types of interaction: cation- -cation

and cation-anion-cation (or even cation-anion-anion-cation) inter-

actions.

1 . Cation- -Cation Interactions

The significance of cation- -cation interactions in ionic and semi-

conducting transition metal compounds has been argued on semi-

empirical grounds (216,670). It was pointed out in Chapter II,

Section I-A that the HL direct-exchange integrals appear to contrib-

ute a relatively small term to the cation- -cation interactions. In

the Nesbet (478) formalism of equation 164 this term is C and is

always positive because he starts with an orthogonal set of wave

functions. (This corresponds to the orthogonal HL formalism or

Wannier functions, in which the configuration interactions corre-

sponding to the so-called polar terms are extremely important. In

fact without those polar terms, the triplet state appears to be lowest

in the H2 molecule and there is no binding.) Although there may be

cases in which this term determines the sign of the interaction, in

general it is not dominant. Therefore it is neglected in the present

qualitative discussions where the mechanisms responsible for D
and/or E of equation 164 are assumed to dominate the sign of the

interaction. In order to educate the intuition, it is necessary to

consider the sign of the couplings to be associated with these mecha-

nisms.

With R > RCJ the Coulomb repulsion of the electrons when they
are on the same ion is the dominant electron-interaction term, so that

the lowest states correspond to an exact number of electrons on each

ion rather than to running waves. Although the mutual repulsion
of electrons on the same ion prevents the permanent occupation of
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"ionized" (within cation sublattice) states, the system can gain a

certain amount of energy by the admixture of "polar" terms, as was

seen in Chapter I. This means that the Coulomb term is the prin-

cipal term in the Hamiltonian, that the usual band-energy terms are

treated as a perturbation. In the case of insulators, there is only a

"virtual" occupation of the "ionized" states: The transferred elec-

trons are not free to become separated from the hole they leave be-

hind, either because of the exciton binding proposed by Mott or

because of Landau trapping due to polarization of the lattice.

(a) Half-filled, overlapping orbitals. In the simplest model, all

the degenerate states in the ground-state manifold have exactly one

electron per ion, and all the excited states with one transferred elec-

tron have energy U. Between any pair of ions at a distance R R',

there is only one transfer integral &R-R', which is proportional to the

orbital overlap; this must act twice to return the state to one of the

ground manifold. This leads to a second-order perturbation of the

energy

AU = -
(b

2
R-R'/t/)s*(R, <r)8(R', <0*(R', *>)*(*, *') (160)

R,RV,<r'

Where s*(R, o-) and s(R', <r) are fermion creation and annihilation

operators for an electron spin o- at position R or R'. The transfer

integral is a matrix element connecting one-electron functions:

&R-R' =

Anderson (20) has shown that equation 160 reduces to

AJ? = const. + Y\ ^

7; SR SR'
R,R' U

or that the exchange parameter for the cation- -cation contribution

in this case is given by

Jg^two half filled orbitals) = -2b2
tjU~ l

(161')

which is negative. In a substance with n unpaired d electrons per

cation, the exchange integral for the total cation spin S = n/2 is

JS?(half filled, half filled)
= -2&?,/4,S

2
t7 (161)

Physically, the antiferromagnetic character of this superexchange

effect follows from the fact that the transfer integrals b,y carry an

electron without change of spin. Since the overlapping orbitals are
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half filled and the Pauli exclusion principle limits a given orbital to

one electron of each spin, this means that the interacting electrons

must be antiparallel if transfer is to take place.

It should be noted that the electrostatic energy U can be estimated

directly (as discussed for site-preference energies) or obtained from

the observed activation energy for d-electron conduction, to which is

added the ionic polarization energy. The parameter 6 ty is more
difficult to estimate. It is proportional to the orbital overlap and so

must increase exponentially with decreasing cation-cation separation.

(6) Overlap of a half filled and an empty orbital. Suppose that or-

bital n on the ion at jR is half filled, orbital n' at R' is completely

empty. A simple electron transfer is spin-independent in this case

unless there is a non-overlapping (or orthogonal), partially occupied
orbital n" at R r

. Given a partially occupied n" at R', the transfer in-

tegral is much greater if the spin of the transferred electron is parallel

to the spin of n", because of exchange coupling within the ion

at R' that is proportional to the intraatomic exchange constant

Jn'n" Jintra
. This gives rise to a third-order perturbation of the

energy, and an effective ferromagnetic exchange parameter given

by

/5
c

(half filled, empty) = +2&yintra
/4S

2
{/ 2

(162)

This supercxchange coupling is weaker than the first by the factor

jmtra/f/^ j^ may therefore be only slightly larger than the direct

exchange coupling. However, both effects are ferromagnetic and

add.

(c) Overlap of a half-filled and a full orbital. If orbital n at R is

half full and orbital n' at R' is full, the only electron transfer possible

is from R' to R and back. The spin of the transferred electron must

be antiparallel to the spin at R. If n" at R' is partially filled, ex-

change coupling within the ion at R' favors transfer of the electron

of n' that is antiparallel to n". Thus the transferred electron is

antiparallel to the net spin at both R and R', and the atomic moments
are coupled ferromagnetically. Again this effect contributes a third-

order perturbation to the energy, so that the effective ferromagnetic

exchange parameter is

J?r(half filled, full)
= +2&?,J

i tra
/4S

2
[/

2
(163)

There is one other effect that should be mentioned. This is the

exchange interaction between one spin and the spin polarization of
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its neighbor. It is the complete analog of the proposed (81,537,546)

mechanism of indirect-exchange coupling between nuclear spins.

This mechanism is smaller than direct exchange, and therefore only

the dominating superexchange terms of equations 161, 162, 163 are

retained for discussion. However, this indirect-exchange mechanism

falls off as the third power of the orbital overlap, so that it may be

important for coupling between distant ions that are coupled by
cation-anion-cation interactions where the by vary as the fourth

power of the orbital overlap (20).

2. 180 Cation-Anion-Cation Interactions

These interactions couple two cations on opposite sides of an anion.

Clearly there is little direct overlap of the orbitals on the two cations,

and the anion must be playing the role of an intermediary. Such a

mechanism was originally proposed by Kramers (373). The first

quantitative estimate by Anderson (16) substantiated the order of

magnitude of the effect and pointed out the dependence of cation-

anion-cation interactions on the subtended angle. However, failure

to account for the anisotropic character of the 3d orbitals led to in-

correct predictions. Goodenough and Loeb (222) pointed out that

symmetrical conditions must be considered for each side of the anion

simultaneously. This plus explicit account of the splitting of the

anisotropic 3d orbitals by crystalline fields provided a physical basis

for the formulation (213,214) of coupling rules that have been sub-

stantiated by subsequent empirical investigations. Slater (583)

suggested an antifcrromagnetic interaction arising from polarization

of the anion electron cloud. Kcffcr and Oguchi (343) have considered

this problem with a formalism based on nonorthogonal orbitals.

Yamashita and Kondo (360,700) have also considered various con-

tributions to the cation-anion-cation interactions with a formalism

based on nonorthogonal orbitals. Nesbet (477,478) has provided an

analytic formalism for the correlation effect (originally called semi-

covalent exchange) proposed by Goodenough and Loeb (222) and

compared it to Anderson's (20) more recent delocalization effect

formulation, which is the cation- -cation superexchange with transfer

integrals enhanced by the anion intermediary, and to the Keffer-

Oguchi and Yamashita-Kondo considerations. Kariamori (321) has

given a qualitative discussion of the various mechanisms and has also

considered the 90 correlation superexchange. Goodenough (216)
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has emphasized the importance of 90 cation- -cation superexchange.
The conclusion from this work is that there are several mechanisms

contributing to the exchange coupling that are of comparable magni-

tude, and that these contributions usually add, so that qualitative

criteria for the sign and relative strengths of the exchange parameters
can be given.

To illustrate the various physical mechanisms, consider two tran-

sition metal cations in octahedral interstices that share a common

corner, such as would be found in an ideal, cubic perovskite (see

Figure 56 (a) for structure). In Figure 41 (a) is shown the symmetry

Fig. 41. Symmetry relations between (a) ii {l
and p<r orbitals, (b) eg and pir

orbitals.

relation between the cation t^ and the anion pa orbitals, and in

Figure 41 (b) between the cation eg and the anion pir orbitals. It is

at once obvious that the pa orbital is orthogonal to the tZg orbitals,

but not the eg orbital of principal overlap, and that the pir orbitals

are orthogonal to the eg orbitals, but not the t^g orbital of principal

overlap. Therefore electron transfer, or partial covalence, can only
take place between a pa orbital and the eg orbital of principal overlap,
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or between a pw orbital and the tZg orbital of principal overlap. The

first mechanism will be referred to as a transfer, the second as TT trans-

fer. Since the orbital overlap involved in <r transfer is greater than

that in TT transfer, processes involving a transfer are the stronger.

(It should be noted that the ea-s bond has the same symmetry prop-

erties as the p<r~eg . Since there is no means of distinguishing be-

tween the two, only the p<r-eg bond is discussed. This in no way
alters the qualitative arguments.)

There are three situations to be distinguished. These are illus-

trated in Figure 42. Case 1 represents coupling between cations

OUTER -ELECTRON CONFIGURATION

Fig. 42. Three possible 180 cation-anion-cation interactions between octa-

hedral-site cations. (The pir orbitals are not indicated in the diagrams for

cases 2 and 3.)

that have a half-filled eg orbital directed towards the anion inter-

mediary, Case 2 represents half filled l*Q orbitals and empty eg orbitals

directed towards the anion, Case 3 represents a cation with a half

filled eg orbital overlapping p<r on one side and an empty ea orbital

overlapping pa on the other. Case 1 could represent the magnetic

coupling in the perovskite LaFe03 ,
Case 2 that in LaCr03 ,

and Case 3

that in the hypothetical ordered perovskite La(Cr .5Fe .5)O3. (Or-
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dcring docs not occur in this latter compound, presumably because

the cations are all trivalent and of comparable size.) The predom-
inant contribution to the supercxchangc comes from the covalcncy of

the a bonds. Therefore the more ionic the bonds, the smaller the 180

cation-anion-cation interaction.

There are three principal contributions to the superexchange : a

correlation effect, a delocalization effect, and a polarization effect.

If orthogonal orbitals are used, the last of these appears to be def-

initely the smallest (478).

(a) Correlation effect. The correlation mechanism takes into

account the simultaneous partial bond formation on each side of the

anion. The cation spins are so coupled that the two pa electrons,

one of each spin, can simultaneously form partial-covalent bonds on

opposite sides of the anion. For Case 1, only per spins that are anti-

parallel to the cation spins can participate in bond formation (be

transferred to the half filled eg orbitals), and the spins are coupled

antiparallel. Similarly, the weaker ?r transfer gives antiparallel

coupling. For Case 2, the par spins that are parallel to the cation

spins are stabilized in the covalcnt bond by intracation exchange.
With similar coupling on each side of the anion, this mechanism gives

antiferromagnetic coupling. This coupling is weaker than that of

Case 1 as it involves third-order, rather than second-order, perturba-
tion theory, in analogy with equation 162. The TT transfer process is

similar to that of Case 1, and so also contributes to the antiferro-

magnetic coupling. In Case 3, the transferred pa- orbitals are anti-

parallel to the cation spin on one side, parallel on the other. This

gives ferromagnetic coupling of intermediate strength. The IT bond-

ing favors antiferromagnetic coupling, but is weaker, so that the net

interaction is ferromagnetic.

(b) Delocalization. In this mechanism an electron is assumed to

drift from one cation to the other, the transfer integral 6 ty depending

sensitively on the amount of partial covalent bonding since covalency
causes the cation d orbitals to spread out over the anion. In fact the

lack of direct overlap of cation orbitals means that b t, varies as the

square of the overlap of cation and anion orbitals, or that b% varies

as the fourth power of the overlap. Case 1 represents superexchange
between half filled eg orbitals, which, by equation 161, is antiferro-

magnetic and relatively strong. There is also some antiferromagnetic

superexchange via the half filled kg orbitals (TT bonding). In Case 2
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only the IT bond interaction is present, and weak antiferromagnetism

results. Case 3 corresponds to supercxchange between an empty and

a half filled ey orbital, which gives moderate to weak ferromagnetic

coupling by equation 162. Weak antiferromagnetic TT bonding is

simultaneously present.

(c) Polarization. The anion-polarization effects may be nonlinear

in S(S + 1), and hence not properly included in the Heisenberg
formalism. However, the contributions that have a different form

than that for correlation superexchange are sufficiently small relative

to the correlation and delocalization effects that they may be legiti-

mately omitted from the discussion (478).

Cation-anion-cation superexchange interactions involving orbitals

that are more than half filled are considerably weaker. However,

antiferromagnetic correlation exchange is possible for that fraction of

the time that the anion orbitals overlap half filled orbitals on each

cation. Since a knowledge of the orbital occupations follows from

the crystal-field considerations of Chapter I, it is possible to use

arguments similar to those for Cases 1-3 to obtain the qualitative

coupling rules given in Table XII.

Nesbet's (478) analytical formulation for the problem results in the

following expression :

rc-a-c *
f /~i T\ T^i (\(\A\

where

C =

is the sum of ordinary electrostatic exchange integrals between two

similar paramagnetic ions with singly occupied, orthoriormal spatial

orbitals an . . . ant and a\j . . . ay. [In the Mulliken notation,

[anam\aka{\
=
f dn f

Since the two-electron exchange integrals between orthonormal orbi-

tals are positive definite, C is necessarily positive and represents

ferromagnetic coupling. In ionic insulators or semiconductors, the

cations are sufficiently far apart that this term is very small even for

nearest-neighbor interactions. E is the contribution from delocaliza-

tion superexchange, and D is the correlation superexchange contribu-

tion that arises from the interaction of configurations that differ by
two occupied orbitals. D and E may be either positive or negative,
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according to the schedule of Table XII. Since the more usual cou-

pling is antiferromagnetic, they are accompanied by a negative sign

in equation 164.

For the contribution D, the three cases of Figure 42 are given by:

_ [bami\bamj]*
Di = 2-

-
jim = ea,ha U AA

n n*
v- [baiilbai,]*

, v [baki\bakj]
2

Dn =
An -L IV ^ -

IT + i- 77
-

(n + l;-j=e, UBB jfc=< 2, UAA

, ^ 72
-

z^
k = hg l- 9

v AB m-t'ig ,

where n = 3 for Case 2 (three t*g electrons), 6 2
is the anion per orbital

and [/AA, UBB, UAB represent energy differences between the ground
state and two electrons simultaneously transferred from the anion to

the neighboring cations. The ferromagnetic term Dm is a third-

order perturbation term similar to those of equations 162, 163. The

polarization superexchangc that is linear in S(S + 1) is of the same

form as D and adds a small contribution to it. Since estimates of

UAA, UBB, and UAB are difficult, little quantitative improvement is

to be gained by adding the polarization terms.

In a calculation of the term E, it is reasonable to neglect all matrix

elements between localized cation orbitals (given 180 cation-anion-

cation interactions) because of the large cation separation. In this

approximation the matrix elements arise from exchange-potential

contributions to the doubly occupied orbitals of the intermediary

anion. With an appropriate choice of basis, it is possible to pick out

a single intervening orbital b for which the delocalization super-

exchange is greatest. Then the transfer integrals of equations 161,

162 can be expressed as [6afc,-|6a^] so that

En w E i
(166)

* = <2, U

intra

U* ka U

Anderson (20) has attempted to estimate the transfer integrals by
relating them to the covalent contribution of the crystalline-field
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parameter IQDq. With this procedure he was able to establish a

correct order of magnitude for the effect. Nesbet (478) has used

equation 166 as it can be compared directly with equation 165, the

relative magnitude of the two contributions becoming Ei/Di =

WAA/U.
The internal consistency of this treatment has been demonstrated

(478) by a consideration of the series of antiferromagnetic compounds
MnO, FeO, CoO, NiO. Each of these compounds has a rock salt

structure and exhibits f.c. magnetic ordering of the second kind (see

Table VIII and Fig. 18). The Nel temperatures for this series

increase regularly from 116 to 523K. It was shown in Chapter II

that although nearest-neighbor interactions contribute to the para-

magnetic Curie temperature , they do not influence TN for this type
of order. TN is related to J\/ via equation 94 in the molecular field

approximation. (The relationships given in Table XIII represent

TABLE XIII

Neel Temperatures of Some Antiferromagnetic Oxides

Substance

MnO FeO CoO NiO

Spin 2 f 1

VAA, (eV)-
1 0.1287 0.2020 0.3096 0.5917

2U~l
, (eV)-

1 0.1198 0.1768 0.1546 0.1492

Total, (eV)-
1 0.2485 0.3788 4642 0.7409

Jk7V4SV 1.128 1.202 1.323 1.552

TN (calc.), K (116) 188 254 476

7'A-

(obs.)>, K 116 186 292 523

a From results for the antiferromagnetic s.c. lattice by ref. (337).
b Seeref. (180).

those obtained from a statistical treatment.) Therefore a consistent

prediction for the series of Nel temperatures would be significant.

Meaningful prediction is possible because the common integral

[6a t
:

|6aJ varies only as the inverse cube of the cation separations and

can therefore be assumed constant for the entire series, the lattice

parameters for the series being of comparable magnitude. The value

of this integral that is required to fit the transition temperature of
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MnO is approximately 0.1 eV. The results of Nesbet's calculations

are given in Table XIII. Although the agreement between observed

and calculated N6el temperatures is quite good, it is important to

realize that UAA has been estimated only for a three-atom cluster,

and considerable modification of this term can be anticipated for a

solid where the clusters are located in the electrostatic Madelung
field of the crystal.

3. 90 Cation-Anion-Cation Interactions

If the octahedral interstices of two neighboring cations share a

common edge, then there is a direct overlap of the d^ (or dyz or dzx)

orbitals of the two cations (see Fig. 43 (a)). In this case the anion

plays a less obvious role in the delocalization-superexchange process:

The transfer integral for ha electrons varies as the overlap of the k

orbitals of the two cations rather than as the product of their rcspec-

O

(b)

Fig. 43. Symmetry relations for overlapping orbitals of cations in octahedral

sites that share (a) a common edge and (b) a common face.
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tivc overlap of a given anion orbital. It is for this reason that they
have been referred to as cation- -cation interactions (216). Although
the magnitude of the transfer integral is therefore very sensitive to

cation- -cation separation and difficult to estimate, the signs of the

interactions follow from equations 161-163.

Delocalization superexchange between an eg orbital and a 90

cation can only occur via an intermediary anion orbital. Although
considerably smaller, the magnitude of the transfer integral increases

with the degree of covalence, as in the 180 case, and the signs of the

interactions follow from equations 161-163. The 90 eg-eg contribu-

tion is enhanced if strong 180 cation-anion-cation interactions are

simultaneously present.

The correlation superexchange also contributes to the 90 cation-

anion-cation interaction. There are three possible situations: either

two anion s orbitals, or two p electrons from the same p orbital (pa-

for one cation and pir for the other), or two p electrons from different

p orbitals (p<r for each cation) are excited. In the first two cases, the

sign of the intci action is the same as for 180 superexchange, the s

orbitals coupling the eg orbitals of the two cations and the p orbitals

coupling t^g electrons of one cation with eg electrons of the other.

Because of the smaller radial extension of the s orbital, this contribu-

tion is the smaller. The third alternative is weaker than the second

unless the kg orbitals are more than half filled since it requires third-

order perturbation theory to correlate, via J intra
,
the net spin on the

oxygen atoms. In this case, electrons of like spin are simultaneously
excited from the oxygen ion to the eg orbitals of the coupled cations,
and the sign of this superexchange term is just the opposite of 180

superexchange. (From correlation of these rules with empirical

data, it appears that this contribution may be strongly influenced by
strong 180 interactions via the same anion or by hybrid-orbital
formation on the anion.)

Four illustrative 90 interactions are shown in Figure 43 (c). The
final interaction sums are empirical estimates. The cation- -cation

distance is shorter for the oxides than the chlorides; and the

cation- -cation interactions tend to dominate the 90 superexchange
in oxides if the i^Q orbitals are half filled. In the case of d8

-d8 inter-

actions, the empirical data aie contradictory for the oxides: NiO has
a Go/TN = 3.1 indicative of antiferromagnetic 90 interactions
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whereas NiTiOa has a 6a ^ 0, which is indicative of ferromagnetic

90 interactions. This would seem to imply that the simultaneous

existence of strong 180 superexchange (NiO case) enhances the eg-eg

contribution at the expense of the dominant ferromagnetic contribu-

tion, which there is probably the p<r, pa' correlation superexchange.

If two octahedral-site cations share a common face, as in the corun-

dum or NiAs structures, the cation- -cation interactions may be

particularly important since the cation separations are relatively

small and the U orbital stabilized by the resulting trigonal field is

directed through the common face (^o of equation 68), as shown in

Figure 43 (b).

Shulman and Knox (573) have obtained the difference in occupancy
of the fluorine pa and p, orbitals in KMnF3 ,

KNiF3 ,
and K2NiCrFe

by measuring the nuclear magnetic resonance of fluorine in single-

crystal specimens. In octahedral-site symmetry, the Mn2*
(3d

5
) ion

participates in both p<r and pir bonding, the Ni2+ ( 2f7

6
e*) in only p<7, and

the Cr3
+( 2tf

3
e) in only pir. For the three cases, they found the frac-

tion of unpaired 2p<r-2p7r spins in fluoride orbitals to be /,-/
=

(0.18 db 0.1)%, (4.95 0.6)%, and -(4.90 0.8)%, respectively.

These results indicate that in KMnF3 the w interactions arc nearly

as strong as the a interactions, which implies that 90 superex-

change interactions may be of the same order of magnitude as 180

superexchange interactions.

4. Intermediate-Angle Cation-Anion-Cation Interactions

Frequently intermediate cation-anion-cation angles are encoun-

tered. In spinels, for example, the predominant A-B interactions

are via an angle of ^125. In wurtzite structures, the angle is

~109. In these cases the simple orthogonality relations dia-

gramed in Figure 41 are no longer valid, and the number of inter-

acting orbitals that must be considered becomes more complicated in

practice, though not in principle. From considerations similar to

those given above, it is possible to obtain the sign of the interactions.

For some cation-anion-cation angle ac < 180, d3-d5
type of coupling

must change from ferromagnetic for a > ac to antiferromagnetic for

a < ac . It is reasonable to expect 135 < ac < 150. (From the

ferromagnetic coupling in (001) pseudotetragonal planes of MnF3

with a = 150, and antiferromagnetic A-B coupling in the spinel
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MnCr2 4 ,
125 < ac < 150 indicated.) Similarly d3-d3 cation-an-

ion-cation coupling probably changes from antiferromagnetic to ferro-

magnetic in the range 125 < ac < 150.

5. Cation-Anion-Anion-Cation Interactions

If a pair of cations is separated by two anions, delocalization super-

exchange is still possible, though very much weakened, since the

cation d orbitals spread out over the entire anion with which they

form a partial covalcnt bond. Correlation superexchange is also

weakened by the anion-anion correlation factor. Polarization super-

exchange may be competitive in this case, but it is cooperative. It

follows that the rules for the sign of 180 cation-anion-anion-cation inter-

actions are the same as those for 180 cation-anion-cation interactions
,

but the magnitude is reduced, probably by an order of magnitude.

6. Anisotropic Superexchange

Moriya (451) has extended the Anderson formalism for superex-

change to include spin-orbit coupling in the perturbation Hamiltonian

that appears in the transfer integral &,-; of equation 100. To first

order, this leads to a second-order perturbation in the energy of the

form

AT? = J.vS.-S, + D,r [S,. X Sf] + Sr.IV S, (167)

where the scalar ,/ t> is the isotropic superexchange of equations 161,

162, 163 and the magnitudes of the vector and tensor quantities are

D*j ~ Ji^g/g) F,;

~ Ji^g/gY (168)

Here g is the gyromagnetic ratio and A0 is its deviation from the free-

electron value (7
= 2. The last term represents a symmetric, pseudo-

dipolar interaction. The term in D
tJ is seen to favor canted-spin

configurations over collinear, antiferromagnetic configurations.

Therefore this term is just the antisymmetric spin-coupling term first

suggested by Dzialoshinski (161,162) from symmetry arguments.
As was pointed out in Chapter II, such a canting is essential for a

parasitic ferromagnetism that is an intrinsic property of the crystal.

The vector D,-/, which is a constant independent of any symmetry
operation /?, must be in such a direction that a crystal with canted

spins (S, X Sy 7* 0) has an energy that is invariant under the sym-
metry operations of the collinear antiferromagnetic unit cell

i, 7ZS,, . . .)
=

JB(Si, S2 ,
. . .)

= LD,r S> x s .

)t This mcans



ATOMIC MOM10NTS 185

that crystal symmetry is of particular importance for the anisotropic

coupling. For example, if the line AB, with midpoint C, joins two

atoms i and,/, then the following rules apply:

1. D = if a center of inversion is located at C.

2. D JL A B if a mirror plane perpendicular to AB passes through C
v
.

3. D _L mirror plane if the mirror plane includes AB.
4. D JL two-fold axis if the two-fold rotation axis is perpendicular

to AB at C.

5. D
||
AB if AB is an n-fold rotation axis (n > 2).

C. CRYSTALLOGRAPHIC CONSIDERATIONS

The magnetic interactions cannot be discussed without reference

to the crystallographic structure. The crystallographic phase at

the melting point is usually determined by the relative ion sizes and

the outer s-p electrons. However, below the melting point there are

often significant crystallographic changes that reflect ordering of

atoms or outer electrons. In transition metal compounds, marten-

sitic phase changes generally reflect an ordering of the outer rf elec-

trons. There arc eight (and possibly nine) types of electronic

ordering that can be distinguished. (Superconducting ^ normal-

conducting transitions among collective electrons reflect a tenth type
of electronic order.)

1. Ordering of Two Valence States Among Ions

of the Same Atom on the Same SiMattice

Such ordering optimizes the Madelung energy. The classic illus-

tration of this effect is found in the spinel l<V+[l<V
2+Fe 3

+]O4 . Or-

dering of the /i-site Fc2+ and Fe3+ ions into alternate (001) B-sitc

layers below 119K distorts the crystal to orthorhombic symmetry
(248,637,639).

Although FeaO4 is cited as the classical example of this effect, it

should be noted that the transition temperature is about four times

smaller than is predicted from electrostatic considerations. Also

the room-temperature Hall mobilities of the charge carriers are

M).5 cm2
/V-sec (719), which might be thought to represent narrow-

band conductivity. (In FeaCX there are 3.5 kg electrons per J9-site

cation, so that if R < Rc ,
and upper #-site t2g band, which is split

from a lower fe band by intraatomic exchange via the localized eg

electrons, would be one-sixth filled.) However, intermediate mobil-
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ities arc characteristic of ^-electron conductivity, and the fact

that FeaCX is a semiconductor, not a metal, indicates that the elec-

trons are localized at high temperatures. Because electron-lattice

interactions are strong, there must be a large entropy associated with

Landau trapping, and this entropy would reduce the ordering temper-
ature calculated from purely electrostatic considerations. In addi-

tion, Van Santen (626a) has argued for short-range ordering above
r

l\ that reduces the long-range-ordering temperature on purely elec-

trostatic grounds. Anderson (19) has shown that all but 5 percent
of the long-range Coulomb energy can be achieved by short-range

order. In the distorted, low-temperature phase, the Landau trapping
is cooperative, and therefore especially large. Since below T t the

activation energy for electron mobility must include both the cooper-

ative Landau trapping energy and the electrostatic ordering energy,

there is an abrupt increase in the activation energy for conduction as

the temperature is lowered through T t .

2. Cooperative John-Teller Ordering

The physical origins of this effect were discussed in Chapter I. The

significance of this phenomenon was first pointed out in studies of

spinels (222) and perovskites (213) containing Mn 3+ ions. (In the

original discussion emphasis was placed on ordering of empty
MrJ-^sp

2
) orbitals for enhanced coordinate-covalent bonding. In

the more general ligand-field language, the symmetry of the problem
orders the dxi- y* orbitals without reference to the various mechanisms
that contribute to the ligand field. The sign of the splitting is that

given by either a point-charge model or a covaleut model.) In

spinels, cooperative Jahn-Teller ordering at the Mn 3+
(3d

4
) ions

causes a distortion to tetragonal (c/a > 1) symmetry, the classic

example being Mn2
+[Mn2+]O4 with c/a = 1.16. Many spinels have

been investigated for this effect. These are listed in Table XV. In

perovskites this effect gives rise to a change from orthorhombic sym-

metry having a < c/\/2 < b, hereafter called 0-orthorhombic, to

orthorhombic symmetry having c/\/2 < a < 6, hereafter called

O'-orthorhombic (219).

3. Spin-Orbit Coupling

If spin-orbit coupling is present, there must be an ordering of the

electron orbits associated with any collinear ordering of the spins.

Therefore spin-orbit distortions are usually associated with a
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magnetic-ordering temperature Tc or 7V. However, they may occur

at a T t < TN (or Tc) if there is a collinear ^ noncollinear spin-

configuration transformation at T t . This effect manifests itself as a

magnetostrictive distortion. Other effects, such as exchange stric-

tion and dipole-dipole interactions, may also contribute to the

magnetostriction: However, if appreciable spin-orbit effects are

present, the magnetostriction is abnormally large and the cooperative
distortion gives rise to a small thermal hysteresis of the magnetic-

ordering temperature. The classic example of this effect is CoO,
which distorts to tetragonal (c/a < 1) symmetry below TN = 292K.
This effect has been discussed by Kanamori (319) (see Chapter III,

Section 1-1)).

4. Cation- -Cation Homopolar Bonding

If the cation- -cation separation is R < Rc ,
so that the transition

metal compound is metallic at high temperatures, there may be an

ordering of the d electrons into homopolar cation- -cation bonds.

Such ordering may be cooperative (if it introduces a change in lattice

symmetry) or noncooperative. If all the d electrons are tied up
in homopolar bonds, the compound becomes semiconducting.

Goodenough (216) has pointed out that this phenomenon may be

associated with the semiconducting ^ metallic transformations found

in VO, V*O3 ,
VO2 , Ti 2O3 (see Chapter III, Section II).

5. Bonding-Band Formation

Because bonding bands in a two-sublattice structure contain

greater band-formation energy than metallic bands in a close-packed

structure, elements tend to crystallize in structures that permit the

formation of half filled bonding bands. (The most stable bonding
bands contain two electrons per bond, and this gives rise to the

(8 A7

) rule for elements of Groups IV, V, VI, and VII.) For

transition elements, the critical temperature at which bonding-band
formation of the d electrons takes place may be below the melting

point. Goodenough (217) suggested that the f.c.tet. ^ f.c.c. tran-

sition in 7-Mn and the b.c.c. ^ f.c.c. transition in iron are due to this

effect (see Chapter III, Section III).

6. Covalcnt-Bond Ordering

Hundle (548) has pointed out that resonating, hybrid sp orbitals

arc probably active in bonding in interstitial carbides and nitrides.
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If so, there may be an ordering of the covalent portion of the bond,

that is of the s-p hybrid, to give covalent bonding along one axis and

either ionic or bonding-band bonding in the perpendicular plane.

This type of order seems to occur in CrN (see Chapter III, Section

II-B-2). It is. of course, closely related to the ordering cited in

Sections I-C-4 and I-C-5.

7. Three-Membered-Ring Formation

The formation of an odd-membercd ring by like ions, as is found in

triangular O3 ,
is relatively unstable since it does not permit the sta-

bilizing antiparallel-spin correlations that are possible if the atoms

form a two-sublattice array such that the near-neighbors of an atom
of one sublattice all belong to the other sublatticc. The two-

sublattice criterion is satisfied in diatomic molecules or in even-

membered rings like benzene. However, if the atoms are constrained

to form a close-packed plane, as may be the case for cations in a

primarily ionic compound, then the elastic energies may stabilize

triangular-cluster formation against homopolar pairing, or six-

membered-ring formation with one-third of the cations nonbonded.

But even then, triangular-cluster formation can only be expected if

the intercation distance is R tt Rc . For R & Ro, metallic bonding
with all near neighbors is more stable than triangular-cluster forma-

tion since elastic energy favors close packing and no bonding energy
is achieved by clustering. Cluster formation that reduces the inter-

cation separation R within a cluster, increasing R between clusters,

gives a change in cation-cation binding energy A/binding that is linear

in A/i and proportional to the curvature of the cation-cation poten-

tial-energy curve seen by the binding electrons. At R 7?o, this

curvature is positive. However, if R tt Rc K 2/2o, this curvature is

negative. Since A/elastic is quadratic in A/?, a finite A/2 can occur to

give measurable cluster formation. It has been suggested (220)

that this phenomenon accounts for the room-temperature structure

(420) of Mn2Mo3O8 and the low-temperature phase found in nearly

stoichiometric FeS (see Chapter III, Section I I-C-4).

8. Small Cation in a Large Interstice

Usually an ionic compound crystallizes into a structure that permits

optimum packing of the ions. With close packing, the distance

between negative and positive ions is as short as possible, and this
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optimizes the Madclung energy. This effect is sufficiently important
that small cations will occupy tetrahedral rather than octahedral

interstices, even though this means a reduction in anion coordination

from six to four. (This size effect must be distinguished from

covalent effects. Covalent bonding favors open structures com-

patible with electron-pair bonding, ionic bonding favors close-packed
structures that optimize the Madclung energy.) However, there

arc situations where stable tetrahedral sites arc not available. In

the perovskite structures, for example, the large cations together with

the anioii sublattice make up a cubic-close-packed array (see Fig.

56 (a)) : The small cations cannot go to the tetrahedral interstices of

this array since they would then have a large-cation near neighbor.

Therefore this structure may stabilize a small cation in a relatively

large, octahedral interstice. In order to improve the packing, there

may be a spontaneous movement of the small cation from the center

of symmetry of the interstice toward a face or an edge. This situa-

tion can be distinguished from homopolar-bond formation since

cations move to increase the Madelung energy, and therefore never

move toward one another. These motions give rise to large polariza-

tions, and hence to ferroelectricity or antiferroelectricity. The
classical material of this type is the ferroelectric BaTiO3 .

9. Low-Spin-State ^ High-Spin-State Transitions

A ninth possible electron-ordering transition could occur at a cation

for which Aex ^ Ac . Since A c is more sensitive to variations in lattice

parameter, it is possible that temperature variations in lattice param-
eter could induce a low-spin-state ^ high-spin-state transition.

Trivalent cobalt in the perovskite LaCoO3_\ appears to be such an

ion, and it has been suggested (214) that an anomaly in the Xm vs. T
curve of LaCoOs.oi at 500C may be due to such a transition. Such
transitions might occur in an opposite sense for Jahn-Teller ions.

For example, trivalent manganese might be in a low-spin-state at

high temperatures, but become stabilized as Mn3+ by a Jahn-Teller

distortion of its interstice at low temperatures. The peculiar anti-

ferromagnetic ^ ferromagnetic transition found in Li

(264,523) may reflect such a transition.
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I). HOCK SALT STRUCTURES

1. Magnetic Properties

All of the insulator rock salt structures of Table VIII exhibit face-

centered ordering of the second kind, which means that the 180

cation-anion-cation interactions are stronger than the 90 interac-

tions. Comparison of the calculated and observed N6el temperatures

for the oxides was given in Table XIII. That 7V for a-MnS is

greater than that for MnO follows qualitatively from the fact that

the S 2~~ ion has a greater tendency for covalent bonding than 2
~.

In Chapter II the ratio |9|/7V was found to give a measure of the

relative strengths of the 90 interactions. From Table XIV and

TABLE XIV

Sign of the 90 Supcrcxchangc Interactions between High-Spin-State

Cations in Octahedral Interstices That Share Either

a Common Edge or a Common Face

(Interactions involving d9 and/or low-spin-state cations

are small and usually of uncertain sign.)

Electron config. </
1

,
d2

,
d 3

r/
4a

,
d6

ft

Quasistatic case.

b
. Decreases more rapidly with increasing cation separation.

An antiferromagnetic 90 correlation superexchange may predominate at

larger cation-cation separations.
d
Strong 180 interactions simultaneously present may reverse the sign of the

90 interactions.

Figure 43 (c) the strongest 90 interactions should be between Mn2+

ions, and that the delocalization contribution is sensitive to cation sep-

aration, being stronger the shorter the cation- -cation distance. This

is consistent with a maximum |0 fl|/7V for MnO and a regular decrease

in |6 |/7V on going from MnO to MnS to MnSc. In MnO, =
1,
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which means that the 90 near-neighbor interactions are as strong

as the 180 next-near-neighbor interactions. In the case of FeO and

CoO, the t2g orbitals are more than half filled. This means that

cation- -cation interactions, though favoring ferromagnetism, are

relatively small. They must vanish in NiO, which has full hg orbitals.

The 90 cation-anion-cation interactions correspond to Case 4 of

Figure 43 (c). With strong 180 interactions simultaneously present,

the dominant term is probably the antiferromagnetic eg-eg delocaliza-

tion superexchange term. However, a |0|/7V<, 1.0 for FeO and

CoO suggests that e < 0, or that whatever near-neighbor interaction

exists is ferromagnetic. Kanamori (318) has shown that this dis-

crepancy of the simple theory is the result of strong spin-orbit cou-

pling. (Note that spin-orbit coupling quenches out any Jahn-Teller

effect for octahedral site 3d6 or 3d7
ions.) It was pointed out in

Chapter I that the Curie law for free atoms, and hence the Curie-

Weiss law for solids, depends upon a multiplct separation A kT or

A kT. In first-order theory, with the interaction of the 4P level

neglected, the ground-state F4 level of Co 2+
(3d

7
) is split into three

levels corresponding to J =
1/2, 3/2, 5/2 (see Fig. 14). The

spin-orbit parameter for Co2+ is X tt 180 cm~l
. With this value,

#3/2
- Em = 405 cm- 1 and 7 6/2

-
#1/2 = 1080 cm- 1

. Since kTN =
204 cm" 1 for CoO, this means that A tt kT, so that Xm is a compli-

cated function of temperature. Kanamori has gone through with

the calculation and shown that although the temperature dependence
of Xm is complicated just above 7V, it approximates a Curie-Weiss

law for T > 500K. However, the effect of the unquenchcd angular

momentum manifests itself in two ways: The magnetic moment
associated with the angular momentum changes the apparent g value,

and spin-orbit coupling raises the paramagnetic Curie temperature
6. The influence of spin-orbit coupling on TV is small, so that lower-

ing the magnitude of reduces the ratio |9a|/TV. Thus the low

value of |6 rt|/7V in CoO can be quantitatively accounted for even in

the presence of considerable antiferromagnetic coupling between

nearest neighbors. (In the case of FeO, quantitative comparison is

not possible because the experimental data is rendered unreliable by
the instability of FeO.) That these interactions are not negligible

is apparent from |0a|/7V ~ 5 for NiO, in which the spin-orbit inter-

actions are largely quenched by the crystalline fields. Kanamori's
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calculated atomic moments are /z(Co
2+

)
= 3.83/^5 [to be compared

with the experimental /*(Co
2
+) 3.7/z* (570)] andju(Fe

2
+)

= 4.44/i*.

2. Crystallographic Properties

The crystallographic features of these compounds are also of in-

terest. The small, trigonal (a > 60) distortions in MnO and NiO
below TN are presumably magnetostrictive effects due to dipole-dipole

interactions (spins lie in (111) planes) and spontaneous development
of a multidomain structure (344,398,544). In FcO and CoO, on the

other hand, strong spin-orbit coupling results in a spin-orbit distortion

below the Ncl temperature. If the spins are oriented along the

[001], or z, axis, maximum spin-orbit coupling results if the kg hole

of a Co2+
ion, or the "extra" kg electron of an Fe2+

ion, occupies the

orbital (dyz idzx). Then spin-orbit distortions would be to tetrag-

onal (c/a < 1) symmetry for CoO, but c/a > 1 for FeO. If the spins

are directed along the [111], maximum spin-orbit coupling results

if the IVa level of equation 68 is partially occupied. As shown in

Figure 44, such an electron ordering would stabilize a trigonal

Fig. 44. Octahedral-site distortion resulting from spin-orbit ordering of a sin-

gle /2 electron into Tn orbitals. Ordering of a single ka hole into Tn orbitals

would cause a distortion of opposite sign.

(a < 60) distortion for FeO, a > 60 for CoO. Below TN ,
CoO has

tetragonal (c/a < 1) symmetry, and the atomic moments are nearly

parallel to the [001]. There is a small deflection from this direction

that is presumably due to second-order anisotropy terms. In FeO
the spins are directed along the [111] axis, and there is a trigonal

(a < 60) deformation below TN . Dipole-dipole interactions in-
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crease the distortion. (In the above discussion, FeO stands for

Fei^gO since stoichiometric FeO has not been prepared. Neutron-

diffraction work (543a) has shown that the oxygen deficiency is not

random through the structure, but is associated with small inclusions

of an Fe3O4 microphase. Although these inclusions may be responsi-

ble for orthorhombic vs. tetragonal symmetry below 7V, they prob-

ably do not alter the general considerations presented here.)

E. SPINEL STRUCTURES

Some features of the ferrospinels were discussed in Chapter II. In

Figure 45 is shown the orientation of the d orbitals at the two types

-SITE CATION

-SITE CATION

V
I (25.3-

*
C_)

V?/

Fig. 45. Orientation of cation d orbitals with respect to the spinel structure.

(After Wickham and Goodenough (670).)

of cation, octahedral(B) and tetrahedral(A). It is also apparent
from this figure that each B-sitc ion is subject to a trigonal field, the

unique axis varying among all four <1 1 1> axes within a unit cell. This

trigonal field stabilizes I>i of equation 68 and is sufficiently strong to

partially quench the spin-orbit coupling associated with Fe2+ . How-
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ever, it stabilizes spin-orbit coupling on Co 2"1
"

since it stabilizes the

t2q hole in Tr3 . Therefore the Co 2+ contribution to the crystalline

anisotropy and magnetostriction is abnormally large and increases

with decreasing temperature, whereas the Fe2+ contribution, though

large, is abnormal only in its temperature sensitivity, decreasing with

temperature as the Fn population decreases. These effects have

been discussed quantitatively by Slonczewski (587) and Wolf (693).

(With large, bivalent A-site cations, such as Mn 2
+, the sign of the

trigonal field may be reversed to stabilize IVs. In this case the anions

are both moved and polarized towards the trigonal axes to shield

and overcompensate the cation contribution (591). Such a reversal

makes the anisotropy associated with an Fe2+ ion abnormally large.)

More pertinent for this discussion are the magnetic couplings and

the Jahn-Teller distortions.

1. Magnetic Coupling

From Figure 45 and the schedules of Table XIV, it is anticipated

that antiferromagnetic A-B interactions predominate to cause N6el

ordering if the B-site cations have half filled e g orbitals and the A-site

cations have half filled t^ orbitals. This is particularly true if the

A-site cation is Fe3+
,
since the energies UAA and U that appear in

equations 165, 166 are relatively small for this ion. This conclusion

has been widely supported by studies of the ferrospinels (see Chapter

II). Nevertheless the 90 B-B interactions are antiferromagnetic
and of comparable strength if the #-site t$a orbitals are half filled, or

contain one or two electrons. (The trigonal fields stabilize the elec-

tron of a d1 cation in IVi, which points along a (111). Nevertheless

antiferromagnetic cation- -cation superexchange is still possible.)

Therefore there is tho possibility that JBBSB/JABSA > 2/3, or that

there is some noncollincar character to the spins, if some ion other

than Fe 3
+, for example Mn 2

+, is in the A sites and the /?-site ions have

half filled t^ orbitals. Evidence of canted spins has been found in

the system Mn 2+[MgxMni_,Sn]04 (671).

The A-B interactions are especially weak if the #-site eg orbitals

are empty, and noncollincar spin configurations are anticipated if the

JB-site 3d" ions have n < 3. The common occurrence of noncollinear

configurations is evident from Table XVI, where the saturation

magnetizations of several spinels containing V44"

and Cr 3+ are found

to be incompatible with N4el ordering. That the ratio JBI^SBB/JA B&A
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is critical in the determination of the stable spin configuration is

illustrated experimentally by the systems NiCr,Fe2-04, NiVFe2-04 ,

CoCr,Fe2_*O4, arid MnCr,Fe2-A. In the first three systems N6el

ordering is maintained for t < 1, whereas it is not present in the latter

system for all t> (see Fig. 46). In MnCr,Fe2-A, the A-B

5,

SPIN-ONLY WITH

B-SITE

PARALLEL TO

2.0

1.5

In1.0

SPIN-ONLY \

NEEL COUPLING

.5

t-

1.0

(C)

1.5 2.0

oo

c

Obd IF /xCA-SITE CO2*

3.0/iB
i

2.0

\

Nee! ORDER AND ALL
/ v3+,Ni*+ON B SITES -

IF t< I

0.5

y
\

1.0

(d)

1.5 2.0

Fig. 46. Magnetization at T = 0K in Bohr magnetons per molecule UB vs.

composition parameter t for the four systems MCrFe2_<O4 (M - Mn, Co, and Ni)
and NiV/Fe2_(O4 . Negative HB signifies ^1-site moments predominate. Sign of

UB for MnCr/Fe2-*O4 with t > 0.8 is uncertain. (Experimental points after

Gorter (229) McGuire and Greenwald (426^ and Blasse and Gorter (78).)
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interactions are weaker (lower TN) because the .A-site cation is Mn2+
.

More important, perhaps, is the fact that the initial Cr3+ ions of this

system see only strong B-B interactions as all B-site ions have half

filled t2o orbitals. In the first three systems Cr 3+- -Ni 2
+, V 3+- -Ni 2

+,

and Cr34" Co2+ B-B interactions are ferromagnetic, and it is only for

t > 1, where the Cr3H"
(with strong #-site, ligarid-field stabilization)

are forcing Ni2+ and Co 2+ into the A sites, that the number of

Cr3+ Cr3+ interactions becomes sufficiently great to destroy

the Neel order, fit is to be noted that delocalization must be as-

sumed to dominate the 90 interactions in oxides. This is sup-

ported not only by the magnetic order of Cr2 3 ,
but also by evidence

for noncollinear spins in Cr-containing ferrogarnets (03).]

Several spinels in which only B-B interactions are present have

been studied magnetically. The cubic spinels Zn[Cr2]04 (o =

8.31 a) and Zn[Fe2]O4 (a = 8.42 A) have, respectively, TN = 15K
and 9K (124), the larger Ncl temperature being associated with the

shorter cation- -cation separation. That TV is low is consistent with

the fact that long-range antiferromagnetic order among the B sites of

a cubic spinel cannot be achieved with nearest-neighbor interactions

alone (19). More significant, therefore, is the fact that a tt 300K
for Zn[Cr2]04 ,

but is only 9a & -50K in Zn[Fe2]04 . Tetragonal

Zn[Mn2]O4 (c/a > 1) has a TN ~ 200K (82), a fact that is compat-
ible with cooperative antiferromagnetic coupling within (001) planes

where the cation- -cation interactions are enhanced by the distortion.

(Reduced, but still competitive, B-B interactions out of this plane

probably induce a complex magnetic order.) Cubic Zn[Cr2]S4 (flo
=

9.983 A), on the other hand, is paramagnetic (402). These data

indicate that the cation- -cation supcrcxchange is quite sensitive to

cation separation. This, of course, follows from equation 161, since

the effect falls off as the square of the orbital overlap. If the dom-
inant mechanism were via an anion intermediary, the effect would

be much less sensitive to cation separation, especially as S 2~
is a more

covalent anion than O 2~.

2. B-Site John-Teller Effects

(a) It was pointed out in Chapter I that Cu 2
+(3d

9
) and Mn3

+(3d
4
)

are Jahn-Teller ions. In an octahedral interstice, Cu 2+ has an eg

hole, Mn 3+ an eg hole in the half-shell stabilized by intraatomic ex-

change (Hund's rule), and the orbital angular momentum is quenched
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by the cubic fields. Therefore the ground state may be stabilized by
a splitting of the doubly degenerate F3 level. It was pointed out

that ligand-ficld considerations alone arc unable to distinguish

whether stabilization of the dzi or the dx*- y* orbital is greatest. To
answer this question, Kanamori (322) considered interactions between

the electron order and the normal modes of vibration about an octa-

hedral interstice. Van Vleck (629) has shown that the normal vibra-

tion modes that split the F3 level are those illustrated in Figure 47.

Positive Q3 stabilizes d&, negative Q3 stabilizes dx*- y*. Q* stabilizes

a mixture of the two. If polar coordinates p and 6 in the space of

the coordinates Q3 , Q2 are defined (Q3
= p cos 0, Q2

= p sin 9), then

to first order in the coupling between modes (&, Qs and orbitals

dzi, dX2-3,2, the ground-state energy for an isolated MXe complex is

independent of 0. (M is a 3d4 or 3d9 cation and X is an anion.) This

means that the ground state is not uniquely determined, but corre-

sponds to any point on the circle with radius p = 5, where 8 is pro-

portional to the coupling constant g and the inverse root of the

stiffness constant C associated with the vibrations. A consequence
of this is that the degeneracy may be removed by resonance between

the stable configurations. The degeneracy may also be removed by
the addition of anharmonic terms in the potential energy and higher

order coupling terms, which makes the total energy at T = 0K
E = -62

{C/2 + (A.d
-

ft) cos 30} (169)

where A 3 is generally positive (484). With a point-charge model,

ft is calculated to be positive (394), and the sign of the cos 36 term

is uncertain. However, if covalency favors square-bond formation

at Cu2+ or Mn 3
+, as is probable, ft is negative. In this case the

stable state unambiguously favois cos 30 =
1, or =

0, db27r/3.

This corresponds to Q3 (c/a > 1) with c axis oriented along the z, x,

and y axes, respectively. Therefore the Jahn-Teller effect should

unambiguously stabilize a static distortion of the octahedral mole-

cule to tetragonal (c/a > 1) symmetry, provided the temperature
is low enough that the entropy contribution to the free energy does

not stabilize the dynamic Jahn-Teller effect. (The magnitude of the

critical temperature depends upon the magnitude of the anharmonic

contributions.) One exception to this rule appears to occur in the

crystal K2CuF4 (352) where the octahedral interstices of the Cu2+

ions are distorted to tetragonal (c/a < 1) symmetry corresponding
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Z

THE NORMAL MODE
Q
2 (Q 2 >0)

THE NORMAL MODE
Q
3 (Q 3 >0)

(0)

Fig. 47. Normal vibrational modes Q2 and Q3 compatible with Jahn-Teller

splitting of the degenerate ground state of an octahedral-site 3d4 and 3d9 cation,

(a) Definition of modes for a free ion complex. (See following pages for Figs.

47(b) and 47(c).)
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to a Q3 < mode. However, the interstices of the Ni2+ ions in

isomorphous K2NiF4 are similarly distorted, though to a lesser ex-

tent. Since octahedral-site Ni2+ is not a Jahn-Teller ion, it appears
that in this structure the Cu2+ ion is subject to tetragonal ligand

fields even in the absence of the Jahn-Teller effect. These fields

determine the sign of Q3 .

(b) The spinel structure favors a cooperative distortion in which

all octahedral interstices of the same sublattice deform parallel to one

another. In this case the elastic energy, to the same approximation
as equation 169, becomes

+ (Kid + K>2) cos 39} (170)

and Ci2"are elastic constants, and Sl/N

E = -

where' C" = (cn c\t)$l/N,

Q 2 OR C7
X

9 = 27T/3

OR C7

=-27T/3

(b)

Fig. 47 (continued), (b) The plane for a spinel.
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is the volume per unit cell. Thus if (Kid + K*) > 0, the crystal

distortion is to tetragonal (c/a > 1) symmetry.
The fact that Mn3+ or Cu2+ ions occupying more than a critical

fraction of the spinel B sites produce distortions from cubic to tetrag-

onal (c/a > 1) symmetry has been well established, as can be seen

from Table XV. In fact Satomi (552) has measured the oxygen

parameters in Mn304 to demonstrate directly that it is the octahedral

sites that are distorted; that the tetrahedral sites resist the distortion.

B * 2 777 3

9-0

\,

= -2 77V 3

Fig. 47 (continued), (c) The

(C)

plane for a perovskitc. (After Kanamori

(322).)
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Wickham and Croft (668) found that in several oxide spinels the

critical fraction of B sites that must be occupied by Mn 3+ ions is

0.6 < fc < 0.65. Investigation of a wider range of materials (see

Table XV) indicates that in general fc > 0.5 but that fc < 0.5 may
occur. In Figure 48 the temperature T t for the tet. ^ cubic tran-

sition is plotted against composition for the system

Simple extension of the Kanamori formalism leads to a linear varia-

1200

1000

8OO

TfKl 600
t
L J

400

R.T.

200

CUBIC

TETRAGONAL

C/a >|

0.60 0.70 0.60 0.90 1.0

Fig. 48. Transition temperature T t for martensitic tetragonal (c/a > 1) ^

cubic transitions in the system Zna.(iei_a-[Co2i2jMn2z"]O4. (After Wickham
and Croft (668).)
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tion of T t with concentration of the Jahn-Teller ions. The transition

with composition from cubic to tetragonal symmetry is seen to be

quite abrupt. (A similar plot for Cu2+ is shown in Figure 55(b).)

This fact, together with site-preference energies, can serve as a useful

aid in the determination of the valencies in these systems. However,
care must be exercised. For example, -site Fe2+ and Co2+

ions,

which have partially filled, but not half full, tZg orbitals may alter

/c ,
but the sign of the alteration is not obvious since the relative mag-

nitudes of spin-orbit coupling and trigonal and tetragonal ligand-field

splittings must be considered. Cation size also plays a small, but

observable role. Also, the simultaneous presence of ^4-site Jahn-

Teller ions must strongly influence fc . [It has been suggested in the

literature that, if the A-site ions are stabilized by c/a < 1, they tend

to quench static Jahn-Teller effects. The fact that CuMn2O4 is

cubic has been claimed to represent such quenching. However, the

compound is not a normal spinel, as originally reported, and its prob-

able ionic distribution is (558a) [Cu2
+Mn?+,[Cu!,Mn},MnL+ ]04j

where < x < 0.33.]

For Cu2+ in CuFe2O4 the apparent critical fraction is 0.2 < /. < 0.3

(52,222,489) . This fraction is determined by quenching the specimen
from different annealing temperatures so as to vary the proportion
of Cu2+ ions on A and B sites. However, substitution of a relatively

small amount of a nonmagnetic -4 -site cation for Cu2+
destroys the

tetragonal distortions at room temperature. For MyCui_2/
Fe2 4 ,

where M = Zn, Cd, Ca, tetragonal (c/a > 1) symmetry is only

observed for y < 0.1 (see Table XV). Because these ions are rela-

tively large, they increase the spinel u parameter to make Madelung
energies favor a greater fraction of the Cu2+ ions on the A sites (see

Chapter III, Section I-A-3). These results suggest that the low

apparent fc of CuFe2()4 may be largely due to cooperative distortions

about A -site Cu'2+ that have the sign of spin-orbit effects (see Chap-
ter III, I-E-4).

(c) The temperature dependence of the cooperative distortions is

analogous to that of the spontaneous magnetization. The distortion

should be determined by the thermal averages over the dz* and dxi- yi

states. If <TZ is an ordering parameter for the Qz mode, and uz is the

normalized sum of the strains associated with the Qs > mode, then

the distortion is given by
uz(T) = tnWr (171)
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where U& is the distortion at T = 0K and (0^)7 is a thermal average.

Kanamori (322) has calculated (er)r to derive the temperature depen-

dencies shown in Figure 49, where the constants fci and fc2 are propor-

1.0, ^^Tw I fca

O
4

o
M

A cu Fe, 7 Cr
3
o

0.5

T/T
t

Fig. 40. Curves of ug/u^ vs. T/T t arid experimental data for several spinels.

Curve 1: A-i
- A* 0; Curve 2: ki - 0.25, kz = 0; Curve 3: ki - 0, kz

- 0.175;

Curve 4: ki = 0, k* - 0.263, The constants ki, fa are defined by ki - 3/Ci/C
and kz = A'2/C, where KI, A"2 are defined by equation 170, C = 0(cji c)/JV is

a stiffness constant per octahedral-site cation, gro is a coupling constant, and
5 _ gr /Cl/1

. (After Kanamori (322).)

tional to the /\3 and K* appearing in equation 170. If fci
= fc2

==
0,

the transition is of the second kind, like the magnetic transition of a

ferromagnet. In the presence of vibrational and/or coupling

anisotropies, the transition is of the first kind. Lattice-parameter
variations give definite evidence of a two-phase region near the critical

composition for tetragonal distortions, as can be seen from Figure 50.

This indicates a transition of the first kind. A more definite indica-

tion that the transitions are first order and that the fci, kz are large



610

1.0

Fig. 50. Unit cell as a function of composition for the systems
ZnxGei_x[Col-2xMn2/]O4. (After Wickham and Croft (668).)
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is found in the fact that the c/a ratios of several end-member manga-
nites are nearly temperature independent up to the transition tem-

perature (291a).

Kanamori's theory does not consider static, local distortions around

each Jahn-Teller ion at high temperatures without anisotropy. With-

out anisotropy, a local distortion corresponds to a point on a circle

in the Qz-Qz plane (Fig. 47). Similarly a degenerate electronic state

corresponds to a point on a circle in d^d^-^ space. The dynamic
Jahn-Teller effect corresponds to a coupling between vibrational

and electronic states that is represented by a circling in phase of

the points in the two spaces. Therefore the possible alternative

distortions are not properly described as orientations of the tetragonal

axis among the three principal, crystallographic axes. Static, local

distortions of this latter description correspond to the case of strong

local anisotropy, in which the anisotropy energy is much larger than

kTt, where T t is the transition temperature. It was used by Finch,

Sinha, and Sinha (176), and in a more correct manner by Wojtowicz

(689), to obtain a temperature dependence similar to that shown in

Figure 49. However, it seems unlikely that the extreme anisotropy

case is the correct description in most solids (see Chapter III, Sec-

tion I-F). The abnormally large i? found (117) in MnFe2 4 ,
which

has some JS-site Mn 3+
ions, may be attributed to dynamic as well as

to static Jahn-Teller effects.

3. The System Co*-MnxQ

In Figure 51 are shown magnetic and crystallographic data for

the system Co3-zMnzO4. These data contain four points of interest.

First, Co3O4 is nonmagnetic because the #-site ligand-field splitting

is Ac > Aex ,
so that the spins of the /?-site, trivalent cobalt atoms are

quenched (132). That is Co3
+(&e?) -> Coni(W) so that Co111 is

diamagnetic. (Arabic valencies refer to high-spin state, Roman
valencies to low-spin state.) Since the A-A interactions are negli-

gible, Co2+
[Co2

H
]04 remains paramagnetic to 4.2K. Site prefer-

ences give as the ideal formula for the system

Co2+[Co^ xMn2+]O4 for < x < 2

O* for x > 2

Second, the crystallographic data of Figure 51 show a typical
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variation with Mn 3+ content of the room temperature lattice

parameters.

Third, addition of paramagnetic Mn 3+ ions into the B sites initiates

A-B coupling of sufficient magnitude that Nel ordering occurs in the

1.5

-0.5

-1.0

4 9.0

LATTICE PARAMETERS

[A] 8.5

^.SPIN-ONLY, NEEL-

COUPLING CURVE

-v300

200

100

nB>0,B-SITE MOMENTS PREDOMINATE

nB<6,A-SITE MOMENTS PREDOMINATE

0.5 1.0 1.5 2.0 2.5

Fig. 51. Saturation magnetization, HB, expressed as the number of Bohr

magnetons per molecule, Curie Temperature Tc ,
and lattice parameter for the

system Co3..xMnxO4. (After Goodenough (215), data from Wickham and Croft

(668).)

cubic phase for x > 0.5. Since the number of paramagnetic A-site

ions is initially greater than the number of B-site ions, the ^4-site

moment predominates for x < 0.75. However, the large Mn3+

moment causes the magnetization to decrease through a compensa-
tion composition, and then increase as more Mn3+ are added. In the
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cubic phase there is no static ordering of the single eg electrons at a

Mn3+
ion, and relatively strong A-B coupling results.

Fourth, the magnetization cannot be accounted for by Nel or-

dering in any of the tetragonal spinels. Electron ordering at the

Mn 3+ ions in the tetragonal phase introduces the possibility of

anisotropic, but all antiferromagnetic A-B interactions. The dis-

tortion increases the cation- -cation contribution to the 90

Mn 3+ Mn 3+ interactions in (001) planes, but decreases it along the

[Oil] axes, so that large anisotropies are expected in the B-B inter-

actions. This gives rise to complex spin configurations, as discussed

in Chapter II. (Tetragonal distortions in CuFe2O4 do not destroy

Nel order since Cu2
+, with full kg orbitals, couples ferromagnetically

with 90 Fe3
+.) Some of the interesting magnetic properties that may

accompany these complex distortion-induced spin configurations

have been presented by Dwight and Menyuk (157) in a magnetic

study of a natural crystal of Mn3()4. Similar effects have also been

found in (M xMni_ir)Mn2O., where M = Zn, Mg (296).

Cossee and Van Arkel (133) have pointed out that tetrahedral-site

Co*+ does not obey a Curie-Weiss law in the paramagnetic region

because the triplet T6 and T4 levels, which are at distances of only

~4000 cm~ l and ~7000 cm" 1 from the singlet ground state F2 (see

Fig. 12), introduce a measurable high-frequency, temperature-

independent component into x that is given by equation 17.

4. A-Site John-Teller Effects versus Spin-Orbit Coupling

It was emphasized in Chapter I that if the orbital angular momen-
tum is not quenched by the ligand fields of the undistorted crystal

(kg orbitals in cubic fields partially filled, but not half full), the spin-

orbit energy XL-S may be comparable to, or greater than, any
Jahn-Teller deformation stabilization. Jahn-Teller deformations

stabilize nondegenerate orbitals. Therefore they order the electrons

into a state that has zero contribution to the angular momentum
from the cubic F6 states, so that spin-orbit coupling is largely

quenched. Spin-orbit coupling, on the other hand, stabilizes a

degenerate level. [Then <t>(r) is complex. Only the imaginary part
of <j)(r) contributes to L-S, Lz being imaginary.] This gives a defor-

mation of opposite sign, and a stabilization energy d t due to coopera-

tive deformations from cubic symmetry that may accompany collinear

spins and spin-orbit coupling is only half as great as the Jahn-Teller
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dyz dzx
GROUND
STATE

r5 OR r4 At 8.

(a)

Fig. 52. Deformation stabilization of a tetragonal interstice, (a) Spin-orbit

ordering given one Ug electron or Jahn-Teller ordering given two kg electrons.

(b) Jahn-Teller ordering given one t
2ff

electron or spin-orbit ordering given two

ttff electrons.

stabilizations, because the three kg levels that are split by trigonal

or tetragonal distortions conserve their total energy (see Fig. 52).

Therefore if the spins are collinear and (8 t + XL-S) > 2d h or

XL-S > d t , any deformation should have the sign of the spin-orbit

effect. This was found to be the case for FeO and CoO. On the

other hand, distortions of the Jahn-Teller type are associated with

4-site Ni 2+ and Cu 2+ in the spinels Ni[Cr2]04 (c/a = 1.04) (149),

Ni[Rh2]04 (c/a = 1.038) (62), Cu[Rh2]O4 (c/a = 0.91) (62), and

Cu[Cr2]O4 (c/a =
0.91) (57,442). Neutron diffraction studies by

Prince (531,533) have confirmed the fact that the distortions are due

to deformations of the tetrahedral interstices in these compounds; in

fact, the octahedral coordination around a Cr3+ ion is more nearly

perfect than in most cubic spinels. This means that the spins are

not collinear, or XL-S < 5* in these spinels. Dunitz and Orgel (156)

first pointed out that Jahn-Teller ordering of the partially filled hg

orbitals could account for the sign of the observed distortions (see

Fig. 53), but they failed to discuss the spin-orbit couplings that are

simultaneously present. Actually it is only because the two effects

give distortions of opposite sign that it is possible to distinguish the

dominant perturbation to be associated with a given deformation

(221). The fact that Ni[Cr2]04 carries the sign of the Jahn-Teller

effect whereas FeO, which is analogous, the sign of the spin-orbit

coupling suggests that for a free-ion complex the stabilization is about

equal for different signs of the deformation. This speculation has

been confirmed for the case of tetrahedral-site Ni2+ by detailed calcu-

lations (37). This means that the cooperative terms in the Hamil-
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(b)

Fig. 53. Tetrahedral-site distortions due to ordering of a single electron.

(Ordering of a single hole gives distortions of opposite sign.) (a) Jahn-Teller

ordering into a drv orbital, (b) Spin-orbit ordering into the (dys dh idtx) orbitals.

tonian, V\ + Z)v^yS-Sy, may determine the sign of the distortion

in any particular case. V\ governs d t ,
the deformation stabilization

per Jahn-Teller ion. This term decreases sensitively with the frac-

tion of cations that are Jahn-Teller ions. The exchange term governs
XL-S in that the spin-orbit effects are optimum for magnetic ordering

that aligns the spins on the Jahn-Teller ions parallel to the axis of the

angular momentum vector. Whereas the spins are ordered collinear

below TV in FeO and CoO, in Ni[Cr2]04 competing exchange forces

give a noncollinear spin configuration below Tc . In Ni[Rh2]O4 and

Cu[Rh2]04 the Rh111 ions are diamagnetic, so that there is no mag-
netic ordering to very low temperatures. Thus XL-S is relatively

small in these spinels, which is compatible with XL'S < 5*. How-

ever, if the fraction of A cations that are Jahn-Teller ions is reduced,

thus reducing 5 t ,
and the magnetic coupling is simultaneously altered

so as to give collinear A-site spins, then a change in the sign of the

A-site distortion may occur.

The temperature dependence of A-site Jahn-Teller distortions has

also been discussed by Kanamori (322). The phase transition in this

case is of the first kind. Comparison of theory and experiment for

CuCtaCh is shown in Figure 54.

5. The Systems NiCr tFe2- t 4 and Fe^xCrx 4

In the system NiCreFe2-O4, with ideal chemical formulae

Fe 3
+[Ni

2
+Fe?,Cr?+]04 for < t < I

Fei<Ni?i[Nii:t,Cr?+]04 for 1 < t < 2
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1.0 I -__

0.5

0.5

T/T
t

Fig. 54. Temperature dependence of cooperative, tetragonal (c/a < 1) distor-

tions in CuCr2C>4. (After Kanamori (322).)

the deformation stabilization per A-site Ni2+ decreases with increasing

Fe3+ content. Further, Pickart and Nathans (518), who made a

neutron diffraction study of compositions with t = 1.0, 1.5 at 4.2K,
have reported collinear A-site spins at these temperatures, even

though the magnetization of the B sites was lower than can be

accounted for by a parallel alignment of spins. (With disordered

ionic constituents on the B sites, the apparent B-site collinear array

is probably due either to disordered Yafet-Kittel angles or to a spin

reversal of some Cr3+ ions (670).) This suggests that at some T t < TN
crystalline anisotropy and magnetostrictive effects associated with

spin-orbit coupling have stabilized collinear A-site spins. If this is

so, then there must be a crystallographic distortion for T < T t that

has the sign of the spin-orbit effect and there must be a critical com-

position tc such that for 1 < t < tc (where 1.5 < tc < 2.0) the spinel

is tetragonal (c/a < 1) and for t > tc it is tetragonal (c/a > 1).

Long-range order is established by the magnetic coupling if spin-orbit

effects predominate, so that only a small fraction of A cations need be

Ni2+ for a cooperative spin-orbit distortion to occur. McGuire and
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Greeriwald (426) have indeed found tetragonal (c/a < 1) distortions

for 1 < t < 1.85. In the range 1.75 <t< 2.0 they found tetragonal

(c/a > 1) symmetry, which is characteristic of Jahn-Teller distor-

tions. In the compositional range 1.75 < t < 1.85, both distortions

appear to be present simultaneously. The low-temperature phase

appears to be orthorhombic, which is compatible with two tetragonal
distortions of opposite sign having mutually perpendicular axes.

The various transition temperatures for this system are summarized
in Figure 55.

800 NiCrtFe 2-t04

600

QC

I
UJ
Q.
2
UJ

400

200

COMP

CUBIC

CUBIC

T,V
-

/TET.

TETRAGONALj*S
'c/d >1

C/d<1
120K

0.5 1.0 1.2 1.5 1.81 2.0

t

(a)

Fig. 55. (a), (b), and (c) Crystallographic and magnetic data for the system
NiCr/Fe2-tO4 . (After McGuire and Creenwald (426).) (See following pages for

Figs. 55(b)-55(d).)
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CELL
EDGE (&)
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8.340
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8.240

NiCrtFc 2 -|04 AT ^ 15 C BELOW T
t (Tet i= CUBIC)

1.00 1.25 1.50

t

(b)

CELL.
EDGE (K)

8.540

8.490 -

8.440 -

8.390 -

8.340 -

8.290 -

8.240 -

1.75 1.81 2.00

1.00 1.25 1.50 1.675 1.75 2.00
t-

(c)

Fig. 55 (continued).
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(d)

Fig. 55 (continued), (d) Crystallographic and magnetic data for the system

CuCr<Fe2_A (after Ohnishi and Teranishi (488).)
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There are two objections to this explanation for the crystallographic

data: (Jf) The same ion cannot be simultaneously stabilized by both

types of distortions. (2) The crystallographic transitions are inde-

pendent of the Curie temperature. Since the materials of this study

undoubtedly possessed very poor chemical homogeneity, it is reason-

able to anticipate a compositional range in which two types of Ni2+

are simultaneously present. The second objection is less easily

answered. Although it is anticipated that noncollinear 4-site spins

will be present at low temperatures in the cubic phase (ferrimagnetic

spirals), nevertheless from molecular field theory (as applied to a

system with all A and B cations similar) a Ncl configuration is antici-

pated in the temperature interval just below 1\ (see Chapter II,

Section III-C-1). Therefore it does not appear legitimate to argue

that the A-site spins are only ordered collinear below T t . However,
the nature of the magnetic order in the interval T t < T < Tc has not

been investigated experimentally, and the theory may not apply to

a heterogeneous system. Magnetic evidence to support a spin-orbit

distortion below T t is an anomalous increase in g^t as the temperature
is lowered through Tt (426) ;

the electron ordering associated with a

spin-orbit distortion optimizes the orbital momentum contribution

to the moment.

Other evidence that ^4-site Ni 2+ may distort the spinel struc-

ture to c/a < 1 (spin-orbit coupling) comes from the system

Cux"
h
Nii J.[Cr2]04 ,

where the room-temperature phase is tetragonal

(c/a < 1) for x > 0.1. Other systems CuJ+Mf+atC^Ch are tetrag-

onal (c/a < 1) only for x > 0.5 (see Table XV).
A-site Fe2+(e^) is a Jahn-Teller ion with quenched angular mo-

mentum, but the sign of the Jahn-Teller distortion is uncertain with-

out a knowledge of second-order effects. If the four anions of an A
site are labeled 1, 2, 3, 4, then a clockwise twist of 1 and 2, an equal
counterclockwise twist of 3 and 4, gives orthorhombic symmetry
whereas a simultaneous reduction or increase in the angles l-Fe2+-2

and 3-Fe2+-4 gives tetragonal (c/a > 1 or c/a < 1, respectively)

symmetry. Since these normal vibrational modes are degenerate
and belong to the same irreducible representation as the degenerate
eg ground state of the Fe2+

electron, the tetragonal and orthorhombic

distortions are degenerate, to first order. (Compare with Section

III-E-2.) Therefore whether a dynamic Jahn-Teller stabilization or
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a static distortion to c/a > 1, orthorhombic, or c/a < I symmetry
occurs at A-site Fe2+

depends upon relatively small (anion-Fe
2+ dis-

tances unchanged) second-order effects. Francomb (189) has re-

ported c/a > 1, orthorhombic, and c/a < 1 symmetries in the system

Fe3_sCrx04. The distortions in this system are probably entirely due

to Jahn-Teller effects at .4-site Fe2+ rather than to competitive spin-

orbit vs. Jahn-Teller effects.

Although there is a change from tetragonal (c/a > 1) to tetragonal

(c/a < 1) symmetry in the system CuCr*Fe2-04 (see Fig. 55(b)),

the changes reported by Ohnishi and Teranishi (488) are due, at least

partially, to the fact that J3-site Cu2+ is also a Jahn-Teller ion.

F. PEROVSKITE (ABX8) STRUCTURES

The perovskite structure is particularly suited to an experimental

study of 180 cation-anion-cation interactions as there are no 90

interactions present provided the large cation is nonmagnetic (see

Fig. 56). Although the ideal perovskite structure is cubic, cubic

symmetry is rarely encountered. (Interstitial alloys of the Fe4N or

AlCMna class are cubic and have a perovskite structure, but in these

perovskites the magnetic and nonmagnetic atoms are the inverse of

the ionic perovskites. Further, the interstitial N or C atom is not

ionic, so that the cation-anion-cation exchange interactions of this

section do not apply. These perovskites are discussed in Chapter

III, Section III-B-6.) The usual perovskite symmetry is either

orthorhombic or rhombohedral, depending upon the relative ionic

size (203). Typical of the orthorhombic structures is GdFeOs, which

is illustrated in Figure 56(b). The anion octahedra are cooperatively

buckled so as to improve the packing about the larger (A) cation.

The smaller this cation relative to the anion, the greater the distortion

to 0-orthorhombic symmetry (a < c/\/2 < b). The largest

packing-induced distortions occur in the MFa structures, where the

A cation is missing. As in the case of spinels, spin-orbit and Jahn-

Teller effects may also occur. The spin-orbit effects are similar to

those encountered in the rock salt structures. Octahedral Fe2+ and

Co2+ cause large magnetostrictive distortions below TV to rhombo-

hedral (a < 60) and tetragonal (c/a < 1) symmetry, respectively,

in KFeF3 and KCoF3 . The Jahn-Teller effects play a decisive role

in the magnetic-exchange interactions.
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1. John-Teller Effects: Static and Quasistatic

Perovskites in which all the B sites are Mn3+
,
Cr2+ (tlge\) or

Cu2+
(<20i*) have tetragonal (c/a < 1) or O'-orthorhombic symmetry

(c/V2 < a < b) at low temperatures (219). Examples are LaMnOs,

B CATION A CATIONQ ANION

O

V

CELL SHOWING CATION-ANION- CATION LINKAGES

(II) CELL SHOWING F.C.C. AX3 SUBLATTICE

(0)

Fig, 56. The perovskite structure ABO8 or ABF. (a) Ideal cubic. (See follow-

ing pages for Figs. 56(b)-56(d).)
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KCrF3 ,
and KCuF3 . A detailed study (268) of the structure of MnF3

(A cation missing) reveals three different Mn-F distances. Those

along the [001] axis (w) are equal, but those in the (001) plane are

alternately I and s, as shown in Figure 56(c). Since s < m < I and

m < (I + s)/2, the bulk symmetry has c/\/2 < a < b, or is pseudo-

tetragonal (c/a < 1). This feature was predicted (213) earlier for

this class of compound, the dz* orbitals of the Jahn-Teller ions ordering

as shown in Figure 56 (d). The strain energy of this type of ordering

is smaller than that resulting from a parallel orientation of the c axes

Coordinates

(b)

Fig. 56 (continued), (b) Unit cell of (JdFe<\ showing the perovskite pseudocell,

which is typical of the orthorhombic structures (after Geller (203).)
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Mn
3+ O F'

, m = 1.9A, S = 1.8A, ^> =144, <#> =148

(J ANION

Fig. 56 (cordinued). (c) Pseudotetragonal cell of MnF3 (adapted from Hep-
worth and Jack (268)). (d) Ordering of occupied d# orbital on B-cation sub-

lattice that produces O'-orthorhombic symmetry, given extreme anisotropy.
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of the distorted octahedra. Subsequently Kanamori (322) showed

that a pure d# state at the Jahn-Teller ions represents extreme

anisotropy due to vibrational anhormonicities, and that the actual

ground state is a mixture of dx*- y* and d*. The normal modes that

interact with dz* and dx*- y* are, as before, the Qa and Q3 modes of

Figure 47. With no anharmonicity, the lowest mode in this structure

turns out to be "antiferromagnetic" Q%, the short and long axes al-

ternating along the [100] and [010] axes of the pseudotetragonal cell.

In the Q2-Qs plane, the stable configuration is represented by two

vectors, Q and Q2~, representing the two sublattices. Addition of

the anharmonic terms corresponding to (Kid + K2) of equation 170

bends the two vectors towards 9 =
27r/3, as shown in Figure 47 (b).

Therefore the distortion at each interstice has either a positive or

negative Q2-type contribution and a small, negative Qs-type con-

tribution. The angle and the interstice parameters Z, m t
s are

related by

tun *-(Qtn\- --
, 7

,

tan <*>
- (Q./QO -

(2/V2)(i
-

s)
(172)

Ordering into d# states as indicated in Figure 56(d) would call for

m = s and <t>
= 30. Substitution of the experimental values for

Z, ra, s found in MnF3 gives

<KMnF3)
= 635'

which indicates only a modest anisotropy. Kanamori has shown that

the Jahn-Teller ordering in this case gives rise to a transition of the

second kind.

The essential point for magnetic couplings is that the electron

ordering producing this Jahn-Teller effect gives (for 3d4
ions) com-

pletely empty eg orbitals directed along the s bonds, half filled orbitals

directed along the I bonds, and less than half filled orbitals along the

m bonds. This fact, coupled with the rules of Figure 42, permits

interpretation of the various types of antiferromagnetic order that are

encountered in the perovskites.

In order to understand the ferromagnetic order that is sometimes

found in perovskites containing 3d4
ions, it is necessary to investigate

the effect of Jahn-Teller stabilizations when there is no static, coopera-
tive distortion of the entire lattice. Lack of a static Jahn-Teller

stabilization may indicate either (1) noncooperative, static distortions

or (2) removal of the ground-state degeneracy by resonance between
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stable configurations. It will be shown that the magnetic data for

perovskites containing Mn 3+ ions supports the latter alternative.

The dynamic problem, which represents a doubly degenerate elec-

tronic state F8 whose degeneracy is removed in first order by a doubly

degenerate vibration, has been studied by several workers (401,444,

445). These studies, which were restricted to an isolated complex,

indicate not only that the ground-state degeneracy is removed by

coupling between the nuclear vibrations and the electron config-

uration, but also that for strong coupling the electronic configuration

"follows" the nuclear vibrations. (Born and Oppenheimer (84) have

shown that the large ratio of electron to nuclear mass insures that

electron processes are fast relative to the nuclear motions.) Thus for

sufficiently large coupling, the electronic configuration corresponds

to the symmetry of the nuclei, the nuclear motions being slow relative

to the electronic ordering. In this strong-coupling limit, the elec-

tronic configuration at any moment of time can be approximated by
the "quasistatic" ground-state configuration associated with the

nuclear positions at that moment. This limit is therefore referred to

as the quasistatic limit (225). In order to have the quasistatic limit

apply, it is necessary that vn A/fe, where vn is the relevant nuclear

vibration frequency, and A*//i is the frequency for electron ordering

as a result of the ligand-field splitting A' of the F3 level. Although
the relevant vibrational mode represents the vibration of neigh-

boring anions against one another along a (100) axis, as indicated in

Figure 57, its frequency may be estimated from the Restrahl fre-

quency. Restrahl wavelengths are ^10~ 2 cm (545), correspond-

ing to hvn & 100 cm~l
. In the perovskite LaMn03 ,

an O'-ortho-

rhombic ^ rhombohedral transition occurs at about 900K (090),

and in the spinel Mn3O4 a tetragonal ^ cubic transition occurs

at about 1443K (428). The fact that the cooperative transition

temperature varies with the number of Mn 3+ ions that are present
indicates that the Jahn-Teller stabilization per Mn3+ ion A* can be

estimated properly from the transition temperature only if all the

cations present are octahedral-site Mn3+. However, the transitions

cited provide a lower bound, so that A* > 750 cm" 1
. This means

that the strong-coupling condition is fulfilled, or that the quasistatic

limit gives a reasonable approximation. From Figure 57, it is ap-

parent that in this limit the outer-electron configurations at neigh-

boring cations are so correlated by the lattice vibrations that the 180
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cation-anion-cation supercxchange interactions correspond to Case 3

of Figure 42, or to ferromagnetic coupling.

Observation of ferromagnetic, 180 3d 4-anion-3d4 interactions

uniquely distinguishes the quasistatic model from the two alternate

models that can be proposed: (1) There are static, local Jahn-Teller

distortions, but these distortions are random having no cooperative,

long-range order. (2) There are no static, local distortions; and weak

coupling to the nuclear vibrations, although it removes the degen-

eracy of the "vibronic" ground state, leaves the spin configurations

(a)

(b)

Fig. 57. Quasistatic, ferromagnetic 180 cation-anion-cation superexchange
between 3d4 cations in octahedral sites, (a) and (b) represent electron configura-

tions for two extreme amplitudes of the lattice vibrations.

of neighboring Jahn-Teller ions uncorrelated. It has already been

pointed out that statistical treatments of the order ^ disorder tran-

sition and of the temperature variation of the c/a ratio for tetragonal

spinels cannot distinguish between a static and a dynamic model,
let alone between the two dynamic alternatives. However, the three

models predict quite different electron configurations for cubic,

rhombohedral, or 0-orthorhombic perovskites, and therefore different

magnetic coupling. Whereas the quasistatic limit calls for ferro-

magnetic 3d4-anion-3d 4
coupling, alternative (2) above calls for

antiferromagnetic coupling via Case 1 of Figure 42 (an arithmetic

average for electron occupancy of d* and dx*-y* states are used) and

alternative (1) calls for some antiferromagnetic, some ferromagnetic
interactions and no long-range magnetic order.
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Finally, it should be noted that whereas electron-vibration correla-

tions must be considered whenever a 3d4 cation interacts with another

Jahn-Teller ion having only one outer eg electron, in all other cases

the eg configuration at the other cation remains fixed, and an arith-

metic average for the occupancy of dz* and dx*-& orbitals at the 3d4

ion should be used. With an arithmetic average, the eg orbitals at a

3d 4 cation are each 1/4 filled and therefore contribute to the exchange
interactions as though they were half filled.

2. Illustrative Examples

(a) The magnetic order found in various antiferromagnetic perov-

skites is given in Table VIII. Coupling between like atoms is found

to be antiferromagnetic for all but the Jahn-Teller ions Mn 3
+, O2

+,

and Cu 2+. This conforms with Figure 42, and it gives the G structure

(Figure 18). Indicative of Jahn-Teller ordering at low temperatures,

LaMnOa and KCrF3 have the O'-orthorhombic structure, KCuF8 is

tetragonal (c/a < 1). Although low-spin-state Ni 111
appears (from

a one-electron model) to have only one eg electron (tlge
l

g}, the com-

pound LaNiOa is rhombohedral, and there is apparently no static

Jahn-Teller distortion of the structure. Since Ni111
represents a

three-hole problem, extrapolation from a one-electron model is dan-

gerous, as these experimental results indicate. In the 0' structure,

the alternating I and s cation-anion distances within a (001) plane

introduce ferromagnetic coupling via Case 3 of Figure 42. Along
the [001] axis the m distances indicate less than half filled anion-

directed orbitals and antiferromagnetic coupling via a weakened

Case 1. (For the extreme anisotropy case, m = s and the coupling

is antiferromagnetic via Case 2.) Such interactions give the A
structure that is observed. It should be appreciated how significant

a test of the theory this example is, for this structure can only occur if

there simultaneously exist both ferromagnetic and antiferromagnetic

interactions between identical ions. In tetragonal (c/a < 1) KCuFa,
there can be no coupling within the (001) planes because a full orbital

is directed along the I linkage. Antiferromagnetic coupling may
exist along the [001] only if there is extreme anisotropy. This con-

clusion is confirmed by the lack of any observable magnetic order

down to 4K. Rhombohedral LaNiOs also shows no observable

magnetic order down to 4K. Ni111 has only one unpaired* outer

electron, and it is not unreasonable to anticipate a breakdown of
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superexchange coupling between cations with total spin S = 1/2.

This follows from the assumption within each of the principal super-

exchange mechanisms that in the excited states that are admixed

to the ground state to give the magnetic coupling, the excited-electron

spins remain correlated with the net spins on the two cations. For

the case S =
1/2, there is no net cation spin with which the "excited"

electron can remain correlated, since the excited states are singlets

with zero net spin at each cation. That the lack of magnetic order

in LaNiOa is due to a breakdown of the superexchange mechanism

between cations with spin S = 1/2 is supported by the observation

that RuFs and PdF8 ,
like LaNiO3 ,

exhibit no magnetic order above

4K. The structure of these fluorides is like perovskite with the

A cations missing, and Ru111
,
Pd111 are both spin-quenched by the

ligand fields so that S =
1/2.

(b) The system (La,Ca)MnO3+ is particularly informative as it
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Fig. 58. Semiempirical phase diagram for the system (La, CaJMnOa. (After

Goodenough (213).)
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supports two types of electronic ordering, Jahn-Teller ordering and

ordering of Mn 3+ and Mn 4+ ions. This fact gives rise to five different

perovskite phases, each characterized by a different crystallographic

symmetry and magnetic order (see Fig. 58). The O'-symmetry,
A-type order of LaMnO3 and the cubic symmetry, G-type order of

CaMnOs have already been discussed. The /3-phase region is rhom-
bohedral and ferromagnetic. There is no static Jahn-Teller or-

dering in this phase, so that from quasistatic considerations the

Mn 3+-O 2--Mn 3+ and the Mn 3+-O 2--Mn4+ interactions are both

ferromagnetic. Since electrostatic energies minimize the number of

Mn 4+-0 2~-Mn 4+ interactions (ionic order is here accomplished by
electron ordering), the system is ferromagnetic. (By contrast the

compound La(Mn.75Cr. 25)03 is only ferrimagnetic (51,308) since the

number of antiferromagnetic Cr3+~~Cr 3+ interactions is not minimized

by electrostatic forces.) At 50% Mn 4
+, the two types of manganese

ion order on the simple-cubic B sublatticc like the two kinds of ion in

rock salt. There is also a Jahn-Teller ordering at the Mn 3+ ions that

produces tetragonal (c/a < 1) symmetry. Along the c axis all cation-

anion distances are m, and in the basal plane the I and s distances are

predicted (213) to be as shown in Figure 59. Such Jahn-Teller

Fig. 59. Ordering of half filled dz* orbitals in (001) planes of the CE structure.

(After Goodenough (213).)
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ordering would give the c/a < I symmetry and the CE magnetic
order that is observed. At 75% Mn 4

+, electrostatic forces would

order the Mn3+ ions into every other (001) plane, and they would be

next-near neighbors within the planes they occupied. The sequence

along a given [001] axis would be 3+, 4+, 4+, 4+, 3+. Jahn-

Teller stabilization of the dz* state along the c axis would give the

observed tetragonal (c/a > 1) symmetry and C-type order. Al-

though the Mn 4+ ions of the Mn 3
+-occupied planes have only four

out of six correct magnetic linkages, the order is stable.

In the compositional range between the a (yl-type order) and

ft (ferromagnetic) phases, neutron-diffraction data is unable to dis-

tinguish between two magnetic phases and an A structure with

canted spins. The cant angle Go measures the angle between the

moments of successive ferromagnetic layers of the A structure.

However, high-field magnetization curves (297a) reveal a marked

high-field susceptibility characteristic of complex spin configurations

(see Fig. 34). In order to have a that varies smoothly with x

from TT to radians between the a. and ft phase, it is necessary to have

some additional exchange mechanism that is ferromagnetic and has a

different 6 dependence than the cos 6 dependence of interlayer

supercxchange. De Gennes (145a) has pointed out that Zener's

double exchange (716), which would be applicable to this case, is

ferromagnetic and proportional to a transfer integral varying as

6 cos (Go/2). Minimization of the total exchange energy gives a cant

angle defined by

cos (Go/2) =
bx/4\J|S

2

where x is the number of mobile carriers and J is the superexchange

integral. [The Zener mechanism requires the presence of mobile

carriers (ions of the same atom on equivalent lattice sites, but with

different valence), a strong intraatomic exchange, and conserva-

tion of the sign of the mobile-carrier spin during a hop from one

lattice site to the next. Then the mobile carriers can contribute to

the binding energy provided the spins on neighboring sites are par-

allel. This mechanism undoubtedly contributes also to the ferro-

magnetic coupling found in the ft phase.]

(c) Further evidence for ferromagnetic Mn3+-O 2~-Mn3+ inter-

actions in systems having no static Jahn-Teller ordering is obtained

from studies of La(Mn,Ni)O3+/ (692), La(Mn,Co)03+ (225),
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La(Mn,Ga)03 (225), and (La,Ba)(Mn,Ti)03 (308). With less than

50% cobalt, trivalent cobalt is diamagnetic Coin (&cS). Ga 3+ and

Ti 4+ are also diamagnetic. The electronic configuration of Ni111

may also be correlated with the lattice vibrations (quasistatic model).

In Figure 60 are shown the ratios c/\/2a for the lanthanum sys-

1.00

0.99 -

0.98 I L JL_ _.l 1 .

100 90 80 70 60 50 40 30 20 10

PER CENT OF B CATIONS Mn 3 * -

Fig. 60. Lattice-parameter ratio c/\/2a for orthorhombic perovskites in the

systems La(Mnil: xMz)O3+v, where M = Co111 + Mn4% Ni111 + Mn4+ and Ga3+ .

(After Goodenough, Wold, Arnott, and Menyuk (225).)

terns, a ratio c/\/2a < 1 indicating Jahn-Teller ordering at the Jahn-

Teller ions. (La,Ba)(Mn,Ti)03 becomes rhombohedral with more
than 10% BaTi03 . The systems La(Mn,Ni)Og+' and La(Mn,Co)O3+ 8

become ferromagnetic in the 0-orthorhombic phase. (Ni
111 con-

tributes Ijifl. Thus the expected ferromagnetic coupling of quasi-

statically correlated ions is realized. The complications responsible

for no magnetic order in LaNi03 do not appear so long as Ni 111
couples

to another Jahn-Teller ion having more than one unpaired electron.)

(La,Ba)(Mn,Ti)Os approaches ferromagnetism in the 0-ortho-

rhombic phase; probably chemical inhomogeneities introduce some

ferrimagnetism. La(Mni_xGax)O3 is unique in that the 0' phase
remains stable to x = 0.5. In the range < x < 0.4, the moment
is compatible with ferrimagnetism due to ordering of the Ga3+ into

alternate (001) planes and the retention of A-type order (see Fig.

61). Although the origin of an ordering energy is not obvious, the

change in Tc with composition supports this interpretation. If the

Ga ordering begins to disappear as x approaches 0.5, this would be
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reflected in the anomalous increase of Tc that is observed and in the

magnetization. For x > 0.5, the magnetization is as nearly ferro-

magnetic as can be expected given considerable dilution of the matrix

by diamagnetic Ga 3
+. Consistent with these findings is an increase

in 9 for LaMn03 from about 30K to nearly 200K as the tempera-

250

10 20 30 40 50 60 70

MOLE PERCENT LdGa0 3

80 90 100

Fig. 61. Saturation magnetization and Curie temperature for the system

La(Mni_a.Gax)O3. The points are Curie temperatures for La(Mno.75Coo.25)03+

and La(Mno.6Coo.eJOs+a- The double Curie temperature of the latter sample
reflects two magnetic phases. (After Goodenough, Wold, Arnott, and Menyuk
(225).)

ture is increased through the 0' ^ rhombohedral transition at

approximately 615C (308,690).

Watanabe (649) has observed antiferromagnetic Mn3+-Mn3+

interactions in cubic phases of the system Lai-ySfyMnO*, which

would appear to support Jonker's (308) suggestion that the sign of

the Mn3+-Mn 3+ interaction changes as the lattice parameter gets

smaller than a critical value of a ~ 3.87 A. However, it is to be

noted that the Watanabe compounds that were Mn 3+
rich, antiferro-
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magnetic, and cubic were all anion-defect structures, the greatest

number of vacancies occurring at SrMnO2 .5- Since occupied d*

orbitals would be stabilized by static orientation towards an anion

vacancy, it is reasonable to expect that the dynamic Jahn-Teller

effect is quenched by static electron ordering if there are vacancies

present. Thus the Watanabe results are not inconsistent with the

quasistatic hypothesis.

(d) The system Lai_xSrxCoO3-x is complicated by the fact that the

quadrivalent cobalt is low-spin-state Colv
(&eS). Also trivalent

cobalt, though high-spin-state Co8+
(&eJ) for pure LaCo03 , appears

to be partially converted to diamagnetic Com (&eS) in the presence

of Colv
. Magnetic (311,354,647) and crystallographic (28) measure-

100

100

PER CENT A CATIONS Sr

(a)

Fig. 62. Some compositional, electric, and magnetic properties of the system

LailzSr^^of^Co^Coo^-y-zO^of^Col-yCooS-^+y-z'OOa-x. (a) Per cent

of B cations that are Colv and electrical resistivity at 90K as a function of Sr

content. (After Jonker and Van Santen (311).) (See following page for Fig.

62(b).)
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ments give the following results: (f) The system has rhombohedral

symmetry and it is difficult to obtain more than about 50% CoIV
,

strontium cobaltite tending toward the formula Sr2Co2O6 . (if) The

paramagnetic Curie temperature is 9fl < 200K for stoichiometric

LaCoO3,
but increases to a positive value if more than 10% of the

cobalt concentration is Colv
,
to above room temperature for over 40%

Colv
. (iif) The effective paramagnetic moment neft

=
Meff/M* and

the spontaneous magnetization UB = A*/W per cobalt atom are anom-

alously low, as shown in Figure 62. (iv) A neutron diffraction study

0.6

/i eff (HIGH-SPIN Co 3* Co 4
*)

Fig. 62 (continued), (b) Effective number of Bohr magnetons n*n

ordering parameter TJ, and saturation magnetization UB in Bohr magnetons per
molecule at 4K as a fraction of the percentage of cobalt ions that are Colv

.

(After Goodenough (214); experimental points after Jonker and Van Santen

(311).)
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of LaCoOa.os found no magnetic ordering down to 4.2K. These

peculiar properties have been interpreted (214) with the aid of the

following rather special assumption : Introduction of a Colv ion into

ideal LaCoO* stabilizes Co3+ near neighbors, but introduces Co 111 next-

near and next-next-near neighbors. This assumption has three con-

sequences: (1) There is a tendency for ordering of low-spin-state and

high-spin-state ions on alternate (111) planes; (2) initial clusters of

one CoIV with six Co 3"1
"

near neighbors become magnetically isolated

by a layer of diamagnetic Co
111

;
and (3) given perfect order, the frac-

tion of total cobalt ions that are present as Co34"

in the low-spin-state

(111) planes is 2z ~ exp ( 18), where = (x 2X) is the fraction

of total cobalt ions that are Coiv
. Ideally the cobalt sublattice is

split into two sublattices, each representing a set of alternate (111)

planes. Therefore the chemical formula for the system is more

appropriately written as:

Since the dominant magnetic interactions are between sublattices A
and B, the various spin assignments follow from the rules of Figure
42 and Table XII. The fraction ?/, where < y < 0.5f ,

is a measure

of the ordering of the Colv ions onto a given sublattice, and an order-

ing parameter rj is defined as i\
= 1 (2y/f) such that <

r\
< 1.

For low values of there can be no long-range order (17
=

0) as there

are not sufficient numbers of low spin-state cations available. At

higher values, the long-range order is never complete even though

only electron transfers among the cobalt ions are involved, because

there will always be regions of high Sr2+
density that force some Colv

into sublattice A. In the estimate for z' and 2", it is assumed that

the Co 3"
1
'

are always correlated with the Colv so that

2*' ~ exp (-I8y) + 12(
-

y)[l
-

2(y + *')]

2*" ~ exp [-18(* - y)] + I2y[l
-

2(f
- y + z")}

The spin-only values for neff and nB follow immediately :

neff
=

[24(*
; + z") + 3] 1 / 2

nB =
4(z'

-
z") + &

The theoretical curves are compared with the experimental points in

Figure 62, where the parameter 17 chosen for the best fit to nB is also
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shown. The lack of long-range magnetic order for LaCoOs.os

(
= 0.1) is therefore attributed to the presence of isolated, ferro-

magnetic CoIV-Co3+ clusters. (Also an anomaly in \m at 500K is

suggestive of a Co111 ^ Co 3+ transition for at least some trivalent

cobalt at this temperature.) The negative a for stoichiometric

LaCoO3 confirms antiferromagnetic Co3+-02~-Co 3+
interactions, and

the positive 9a for { > 0.1 confirms ferromagnetic Co3+-O2~-Co IV

interactions.

(e) Several rare earth orthoferrites MFe03 ,
where M is a rare earth,

have been studied (7,96,98,100,244,245,355,507,508,560,648). These

compounds tend to exhibit parasitic ferromagnetism. There are

four possible contributions to this magnetism: (i) preferential ordering

of impurities or defects into alternate (111) planes of the antiferro-

magnetic Fe sublattice, (n) interstitial Fe ions in inhomogeneity-
induced regions of high Fe concentration, (Hi) Fe 3"

1

"

spins canted in

a common direction either by the cooperative buckling of the 2~

octahedra associated with 0-orthorhombic symmetry or by aniso-

tropic superexchange [if the single-atom crystalline anisotropy differs

in different sites, a small canting will lower the anisotropy energy in

first order while raising the exchange energy only in the second order,

so that canting will occur where it is consistent with symmetry (94,

HoFeO, ErFeO,

Fig. G3. Proposed magnetic structures for HoFeOs and ErFeOs at 125K.
(After Koehler, Wollan, and Wilkinson (355).)
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450)], and (iv) canting of the antiferromagnetic rare earth sublattice

as a result of interactions between the two sublattices. How many
of these contributions are present in any compound depends upon the

preparation and the magnetic easy axis for the Fe-sublattice spins.

The spin configurations (355) for HoFeOs and ErFeOs are shown in

Figure 63. The Curie temperatures Tc 569 10K are all deter-

mined by the Fe3+ sublattice.

G. ORDERED ROCK SALT STRUCTURES

Several Li+-substituted rock salt structures have been prepared in

an attempt to find an example of Zener's (716) double exchange, a

ferromagnetic cation-anion-cation interaction between cations of the

same ion, but different valence state (see Section I-F-2-(b)). None
of the oxides studied become ferromagnetic. Although a spon-

taneous magnetization was found (223) in the system Li/Ni? -2rNii
I!O

in the range of compositions 0.3 < x < 0.5, it was due to ferrimag-

netism resulting from preferential ordering of the Li"1
"

into alternate

(111) planes. Since there is no static Jahn-Teller distortion about a

Nim and electrostatic forces minimize the number of Nini-0 2~-Nini

interactions, all Ni-O 2~-Ni interactions may be assumed antiferro-

magnetic. If only one such interaction is required to couple a Ni

atom to the long-range magnetic order, the theoretical magnetization
curve and fitted ordering parameters are those shown in Figure 64.

Perakis, Wucher, and Parravano (512a) have found the ferrimagnetic

phase present in samples with x < 0.3.

A preliminary study (264,523) of the system LixMni_xSe with

< x < 0.1 indicates a complex magnetic behavior that has been

interpreted (264) as evidence for Zener's double exchange. The

composition Li .iMn .uSe appears to be ferromagnetic (UB ~ 0.7) in

the temperature interval 70K < T < 110K, but to exhibit anti-

ferromagnetic ordering of the third kind below 70K. Although a

thermal hysteresis was noted in connection with the 70K transition,

no crystallographic or electrical data have been reported. A low

/ieff and /i (from neutron data) suggest that the trivalent manganese
in this system is Mn II!

(^S) (However, the appearance of a second

phase for x > 0.1 suggests that with a large enough concentration

of trivalent manganese, the ion may be stabilized as Mn 3+ by Jahn-

Teller distortions. Jahn-Teller stabilizations and Li+ ordering have

been used to give a tentative structure, from powder-pattern data,
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Fig. 64. Magnetization UB in Bohr magnetons per molecule and ordering pa-

rameter z - 1 -
(2i//x) for the system (Li^-^Niot-xNi^^CIJ/Nio.s-zNiJ-^O,

x > 2y. (After Goodenough, Wickham and Croft (223).)

for LiMnO2 (215).) Since MnIH -Se 2~-Mn 2+ interactions are ferro-

magnetic according to Figure 42 and Table XII, the presence of 20%
Mn 111 + Li+ would be sufficient to eliminate long-range antiferro-

magnetic order and to allow a small net moment from ferromagnetic

clusters. Although such a material would exhibit exchange aniso-

tropy (430), no magnetic measurement has been made to distinguish

this account of the spontaneous magnetization from the double-

exchange proposal. Thus the existence of pure double exchange,

even in the presence of more covalent anions, appears to be still

doubtful. Nevertheless it undoubtedly contributes to the magnetic

coupling, as indicated by the canted spins in Lai_zCaxMnO3.

Although tetragonal (c/o > 1) symmetry is generally associated
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with a Cu 2+ octahedral interstice, Bertaut and Delorme (56) have

reported an ordered structure for the rock salt compound Cuo.^CoojsO

that is tetragonal (c/a < 1) and antiferromagnetic. The f.c.c, cation

sublattice has the CuAurtype ordering; and the Cu2+ ions occupy one

of its four simple-cubic sublattices. These facts can be interpreted

(215) as due to cooperative Jahn-Teller distortions at the Cu2+ of the

type found in LaMnOs (see Fig. 56(d)).

H. RUTILE STRUCTURES

1. Normal Compounds

(a) In the rutile structure, the cations occupy nearly octahedral

interstices and form a body-centered-tetragonal (c/a < 1) sublattice.

Packing considerations force shorter 2~~-0 2~ distances in the basal

plane. Along the c axis the cation-occupied octahedra share a com-

mon edge (90 interactions), and the body-centered octahedra share

common corners with the corner octahedra via a cation-anion-cation

angle of ^135. It follows from the symmetry that the 90 and 135

interactions can only be cooperative if the 90 interactions are ferro-

magnetic. If all interactions are antiferromagnetic, there is the

possibility of spiral-spin configurations as a result of the three com-

peting exchange interactions illustrated in Figure 29 (a). (See Chap-
ter II, Section III-B). Such a spiral configuration has been observed

for MnO2 ,
where the Mn 4+-anion-Mn 4+ interactions are relatively

weak because the eg orbitals are empty. In MnF2 ,
on the other hand,

the magnetic ordering is body-centered of the first kind, or

jc-c/jc-a-c < i
t
sjnce the g orbitals at a Mn 2+ ion are half filled. (The

greater electronegativity of F~ weakens the cation-anion-cation

interaction so that TN ~ 84K, but the greater Mn 2+ Mn 2+
separa-

tion along the c axis, 2.89 A for MnO2 (714) and 3.31 A for MnF2 (233)

weakens the cation- -cation interaction more rapidly. Note also

that equation 174 calls for Rc(Mri) 2.85 A, so that HL electrons

are along the z axis. Recent nuclear magnetic resonance experi-

ments (499) indicate that the 90 interactions along the c axis in

MnF2 are actually ferromagnetic, but with a strength of only 10%
of the intersublattice interactions. This implies that the ferromag-
netic (sp*)*, (sp*)(?' interactions are unexpectedly large, perhaps as a

result of (sp
2
) hybridization at the anion.
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FeF2 , CoF2, and NiF2 also have body-centered ordering of the

first kind, as is predicted since the t2g orbitals are more than half filled.

Because of the low Neel points, no crystallographic studies of the

spin-orbit distortions about the octahedral Fe2+ and Co2+ ions have

been reported.

(b) From crystal symmetry and equation 167, it follows that in the

antiferromagnetic iron group difluorides MnF2 ,
FeF2 ,

and CoF2,

which have sublattice magnetizations parallel to [001], shear strains

<rXz, <ryz will be accompanied by magnetizations along the y, x direc-

tions, respectively (161). Moriya (449) has pointed out that even a

linear compression in the basal plane, say along the [110] direction,

can produce different atomic moments on the two sublattices, and

therefore piezoferrimagnetism, provided that the lifetime for inter-

change of + and sublattices is sufficiently long. This effect is due

to the 90 angle between the basal-plane, principal octahedral-site

axes of the two different sublattices. The ligand fields around the

two types of site are no longer the same in the presence of compression

along an axis of the basal plane, and this gives rise to different g fac-

tors and to different anisotropic fine structure couplings. This effect

is largest for CoF2 . Because the piezomagnetic moment reverses

sign when the sublattice magnetizations of the antiferromagnet
reverse their sign, Moriya makes the interesting suggestion that this

effect may permit direct measurement of the relaxation time for this

interchange.

2. Electron-Ordering Effects

(a) The compounds CrF2 and CrCl2 are complicated by the fact

that octahedral O2
+(3d

4
) is a Jahn-Teller ion. A cooperative Jahn-

Teller distortion of the rutile structure occurs above room tempera-
ture for each compound, but the cooperative character of the effect

is different for the two cases. In each compound the Cr2+ octahedra

become tetragonal (c/a > 1), but in CrF2 the long axes have a large

component parallel to the c axis (294) whereas in CrCl2 they are

perpendicular to the c axis (699). Therefore the c axis of mono-
clinic CrF2 is relatively large (3.51 A), so that CrF2 has body-centered

magnetic ordering of the first kind, whereas the c axis of orthorhombic

CrCl2 is relatively small (3.48 A) given the larger size of the Cl~ ion.

The very large cation- -cation distances along the a and b axes of

CrCl2 (6.64 A and 5.98 A) mean that only the ~135 cation-anion-
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cation interactions compete with the 90 interactions along the c axis.

Nevertheless the observed (112) body-centered ordering of the third

kind requires /(90)//(135) > 4, which is improbable. This sug-

gests that the ^135 cation-anion-cation angles are not all equal, so

that some of the interactions between corner and body-center cations

are ferromagnetic corresponding to a > ac
~ 145, and some anti-

ferromagnetic corresponding to a < ac
~ 145. (See Chapter II,

Section I-A-4.) The necessary small rotation of the octahedra about

the long axes, though not reported, may be present.

Jahn-Teller ordering at Cu2+ distorts antiferromagnetic CuF2 simi-

larly to CrF2 (70a). The unpaired dx*- y* electron spins are presum-

ably coupled via the shorter ^135 cation-anion-cation links.

(6) Below Tc
= 121C, the rutile phase of Cr02 is ferromagnetic

with a nearly spin-only atomic moment MO = 2.07 O.OSju/* (242).

A"

CATIONS WHOSE
OCTAHEDRA HAVE
A COMMON FACE

V COMMON EDGE OF
1 TWO CATION

QOCTAHEDRA

Fig. 65. The corundum structure. A-B and C-D c-axis pairs share a common
octahedral face, C-B" and D-A' basal-plane near neighbors share a common octa-

hedral edge, and there are A"-B and C-A' cation-anion-cation couplings between

adjacent basal, "puckered" planes of cations.
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From Table XIV it is apparent that ferromagnetic order can only be

realized if the cation- -cation interactions along the c axis are elimi-

nated by an ordering of the two Cr 4+ d electrons away from the c

axis (216). Such ordering simultaneously causes the intermediary
anions to overlap half filled orbitals on one cation, empty orbitals on

the other, so that the cation-anion-cation coupling would be ferro-

magnetic, corresponding to 180 Case 3. Since the crystalline fields

are not cubic, but orthorhombic, the particular two-electron ground
state requires a negative ligand-field contribution along the c axis.

Such a field is possible because of the partial shielding of the cations

from one another by the shorter O 2~-0 2~
separations in the basal

plane. Siratori and lida (578) have observed that the temperature
coefficient for the c axis is negative throughout the temperature range
0C < T < Ti, where T t > 200C, which is indicative of the required

electron ordering away from the c axis throughout this interval.

(Removal of electrons from the c axis permits smaller separation of

the basal-plane O 2~"

ions.) Also, c/a 0.660 (674) is larger than for

most rutile structures. Further, CrO2 is a relatively good elec-

trical conductor (p ~ 10" 1 ohm-cm at room temperature). Because

there is a pronounced maximum in the p vs. T curve at the Curie

temperature (377), CrC>2 appears to have a metallic characteristic

at room temperature. The conduction mechanism in CrO2 is not

understood. However, it seems reasonable to suspect that stacking

faults of the type identified in Ti6 9 (see Chapter III, Section II-B-3)

may be playing a role.

I. SOME HEXAGONAL STRUCTURES

1. Corundum

Information about the 90 interactions can be obtained from the

magnetic structures of several hexagonal structures (corundum,

ilmenite, CdCV CdI2). The corundum structure is illustrated in

Figure 65. It has a unique threefold axis along which pairs of dis-

torted, cation-occupied octahedra share a common face. In the

basal plane these octahedra share a common edge with three similar

octahedra. The strongest cation- -cation interactions occur along
the c axis through the common octahedral face, but similar inter-

actions may also occur perpendicular to the c axis. Cation-anion-

cation interactions are also present. Cation-occupied octahedra

share a common corner with one of the cation-occupied octahedra

belonging to a neighboring c-axis pair. The cation-anion-cation
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angle is ~135. These interactions couple, for example, A" of Figure

65 with B and C, B" with D and A'.

Two possible types of magnetic order are shown in Figure 18. In

both types of order, the cation- -cation interactions through a com-

mon face are antiferromagnetic. Given this interaction, it is

apparent from Figure 65 that cation B" cannot be simultaneously

antiparallel to both D, to which it is coupled by a 135 cation-anion-

cation linkage, and C, to which it is coupled by a 90 linkage. In

corundum ordering of the first kind, the cation- -cation C-B" inter-

action is the stronger, and in ordering of the second kind the cation-

anion-cation A-B1 and B"-D interactions are the stronger. (Should

the cation- -cation A-B and the cation-anion-cation A-B' interactions

be antiferromagnetic in both magnetic structures, the critical param-
eter ratio is JB"-D/JB"-C = 1/2, there being twice as many B"-D as

B"-C linkages.) Ordering of the first kind is illustrated by a-Cr2 3 .

The Cr3+
(3d

3
) ions have no eg electrons, so that cation-ariion-cation

interactions are relatively weak. Ordering of the second kind is

illustrated by -Fe2O3 . The Fe 3+
(3d

5
) ions have half filled ea electrons

so that the cation-anion-cation interactions are strong. The differ-

ences in the N6el temperatures given in Table VIII reflect the relative

strengths of the interactions in the two compounds. [Osmond (496a)

has argued for a ferromagnetic 135 cation-anion-cation interaction

in a-Cr2 3 . This is plausible, but not demonstrated (see Section

III-C-3 for contradictory evidence), as 125 < ac < 150 represents

the range of angle within which the sign changes from that of 180

to that of 90 coupling, and 90 Cr3+-anion-Cr3+ interactions are ferro-

magnetic. Ferromagnetic 135 interactions would also lead to order-

ing of the first kind.]

Menyuk (433) has used the Luttinger-Tisza formalism of Chapter

II, Section III-A to show that in the corundum structure the ground-
state spin configuration is always a spiral, as in the case of a Bravais

lattice. He has also derived the regions in parameter space for which

the four alternative, collinear models that are possible for corundum
are stable. [These regions have also been analytically defined by
Bertaut (55). Although Bertaut's regions are correctly described,

it should be pointed out that he asserts without proof that for any
structure the Lagrange multipliers of equation 142 are equal for all

sites of a given crystallographic sublattice. This is equivalent to

assuming, a priori, that one of a restricted class of configurations will
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minimize the Heisenberg exchange energy. This restriction, which

happens to be justified in the case of corundum, is not generally valid,

so that failure to provide a sufficient criterion for testing the validity

of the assumption prevents definite establishment of the ground
state. The same limitation is not present in the Luttinger-Tisza

approach.]

The compound a-Fe20a exhibits a weak, parasitic ferromagnetism
in the temperature interval -20C < T < 675C. In this tempera-
ture range the atomic moments are nearly in the basal plane. From
the symmetry, D of equation 167 is parallel to the c axis and aniso-

tropic superexchange cants the spins in the basal plane in the same

direction (D Si X 82 5^ 0) to produce a net moment. Below 20C,
the spins are aligned parallel to the c axis, and the parasitic ferro-

magnetism disappears (446) since DSi X 82 = for any canting

from the c axis. (Other contributions to parasitic ferromagnetism,
such as weak ferrimagnetization due to a lack of stoichiometry, are

not a fundamental property of the material.) In a-Cr2O3 ,
the mag-

netic axis is the c axis for all T < TN,
and there is no para-

sitic ferromagnetism.

2. Ilmenite

(a) The ilmenite structure is similar to the corundum structure

except that there is ordering of the two different cations into alternate

(ill) planes of the rhombohedral cell. The compounds Ni2+Mn4+Os

and Co 2+Mn 4+03 have a magnetic order similar to that of a-Fe20s.

In each case this gives rise to ferrimagnetic moments per molecule of

M~0.7/z* (59,97,119,608).

Spin-only moments would give M = IM* and O//*, respectively.

Since the spins are in the (111) plane (303), a contribution to the

ferrimagnetic moment should come from a canted-spin configuration.

Orbital contributions to the g factor must also be playing a role,

especially in the case of Co2+
. It was pointed out in the discussion

on rock salt structures that Co2+ in CoO carries an atomic moment
of 3.7/iB rather than the spin-only value of 3.OMB, and that this mo-
ment can be accounted for quantitatively if orbital considerations

are included.

The magnetic order follows from the coupling rules. Since the

ho orbitals of the M2+ ions are more than half filled, the M2+- -M2+

and M2+- -Mn 4+ interactions are very small. The 90 interactions
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between Mn 4+ ions within a (111) plane are ambiguous. This means

that the 90 C-B" interactions are dominated by the cation-anion-

cation A-B' and B"-D interactions, which are antiferromagnetic even

though the eg orbitals of one cation are empty, of the other half filled,

because the cation-anion-cation angle is a < 135.

(b) In MnTi03 ,
FeTi03,

and NiTi03 the Ti cations appear to be

diamagnetic Ti4+ . This means that there are only two competing
interactions present: a cation-anion-anion-cation interaction between

A and A', D of Figure 65 and a 90 interaction between A' and D.

If the 3d orbitals are half filled, the antiferromagnetic 90 interaction

is probably the stronger (Case 1 of Fig. 43), but if the t2o are more

than half filled, the 90 interactions are ferromagnetic (presumably
there is little quenching of the correlation pa, pa' interactions) and

cooperate with the antiferromagnetic cation-anion-anion-cation

interactions. This prediction has been substantiated by neutron

diffraction studies (563,565), MnTi03 having antiferromagnetic

A'-D interactions and FeTiO3 ,
NiTiO3 having antiferromagnetic

A-A 1 and A-D interactions (or ferromagnetic A'-D coupling).

3. Halogen Compounds

The transition element dichlorides crystallize in the CdCU struc-

ture, and the dibromides have the hexagonal CdI2 structure. The
CdCl2 structure corresponds to rock salt with every other (111) cation

plane removed. The Cdlz structure is formed by removal of alter-

nate basal planes of a close-packed-hexagonal cation sublattice.

Therefore these structures, like the ilmenites, contain cation-anion-

anion-cation interlayer interactions that may compete with intralayer

90 interactions. As in the ilmenites, the 90 interactions within

the layers are antiferromagnetic if the 3d orbitals are half filled (Case
1 of Fig. 43), but are ferromagnetic if the tZg orbitals are more than

half filled. Evidence for the sign of the intralayer interactions comes

from a (see Table VIII).

In the trichlorides, one-third of the cations are removed from the

dichloride layers, but 90 interactions are still present. Therefore it

is not surprising to find that the competing interactions produce a

spiral configuration in FeCl3 . (The hexagonal symmetry supports
a spiral configuration even though it is not a Bravais lattice.) The

ferromagnetic layers of CrCla, on the other hand, indicate that the 90

intralayer interactions are ferromagnetic. Negligible cation- -cation
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interactions are to be expected since the Cl~ ion is large, so that ferro-

magnetic 90 interactions are possible (see Fig. 43). That the

intralayer interactions are ferromagnetic is indicated by > 0.

This is in contrast to the strong antiferromagnetic Cr3+- -Cr8+ inter-

actions in the oxides where cation- -cation interactions are substan-

tial. In CrBr3 the chromium separations in the basal plane are even

larger than in CrCls, and ferromagnetic 90 cation-anion-cation inter-

actions must dominate. The ferromagnetism of CrBr3 confirms this

conclusion.

The orthorhombic oxides with CrVC^ structure (see Table VIII)
also have c-axis coupling that is compatible with the sign of the cation-

-cation interactions: antiferromagnetic Cr
8"

1
" Cr3+ and ferromagnetic

Fe2+--Fe2
+, Co2+- Co2

+, Ni
2+--Ni2

+.

Kanamori (320) has interpreted the magnetic properties of the

iron group anhydrous chlorides with the aid of ligand-field theory.

Since the crystalline anisotropy gives evidence for considerable spin-

orbit coupling, he assumes that in FeCl2 the F6 triplet (one-electron

problem with cubic fields splitting the hD atomic level into F5(^)
and F3(e?)) is split by the trigonal fields into a lower doublet (Fi'l of

eq. 68) and an upper singlet (Fn). Which level is stabilized depends

sensitively on the magnitude of the effective point dipole moments
induced on the chlorine ions. For CoCl2 he assumes that the singlet

IVi is lower, which again permits large spin-orbit coupling. He
further assumes that the trigonal-field splitting is large compared to

the spin-orbit coupling. With this model it is possible to account

for the principal susceptibilities both in the paramagnetic and in the

antiferromagnetic states, and also for the parasitic-magnetization

curve in the antiferromagnetic state.

J. INTERACTIONS BETWEEN CATIONS IN TETRAHEDRAL SITES

Arguments for the sign of the exchange interactions between

tetrahedral-site cations are similar to those for octahedral-site cations.

However, in this case cation- -cation interactions across a shared edge
involve overlapping eg orbitals. Correlation superexchange and

cation- -cation interactions are both unambiguously antiferromag-

netic for d5-d5 interactions.

There are two 0-MnS phases, in each of which the Mn 2
+(3rf

6
) ions

occupy half the tetrahedral interstices of a close-packed sulfur sub-

lattice: one is cubic and the other hexagonal. The cation-occupied
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tetrahedra share a common corner. There are no cation- -cation

interactions, and the cation-anion-cation angle is 120. Each anion

has four neighboring cations, so that not all cation-anion-cation

interactions can be antiferromagnetic simultaneously. The best

compromise has two antiferromagnetic and one ferromagnetic linkage.

Only nearest-neighbor cation interactions are present, so that the

best collinear compromise leads to ordering of the third kind (Fig. 18).

Although neutron-diffraction data (126) are compatible with this

type of ordering, a difficulty remains for cubic /3-MnS: The neutron

data would call for a spin direction that gives a dipole-dipole energy
of 1.3 X 10 erg/cm

3 above its minimum, and there are no known ani-

sotropic forces of sufficient magnitude, in the case of Mn2
+, to force

this orientation.

Keffer (341a) has pointed out that, if the anisotropic superexchange
of equation 167 is included in the spin-dependent Hamiltonian, the

ground state of cubic /3-MnS (Mn2+ ions from a f.c.c. array) is a spiral

(6
= 90) propagating along a [100], but with antiferromagnetic,

collinear (001) planes. Whereas anisotropic superexchange (propor-

tional to sin On) usually competes with normal superexchange (pro-

portional to cos By), so that only the small cant angles of parasitic

ferromagnetism are realized, it does not compete in cubic 0-MnS
because the compromise minimum-energy configuration for normal

superexchange can be achieved in a variety of ways if noncollinear

spins are allowed. Keffer's [100] spiral is one possibility that also

permits considerable reduction of the anisotropic-superexchange en-

ergy, which is minimized by 90 coupling of neighboring Mn2+
spins.

This spiral satisfies the neutron data as well as collinear ordering of

the third kind, but it also gives a dipole-dipole energy of 1.3 X 10 6

ergs/cm
3 above the minimum. However, estimates (510a) of the

magnitude of D indicate that the anisotropic-superexchange sta-

bilization is of comparable magnitude, so that the spiral configuration

is quite plausible.

Chalcopyrite, CuFeS2 ,
has the zinc blende structure, but with

ordering of the Cu+, Fe3+ ions within (001) layers so that the para-

magnetic Fe 8+ cation has only four tetrahedral Fe 3+ near neighbors,
but eight diamagnetic Cu+ near neighbors. In this structure anti-

ferromagnetic coupling between Fe 3+ near neighbors can be propa-

gated unambiguously over the Fe 3+ sublattice. The tetragonal

symmetry is presumably due to the cation ordering. The low-iron

moment observed by neutron diffraction is not understood.
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II. Ionic Compounds with Metallic Conductivity

A. DESCRIPTION OF THE OUTER ELECTRONS

As has been pointed out previously, ionic compounds are charac-

terized by a Fermi level EF that is located within an s-p-state energy

gap Ef. It is for this reason that ionic compounds are usually in-

sulators. However, if the ionic compound contains transition ele-

ment cations, electrical conductivity can take place via the d

electrons. Two situations have been distinguished: the case where

Rtt > Rc(n,d) and that where R tt < Rc(n,d). Compounds corre-

sponding to the first alternative have been discussed in Chapter III,

Section I, where it was pointed out that the presence of similar atoms

on similar lattice sites, but in different valence states, leads to low

or intermediate mobility semiconduction via a hopping of d electrons

over a lattice-polarization barrier from cations of lower valence to

cations of higher valence. In this section it is shown how com-

pounds that illustrate the second alternative, R tt < fic(n,d), may lead

to intermediate mobility, metallic conduction and to martensitic

semiconductor ^ metallic phase transitions.

1. Criteria for Metallic Conduction in Ionic Compounds

From the discussion of Chapter I, it follows that metallic conduc-

tion is to be associated with partially filled bands of collective-electron

states. Since the s-p bands of an ionic compound are either full or

empty, metallic conduction implies partially filled d bands, and

collective d electrons imply R tt < /2 c(n,d). From the requirement

Rtt < R c(n,d) it is apparent that the metallic conduction in ionic

compounds must be restricted either to transition element compounds in

which the anions are relatively small or to compounds with a cation/anion
ratio > 1. Also Rc(n,d) decreases, for a given n, with increasing

atomic number, that is with increasing nuclear charge, and the pres-

ence of eg electrons increases the "effective" size of an octahedral

cation (627) (see Fig. 66) and similarly kg electrons the size of a

tetrahedral cation. It follows that: // the cation/anion ratio < 1,

MO d electrons are more probable in ionic compounds with octahedral-

site cations if the cations contain three or less d electrons; MO d electrons

are more probable in ionic compounds with tetrahedral-site cations if the

cations contain two or less d electrons.
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Fig. 66. Ionic radii for divalent and trivalent octahedral-site cations, Gold-

schmidt values. (After Van Santcn and Van Wieringen (627).)

The formation of collective-electron orbitals requires considerable

overlap of the atomic wave functions of neighboring cations. Since

the d wave functions are highly anisotropic (Fig. 2), the particular

d electrons that may be collective are determined by the symmetry
of the ligand fields. For octahedral-site cations, only tzg electrons

can directly overlap orbitals of neighboring cations (see Fig. 2).

(For tetrahedral-site cations, only eg electrons may be collective.

These are illustrated in the Cu2Sb compounds.) Further, if occupied
octahedra share a common face, as in corundum and NiAs, the ligand

fields are trigonal and especially those electrons in I>i of equation 68

may be collective. Similarly, given occupied octahedra that share

a common edge, which of the kg electrons are more likely to be collec-
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live depends upon the local symmetry. Should the occupied octa-

hedra (or tetrahedra) share only a common corner, as in ReO3 (or

0-MnS), there can be no collective-electron d bands.

2. Electron-Ordering Transformations

The melting point Tmp of an ionic compound is determined pri-

marily by the s-p electrons and the Madelung energy, rf-electron

bonding playing only a secondary role. Therefore ordering of the

d electrons into a configuration that optimizes d electron bonding may
occur at a T t < Tmp . It was pointed out in Chapter I, Section II-D

that filled bonding bands, empty antibonding bands in a two-

sublattice structure give greater stability at low temperature than

partially filled metallic bands. Maximum binding occurs if each

bond is an electron-pair bond (calculations of Mattheiss (415) and

Slater (585) on the hydrogen chain, for example, show that the most

stable configuration consists of ILj molecules, as is known empirically),

but core-core repulsive forces or the electrostatic forces due to the

ionic character of a lattice may inhibit the formation of an "open"
structure characteristic of electron-pair bonding. It follows that:

There are two principal types of electron ordering that may occur below

T t < Tmp in ionic compounds with metallic conductivity: either the

formation of electron-pair bonds at low temperatures, or the formation

of a two-sublattice structure that orders metallic, collective electrons of a

high-temperature phase into a bonding band in the low-temperature

phase. (Two other types of electron ordering that occur are illus-

trated by ON and FeS.) Unless the cation sublattice already con-

sists of cation pairs, as in the corundum structure, d-electron-pair

bonding necessarily removes the cations from the center of symmetry
of their anion interstice and reduces the crystal symmetry. The

change in cation-cation binding energy due to the formation of

#0 A/2 bond lengths within a pair (or a cluster), /2o + A/2 bond

lengths between pairs, is

^binding

dV
~JB
a/I

dV

where n and m are the number per mole of cation-cation separations

that are increased and decreased, respectively, by homopolar-bond

formation, V(R) is the cation-cation d-electron binding energy, and

a. > 1 is the ratio of F(/2o A/2) values for electron-pair vs. metallic
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bonding. This change in binding energy is accompanied by a change

in elastic energy

so that A/2 = A B/2A e i and the total energy per mole gained by

homopolar-bond formation is

NkT t AJ/4A.1 = AB&R/2

Electron-pair bonding is therefore more probable if R K Rc ,
since

the curvature of V(R) has its maximum positive value at R R c .

For R near the equilibrium for d-electron bonding, the curvature is

negative and close-packed structures are more stable. Further, if the

cations are small relative to the anion interstice, A e \ is smaller and

the transition temperature will be higher. (Conversely, if pressure is

applied, A<>\ will generally increase faster than A B ,
so that T t de-

creases.) Electron-pair bonding is also more probable if homopolar,
that is if between like cations, as there is then no ionic component,
which favors close packing.

If electron ordering introduces a change in lattice symmetry, it is a

cooperative phenomenon, and T t is well defined, though it may ex-

hibit considerable thermal hysteresis. If it introduces no change in

the lattice symmetry, it need not be a cooperative phenomenon, and

Tt may spread over a considerable (~100C) temperature interval.

3. Electrical Conductivity

Partially filled bands of collective-electron states support metallic

conductivity. The electrical conductivity is defined as the ratio of

current density J = nev to electric field strength, E, where n is the

number of carriers of charge e per unit volume and v is their average

velocity. Since the average force on a charged particle is eE =

m*v/T, where T is the mean time between collisions and m* is the

effective mass, it follows that

<r = ne 2
r/m* = ne^ (173)

where M = er/m* is known as the carrier mobility. For localized

electrons that hop from lower valence to higher valence cations, T is

roughly the time required for an electron to jump from one cation to

its neighbor, and from diffusion theory the mobility is given by equa-
tion 157. For collective s-p electrons, the assumption that electron-

lattice interactions can be treated as a small perturbation is reason-
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able (provided the electronegativity difference of anions and cations

is not too great), so that r is much larger. The s-y carriers can be

high-mobility carriers. There is apparently no change in r on

going from R t t > Rc(n,d) to R t t < Rc(n,d), the electron-lattice inter-

actions remaining zero-order for narrow band electrons (279). In

addition w*, which is related to the band width by equation 33, is rela-

tively large in the case of collective d electrons because the curvature

of the /k vs. k curve is smaller the narrower the band (see Fig. 6) ;
and

the smaller the overlap of atomic orbitals, the narrower is the band

(see Fig. 7). Therefore, although the collective d electrons give

rise to metallic conductivity, the mobility is of intermediate size

(ne
~ 1 to 10 cm2

/V-sec), so that cr ^ 10 to 103 ohm~ 1-cm~ 1
is an-

ticipated. Further for stoichiometric compounds having cations

of a given atom in only one valence state, the number of charge car-

riers may be temperature dependent if RQ tt R CJ since a small activa-

tion energy may be required to separate a hole-electron exciton pair

(see Chapter I, Section II-A-3).

If all the collective d electrons are ordered into homopolar, electron-

pair bonds below some cooperative transition temperature Tt < Tmp ,

the low-temperature phase is semiconducting with an energy gap

equivalent to the energy required to lift an electron from the homo-

polar bond in which it is trapped to a collective state that belongs to

the lattice as a whole. Therefore, cooperative homopolar-bond ordering

can give rise to a sharp, semiconducting ^ metallic transition at Th a

changing by several orders of magnitude within a degree of temperature.

If the low-temperature phase contains bonding and antibonding d

bands, there will be a semiconducting ^ metallic transition at T t only
if the bonding band is full and split from an empty antibonding band,
and all other d electrons are localized. These semiconducting^
metallic transitions are to be distinguished from the metallic ^
semiconducting transitions predicted from polaron theory (279) for

R = Rc(Tt). [The range RC(TQ) <R < Rc(Tm), where T = 0K
and Tm is the melting point, should be small (~0.1 A).]

4. Magnetic Susceptibility

It should be possible to extrapolate the Heitler-London-Heisenberg

description of the outer electrons from the case where the electrons

are localized (R > Rc) to the collective-electron case (R < Rc), since

there is nothing in this description that requires that the electrons
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be localized. The difficulty with the method, once the atomic orbi-

tals have been orthogonalized, is an adequate treatment of the polar

terms. At large internuclear separations (R > Rc), it is sufficient to

consider polar terms between nearest neighbors, as was done in the

derivation of the cation- -cation exchange constants /; of equations

161-163. For collective electrons with R close to Re,
as is the case for

ionic compounds that are metallic, the nearest-neighbor polar terms are

probably still dominant, so that an extrapolation of the electron correla-

tions reflected by the coupling rules of equations 161-163 should provide

a correct, though qualitative, physical description of the dominant electron

correlations among the collective electrons. It follows immediately that

a two-sublattice structure with one electron per atomic orbital par-

ticipating in the collective-electron bands has filled bonding states,

empty antibonding states, and an electron correlation that reflects

spin pairing of electrons occupying similar spatial regions; a two-

sublattice structure with 1.5 electrons per atomic orbital participating

in the collective-electron bands has filled bonding states, half filled

antibonding states, and a potential electron correlation equivalent

to ferromagnetic coupling of 0.5 localized electrons per atomic orbital.

Although the electron-spin correlations are less sharply defined if the

number of electrons per orbital is other than one or three-halves, the

spin correlation rules of Chapter I, Section II-D appear to be a reason-

able extrapolation. Antiparallel-spin correlations cannot be propa-

gated through the lattice in the case of collective electrons in metallic

bands (two-sublattice criterion not fulfilled), so that parallel-spin

correlations dominate.

The significance of these considerations for the magnetic suscep-

tibility of the collective d electrons, given no localized electrons

simultaneously present, is the following:

(a) For metallic bands, Pauli paramagnetism of equation 58 pre-

dominates. Since the energy difference between the ground state

and states of higher multiplicity are no larger than the width of the d

bands (see Fig. 8), relatively high Pauli paramagnetism is to be

expected if the bands are narrow. Further, if the bands are so narrow

that kT <C Ep(0) does not hold, the paramagnetic susceptibility

becomes temperature-dependent. However, Meff obtained from a

linear portion of a Xm
1
vs. T plot may be smaller than that predicted

for localized d electrons, approaching the localized value asymptoti-

cally at high T.



ATOMIC MOMENTS 255

(b) If there is a phase transformation below some T t to a filled

bonding band, and an empty antibonding band (or to electron-pair

bonds), the low-temperature phase is diamagnetic. (Usually im-

purities and/or lack of stoichiometry introduce into experiment a

small paramagnetism.) It follows that one of the characteristic fea-

tures to be associated with a semiconducting ^ metallic transition is a

marked discontinuity in the magnetic susceptibility. This is in addition

to the crystallographic changes and the specific-heat effects that are

associated with the transition. Further, there should be no anti-

ferromagnetic correlations visible to neutron diffraction below T t so

long as no localized electrons are simultaneously present.

(c) If localized electrons are simultaneously present, a bonding-

band ^ metallic-band transition should coincide with (or lie above) a

N6el temperature, intraatomic exchange between localized and collec-

tive d electrons introducing an antiferromagnetic order of the localized

electrons that reflects the antiparallel correlations of the collective

electrons. // the collective d bands are more than half filled, any mag-
netic ordering of localized electrons is ferromagnetic, reflecting the

parallel-spin correlations of the metallic or antibonding collective

electrons. Because the intraatomic exchange interactions introduce

a strong internal field that acts on the collective electrons, there is a

collective-electron contribution to the atomic moment, which may be

equivalent to no spin-pairing of the collective-band holes (magnetic satura-

tion) if the bands are narrow.

B. ILLUSTRATIVE EXAMPLES

Only a few examples of metallic, ionic compounds are known that

have a cation/anion ratio < 1, but among these there are several

that exhibit interesting transitions of the type anticipated above.

These compounds are oxides and nitrides of titanium, vanadium, and
chromium with three or less outer d electrons per cation. TiCl3

exhibits magnetic properties that suggest it also belongs to this class of

compounds. Metallic sulphides and selenides are encountered with

Ti or partially filled 4d or 5d cation-sublattice bands. These mate-

rials are presently under study for possible thermoelectric applications,

but the experimental data available are not yet adequate to be re-

ported. Although compounds with the NiAs structure are generally

metallic, these form a special group that will be considered separately.
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Compounds with the Ni2In and Cu2Sb structure illustrate the situa-

tion for cation/anion ratio > 1.

1. Compounds with Corundum Structure

The most striking illustration of the ideas expressed in Chapter III,

Section II-A is found in a comparison of Ti2O3 and V2 3 ,
each of

which, at high temperatures, is metallic with a corundum structure.

This structure is illustrated in Figure 65, where it is seen that the

pairs of cations along the c axis consist of two octahedral-site cations

that share a common face. Each cation is linked with three neigh-

boring cations in a basal plane via a common octahedral edge. Since

the cation-cation distance R t t is smaller along the c axis (shared face)

than in the basal plane (shared edge), any bond formation would be

stabilized in the c-axis pairs at a higher temperature than in the basal

planes. Further, bond formation along the c axis would not require

a change in lattice symmetry. Therefore it need not be cooperative

and can be expected to take place over a range of temperature.

(a) In the case of Ti20s (Ti
34"

has 3d l

)> which exhibits high conduc-

tivity at high temperatures, there are enough electrons for only one

bond per cation, so that only the noncooperative (c-axis pairing)

transition can occur. Further, at high temperatures the IVi orbitals

are stabilized relative to the T 1A by the trigonal ligand fields, so that

the compound should exhibit intrinsic semiconduction with a small

(~100 cm" 1

) energy gap. Stabilization of homopolar bonds along
the c axis at lower temperatures would result in a sharp increase in

the energy gap, the IVi levels being further stabilized by bond forma-

tion. Since the bonding d electrons are spin-paired at low tempera-

tures, there is no atomic moment to contribute to the paramagnetic

susceptibility or to neutron scattering. With all the outer electrons

tied up in the single c-axis bond, there should be a shift of the paired
cations toward one another out of the center of symmetry of the

anion interstice to give rise to a reduction in the c/a ratio. Since the

transition is noncooperative, lack of stoichiometry would not influ-

ence appreciably the initial transition temperature. However, the

presence of Ti 4+ ions would guarantee the presence of unpaired Ti 3+

electrons and therefore introduce acceptor levels and localized,

paramagnetic moments into the low-temperature phase.

Experimentally a transition is observed in Ti2O3 near 200C.
Several physical parameters as a function of temperature are exhib-

ited in Figures 67-71. All these parameters are compatible with
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Fig. 67. Specific heat data for (a) TiaOa (after Nomura, Kawakubo, and

Yanagi (482) see also Naylor (468)) and (b) V2O3 (after Anderson (14) and

Jaffray and Lyand (299)).



258 MAGNETISM AND THE CHEMICAL BOND

o

x
6

2.0

1.8

1.4

1.2

1.0

0.8

0.6

I I I I I

I

I

A PEARSON

o FOEX 8 WUCHER

POLYCRYSTAL TI2 3

I I I T

I I I t i i i i i i i iI i

-240 -160

1200

-80 80 160 240 320 400
T CO -

800200

Fig. 68. Polycrystalline magnetic susceptibility data for (a) TizOs. (After

Pearson (510); Foex and Wucher (182).) (b) V2O3 . (After Foex and Wucher
(183).)



2.4

2.2

2.0

j?1.4

2 1.2

xl.O

0.8

0.6

0.4

ATOMIC MOMENTS

~T T
j

r r T i
[

f "i i i

|

i i r i"
]

~

259

50
.JL,_.._1_.. JJ. .._l

100 150
T(K)

_____1 _1_J

200 250 300

(a)

50
_I_._L i i. li i-.-j- -i.-J u_

100 150 200
T(K)

(b)

250

Fig. 69. Single-crystal magnetic susceptibility data for (a)

(After Carr and Foner (116).)

_.._-
300

and (b)



260 MAGNETISM AND THE CHEMICAL BOND

10
4

o

o

o
-

cm"

1
b

TY

(ohrr

CON

o

o,

o

o

,
01

o

o

,
ui

\

122 4 6 8 10

1000 / TEMPERATURE (K)

Fig. 70. Electrical conductivity vs. reciprocal temperature for several metallic

oxides. (After Morin (448).)



ATOMIC MOMENTS 261

5.16

50 100 150 200 250

TEMPERATURE C

300 350

Fig. 71. Lattice parameters vs. temperature for Ti2 3 ,

Newnham and DeHaan (481).)

and Cr203. (After

noncooperative, homopolar bonding of c-axis pairs in a low-

temperature phase. Further evidence comes from the powder-

pattern neutron data of Shirane and Pickart (564), which gave no
noticeable magnetic peaks at 295K and 4K. Small ( < 5%) sub-

stitution of Ti 3+ by V 3
+(3d

2
) renders the material metallic (339),

which is also consistent with the model since the additional d electrons

from the V3+
occupy the basal-plane/^

1A bands.
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(6) On the other hand, V^Os, which is metallic at high tempera-

tures, can have two transitions (V
3+ has 3d2

) : a noncooperative tran-

sition at higher temperatures due to c-axis pairing, and a cooperative

transition at lower temperatures due to bonding in the basal plane.

The high-temperature transition would have the following charac-

teristics: (1) Below a critical temperature, homopolar, c-axis bonding

sets in. Spin pairing results in a reduced magnetic susceptibility

that is reflected by a break in the x vs. T curves. The noncoopera-

tive character of the transition is reflected in a temperature interval

for the transition. (2) Although metallic conductivity occurs via

Frs (basal-plane) electrons on either side of the transition, there

should be a resistivity maximum in the transition-temperature inter-

val where electron scattering is large both because of the large vibra-

tions between nearly bonded pairs and because of the disorder caused

by some bonded, some unbonded pairs. At lower and higher tem-

peratures, the cation positions are stabilized. (3) Since the Fj-s

electrons do not permit closer packing between anion basal planes,

any motion of the cations toward their c-axis mates away from the

center of symmetry of their respective interstices would be manifest

by an increase in c/a.

The low-temperature transition would be characterized by the

following effects: (1) Cooperative V34" V3+
bonding perpendicular

to the c axis in but one of three possible directions so as to minimize

the elastic energy. Many nucleation centers for the low-temperature

phase would produce heavy twinning as a result of the three alternate

axes. Such bonding would result in one short axis within the basal

plane, a compensatory expansion within this plane occurring along

the perpendicular axis. Although this would seem to give ortho-

rhombic symmetry to the low-temperature phase, the cations of a

c-axis pair move in opposite directions when basal-plane bonding

occurs, so that a simultaneous tilting of the c axis reduces the sym-

metry to monoclinic. (2) A marked thermal hysteresis and sensi-

tivity to both purity and stoichiometry, reflecting the cooperative

character of the transition. (3) Elimination of the paramagnetic

susceptibility, because of spin pairing of all the d electrons. Any
small, residual paramagnetism would come from impurities and/or
lack of stoichiometry. (4) A sharp change in electrical resistivity

and in the type of conduction (semiconductor ^ metallic), since all
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of the d electrons of the low-temperature phase are trapped in homo-

polar bonds.

The experimental data for V2 3 are summarized in Figures 67-71,

Both transitions are seen to exhibit the anticipated physical charac-

teristics. The cooperative transition exhibits a thermal hysteresis

of 18C. The lowest temperature phase has monoclinic symmetry
of the type described (c axis tilted), and single crystals cooled below

the transition crumbled on heating to room temperature (645). The

change in electrical resistance of over five orders of magnitude within

a degree of temperature is the most dramatic phenomenon associated

with the transition. The high-temperature transition is seen to ex-

tend over a considerable temperature interval, 110C < T < 260C.
The temperature-independent, small paramagnetism (116) and lack

of any evidence of antiferromagnetic order at the lowest temperatures

(500) supports strongly the concept that all d electrons are tied up in

homopolar bonds in the low-temperature phase. However, it should

be noted that the sensitivity of the neutron-diffraction experiments

was such that small (<O.!/XB) atomic moments would not have been

detected. Although the form factors for bonding s-p electrons

drop off too rapidly to permit detection of any possible long-range

collective-electron correlations, this is not necessarily true of d elec-

trons with R Rc ,
and experiments of better resolution might re-

veal small (<0.1/jfl) atomic moments associated with long-range

correlations of the collective d electrons.

(c) Although Cr3+ has three outer d electrons, a-C^Oa is an insula-

tor, indicating that Rtt > /2c(3d) at least in the basal plane. Since

the c-axis pairs are isolated from one another, an Ru (c axis) < Rc(3d)

would not introduce metallic conductivity. Further, with two

localized F^ electrons, the internal exchange fields acting on the

collective Fn electrons would cause the collective electrons to con-

tribute a major fraction of a Bohr magneton to the atomic moment.

Thus the exchange fields tend to localize the electrons. Nevertheless,

if RU (caxis) < / c(3d), below 7V there may be a variation in the

fractional contribution of the IYi electrons to the atomic moment
with variations in R tt (c axis). This variation can be brought about

either by increased bonding with increased spin correlations below

TN or by dipole-dipole interactions that expand the A-B distance of

Figure 65 with increasing c-axis component of the sublattice magnet-
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izations. Therefore an R tt (c axis) < Rc(3d) can be expected to

introduce variations in the atomic moment (or the apparent g factor)

with temperature. Since the orbital angular momentum is essen-

tially quenched by the cubic component of the ligand fields, marked

variations of the g factor from a spin-only value, especially if they are

temperature sensitive, would be evidence for an R tt (c axis) < Rc(3d)

with induced localization of the Tn electrons (or inhibition of homo-

polar bonding) via strong intraatomic-exchange fields.

Foner (186) has obtained a measure of [2HwHA] ll2 vs. T, where

Hw and HA are the exchange (or Weiss molecular) and anisotropy

fields, by observing antiferromagnetic resonance in high, pulsed

fields. Since the Weiss fields are proportional to M 8 and the aniso-

tropy energy MaHA <* M 2
S if due to dipole-dipole interactions,

[2HwHA ]
11 * c Ms and should therefore have the temperature depend-

ence of a Brillouin function. In Figure 72 are shown [2HwHA ]
112

vs. T curves for MnF2 ,
which is seen (Fig. 20) to be an antiferro-
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Fig. 72.* Critical field Hc = (2//ex//tt)
1/2 vs. temperature from antiferromagnetic

resonance, (a) MnF2: Solid curve is Brillouin function for spin 5/2 and zero

applied field normalized at only T = 0K, TN - 67.7K. Triangles, circles, and
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magnet that is described by the simple molecular field theory, and

for Cr2O3 ,
which also should not be complicated by spin-orbit inter-

actions. The experimental points are seen to fall on the predicted

Brillouin curve corresponding to S = 5/2 for the case of MnF2, but

to deviate markedly from the Brillouin curve for S = 3/2 in the

case of Cr203. This is compatible with an R t t (c axis) < Rc(3d) in

O203. However, it must be appreciated that deviation from a

Brillouin curve is common in antiferromagnets. Such factors as an

easy plane, rather than an easy axis, of magnetization can cause

similar deviations from the Brillouin curve. (In Cr2 3 the c axis is

the easy axis. Color changes in the system A12O3 O2O3 (()16a) also

indicate R tt (c axis) < Rc (3d) in Cr2()3 .)

(d) The room temperature Rtt distances of interest here, viz. A-B
and C-B" (or D-A') of Figure 65 are the following: Ti2O3 : 2.59,

2.99 A; V2 3 :2.70, 2.88 A; <*-Cr2O3 : 2.65, 2.89 A; a-Fe2 3 : 2.89,

2.97 A (481). In Ti2 3 and V2 3 both R tt < Rc ]
and in a-Fe2 3 both
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squares are high-field data at 35 kMc/sec (after Foner (186)) and crosses are

high-frequency data in zero applie
'

field (after Johnson and Nethercot (306)).

(b) CraOa: Solid curve is experimental and dashed curve is Brillouin function for

S - 3/2. (After Foner (188).)
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Rtt > Re. That #Ti-Ti = 2.99 A < Re but flcr-Cr = 2.89 A > Rc is

possible because # (3d) decreases with increasing nuclear charge by
about 0.06 A on passing from titanium to chromium (see Fig. 66).

Also, equation 27 fails to reflect any intra-atomic-exchange stabi-

lization energy associated with localized electrons of total quantum
number J. To this expression should be subtracted a term propor-

tional to A(J(J + 1))
= Ji(Ji + 1)

~
Jc(Jc + 1), where Ji and Jc

are the total quantum numbers for localized vs. collective electrons.

This correction term is greater for chromium than titanium. How-

ever, RCT-CT = 2.65 should be less than Rc ,
which is compatible with

the anomalous behavior of the antiferromagnetic properties of Cr203.

From this series of compounds it is therefore possible to draw the

following tentative conclusion: For similar octahedral-site cations in

a close-packed oxygen sublatticej the critical cation-cation separation for

localized versus collective electrons is

Rc(3d) [3.05
-

0.0:3(
- ZT i)

-
0.04A(J(J + 1))] A (174)

where ZTI, Z arc, respectively, the atomic numbers of titanium and of

the transition metal cation in question. Although equation 174 is

found to be consistent with the electric and magnetic properties of

oxides, there are indications that Rc is somewhat larger if the anion is

more polarizable. Derivation of a similar rule for the metals in

Chapter III, Section III indicates that J?c(metal) tt 72c(oxide) +
0.2 A. These estimates also give R c(4d) K #c(3d) + 0.88 A,
Rc(5d) tt Rc(3d) + 1.36 A. The critical distance for dissimilar

atoms is somewhat smaller due to clectronegativity differences be-

tween the atoms.

2. Compounds with Rock Salt Structure

(a) Metallic compounds with the rock salt structure are illustrated

by TiN, ZrN, VN, NbN, ON, TiO, and VO. Transition metal nitrides

are usually considered interstitial alloys rather than ionic compounds.

However, the rock salt nitrides listed above possess a markedly

greater chemical stability than the perovskite nitrides like Fe4N and

Mn4N, which suggests greater ionic character.

The rock salt nitrides are formed only if there are three or less d

electrons on the formally ionic cation, so that the eg orbitals are empty
and the tzg orbitals are half or less filled. In a simple ionic model,
there is an effective energy gap due to an overlapping of the energy



ATOMIC MOMENTS 267

gaps of the split s bands and eg-p bands. Within Ef are nonbonding
eg-p and kg levels. With a large clectroncgativity difference of cation

and anion sublattices, there is a large energy gap and the bonding
electrons are associated with the anion sublattice, so that the bonding
s and eg-p electrons are primarily anion s and p, the nonbonding
levels cation eg and tzg . With a smaller electronegativity difference

between cation and anion, the greater association of the bonding
electrons with the cation sublattice is reflected in a larger eg character

of the bonding electrons, a larger s-p character of the nonbonding
states. Greater covalent character of the bonding electrons can lead

to different cation-anion-cation exchange correlations, as is pointed

out in Chapter III, Section III-B-6, since in the extreme of no electro-

negativity difference the bonding electrons correlate parallel electron

spins of the same sublattice (see Chapter I, Section II-D and Chap-
ter III, Section III-A-1). If the covalent character of the bonds

is sufficiently great that the correlations of Figure 86, rather than

those of Figure 42, prevail, the compound must be classified as an

interstitial alloy. Whereas the perovskite nitrides can only be prop-

erly discussed as interstitial alloys, the rock salt nitrides have

sufficient ionic character that they are included with the ionic

compounds. Nevertheless a partially covalent character of the in-

tersublattice bonds give rise to a unique type of electron ordering

in CrN. This unique electron ordering consists of an ordering of

the covalent part of the bond along a single axis. In rock salt, the

anion is octahedrally coordinated by cations, and vice versa. If the

intersublattice bonds are 1/3 covalent, there is the possibility of

electron ordering at a nitrogen anion that gives the formal, partially

covalent outer-electron configuration: N~(p
4
spz). This is possible

because the s and p states for the principal quantum number n = 2

are not too different in energy.

(b) In the rock salt structure the cation sublattice forms a f.c.c.

array, so that the kg orbitals, given R it < R c ,
can only form a metallic

band unless there is a distortion of the structure to lower symmetry.
Of the rock salt structures listed, only CrN and VO are known to have

a low-temperature transition to lower crystallographic symmetry.
That transitions are found in the two cases where the tzg orbitals are

half filled is compatible with the fact that this condition is optimum
for antiparallel-correlation stabilization and R Rc . Why there is

no electron ordering into (dyzidzx) or into dxy orbitals for two and one
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outer d electrons, respectively, is not clear, but it may be due to the

fact that R tt*Ro in these cases, the metal-metal separation being

even smaller than in pure metals.

(c) At room temperature /?tt(ON) = 2.90 A, which from equation
174 approximates the critical separation for formation of collective 3d

electrons, nitrogen being more polarizable than oxygen. A neutron

diffraction study (127) of ON has revealed an antiferromagnetic

low-temperature (T < 0C) phase with ordering of the fourth kind

(improved ordering of the second kind) in which (110) cation planes

are ferromagnetic and the ordering of these planes on moving along

the [110] direction is . . . + H----h + ... (see Fig. 18). The
structure is no longer cubic. The [110] axis is shortened, the [iTO]

axis is lengthened, and alternate (001) planes are shifted plus and

minus along the [110] direction so that antiparallel cations are nearest

neighbors, parallel cations have a greater separation. This distortion

suggests bonding-band formation in the (iTO) sheets via dvt,dtx orbit-

als and R tt Rc dx]l orbitals. The compound remains metallic

through the transition. The atomic moment at 4.2K is estimated

to be MCr = 2.36pifi, which is considerably smaller than a spin-only

value of (3 + )/**, whereas the high-.temperature susceptibility gives

a spin-only value for /xeff. (Induced localization of bonding s and

eg~p electrons gives e 1.) The sharp drop in Xm on cooling through

TN is suggestive of some spin pairing as well as magnetic ordering.

A tentative interpretation of the physical properties of ON rests

on the assumption that the intersublattice bonding is partially co-

valent. In the low-temperature phase, there is ordering of the co-

valent part of the cation-anion bonding along the z-axis, and there is

O--O bonding-band formation via dyzjdzx electrons. This gives

cooperative electron correlations that are compatible with the mag-
netic order: Cation-anion-cation interactions within an xy plane
are antiferromagnetic (Case 2, Fig. 42); along the z axis they are

ferromagnetic, intraatomic exchange correlating the covalent electrons

parallel within a sublattice and antiparallel between sublattices

(see Fig. 86); cation- -cation interactions between (dj/itd,x)-bonded
cations are antiferromagnetic. Only the localized dxy electrons are

forced to be antibonding. The atomic moment is

where BVZt Bgx are the induced localizations of the bonding dyz,dgx elec-
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trons via intraatomic exchange with the localized dxv electrons.

Comparison with experiment requires that 8,7 K 0.6 and e^O.16,
which compares favorably with what is usually encountered. Since

Rtt~ ffc(Cr), the d electrons of the high-temperature phase occupy
a narrow Ug band (AV(0) < kT), so that the high-temperature sus-

ceptibility closely approaches the spin-only value. The origin and

nature of the electrical conductivity above and below TN is not clear

at the present time.

(d) Stoichiometric VO has a sharp (Ap ~ 106 ohm-cm according

to Fig. 70) semiconducting ^ metallic transition at 114K on

cooling, at 121K on heating. Here the lattice is ionic and clearly

Rn = 2.89 < JSC(V). Therefore the semiconducting character of

low-temperature VO indicates a phase in which all three Ug electrons

participate in homopolar bonding. One possible configuration for

this phase can be imagined easily. It consists of paired (111) cation

sheets, the distance between sheets varying alternately on going

along a [111] axis. In such a phase there should be no evidence of

antiferromagnetic order from neutron diffraction experiments since

Hv > 0. The low-temperature structure, magnetic susceptibility,

and neutron diffraction data have not been reported.

(e) The compounds LiV02 and NaVO2 consist of a rock salt struc-
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Fig. 73. Polycrystalline magnetic susceptibility data for LiVO2 and NaVO2 .

(After Bongers (82).)
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ture with ordering of M+ arid V8+ on alternate (111) cation planes to

introduce a unique [111] axis and rhombohedral (a < 60) symmetry

(82,159). Bongers (82) has found that both samples have a high-

temperature susceptibility that approaches the spin-only value for

V3+. With a. < 60, the sign of the trigonal fields would stabilize the

T 1A orbitals to partially quench spin-orbit effects. Cation- -cation

interactions would also stabilize the F^l orbitals. In LiV02 , Rtt =
2.84 A < RC(V) and in NaVO2 , Rtt > 2.95 A = RC(V). Therefore

the sharp drop in Xm (see Fig. 73) that occurs in L1V02 at T t
=

463K, which is in sharp contrast to the small change at about 330K
in NaVO2 ,

is reasonably attributed on the one hand to molecular-

orbital formation in the basal plane, on the other to antiferromagnetic

coupling. However, the close-packed basal planes are not two-

sublattice structures. Therefore, antiferromagnetic order probably

consists of a iioncollincar configuration, and molecular-orbital forma-

tion probably consists of triangular-cluster formation (the symmetry
of LiVt>2 is rhombohedral below the transition). With no localized

electrons simultaneously present, the molecular electrons should

exhibit Pauli paramagnetism. Evidence for bonding in the basal

plane in LiVO2 comes from a comparison of c/a (hexagonal basis)

for LiNi02 (c/a = 4.930) with LiVO2 (c/a = 5.22) (667). Also

Bongers (83) reports a = 2.845 A, c = 14.84 A below T t
= 463K

and a = 2.912 A, c = 14.65 A above T t .

3. Compounds with Rutile Structure

Of the rutile structures containing 3d transition metal ions, only

Ti02 and V02 can have Rtt < Rc(3d). In this structure cation octa-

hedra share a common edge along the c axis (see Fig. 29). Rutile

(TiO2) is an insulator. The Ti 4+ ion has no outer d electrons and is

located at the center of its anion interstice. With no outer d elec-

trons, no d-band conductivity can occur. With only a few anion

vacancies, R tt(c axis) = 2.96 A < #c(3d). Experimental reports are

conflicting. Von Hippel et al. (642) report metallic c-axis conduc-

tivity for photoexcited electrons in stoichiometric TiO2 . Hollander

and Castro (278) found that conductivity takes place via excitation

to the antibonding s-p bands and a hopping of localized electrons

along the c axis, but that as the anion vacancies are increased,

a composition is reached for which R t t(c axis) < Re(Ti). Experi-

mentally this happens at a relatively low anion-vacancy concentration
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(specimens not analyzed chemically, but a-axis resistivity p oc 1/JV-nn-

is down by only factor ~10 over nearly stoichiometric samples).

In samples with Ru(c axis) < #c(Ti), a large anisotropy in the re-

sistivity occurs, ratios of a-axis to c-axis resistivity in excess of 20,000

to 1 being observed (see Fig. 74).

Careful x-ray work by Andersson (20a) provides a possible clue

to some of the experimental difficulties. He finds that Ti6 9 does

not contain randomly distributed oxygen vacancies, rather the va-

cancies tend to order so as to provide a stacking fault. The structure

consists of slabs of rutile that are of infinite extension in two dimen-

sions, but are only five TiOe octahedra thick. Across the common
surface to adjoining slabs, Ti06 octahedra share a common face.

With a cation distribution Ti3+ - Ti4+ - Ti4+ - Ti 4+ - Ti3+ across any

slab, there can be a pair of d electrons across each shared octahedral

face to give homopolar Ti3+- -Ti3+
bonding. Thus stoichiometric

Ti5 9 ,
with perfectly ordered stacking faults, would presumably be a

semiconductor at lower temperatures. This type of stacking fault,

which can be expected in oxides with a fractional d electron per

cation, obviously has significant consequences for transport properties

and may be partly responsible for the conductivities of the bronzes

(Na*W03 , etc.).

The structure of V02 (V
4+ has 3d 1

) is rutile only above 340K.
At room temperature the chains of octahedra along the [001] axis are

puckered, and the V4+ ions are shifted so as to form metal-metal

pairs within the chains (410). The bonded V-V pairs are separated

by 2.65 A whereas the other V-V distance along the chain is 3.12 A.

Such bonding within the chains is cooperative, and it traps all the

available d electrons into homopolar bonds so as to quench metallic

conductivity along the c axis. This means that the crystallographic

transition should be characterized by (7) a semiconducting ^ metallic

transition with a Ap of several orders of magnitude since the bonding
and antibonding portions of the high-temperature c-axis d band are

not split by the crystal symmetry; (2) a diamagnetic ^ paramagnetic
transition with /ieff

* 1.73/ij* (Curie-Weiss law not obeyed) at high

temperatures; and ($) no magnetic peaks in low-temperature neutron

diffraction patterns.

The experimental data for this compound are summarized in Fig-

ures 70 and 75. The semiconducting ^ metallic transition at 340K
has a 10C hysteresis, /xeff increases above the transition to
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Fig. 75. Polycrystalline magnetic susceptibility data for samples from the

system VO2-TiO2 . (After Riidorff, Walter, and Stadler (547).) Note that
Ti4

.+(3d) cations have no d electrons for cation- -cation bonding.
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by 466K. Kasper (333) found no magnetic scattering in neutron

diffraction experiments below room temperature. The fact that

MoO2 ,
WO2 ,

TcO2,
and ReO2 have a similar distorted-rutile structure

at room temperature (410) appears to eliminate the possibility that

the Jahn-Teller effect is responsible for the distortions. So does the

shift of the cations from the center of anion-interstice symmetry.

4. The Compound Ti

The compound TiCU has the trigonal FeCl3 structure, which con-

sists of close-packed Ti3+ layers with one-third of the cations removed
in an orderly manner so that each Ti3+ ion has three Ti 3+ near neigh-

bors via a shared octahedral edge. Thus the layers compose a two-

sublattice structure. These layers are separated by two anion layers.

Although the Ti 3+-Ti 3+ distance within the layers is R tt
= 3.07 A,

Ogawa (486) has found evidence for bonding-band formation within

the layers below 217 db 2K (see Fig. 76). The difference between

Xn and Xj_ (relative to c axis) was estimated to be less than

3 X 10~7 egs/gm in the interval 77K < T < 370K. Electrical

data were not reported.

This result is significant because it implies that equation 174 is

only valid for the oxides, and the jRc (3c?) must be increased in the

presence of anion sublattices of greater polarizability. It also implies

that any extrapolation of equation 174 to transition metals must
allow for some increase in Rc(3d) from that given in equation 174.

5. Compounds with Cu%Al Structure

In this structure the cation/anion ratio is greater than one, and
c-axis-directed orbitals form a band of collective states. The ferro-

magnetic coupling along the c axis that is observed in MnSri2 is pre-

sumably due to the presence of more than one electron per

manganese atom in this band (extrapolation of equation 163). This

is consistent with the fact that these d states are most strongly sta-

bilized by the ligand fields. However, the relative positions of the d

and s-p bands and levels in these compounds cannot be given in

any simple, qualitative scheme in this case, so that more detailed

discussion is not meaningful.
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C. COMPOUNDS WITH THE NiAs STRUCTURE

1 . General Considerations

The ideal NiAs structure consists of a close-packed-hexagonal anion

sublattice with cations in the octahedral interstices, which form a

simple-hexagonal sublattice. Along the c axis the octahedral sites

share common faces both above and below, so that the cations are

arranged in linear chains with optimum conditions for cation- -cation

interactions via TTi orbitals, each octahedral-site cation seeing a

trigonal ligand field (see Fig. 77). Whether the TTi electrons are

CATION

O ANION

* AN INTERSTITIAL SITE

Fig. 77. Schematic diagram of the NiAs structure.

collective or localized depends both upon the size (and polarizability)

of the anions and upon the c/a ratio. For perfect close packing of

the anions, the axial ratio is c/a 1.63. Within the basal plane the

octahedra share a common edge, so that cation- -cation interactions

are also possible within the basal plane; however, these interactions

are weaker than those along the c axis, just as in the case of corundum.

What makes the NiAs structure difficult to characterize experi-

mentally is the fact that the tetrahedral interstices of the anion sub-

lattice also share a common face, and this means that each

tetrahedral-site pair forms a single, trigonal-bipyramidal hole where

the coordination is five (see Fig. 77). These holes are sufficiently

large, especially if the anions themselves are large, that interstitial
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cations can be readily accommodated. In fact, it is usually difficult

to order all of the cations into the octahedral sites. The octahedral

and bipyramidal holes share a common face, so that an interstitial

cation can interact directly (cation- -cation interactions) with its six

neighboring octahedral-site cations; and for an ideal (c/a = 1.63)

close-packed anion sublattice, the ratio of this cation- -cation distance

to that along the c axis is (1 + V2)/2V2 = 0.85. Therefore the

presence of interstitial cations may introduce collective d electrons and

metallic conductivity even if R tt(c axis) > Rc(8d). Finally, the large

interstitial sites not only make it difficult to order all cations into

the octahedral interstices, but also permit considerable excess metallic

component to be absorbed into the phase. Therefore the NiAs phase

usually extends over a considerable range of composition. In this

respect it is more like an alloy than a compound. The compositional

range may be on either side of stoichiometry; that is there are both

defect structures and interstitial structures. In fact it is often im-

possible to obtain the stoichiometric composition in the NiAs phase.

2. Electrical Properties

If all the cations are ordered into the octahedral interstices, the

c-axis electrostatic interactions would favor c/a > 1.63. However,
an interstitial cation favors c/a = 1.63/V2 = 1.15. Therefore the

presence of interstitial ions forces c/a < 1.63. Thus the magnitude
of the axial ratio may serve as an indicator of the number of inter-

stitial cations that are present. Since cations with outer-electron

configuration d3 or d8 are especially stabilized in octahedral sites by

ligand fields, stoichiometric (or defect) compounds containing Cr3+
,

V 2
+, Ni2+

,
or 1M2+ cations might be anticipated to have fewer inter-

stitial cations. Since cation- -cation bonding stabilizes the inter-

stitials, it is more probable that of these compounds only those with

n20 > 3 (Ni
2+ and Pd2

+) have c/a > 1.63 and semiconducting prop-

erties. Usually c/a ~ 1.3 to 1.5, which is indicative of many inter-

stitials, and the conductivity is metallic. Metallic d-band conduction

can occur via the interstitials because the NiAs structure is only

found in compositions having cations with partially filled d shells.

These facts also imply that cation- -cation d-electron interactions

are usually important for stabilization of the structure. However,

strong ligand-field stabilization into octahedral sites and a relative

ion size that is too small for the rock salt structure (flcat/^an < 0.414)
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may force the NiAs (c/a > 1.63) structure without benefit of strong

cation- -cation interactions via large numbers of interstitials.*

3. Magnetic Interactions

(a) Given no interstitial cations, the predominant cation-anion-

cation and cation- -cation exchange interactions are between basal-

plane layers, weaker cation- -cation interactions existing within a

plane. With a cation-anion-cation angle of ^135, it is not obvious

whether the magnetic interactions carry the sign of 180 interactions

(Fig. 42 and Table XII) or of the 72 Rc 90 interactions, which are

represented by the chlorides of Figure 43 (c). It is assumed that the

sign corresponds to the 180 interactions, which are all antiferromag-

netic with the exception 3d4 cations (Cr
2
+, Mn3

+, Fe4
+) in interstices

that have no static Jahn-Teller distortion. It will be seen below

that the magnetic data are compatible with this assumption. If

the d shell is half or less filled (high-spin-state cation), the c-axis

cation- -cation interactions are also antiferromagnetic; and if the d

shell is more than half filled, the cation-anion-cation interactions are

strong, and hence predominate. Therefore, except in the case of 3d*

cations, the magnetic order of stoichiometric nickel-arsenides should

consist of ferromagnetic basal planes coupled antiparallel to one another

(hexagonal ordering of the first kind, Fig. 18). Of course more

complicated configurations may occur in ordered-vacancy structures,

as was pointed out for corundum, which may be treated as an ordered-

vacancy NiAs structure.

Interstitial ions always favor ferromagnetic ordering of the prin-

cipal cation sublattice. If the principal sublattice is antiferromag-

netic, the interstitials are undoubtedly shifted from the center of

symmetry of their bipyramidal interstice into the tetrahedral environ-

ment nearer one of the two neighboring cation basal planes. The

*
Relatively high conductivity may also be due to lack of stoichiometry in the

presence of polarizable (heavy) anions. The origin of the metallic conductivity
in these compounds is not established, even though the present discussion em-

phasizes the possible role of interstitials. Hall-mobility measurements should

provide a significant test; intermediate (1 to 10 cm2
/V-sec) mobilities would

indicate d-band conductivity via the interstitials, high (10
2 to 10 3 cm2

/V-sec)

mobilities would indicate s-p-band conductivity. Hall effect measurements (198)

of nominally (chemistry and structure not specified) NiTe, FeS, and FeTe give

Hall mobilities 0.2 to 2 cm2
/V-sec, indicative of (/-electron charge carriers, as

here assumed.
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magnitude of the atomic moment, as measured by neutron diffrac-

tion, is reduced by the presence of interstitials, which introduce some

collective electrons. At high temperatures, /zeff approaches a

localized-electron model with orbital momentum largely quenched

by the ligand fields. [The possibility of spin quenching by the ligand

fields must also be kept in mind.]

Direct confirmation of these conclusions has been obtained by
neutron diffraction for CrSb, MnTe, FeS and by susceptibility meas-

urements (see Table VIII). It is significant that the titanium com-

pounds show Pauli paramagnetism, indicative of collective electrons,

since 3.15 A < Ru(c axis) < 3.23 A. This is in agreement with equa-

tion 174, which calls for Rc tt 3.2 A in the more polarizable anion

sublattices.

(b) If the outer-electron configuration at the cations is 3d 4
,
the

situation may be quite different. First it is noted that: With the

exception of monoclinic CrS (305), no static John-Teller distortions are

associated with 3d* cations in a NiAs structure. (Although the B31

structure of MnP is a distorted NiAs structure, the distortions are

not due to the Jahn-Teller effect.) Apparently a static, cooperative

distortion of the structure to monoclinic symmetry (the structure

being midway between NiAs and PtS) is relatively unstable. How-

ever, this does not mean that the vibrational modes are uninfluenced

by the presence of Jahn-Teller ions. In fact it is reasonable to sup-

pose that there is quasistatic coupling between the single eg electrons

and the lattice vibrations, so that by Table XII and Figure 57 the

~135 cation-anion-cation interactions are ferromagnetic. Since the

cation- -cation interactions are all antiferromagnetic, this introduces

competitive interactions that may lead to spiral configurations if no

one competitor predominates. If this view is correct, then any

antiferromagnetic NiAs structures that contain 3d4 cations should be

those with smaller anion and lighter 3d4
cation, any ferromagnetic

NiAs structures should have a larger anion and heavier 3d4 cation.

Spiral-spin configurations may occur in materials with intermediate

specifications. Since interstitials would couple antiparallel to a

ferromagnetic matrix, the saturation magnetization must be espe-

cially sensitive to the number of interstitials that are present. At

high temperatures, however, jieff should approach a spin-only value

of 4.9/XJ3 per 3d4 cation.

Experiment appears to confirm the essential features of this model.
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1. All the ferromagnetic NiAs compounds contain 3d 4 cations

(CrTe, MnAs, MnSb, and MnBi).
2. Of the Cr2+

compounds, CrSi+s is aritiferromagnetic (or ferri-

magnetic if defects are ordered), CrTe is ferromagnetic, and the

intermediate CrSe has a complex spin configuration (see Table VIII).

[Only stoichiometric CrS is distorted to monoclinic symmetry, and

its conductivity changes by three orders of magnitude on passing

through the monoclinic ^ hexagonal transition (317). It should

also be noted that the peculiar spin configuration of CrSe cannot be

accounted for with competing exchange interactions alone. Some

other effect, such as crystalline anisotropy, must be playing a role.

The particular anisotropy terms that must be introduced have not

been worked out.]

3. The low saturation moment reported for CrTe (#0 = 2.4/x#)

is probably due either to interstitial ions, or to a ferromagnetic-spiral

configuration. This point has not been checked by neutron diffrac-

tion experiments. The low moments generally reported for MnAs,

MnSb, MnBi (/zMn ~ 3.5/x/?) are almost certainly due to the presence

of interstitial ions (540). Heikes (262) found that a MnBi sample

quenched from above 445C to room temperature had a saturation

moment of only 1.7/uj? per Mn atom whereas annealing the same

specimen above 200C gave a magnetization corresponding to /zMn =

4. The paramagnetic susceptibility of MnAs gives pefi tt 4.9/in

per 3d 4 cation.

MnAs and MnBi exhibit a first-order phase change at Tc ,
which is

accompanied by discontinuous changes in a and c. In MnAs the

c/a ratio increases (decrease in a) on heating through the Curie tem-

perature, in MnBi it decreases. Roberts (540) has shown that in

MnBi this transition is due to a movement of about 10% of the Mn
atoms into interstitial sites. The origin of the phase change at Tc in

MnAs has been attributed (44) to an exchange energy (or Curie

temperature) that is a strong function of interatomic spacing and to

a compressible lattice. It is conventional to assume that the ex-

change parameters Jt-y are weak functions of interatomic spacing,

and this leads to second-order phase changes at the Curie tempera-

ture, that is to no discontinuity in entropy or volume at Tc .

However, if direct cation- -cation interactions are dominant in Jij and
R > RC} then it is clear that this assumption is suspect since the
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strength of the superexchange is strongly dependent upon the amount

of orbital overlap. Collective electrons (R < Rc) have spin correla-

tions that are less sensitive to this parameter. Eean and Rodbell

(44) assumed a volume-dependent Curie temperature of the form

TC
= r [i + p(v - FO)/FO]

where the parameter could be positive or negative. The Gibbs

free energy per unit volume contains five terms: exchange energy,

elastic energy, entropy, and energies induced by application of an

external magnetic field and an external pressure. Since the exchange
term is now volume-dependent, minimization of the free energy with

respect to volume shows that the volume change is due to a simple

sum of the effects of magnetization and pressure. The dependence
on magnetization is known as the volume exchange striction. Min-

imization of the free energy with respect to the magnetization,

subject to the minimum-energy-volume conditions, gives the tem-

perature dependence of the spontaneous magnetization. This

relation contains a parameter rj
= (3/2)NkTQKp2

/(l #0), where

K is the compressibility, P is the pressure, a the coefficient of thermal

expansion, and q = (PK aT). If 77 < 1, the transformation at

the Curie temperature is second-order; but if ry > 1, then it is first-

order. Although such an isotropic model cannot be a correct

description for MnAs, the basic concept is important for the descrip-

tion of first-order transformations at magnetic-phase changes. This

same physical concept was introduced by Kittel (349) to account for

the first-order antiferromagnetic ^ ferrimagnetic transition in

Mna-xCrsSb (see Chapter III, Section II-D-3).

In MnAs, Tc
= 45C arid there is an upper magnetic transition at

> '130C. Although it has been suggested that MnAs is antiferro-

magnetic in the interval 45C < T < 130C, it has been established

that this is not the case (336). However, it is possible that short-

range antiferromagnetic clusters are being formed about the

interstitial Mn cations (this is the shortest cation- -cation distance).

The observation (336) of small distortions to orthorhombic symmetry
in the interval 45C < T < 130C supports this suggestion. It is

also compatible with the basic notion of Bean and Rodbell, but it

complicates any quantitative description of the transformation.

The orthorhombic MriP structure is similar to the NiAs structure.

Within a basal plane, alternate rows of Mn atoms are shifted towards
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one another, so that each Mn atom has only two nearest neighbors

within the plane. Optimum packing is achieved by staggering the

pairs of bonded rows from plane to plane, so that along the hexagonal

c axis the chains of cations zigzag slightly. There are four

Rtt < /2c(Mn) : two along the c axis (b axis of orthorhombic cell) and

two within the basal plane (6 plane). This implies one localized TT9

orbital and the formation of bonding bands from the TTl and a IV,.

If the trivalent manganese in MnP were in a high-spin state, anti-

ferromagnetic order via the bonding electrons and UB = 2 + 25

would be anticipated. However, MnP is metamagnetic with

ni = 1.3 in saturating fields (41,172,238-240,283). This is com-

patible with two bonding d orbitals only if trivalent manganese is

in a low-spin state, so that the antibonding collective d bands are

half filled and S tt 1. There is a small discrepancy between the

Seit
= 0-65 obtained from ni and an S tt 1 inferred from ne ff,

which

suggests that the spin configuration at T = 0K and H > Hc

is a ferromagnetic spiral. Antiferromagnetic next-near-neighbor

Mn--Mn and Mn-P-Mn interactions are presumably responsible

for metamagnetism and the ferromagnetic spiral in high fields.

Similarly ferrimagnetic FeP appears to be partially spin quenched.
Further experimentation on these compounds is needed.

4. The System

The system Fei-aS illustrates the type of complexity that can be

encountered in systems with the NiAs structure. Interest in (49,

53,54,252,273,274,276,315,316,402,441,458,596,624,654,717) this sys-

tem was originally stimulated by the observation of a spontaneous

magnetization of the mineral pyrrhotite (654).

(a) Nominally stoichiometiic FeS exhibits two transitions on

heating, sometimes three transitions on cooling. Magnetic suscep-

tibility and electrical resistivity data of Murakami and Hirahara

(274,458) are shown in Figure 78. The two transitions for the heat-

ing cycle occur at Ta |
= T, | and at 7V, where 3T marks a crys-

tallographic phase change, T, a spin-axis change, and TN the N6el

point. In the cooling cycle the anomalous susceptibility can be

interpreted as indicating Ta j > Ta J, ,
as will be discussed below.

High-temperature susceptibilities obey a Curie-Weiss law (eq. 96)

that gives 0-875K and /MT tt 5.24^* (49). In the tem-

perature interval T, < T < TN the magnetic easy axis is in the
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Fig. 78. Temperature dependence of (a) magnetic susceptibility and (b) elec-

tric conductivity (natural logarithm) for a single crystal of nominally FeSi.oo

with magnetic and electric fields H, applied parallel and perpendicular to the

c axis. (After Hirahara and Murakami (274, 458).)
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basal plane; in the interval T < T8 it is along the c axis. At 465K
the shortest cation- -cation distance in the high-temperature phase is

R lt (c axis)
= 2.90 A. The low-temperature phase has been charac-

terized by Bertaut (54). The iron atoms of a basal plane, which are

separated by about 3.5 A in the high-temperature phase, form tri-

angular clusters such that within the plane each iron atom has two

neighbors at 3.00 A and four neighbors at 3.73 A. Clustering is

identical in alternate pairs of basal-plane layers. Within a pair of

basal planes, R ti (c axis)
= 2.94 A; between pairs the layer separation

is 2.97 A and R tl
= 3.04 A. There is a sharp change both in \m and

in c-axis resistivity at Ta . That the change in c-axis resistivity is

not associated with T8 has been established (273) by measurements

on samples with 5 = 0.05 to 0.08. Throughout this range Ta de-

creases from 30C to 150C whereas Ta ,
which is associated with

a narrow field about 5 = 0, remains near 100C for 5 > 0.04. Thus

the effects associated with Ta and T8 can be separated. Neutron

diffraction results (596) indicate an increase in the g factor of Fe2+

in the low-temperature phase.

Interpretation of these data depends upon a proper description of

the 3d electrons of Fe 2
+. From equation 174, the critical intercation

separation for iron in a sulfur matrix is 2.9 < Rc < 3.1, which sug-

gests that R c tt 3.0 A. This means that the intercation distances

found in FeS tire compatible with a ligand-field model for T > Ta ,

but with relatively strong cation- -cation interactions along the c axis

that broaden the energy level for c-axis-oriented orbitals into a narrow

band of collective-electron states. At T < Ta ,
the intercation

distances are compatible with collective-electron orbitals within the

basal planes for the
"
triangular molecule" of a cluster. However,

again the band width for the collective-electron states may be as-

sumed small relative to the ligand-field splittings. Therefore a

qualitative energy-level scheme may be obtained with the Hamil-

tonian of equation 61. Since Hund's rule applies, V e i > Ve and the

energy level diagram can be obtained from the one-electron model.

However, the ground state is a six-electron state.

Whereas the trigonal-field component V t of the ligand field favors

stabilization of a nondegenerate Fn, which quenches the orbital

angular momentum and concentrates the "extra-electron" charge

along the c axis, spin-orbit coupling would stabilize the twofold-

degenerate Pi?!, which concentrates this charge in the basal plane,
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Therefore the ground state at temperature T of the high-temperature

phase is aYT\ + /SIYs, where a + ft
= 1 and Vt favors a, VLS favors 0.

In addition, the magnetic-exchange term consists of two parts, an

antiferromagnetic cation-anion-cation interaction between basal

planes, which is independent of the magnitudes of a and ft, and a

c-axis cation- -cation interaction between basal planes that, from

equations 163 and 161, is ferromagnetic for a 7* 0, is antiferromag-
netic for a = 0. This latter statement is really a postulate, not a

statement of fact, as it is based on an extrapolation of the super-

exchange coupling rules for localized electrons to obtain the spin

correlations of narrow-band (R tt Rc) collective electrons. This

extrapolation gives the following rules: Half filled, overlapping local-

ized orbitals that satisfy the two-sublattice criterion are stabilized by

antiferromagnetic coupling and are repulsive if coupled ferromagnet-

ically. More than halffilled, overlapping localized orbitals are stabilized

by ferromagnetic coupling. Support for the postulate will be seen to

reside in the fact that it permits a consistent, though qualitative,

interpretation of a great many magnetic compounds and systems.

(For a further discussion of electron correlations when R ^ Rc ,
see

Chapter III, Section III-A.) Since the magnetic-exchange energy
of FeS is optimum if the cation- -cation and cation-anion-cation

interactions are cooperative, cation- -cation spin correlations favor

a = 0. Further, the cation- -cation interactions are especially

sensitive to R (c-axis), increasing exponentially with decreasing c.

(The relative sensitivity to lattice-parameter changes of cation-

-cation to cation-anion-cation interactions gives an exchange-inver-

sion-temperature in Mi^-ajCr^Sb. See Chapter III, Section II-D.)

Since the c parameter varies as the temperature, this means that

so long as a 7* 0, both a and the intersublattice coupling param-
eter n, which from equation 112 is measured by Xj.

= 1/w, must

decrease with temperature. However, once a = the two magnetic-

exchange contributions add, and n increases with decreasing c param-

eter, or temperature. These facts have led (220) to the following

interpretation of the properties of nearly stoichiometric FeS.

(i) The paramagnetic susceptibility should obey a Curie-Weiss

law, but with jueff > M.ff (spin only) =
4.90/ijs both because of the

presence of an orbital-momentum contribution (ft 7* 0) and a 6 *=

ea0 + aT.

(ii) In the interval Ta < T < TV, xi =
1/w- increases with
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decreasing temperature because a 5* 0. The discontinuous increase

in Xx on cooling through T8 reflects an added lowering of a and c due

to strong spin-orbit coupling below Ts ,
where L and S are parallel.

(fit) For T < T, a = and a discontinuous decrease in x = 1/w

on cooling through Ta reflects the fact that below Ta the two

magnetic-exchange terms add, above they subtract.

(iv) There are two principal contributions to the magnetic aniso-

tropy: dipole-dipole interactions, which stabilize the spins in the

basal plane, and spin-orbit coupling, which stabilizes the spins along

the c axis. The spin-orbit coupling increases with decreasing a

(or decreasing T), so that the dipole-dipole term predominates for

T > T8 ,
the spin-orbit term for T < Tt . Since a = below T, it

follows that Ta < T9 .

(v) Below 7, where a =
0, the four atomic Frl orbitals are

three-fourths filled, which is compatible with ferromagnetic

cation- -cation exchange within the basal planes. (See rules above.)

Since R (basal plane) ^ Rc ,
there exists the possibility of stabilizing

the system via the formation of cation- -cation molecular orbitals to

give R < Rc for bonded cations and R > Rc for nonbonded cations.

Such a bonding distorts the structure; if this distortion lowers the

crystalline symmetry, the elastic coupling V\ of equation 61 induces

a cooperative phenomenon. The most stable cation- -cation bond

would be a homopolar bond, the IVs hole of neighboring cations being

ordered into the same bond. Such ordering would require antiferro-

magnetic coupling between bonded cations, or a new magnetic order,

and it would give rise to a sharp decrease in the symmetry from

hexagonal to orthorhombic or monoclinic. Less cation- -cation

binding energy is realized by three-membered-ring formation (three-

membered ozone is less stable than 62), which contains three-electron

bonds compatible with ferromagnetic basal planes, but the induced

crystallographic distortion is more compatible with the close-packed-

hexagonal anion matrix. The fact that three-membered-ring forma-

tion is observed below Ta indicates that the sum of the elastic and

cation- -cation binding energies stabilizes the structure with the

smaller binding energy.

(vi) The angular momentum associated with the TTz "hole" is

larger for the molecular orbital, with larger radius, than for the atomic

orbital, so that the c axis remains the easy axis. Through the coop-
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erative transition at Ta ,
a discontinuous change in the orbital con-

tribution to the moment can be expected. Further, the spin

contribution to the moment remains the same for the T8 and TTZ

electrons, but may be slightly reduced for IVi below Ta due to some

tendency to homopolar bonding between pairs of basal planes. The
net result would give an atomic moment that is roughly the same as

the spin-only value at all temperatures, but noticeable changes in the

g factor in the temperature interval Ta < T < T8 .

(vii) Interpretation of the electrical conductivity versus tempera-
ture is dangerous without a knowledge of the number of interstitials

that are present. Ordering of the electrons below Ta to give a =
is compatible with the observed c-axis resistivity changes, but conduc-

tivity can only be sustained below Ta if interstitial Fe 2+ are present

to provide "bridges" between the "triangular" molecules (Hall

mobilities (198) of < 1 cm2
/V-see indicate d-electron charge carriers.)

Thus the data for FeS are compatible both with an Rc tt 3.00 A
for Fe2+ in a sulfur lattice and with the rules for narrow-band

(R tt Rc), collective-electron correlations that are extrapolated from

the theory of localized-electron (R > Re), cation- -cation super-

exchange. This fact gives the interpretation of FeS even more

significance than a recognition of an additional class of electron

ordering at a Tt < Tmp .

(b) Compositions in the range 'MJ.IO < 5 < ^0.125 have a spon-

taneous magnetization with a Curie temperature Tc
= 300C for

FeySs that decreases with decreasing B. Bertaut (53) determined

from a natural crystal of FeySs that the vacancies order into every

other cation layer in a way that maximizes the distance between

them. An ordering of the Fe3+ ions probably takes place simul-

taneously at the vacancy-ordering temperature TV. Since the crys-

tallographic features of the ordered and disordered structures are

different, the average exchange energy for the two need not be the

same. Therefore if Tv > TN ,
there is only one magnetic transition

Tc ,
but if TV < TN, there are two. Below Tc the specimen is ferri-

magnetic since the vacancies (and Fe8
+) ions order into just one

cation sublattice. Further, if Tc < TV < TN, then on heating the

sample the spontaneous magnetization disappears at TCJ the specimen
is paramagnetic in the range T& < T < TV) becomes antiferromag-

netic in the range TV < T < TN, and is paramagnetic again in the
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range T > TN . Lotgering (402) has found Tv TN = 330C and

TV > TN in samples with 5 = 0.124 that were given different heat

treatments.

(c) Compositions in the range 0.07 < 5 < ~0.10 are characterized

by an antiferromagnetic ^ ferrimagnetic transition temperature Ty

that has been called an anti-Curie point (252). Lotgering (402) has

argued that since the Bragg-Williams (684) order-disorder theory
calls for a first-order transition at Tv (ordering in DFe? sublattice)

whereas spin-ordering transitions are of second order, it is possible

for the free energy of a magnetically ordered, vacancy-disordered

phase to be less than that of the magnetically ordered, vacancy-
ordered phase at some Ty < Te . Thus the anti-Curie point Ty is

interpreted as a vacancy and Fe3+ disorder ^ order transition tem-

perature that occurs below Tc < Tv . The disordered phase is, of

course, antiferromagnetic.

5. Cation-Excess Nickel Arsenides

With a cation excess, there are necessarily a large number of inter-

stitial ions present, and the magnetic interactions between the

two cation sublattices become competitive with those within the

octahedral-site sublattice. With R < Rc ,
the dominant interactions

are probably the cation- -cation interactions; and for c/a < 1.33,

72/*(caxis) < Rn (inter), where R lt (caxis) is the octahedral-site

separation along the c axis arid R u (inter) is the intersublattice sep-
aration. In all cases discussed below, R tt (c axis) < Ru (inter) < Re ,

so that all the electrons on octahedral-site cations are collective, all

but one (that in the c-axis-directed orbital) are collective for

bipyramidal-site cations. (The cation-anion-cation angles through
shared faces are a. < 60, so that even anion-directed orbitals are

collective via TT bonding.) The two-sublattice criterion is only ful-

filled if the c-axis interactions within the octahedral-site sublattice

are ferromagnetic. However, there should be a critical fraction of

bipyramidal sites such that if more than this fraction fc are occupied,
the spin correlations between sublattices dominate those along the

c axis. For / = 1/3, each octahedral-site cation has as many
bipyramidal-site as octahedral-site neighbors, so it is reasonable to

anticipate fc
~ 1/3. Since the cation symmetries differ, the band

of collective, intersublattice d states is split in two: a lower band
of bonding states and an upper band of antibonding states each
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containing four orbitals per cation. The c-axis-directed orbitals

on the octahedral-site sublattice are forced by these correlations

to be antibonding, and hence to appear localized. (For further

discussion of bonding, antibonding, and metallic bands, refer to

Chapter III, Section III-A.) Given parallel-spin correlations within

the sublattice, the most stable bonding would occur with 3/2 electrons

per c-axis orbital as this gives optimum ferromagnetic coupling along

this axis. (This follows from extrapolation of equation 163.) These

considerations lead to the following predictions.

In the systems Fe*Ge and Fe*Sn having the Nijn (cation-excess

nickel-arsenide) structure, there can be only antiferromagnetic cou-

pling within and between sublattices if x < 4/3 since the d orbitals

of every cation are then half or less filled. For 4/3 < x < 3/2,

intersublattice correlations dominate, and with more than five d

electrons per iron core the octahedral-site c-axis orbitals are more

than half filled. The formal, localized-electron valences would be

Fei_trFe
2
3|[Fef^r]A^ where X is Ge or Sn and the brackets enclose

bipyramidal cations. Therefore ferrimagnetism with ferromagnetic

intrasublattice and antiferromagnetic intersublattice interactions

are anticipated, with a maximum ferrimagnetic moment of

(3.3 8f)/i/*/mol, where = a: 4/3. The observed moment will

be reduced by 10eju/mol, where e is the fraction of octahedral sites

with reverse spin. Thus with e^'0.1 for x near 4/3 the spon-

taneous magnetization found (26) in 7Fei. 3Sn is accounted for. Since

this phase is unstable at higher temperatures, it was not possible to

determine from susceptibility measurements whether the magnetic
interactions are ferro- or antiferromagnetic. If, on the other hand,
x > 3/2, the intersublattice bands are also more than half filled.

(It is assumed that the c-axis bands of the octahedral-site sublattice

are stabilized at 3/2 electron per c-axis orbital.) Therefore the

rules of electron correlation, as extrapolated from the cation- -cation

superexchange rules, call for all cation- -cation interactions to be

ferromagnetic. Chemical inhomogeneities will cause some ferro-

magnetic, some ferrimagnetic regions in the vicinity of x = 3/2,

but for x > 1.7 the entire structure is probably ferromagnetic
with a maximum spontaneous magnetization corresponding to

[0.5 + ((1/3) -f f)]/i/?/mol. from the c-axis-directed orbitals on the

two sublattices and [3f
- 0.5 + 4((2/3)

-
f)]/iB/mol. from the

other orbitals, where the term 4((2/3) f) = 4(2 x) comes from
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the imbalance in the number of cations on the two types of sites.

This gives a constant spin-only spontaneous magnetization of

3.0/iB/mol. For x < 2, this will be reduced by 7.5eju/*/mol., where

(2 x) is the fraction of vacancies on the octahedral-site sub-

lattice. Thus a M =
[3 7.55(2 z)]/**/mol., where 5 1, is

anticipated.

Striking support for this model comes from the system FexGe,

where 1.5 < x < 2.0 (703,704). In the compositional range
1.67 < x < 2.0, the system is ferromagnetic and the spontaneous

magnetization appears to be described by the formula AI
=

(1 + x)^/mol, which corresponds to 8 = 2/15. Further, fora: ==
1.5,

M, = 2.1/i, which is only slightly greater than the 2.0/iB predicted for

ferrimagnetism with = 0. With > 0, some ferromagnetic regions

within a mostly ferrimagnetic matrix is anticipated. The rapid

increase in /i that is observed throughout the range 1.5 < x < 1.67

would be a result of the growth with x of the ferromagnetic regions.

In the systems MnjSn and Mn xGe, on the other hand, there can

only be antiferromagnetic coupling between sublattices for all x in

the range 1.5 < x < 2.0. Further, intersublattice correlations

predominate only for (x 1) > fc
~ 1/3. Again chemical inhomo-

geneities will probably mean full intersublattice correlations only for

x > 1.5, but ideally this calls for a ferrimagnetic moment for

4/3 < x < 5/3 of M = (4
- aO/Wmol, and for 5/3 < x < 2 of

/*,
= 7(2 o;)/jB/mol, given a Mn 3+

preference for bipyramidal sites.

The system Mn^Sn with 1.45 < x < 2.0 has been shown (27,705)

to be ferrimagnetic with 2.4/i#/mol < M < 2.6ju/?/mol in the range

4/3 < x < 5/3 and a M- ^ (1/3) (19
-

7x)^li/mo\ for 5/3 < x < 2.0.

Although the decrease with x in /*, is observed to be much smaller

than predicted for the range 4/3 < x < 5/3, it was noted that there

is considerable substitution of manganese on the anion sublattice in

this compositional range. Such substitutions would tend to increase

/i,. For the proposed concepts and model, the significant feature of

these experimental results is the striking confirmation of the criterion

for antiferromagnetic versus ferromagnetic coupling in the man-

ganese and iron systems.

D. COMPOUNDS WITH THE Cu2Sb STRUCTURE

1. General Considerations

The tetragonal Cu2Sb structure contains two types of cation posi-

tion, I and II (see Fig. 18(j)). Cations of type I are tetrahedrally
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coordinated by anions, cations of type II are octahedrally coordi-

nated. Cations of a given type occupy a basal plane, and along the

c axis the types of planes vary in the sequence

The shortest cation- -cation distance R\ is between type I and type II

cations, which occupy octahedral and tetrahedral interstices that

share a common face. Thus for R\ < Rcy there are bonding and

antibonding kg bands associated with cation- -cation bonds of a

three-layer II-I-II block. The next-shortest distance R* is within a

type I plane, where the tetrahedral interstices share a common edge.

If Rz < Rf ,
there are bonding and antibonding eg bands associated

with the type I planes. The third shortest distance Rs = IIa-II& is

between type II cations. Their octahedra share a common edge.

Since R\ < R^ the hg electrons tend to concentrate in the RI bonds,

especially if RI < Rc < Rs. There are three important cation-anion-

cation interactions to be considered: 180 11,-anion-IIt, ~125 II,--

anion-I, and ^90 IIa-anion-II&.

2.

Guillaud (235) measured the saturation moment of Mn2Sb in 1943.

He found a ft
= 0.936 M* per Mn atom, or nB = 1.87 per molecule, and

he postulated that the two types of manganese atoms were coupled

antiparallel to one another with atomic moments SM/J and 5^. Sub-

sequent neutron experiments (676) have verified the type of order,

but the measured moments /z\im = 2.13 d= 0.20/XB and MMmi =
3.87 =t 0.40/ZB are considerably smaller. The Curie temperature is

Tc
= 550K, and there is a change in the direction of the easy axis at

T9
= 240K, the spins being parallel to the c axis for T, < T < Tc ,

perpendicular to the c axis for T < T8 (241).

Since R\ < R c ,
there is a filled kg bonding band (empty antibonding

band) that correlates any localized atomic moments of any three

II-I-II layers antiparallel to one another. (Refer to Figure 2 for

anisotropy of hybridized /
2ff orbitals.) Since the strong (Ri < Rc)

cation- -cation interactions can be expected to have stronger spin

correlations than any cation-anion-cation interactions, any magnetic
order should be composed of ferromagnetic layers that are strongly

coupled antiparallel to one another within the three-layer units

II-I-II. Therefore three alternatives can occur in Mn2Sb: anti-

ferromagnetism due to an antiparallel coupling between type II
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layers, ferrimagnetism due to a ferromagnetic coupling between these

layers (these alternatives are illustrated in Figure 18(j)), or a complex

configuration with repeat axis the c axis and spin angles or alternating

spin coupling only between type II layers. Further, within a type I

plane R* & R e ,
but the parallel-spin correlations that are forced by

the bonding tZg insure "localized" electrons. Since antimony is tri-

valent, one manganese cation is monovalent, the other divalent; and

since the antibonding eg states of type I manganese are more stable

than the antibonding t^ band of a II-I-II triple layer (R\ < #2),

the formal charge configuration must be Mni+Mn'n+Sb3
". Therefore

the atomic moments are given by

MMni =
(1 + $xy + &yz + &*x)V>B

MMmi =
(2 + bxv + byZ + d'2x)nB

where 6
tJ
and b'tj are induced localizations of the bonding hg electrons.

Since the Miii^ have the larger localized atomic moment, it is reason-

able to expect dij > da. It is always difficult to estimate the fractions

Bij-j
which may vary from ~0.3 to ~0.6. The upper bound was

found in CrN, Chapter III, Section II-B-2. The lower bound is

found in metal alloys, Chapter III, Section III. From the experi-

mental data, a d'tj
= 0.6 arid a

5,-,-
= 0.4 are indicated for ferrimagnetic

Mn2Sb.

There are three interactions that determine the sign of the coupling

between type II layers: (a) two 180 II-anion-II interactions and

(6) eight 90 IIa-anion-II b plus IIa- -lib (via ft > Rc) interactions

that stabilize antiparallel coupling, and (c) eight ^125 II-anion-I

interactions that stabilize parallel coupling. Whether antiferromag-

netism, ferrimagnetism, or a complex-spin configuration prevails

depends upon the relative strengths of the competitive interactions.

It is not possible to predict from qualitative considerations alone

which alternative should prevail. However, it is possible to say that

antiferromagnetic coupling must accompany the shorter c parameter
since the cation-anion-cation interactions are relatively insensitive

to intercation distance whereas the antiferromagnetic II - -II& inter-

actions are extremely sensitive to #3. Also, complex-spin configura-

tions can only occur if the competing interactions are comparable,
or c is intermediate. Thus there may be a critical c parameter cc

such that the compound is ferrimagnetic for c > cc,
has a complex-
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spin configuration for c tt cc ,
and is antiferromagnetic for c < cc .

From experiment, it is apparent that c > cc in

3. Antiferromagnetic ^ Ferrimagnetic Transition

Kittel (349) has given a thermodynamic theory for antiferromag-

netic ^ ferromagnetic (antiferromagnetic ^ ferrimagnetic in Mii2Sb)

transitions at an exchange-inversion lattice parameter cc ,
the param-

eter varying with temperature and pressure. For Mn 2Sb the

exchange energy per unit volume between type II layers is

ex
= p(c

- Cc)MA -Mff

where M^, My? are the magnetizations of alternate sets of II-I-II

blocks and p = dW/dc is the rate of change of the Weiss molecular

field constant W with lattice parameter c. (If an additional term

in the Taylor expansion is used, so that

it is possible to determine experimentally a unique cc for compounds
Mn2_xMxSb or Mn2Sbi_xMx (302a).) Kittel neglects the intrinsic

dependence of the M t on c and 7\ At zero pressure, this gives, to

the lowest relevant order, a free-energy density

-
cr)

2 ~
p(c

- cc)MA -MB (176)

where R is the c-axis stiffness constant divided by c 2 and CT is the

lattice parameter for MA -L MB ,
that for zero exchange striction (474).

(Exchange striction gives a change in lattice parameter due to ex-

change stabilization with magnetic order. Since the associated

strain must change with the sign of the coupling, this strain energy
must be included in the relevant free-energy term. Refer to the

discussion of the first-order phase change at Tc in MnAs, Chapter III,

Section II-C-3.) The equilibrium parameter obtained from mini-

mizing / with respect to c at a fixed temperature is

c = CT + (p/R)MA -MB (177)

and the difference in c at constant temperature between the states

with ferromagnetic and antiferromagnetic coupling is

Ac = CF - CAP = 2PM*/R (178)

In the case of Mn2Sb, it was shown that CF > CAP is anticipated, or

that compatibility with the model requires p > 0.
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Substitution of equation 177 into 176 gives

/ = -(pV2#)(MA .M*) 2 -
p(cT

- cc)M^-Mji (179)

Since the sign of the first term is invariant with the sign of

the interaction and p > 0, MA is parallel to MB if CT > cc and

MA is antiparallel to MB if CT < cc . There occurs a first-order

antiferromagnetic^ferrimagnetic phase transition at a temperature Te

such that

cT = cc (180)

Note that the sign of the interaction depends upon CT, not c.

If <f> is the angle between M^ and MB, the term in cos2 # in equation

179 acts as a potential barrier separating the two states. It may
introduce thermal hysteresis at the transition as large as

AT = 2cOPM*/yCL (181)

where CL is the lattice heat capacity per unit volume, c is the lattice

parameter at zero temperature, and y is the Griineisen constant.

The effect of hydrostatic pressure p on T can be simply determined

with the aid of the Clausius-Clapeyron equation. Kittel derives

dTe/dp tt (yCL)~i (182)

Such an antiferromagnetic ^ ferrimagnetic transition has been

observed (120,122,609) in the system Mn 2-xCrxSb .95ln .o5. Appar-

ently the decrease in lattice parameter with increasing Cr content is

sufficient that a Te is observed for x > 0.03, Te increasing from about

120K to nearly 400K at x = 0.2. For x =
0.1, the change in

lattice parameter at T is Ac = 0.014 A. From equation 178 and

reasonable estimates of the stiffness constant R it follows that

p = dW/dc ~ 104
ergs/gauss

2 A

which is a large rate of change that supports a model in which

cation- -cation wavefunction overlaps are involved (see eq. 161).

This is provided by the II- -II interactions. The atomic moments
were also observed to change at the transition. With increasing

temperature, A/iMn, ~ 0.4/iB, A/zMnn ~ O.Sjua. From the model,

there should be no change in the number of localized electrons at the

atoms. However, a A5 tJ ~0.15 is reasonable and would be of the

correct sign.

Spiral-spin configurations were reported for compositions with
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< x < 0.03 (70). However, it is more probable that the II-II

interactions alternate in sign along the c axis.

4. MuzAs, Cr^Asj and Cu^Sb

The compound Mn2As is similar to Mn2Sb except that the smaller

lattice parameter stabilizes only the antiferromagnetic state. Yuzuri

and Yamada (711) have examined the system MnxAs, 1 < x < 2.5,

and found that a sample of Mn2.3As has the Cu2Sb structure with

TV = 573K.
The compound Cr2As should have the charge configuration

Cr^Crf^As
3
". Since the octahedral interstices have tetragonal

(c/a > 1) symmetry, the single eg electron at a On occupies a dt*

orbital oriented parallel to the c axis. This ordering increases the ax-

ial ratio (Jahn-Teller effect). With c/a = 1.76, R2
= 2.53 A < RI =

2.75 A < Rc(Cr). This indicates that the tetragonal distortion of

the interstices stabilizes a Cri
1
"

(3d
5
) eg bonding band relative to the

kg bonding band, so that the Cn moments are correlated antiparallel

to one another within a basal plane. (Note that with fewer d elec-

trons, there are no antibonding eg electrons.) This means that

cooperative ka bonding between type I and type II layers is inhibited.

Although #3 = 3.28 A > Re(Cr), cooperative antiferromagnetic cor-

relations between type II layers are possible. Therefore it is pre-

dicted that O2As is antiferromagnetic and that the magnetic order

is different from that found in antiferromagnetic Mn2As. Yuzuri

(710) has reported that Cr2As is indeed antiferromagnetic with TV =
393K. Measurements of the magnetic order have not been reported.

The compound Cu2Sb should have the charge configuration

Cui"Cuj^Sb
3
~. Since the octahedral interstices have tetragonal

(c/a > 1) symmetry, the Cun eg hole is concentrated in the basal

plane. This means that the GUI atoms should carry no atomic

moment, /ICUH
~ IMB, and the Cun atoms are coupled antiparallel

within a basal plane via 180 cation-anion-cation interactions. Cu2Sb

is reported (710) to be antiferromagnetic with a TV = 373K.

III. Metals and Alloys

A. DESCRIPTION OF THE OUTER ELECTRONS

In the transition metals and their alloys, the outer s and p electrons

occupy partially filled, overlapping s and p bands. These give rise
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to high mobility, metallic conductivity. The character of the d

electrons, on the other hand, is not so obvious. It was pointed out

in Chapter I that whereas all the 5d electrons of the Pt metals are

undoubtedly collective and all of the 4d electrons of the Pd metals are

probably collective, both collective and localized 3d electrons may
be simultaneously present in the metals of the first transition series.

In Chapter II, Section II-B-1 an empirical relationship, equation 174,

was given for the critical intercation separation in oxides for collective

versus localized d electrons, and it was pointed out that this distance

is somewhat larger if the anion sublattice is more polarizable. The
maximum critical distance probably occurs in metals and alloys.

To obtain an estimate for the metals, it is noted that dilute

concentrations of substitutional iron in palladium induce local-

ized moments on neighboring Pd atoms (138). This implies

that Rc(Pd) & Rnnn(Pd) = 3.89 A, and this fact was used to obtain

equation 27. From equations 26' and 27 it follows that for metals,

with correction term proportional to A(J(J + 1)) neglected,

Rc(3d) w 2.5#nnn(Ni)/2.96 = 3.06 A

#c (4rf) 2.5#nnn(Pd)/2.47 = 3.94 A (183)

Rc(5d) 2.5#nnn(Pt)/2.21 = 4.42 A

Comparison of equations 174 for the oxides and 183 for the metals

gives

2.2ft < K? < 2.5#

where the lower limit applies to the oxides and fluorides, the upper
limit to metals. This means, for example, that

/Zc(metals) #c(oxides) + 0.2 A,

where 7?c(oxides) is given by equation 174 for 3d electrons, and

flc(4d) Be(3d) + 0.88 A, ftc (5rf) w B e(3d) + 1.36 A. Although
these numbers are crude, being based on semiempirical physical

arguments, their internal consistency is significant. Further, since

the empirical numbers for the metals come from one side of the peri-

odic table, those for the oxides from the other, the result that

(oxides)3.02 A < Be(Ti) < 3.22 A(metals)

probably represents an upper limit for the difference in Rc for oxides

versus metals.

In this chapter, Section III, it is shown that the magnetic order
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and the magnitudes of the atomic moments that are found in the

transition metals and their alloys may be interpreted in a consistent

manner with the aid of the electron-correlation considerations of

Chapter I (217). Although these ideas can only be proposed in a

postulatory manner, it should be appreciated that all of the postulates

are based on but one assumption: The configuration interaction appro-

priate for localized d electrons, which gives the cation- -cation super-

exchange rules [eqs. 161-163], remains the principal configuration

interaction responsible for electron correlations among collective d elec-

trons, where R > Rc . The fact that these postulates follow from the

superexchange mechanisms already discussed in Chapter III, Section

I makes desirable their inclusion in the present discussion. However,
the reader should be aware that a great many theoretical investiga-

tions on the character of the collective d bands is not being reviewed

here. Much of this work has unfortunately involved laborious

calculations that have been based on questionable simplifying as-

sumptions. Present experimental results are forcing a hard relook

into the assumptions on which d-band calculations are based, and it

is premature to say whether the particular physical ideas expressed

below, which will be seen to be quite qualitative, can form a firm

basis for a quantitative theory of these materials. These ideas are

illustrated below with reference to cubic and tetragonal structures

only.

1. Body-Centered-Cubic Structures

(a) Figure 79 (a) shows the most reasonable configuration for a

Cartesian reference frame relative to the b.c.c. structure. This

reference frame is used to orient the highly anisotropic d orbitals, for

the following assumption is explicitly made: The collective d electrons

retain the same symmetry relative to the lattice as the overlapping atomic

orbitals that form the collective-ekctron states. The b.c.c. structure

contains two sublattices, and from Figure 2 it follows that the hg

electrons, which are directed towards nearest neighbors, are collective

(Rnn w 2.09# d < Rc(3d) 2.5ftg
d

,
see Chapter I, Section II-A-4).

Nevertheless with Rnn > Ro and a two-sublattice structure, extrapolation

of the cation- -cation superexchange spin correlations for localized elec-

trons to the t^g-band collective-electron spin correlations is reasonable.

This extrapolation is possible because in a two-sublattice structure it

is advantageous to relax the requirement that orbitals of different
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Fig. 79. Qualitative features of the band structure for b.c.c. transition metals.

spin arc identical. As has been emphasized already, this says that

for a two-sublattice structure the near-neighbor-directed orbitals

form a band in which the bonding states, corresponding to antiparallel

spin correlations within the bonds, are more stable than the anti-

bonding states. Parallel-spin correlations dominate the antibonding

electrons. Therefore antiparallel-spin correlations between the two

sublattices predominate if the /2o orbitals are half or less filled

(n* < 3), and parallel-spin correlations predominate if the tZo orbitals

are more than half filled (n^g > 3). Since these electrons are collec-

tive, there is no correlation of bonding electrons of a given spin with a

particular sublattice unless localized electrons with unpaired spins are

simultaneously present. Further, long-range antiparallel-spin corre-
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lations should occur if the bonding states are filled, but need not occur

if they are only partially filled. This point is particularly significant

for dilute concentrations of transition metal atoms in a nontransition

metal solvent, such as Cu or Au, and for the rare earth metals. In

these materials localized d or /electrons are coupled to one another

via s-p electrons in partially filled bands. Two somewhat different

models have been developed for this case to describe the s-p spin

correlations that are induced and that are manifest by the magnetic
order (497,722).

The eg orbitals, see Figure 2, are directed along the axes of the

Cartesian reference frame towards next-nearest neighbors. Since

intraatomic-exchange interactions and nearest-neighbor spin correla-

tions are both stronger than next-nearest-neighbor correlations, it

follows that whether antiparallel or parallel correlations dominate

the tzg electrons, the eg electrons are forced to have a parallel-spin

correlation. Therefore if the intraatomic-exchange splitting is

greater than the width of an eg band, the ea electrons act like localized

electrons that obey Hund's rule. The splitting of the eg subband

containing positive spins from that containing negative spins is

(7 ex &Eg), where 72ex is the intraatomic exchange energy and &Eg

is the width of an eg subband. The fact that Rnnn & Rc suggests

narrow eg bands that are split by intraatomic exchange into two

subbands. Since the electrons of these split subbands are similar to

localized electrons, they are referred to as "localized" electrons in the

following discussion.

From the rules for stability that were developed in Chapter I, it

follows that the bonding states are more stable than antibonding

states, and that next-near-neighbor antibonding states are more

stable than near-neighbor antibonding states. Therefore the lower

eg subband, which is stabilized to some extent by intraatomic ex-

change, should have an energy between the bonding and antibonding

portions of the tig band. In Figure 79 are shown schematically the

relative energies of the various bands and subbands. In an antiferro-

magnet there are two atoms per unit cell, and the ti9 bands may be

split in two. In a ferromagnet or paramagnet there may be no

splitting, but the bonding and antibonding portions of the tza band

should be distinguishable, the density of states curves N(E) vs. E
having a bimodal character. In Figure 79 the eg subbands are drawn
as localized energy levels. Narrow bands, rather than sharp levels,
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are physically more reasonable; and the lower eg subband may overlap

the bonding t2g band. Where overlap occurs, there is mixing of the

states of the two bands, especially where the overlapping bands both

come from d states. The broad s-p bands must overlap the relatively

narrow d bands as shown.

From these simple considerations, it is possible to give sharp cri-

teria for the existence of Pauli paramagnetism, antiferromagnetism,

and ferromagnetism in b.c.c. transition metals.

(i) If ntg < 3 and ng
=

0, b.c.c. transition metals are Pauli

paramagnetic.

(ii) If n2g < 3 and ng j* 0, b.c.c. transition metals are antiferromag-

netic with an atomic moment

M = (ng + 8n2g + 5n,PW (184)

Whereas long-range antiferromagnetic order should occur for n2g
=

3,

a breakdown of simple antiferromagnetic order may occur if n2g < 3,

that is, if the collective electrons responsible for coupling the localized

spins occupy partially filled bonding bands.

(Hi) If n2g > 3, b.c.c. transition metals are ferromagnetic with an

atomic moment /u
= (n2g 3 + ng\ ng2 + 5n,p)Mfl for 3 < n2g

< 4-5

and

M =
(6 n2g + ngi ny2 + dn8p)nB for4:.5 < n2g < 6. (185)

Here dn2g and tn,p are the fractional number of t2g and s-p bonding-
band spins that are correlated with a given atomic site as a result of

the intraatomic, parallel-spin correlations between localized eg and

collective t2g , s-p electrons. The symbols ng\ and ng2 refer to the

number of electrons in the lower and upper eg subbands, respectively.

In order to make contact with experiment, it is necessary to know
to what extent the s-p bands overlap the d bands. Since the sym-

metry is compatible with (sp
3
) bonding-band formation, considerable

overlap of the d bands by both p and s states is expected in the b.c.c.

structure; extra stabilization over that usually calculated by MO
methods comes from the antiparallel spin correlations made possible

by the two-sublattice character of the structure. In the absence

of adequate calculations, it is necessary to take an empirical estimate

of nap ,
the number of s-p electrons, that are present in the b.c.c.

transition metals. Although the relative positions of the d and s-p
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bands must vary from element to element (the relative stability of

the s-y bands must decrease with increasing atomic number), the

relatively large density of states N(E) in the narrower d bands permits

qualitative conclusions to be drawn with a fixed value of nsp for the

entire b.c.c. 3d series from Ti to the Fe-Co alloys. The value n8p tt 3

is chosen as this permits a consistent interpretation of the transition

metals and their alloys in terms of the sharp criteria for paramag-

netism, antiferromagnetism, and ferromagnetism that have been

given.

(b) Since previous MO calculations for the b.c.c. transition ele-

ments have assumed nsp tt 0.22 to 1.0, it is necessary to cite addi-

tional experimental evidence in support of n8p K 3.

(i) Soft x-ray K emission does occur in V, Cr, and Fe even though
transitions to the K shell are forbidden for 3d and 4s electrons. This

fact can be accounted for by the strong admixing of p states into the

occupied MO states that is implied by nsp tt 3.

(ii) If nsp
=

3, nontransition solute elements with the largest

solid solubility in the b.c.c. phase should be those with n f

sp
'~ 3 to 4.

(Primed symbols always refer to solute atoms.) The range of solid

solubility is limited in most b.c.c. transition elements because of the

stability of the A15 structure. [In the A15 structure, formula M3S',

the M atoms have four to six outer electrons and form linear chains

suggestive of strong linear bonding via (d#pt) a bonds, (dvtdzx , pxplf)

w bonds.] Since iron, with more than six outer d electrons, does not

stabilize the A 1.5 structure, it provides the most interesting case study,

and the solid solubility of the elements in a-Fe is presented in Table

XVII. Given nsp
=

3, the predicted characteristics indicated for

the phase diagram, size effects neglected, can be immediately ob-

tained, (a) With nr

sp < 2, phase stability is determined by the

radius of the closed-shell core. (0) With n'sp = 3 or 4, the solute

readily participates in the s-p band of the a phase, but it has too

many electrons for the s band of the 7 phase. Therefore the a phase
is favored provided n'd < 3. With n f

d > 3, phase stability is largely

determined by the magnetic energy, the a phase being favored if the

average atomic moment /z is increased, the 7 phase if p is decreased.

(7) If n'sp > 4, the solute will stabilize the a versus the 7 phase, but

it is increasingly insoluble as a substitutional element as the electro-

negativity difference between it and iron is increased.
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It therefore seems significant that the nontransition elements of

greatest solid solubility in a-Fe are Al and Si, and this in spite of the

fact that Si crystallizes in an extremely stable diamond structure

because both its s and p electrons are active in bonding.

(Hi) Careful x-ray measurements of the atomic scattering factors

can be used to determine the number of 3d electrons in the transition

metals. The technique is to measure the absolute scattering factors

and to subtract the "argon core," as calculated by self-consistent

techniques, for the free atom. Since the radial extension of the

collective 4s and 4p electrons is such that their scattering factors are

negligible at all Bragg angles, subtraction of the "argon core" leaves

only the contribution of the outer 3d electrons. If ntp
=

3, then the

outer-electron configurations for b.c.c. Cr and Fe are, respectively,

n?,,nl;r
a

nj and njpni/'n?"', and the number of 3d electrons is 3 and 5.

Original experiments by Weiss and DeMarco (659) claimed to find

only 2.3 0.3 and 0.2 db 0.4 3d electrons associated, respectively,

with b.c.c. Fe and Cr. These results may reflect the fact that the

three bonding tzg electrons of Fe and Cr have a greater extension than

the electrons that contribute to the localized atomic moment. The

experiments require extreme care and large-angle scattering data.

Subsequent measurements by Batterman (42) gave approximately
six 3d electrons for Fe. Komura, Tomiie, and Nathans (358) inves-

tigated the number of 3d electrons at the Fei atoms (all near neighbors

Fein, and next-near neighbors Al) in ordered FeaAl and obtained

results compatible with n<i = 5 1. The present consensus of

opinion among those workers is that in a-Fe, definitely in* < 7 and

n<f = 5 falls within experimental error (43).

(c) In order to obtain a more quantitative N(E) vs. E curve, it

is assumed that the major peaks and valleys of such a curve are de-

scribed by a knowledge of the relative widths and positions of the

individual bands and subbands. Therefore the detailed configura-

tions are ignored, and a simple parabolic-energy-band approximation

(see eq. 48)

]
2

(186)

is assumed for both the electrons at the bottom and the holes at the

top of the bands. Only in the case of a kg band that is not resolved

into bonding and antibonding subbands is it necessary to assume a

bimodal character. The a,, which depend upon the empirical param-
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eter w*, are determined from a knowledge of the total number of

electrons Nze ,
or holes Nzk, in an energy interval A#, since by equa-

tion 50

/
A^ 2 /AT?A 1 /2 2

AT( )d =
{s^Ei ( }

= X
3 \ en J 3

(187)

where f,
= 1 or 2 reflects the spin degeneracy of the band. There

are two types of experimental information that give a number for a

providing a numerical relationship between Nzi and A,: the total

width of the occupied portions of the overlapping s-p and d bands

from x-ray absorption data and the electronic specific heat. The

x-ray absorption data fixes the Fermi level EF relative to the bottom

of the s-p band at ~7 eV for V and Cr (288). With the aid of Fermi

statistics and the assumption that kT Ef, where EF is the Fermi

energy, it is possible to show (556) that the electronic specific heat for

a paramagnetic metal with a single conduction band is

(188)

If there is more than one conduction band and the metal has a net

magnetization, the expression for ye i becomes more complicated

(688). However, in rough approximation

ye i
~ 1.7 X 10~4 Li Ni(AEi) cal/mole-deg

2
(189)

where the Nt(&Ei) are the densities of states (in units of eV"1

).

Given the contribution from the s-p bands, as estimated from the

x-ray absorption data and the assumption nap
=

3, Ni(&Ei) for the

various d subbands can be obtained from yet . With this procedure
and the ye i data of Table VIII, the density of states curves of Figure

80 were constructed. A very small overlap (or mixing) of the hg and

eg bands, which was anticipated by the qualitative discussions, is

suggested by the existence of a small atomic moment, jucr ~ 0.4/z#,

on antiferromagnetic Cr, but a small y i. [The magnetic order

probably represents a spin-density wave, but the exceptionally large

amplitude is consistent with the presence of localized eg states near

the Fermi surface.] The simplest possible construction, which is

shown, is based on a maximum ye i at V and 6-Mn. The bottom of

the upper tZg subband must fall between antiferromagnetic 5-Mn
and ferromagnetic a-Fe.
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6.5 7.0

ENERGY [eV]-~

7.5

Fig. 80. Simplified density of states curve for metallic chromium. Energy
scale is referred to bottom of s-p band. The Fermi level relative to the d bands

is also shown for b.c.c. Ti, V, and Mn given the same relative positions of d

and s-p bands. Ferromagnetic, simple-cubic sublattices are coupled antiferro-

magnetically in b.c.c. Cr-Mn alloys.

In the case of ferromagnetic iron, the fa band need not be split in

two, and the electron correlations between ferromagnetic eg and k tt

electrons should be optimized. This means that in the ferromagnetic

materials, the antibonding t2g subband tends to be split in two by
intraatomic exchange. The more stable portion overlaps the lower

eQ subband to form a single subband (eg and kg states admixed) of

parallel spin, the less stable portion overlaps the upper eg subband

to form a single subband of antiparallel spin. The ratio of eg to tzg

states in each subband is 4:3, so that the ferromagnetic electrons of

a-Fe can be expected to display eg versus t2g character in about that

proportion. (Spherical symmetry corresponds to 2:3.) The mag-
netization data of the Fe-Co alloys suggests that the two eg subbands

are not completely resolved by the exchange energy, as is indi-

cated in Figure 81. (X-ray absorption data give 5 eV for the energy
difference between EF and the bottom of the s-p band in a-iron.)
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5.0

ENERGY (eV)-

5.5

Fig. 81. Simplified density of states curve for ferromagnetic -Fe. Energy
scale is referred to bottom of s-p band. The [eg -f kg (antibonding)] bands each

contain 3.5 electrons per atom. Bonding tzg band held same as in Figure 80

and magnetic-electron band drawn to give 104ye i
= 12 cal/mole/deg

2
.

2. Face-Centered-Cubic Structure

(a) The Cartesian reference frame may be reasonably placed into

the f.c.c. structure either as in Figure 82(a) or as in Figure 83(a). It

is immediately obvious that Figure 83 (a) has tetragonal, not cubic,

symmetry. Cubic symmetry is only achieved by a transformation to

the b.c.c. structure via a simultaneous contraction along [001] and an
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expansion within (001). This relationship between f.c.c. and b.c.c.

phases was first pointed out by Bain (36). The driving force for the

b.c.c. ^ f.c.c. martensitic phase change essentially comes from

changes in band structure that are associated with a 45 rotation of

the Cartesian reference frame.

In f.c.c. Ni and Co, Rnnn & 3.5 A > Rc and Rnn 2.5 A < Re

(see eq. 183). Since the f.c.c. structure is not a two-sublattice struc-

ture, it follows that the collective kg electrons occupy a metallic band.

The localized eg electrons occupy two levels that are split by intra-

atomic exchange (HuncTs rule). These levels tend to be broadened

into a narrow band through interactions with the overlapping fe?

states. Since the repulsion between filled orbitals is smaller for

next-near-neighbor-directed than for near-neighbor-directed orbitals,

the upper eg level should fall below the top of the metallic k band.

Although the exact placement of the lower eg level is not critical for

Fig. 82. Qualitative features of the band structure for face-centered transition

metals of the first long period.
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most of the arguments to follow, magnetization data for the Ni-Cr

alloys suggest that it falls below the bottom of the metallic kg band.

This leads to a density of states curve with the principal features

similar to those of the celebrated Krutter- (375) Slater (581) curve

for copper. Unlike the b.c.c. structure, the f.c.c. symmetry is not

compatible with bonding-band stabilization of the p states, so that

the number of occupied s-p states is n ~ 1. This number must

decrease with increasing relative stability of the d bands; that is,

with increasing atomic number. In order to obtain a model that

is consistent with experiment, the following choice is made: n, = 0.55,

0.75, 0.95, 1.15, respectively, for f.c.c. Ni, Co, Fe, Mn (see eq. 195 for

rationalization).

Since bonding-band stabilization (see Chapter III, Section I-C-5)

should occur whenever possible, the f.c.c. structure can only be stable to

lowest temperatures if nzg = or 5 < nzg < 6. If 4 < n^g < 5 or

3 < ft20 < 4, for example, there are one or two Ug holes, respectively,

that can order among the kg electrons. One hole would order into

the dxy orbitals to permit formation of a bonding dxy band, two holes

would order into dyz ,
dzx orbitals. Such ordering would be accom-

panied by a cooperative lattice distortion to tetragonal symmetry;
in the former case to c/a > 1, in the latter to c/a < 1. Such ordering

would also introduce a two-sublattice structure and antiferromagnetic

correlations. In the former case, localized electrons would couple

antiferromagnetically within (001) planes, in the latter case between

(001) planes. These qualitative ideas lead to the following sharp
criteria for the existence of Pauli paramagnetism, antiferromagnetism,
and ferromagnetism in f.c.c. transition metals.

(i) If 5 < nZg < 6, f.c.c. transition metals remain cubic to lowest

temperatures and are ferromagnetic if a 3d metal with ng < 4, Pauli

paramagnetic otherwise.

(ii) If 4 < n^o < 5, f.c.c. transition metals may became tetragonal

(c/a > 1) with antiferromagnetic coupling within (001) planes if of the

first long series.

(Hi) If 3 < n2g < 4, f-c.c. transition metals may become tetragonal

(c/a < 1) with antiferromagnetic coupling between (001) planes if of

the first long series. It is assumed that localized eg electrons occur

only in the first long series since, as was pointed out in Chapter I,

Rnnn & Rc(d) and Rnnn < Rc(5d).

(b) Construction of a semiempirical density of states curve for the
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f.c.c. structures is difficult. From x-ray absorption data (288),

EF is 5.0 eV above the bottom of the s band in nickel. To determine

ng ,
it is noted that /INI

= 0.60^ (93), gm = 2.193 (435). Since

nickel has 10 outer electrons, the total number of d-band holes is

nh = MNi/((l/2)0NiM/*)
= 0.55 = nt . If the eg electrons are localized,

they do not contribute to ye i. Therefore subtraction of the ^-electron

contribution to the experimental (280) 104
7ei = 17.4 cal/mole-deg

2

gives N(EF) for the kg band. To obtain the number of t^ holes per

atom that this corresponds to, it is necessary to have an estimate of

the relative number of eg to kg holes in nickel. Polarized neutron

experiments (464) indicate that the magnetic electrons have an aniso-

tropic form factor, from which the eg/h hole ratio is estimated to be

1/3. This gives 0.41 fe, holes and 0.14 eg holes. Since measurements

(661) of y<i for Ni-Co alloys indicate that ye i is a maximum for pure

nickel, the simplest construction has the maximum N(E) at EF for

4.5

ENERGY (cV)

Fig. 84. Schematic density of states curve for f.c.c. nickel, where n(E) for

4 band is enlarged by a factor of ten. The Fermi level Ep is 5 eV above the bot-

tom of the 4s band. EF'S for Mn, Fe, and Co are also indicated.
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pure nickel, as shown in Figure 84. The lower eg and tzg states shown

are entirely schematic.

B. COMPARISON WITH EXPERIMENT

A proper description of the band structure of a metal has much
broader implications than for magnetic and crystallographic proper-

ties. Among these, as was seen from the constructions of Figures

80, 81, and 84, is the electronic specific heat. Reassurance concerning

the qualitative features of Figure 80 comes from measurements

of ye i for b.c.c. Cr-Fe, Cr-Mn, V-Fe, TiFe-TiCo, and Fe-Co alloys

(117a, 598a). It is found that y e i vs. electron/atom ratio has a sharp

maximum of (40 to 50) X 10~4
cal/mole-deg

2 at 6.5 electrons per

atom, a maximum which appears to reflect the lower eg subband. It

suggests that this subband may be considerably narrower than

shown in Figure 80, where it was given its maximum width for

simplicity. The y i curve also has a sharp minimum at ~8.35 elec-

trons/atom in the ferromagnetic Fe-Co system. Since the sys-

tem has partial ordering toward the CsCl structure for higher

electron/atom ratios, this may reflect only the change in band struc-

ture that must accompany this ordering. However, it is reasonable

to assume that ordering itself reflects overlap of positive spin and

negative spin subbands for higher Co concentrations in the disor-

dered alloy, as is shown in Figure 81. Further, CsCl-type ordering

does not appear to introduce any significant changes in the d-band

structures of alloys with lower electron/atom ratio.

Walmsley (643a) has performed an ingenious experiment in which

he claims to measure the fraction of electrons at the Fermi surface of

aVc that have spins parallel or antiparallel to an external field. From
the model of Figure 81, it is predicted that the moments associated

with the spins of the 3d electrons at the Fermi surface will all be

parallel to an external saturating field. This is opposite to the pre-

diction from a conventional rigid-band model with d bands more than

half filled (see Figure 8, but consider the band is being filled with holes

and reverse the sign of the external field). Therefore such a meas-

urement would provide a sharp distinction between the model of

Figure 81 and the various conventional models extant in the liter-

ature. Walmsley reports that the spins at the Fermi surface are

those predicted in Figure 81.

The sign of the Hall constant indicates whether the charge carriers
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have a positive or negative effective mass ra*. From Figure 80, the

bonding s-p band, which is three-fourths full, makes a small positive

contribution. Since the magnitude of a positive contribution is

inversely proportional to the number of holes in the band, there

should be a large positive contribution from the kg band in Cr, a

smaller positive contribution from this band in V and from the eg

plus antibonding k band in ferromagnetic iron. Positive Hall con-

stants have been observed (185) in V, Cr, and low-temperature Fe,

much the largest occurring in Cr as expected.

Such qualitative comparisons, though important, do not disclose

the sharp predictions about crystal symmetry, magnetic order, and

atomic moments that are the significant contribution inherent in the

simple constructions of Figures 80, 81, and 82. These are the topics

that are relevant here and that are discussed below.

1. Crystal Structures

In a pure metal, phase stability is determined by the comparative

band-forming energies for various symmetries and by the repulsive

forces from closed inner shells. The various metallic phases found

in the first three long periods are given in Table XVIII.

With one outer s electron, there is little difference in band-forming

energy between the b.c.c. and f.c.c. phases. The two-sublattice

structure of the b.c.c. phase permits bonding states to be formed, and

this is presumably responsible for the occurrence of this phase in

Column la. In the Column Ib metals the d-shell cores have rela-

tively large radial extension, and strong repulsive forces between

cores favor close packing.

With a larger number of outer electrons, simple Brillouin-zone

considerations are complicated by interactions between the Fermi

surface and the Brillouin-zone surface (212,307). However, it should

be noted that with partially filled d states, a bonding (pjl
5
) band can

be formed provided c/a < 1.63. Such stabilization would be more

pronounced among the heavier atoms, and it may account for the

preference for c.p.h. versus f.c.c. phases that occurs in metals with

eight or fewer outer electrons. With more than eight outer electrons,

it is clear that antibonding states must be occupied in both the f.c.c.

and c.p.h. symmetries. As antibonding states become occupied,

binding energies are reduced. Therefore the melting points of the

close-packed phases can be expected to decrease with more than seven

outer electrons per atom
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More significant is the occurrence of the b.c.c. structure in Columns

IVa, Va, Via. From Figures 80, 81 it follows that the most stable

b.c.c. configuration must occur in Via, where there are six bonding
electrons per atom. Additional electrons occupy the antibonding eg

states and therefore reduce the melting point of the b.c.c. phase.

This prediction is consistent with Table XVIII, since evidence for a

few eg electrons first appears in Cr, but not yet in Mo and W, and a

reduced melting point, noted in Cr, is marked for 5-Mn.

Manganese is famous for its peculiar structure. With ft,
=

1.15,

it follows from Figure 84 that 3 < n^g < 4 in 7-Mn, and therefore

that below some critical temperature fe<rhole ordering should induce

a f .c.c. > f.c.tet. (c/a < 1) transformation. The existence of such

a transformation and the magnetic properties of the low-temperature

phase can be extrapolated from Mn-rich Mn-Cu alloys (35,432).

2. Magnetic Properties of b.c.c. Metals

From Figures 79 and 80, it follows that b.c.c. metals of Columns

IVa and Va should, as observed, be Pauli paramagnetic, of Via should

be marginal between Pauli paramagnetism and antiferromagnetism,

of Vila should be antiferromagnetic, and of Villa should be ferro-

magnetic. That Cr is just at the transition to antiferromagnetism
is suggested not only by its low atomic moment (M).4/Li#), but also

by its temperature-independent susceptibility (424) and by the

sensitivity of its Nel point to impurities (152). [TN drops sharply
with small additions of V, increases sharply with small additions of

Mn.] It also exhibits complex magnetic order (33,255,677). Small

additions of Mn seem to stabilize simple, collinear magnetic order.

The physical origin of the complex magnetic phases is not known.

If there are no localized electrons present, equation 58 gives

X c N(Ep). Plots (61 la) of x vs. the number of outer electrons for

3dj 4d, and 5d elements and alloys all reflect the qualitative features

of Figures 80 and 84. Further, dx/dT > if EF is at a minimum in

the N(E) curve, dx/dT < if EF is at a maximum (374). Compari-
son of Figure 80 with the b.c.c. elements of Table XVIII shows

consistency.

The atomic moments of antiferromagnetic metals are given

by equation 184. From the moment of Cr it appears that

(5ft2<r + Sw.p) ~0.3/iB. It follows that MMn ~ 1.3/LiB and that for a

50-50 Mn-Cr alloy, which should be antiferromagnetic, P =
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(MMn + Mcr)/2 ~ 0.85/i/?. Neutron diffraction measurements (335)

of disordered MnCr confirm the predicted antiferromagnetic coupling
and give a, ft

= (0.85 0.04W
If nsp tt 3, the transition from antiferromagnetism to ferromag-

netism must occur at or before a-Fe since iron has eight outer elec-

trons. From equation 185, the atomic moment of ferromagnetic
o-Fe is MFC = (2 + dn8p)v,B, where dn8p < 0.3.

Thus with the assumption n*p 3 for all b.c.c. transition metals,

the model provides a consistent interpretation of the type of mag-
netism encountered, the magnetic order, and the magnitude of the

atomic moment. [The fact that vanadium has an anomaly at

^250K in several physical parameters suggests that there may be

long-range electron correlations below this temperature among the

collective tig electrons. The fact that there is no specific-heat ano-

maly (140a) indicates an extremely small entropy change associated

with any long-range ^ short-range correlation transitions in this

temperature range.]

3. Magnetic Properties of b.c.c. Alloys

The measured and predicted rate of change in magnetization per
solute atom in disordered, b.c.c. iron alloys are listed in Table XVII.

The predicted rates of change in average atomic moment ft with

solute concentration c follow from the fact that the model distin-

guishes four types of solute atom:

(a) Nontransition elements (n'd = 0). Solute carries no moment
so that

dft/dc -(2.2 + An.,)/* (190)

where Ansp is the increase in the number of outer iron electrons in

the s-p bands and is a measure of any relative shift of the s-p bands

with c.

(6) Columns IVa, Va, Via except Cr (n^a < 3, n'g = 0). Solute

carries no moment, but its participation in the kg bonding band may
alter the number of 3d electrons at the iron atoms, so that

dft/dc = -
(2.2 + An,, + OM* (191)

where 3* is the number of antibonding t2g electrons of iron that have
been donated to the bonding hg band. (For Ti, 6{ < 2; for V, Nb,
and Ta, i{ < 1

;
and for Mo and W, Si = 0.)

It is noteworthy that small additions of Fe to b.c.c. Ti, V, Nb



316 MAGNETISM AND THE CHEMICAL BOND

introduce no localized electrons with unpaired spins; but localized

spins are introduced by additions of Fe to Nbi-^Mo* alloys if x > 0.5

(109,416,417,418).

(c) Cr and column Vila (n g < 8, n
ff > 0). Solute carries a mo-

ment; but with no antibonding k electrons at the solute, this moment

(if only iron near neighbors) is antiparallel to the ferromagnetic

matrix and

dfi/dc = -
(2.2 + n'g + ^)M* (192)

where d^ represents the induced localization of the bonding, solute tig

electrons due to intraatomic exchange.

(d) Columns Villa, VIlib, and VIHe (3 < /4 < 6, rig < 4).

Solute atoms contribute antibonding /2 ,, electrons, so that coupling is

ferromagnetic and

dp/dc =
Attjpju/? for Column Villa

dfi/dc = (1
- An8p)AtB for Column VHIb (193)

OM/* < djl/dc < 2fj,B for Column VIIIc

where Anap > increases on going down a column. Given solute

states that match the solvent bands, an VHIb solute may carry a

moment of ~3/UB. The maximum atomic moment can only be 3.5^7?,

which may force the two extra d electrons on an VIIIc to be spin-

paired. Thus an VIIIc solute will cause dp,/dc tt if rid > 6.5, but

it may cause djl/dc = 2pB if there is sufficient adjustment of the

bands to give n'd < 6.5 and An<* > 0.5/c. Larger band adjustments
are more probable going down the column.

The ordered alloys also provide important information. In the

CsCl structures FeAI, CoAl, and NiAl there are no d electrons on the

Al so that there are no near-neighbor kg correlations to force the eg

electrons to be antibonding. Since Rnnn < Rc ,
a bonding eg band

must form within the simple-cubic iron sublattice. If the tZg are

localized, they are correlated antiparallel via intraatomic exchange
with the bonding eg electrons. Given nap tt 3 in the ordered alloys,

this would give MFC ^ S/ZB, j*co ^ 2/zj?, /ZNI ^ IHB-

Neutron diffraction experiments (522) indicate that there is no

localized atomic moment in ordered FeAI. This result implies that

s-p bonding between unlike atoms is considerably less stable relative

to the iron d levels than that between like atoms, so that the localized,

iron ttg orbitals are filled. Since aluminum is electropositive with
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respect to iron, such a conclusion is quite reasonable. However, if

it is valid in this case, then it is necessary to question an nsp tt 3 for

other ordered, b.c.c. alloys. It should be noted that Arrott and Sato

(24) and Kouvel (364) found definite evidence of antiferromagnetic

coupling between next-near-neighbor irons in ordered (FeAl-type)

alloys with 28 to 40 atomic per cent aluminum.

In sharp contrast to FeAl, the ordered FeV alloys with CsCl struc-

ture are ferromagnetic. Preliminary measurements by Chandross

and Shoemaker (566) on a sample that was 80% ordered give

/Z^0.91jUfl and ^0.1/i for the two sublattices, which implies

A*FO
^

1.14/ijj and HV~OHB. In this case ferromagnetism follows

from the model since there are d electrons on the vanadium, so that

the h correlations remain. With nsp tt 3 and n^g tt 3, the moment
on the iron atoms would be reduced by ~\HB since iron contributes

four electrons to the bonding kg band. This gives a predicted ferro-

magnetic moment at the iron atoms /upe
~

(1 + &*P)HB and a zero

vanadium moment /zy
~

0/z#, in good agreement with experiment.

Lack of a large adjustment in the relative stabilities of the bands on

ordering may be attributed to the closeness of V and Fe in the periodic

table.

Ordered TiFe apparently contains no localized moment, or

p, < 0.061/Zfl (480a), which is anticipated for an electron/atom ratio

of 6 if the relative positions of the d and s-p bands are similar to

that found in metallic chromium.

In the case of ordered FeCo, the model calls for ferromagnetic

coupling and, given nsp tt 3, a /zpe
~ 2/z^ with /uco

~ 3/z* and

ft
~ 2.5/i. Measurements indicate that in the compositional range

0.33 < c < 0.5 there is a small adjustment of nsp with increased

ordering that is reflected in a change of slope in dft/dc, in 7ei, and in

the Hall effect. In fact ft decreases slightly with ordering from

2.52/X0 at c = 0.33 to 2.42/z* at c = 0.5 (656). Neutron diffraction

experiments (566a) on the ordered alloy reveal an atomic moment of

~2.0/iB for one sublattice and ^2.9/*B for the other, in excellent

agreement with the model. (Although it was not possible to say
whether the larger moment was on the iron or the cobalt sublattice,

the band adjustments on ordering indicate that nap 2, which leads

to /*FC
^

3/iB and /ico
^

2/xa, is more probable than an n8p tt 3 with

/ipe
^

2/ifi and juco
^ 3/^.) It is significant that dft/dc = IMB for

c > 0.5, which indicates occupancy of the antiparallel eg and anti-
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bonding kg states at the higher cobalt concentrations, or higher

electron/atom ratio. Unfortunately a dp/dc = Ipn docs not dis-

tinguish whether ngp & 3 or nsp tt 2 for c > 0.5. If all the cobalt

atoms already have an antiparallel ea electron at the ordered FeCo

composition and nap & 2 so that jupe
~

3/xj? and pco ~ ZHB, then a

dfL/dc = IHB follows immediately for c > 0.5. This interpretation

requires a continuous adjustment of nap and the number of cobalt

atoms with antiparallel eg spin through the transitional range 0.33 <
c < 0.5. A dp/dc = HB is also seen to be consistent with Figure

81, especially as ordering can be expected to make critical the 50-50

composition. For c > 0.5, cobalt atoms are forced into the second

sublattice, and cobalt atoms on this sublattice have /*co
~ IM*.

Note that the eg bands associated with the two sublattices would, due

to ordering, be at different energies.

In the case of ordered FeRh, where unlike atoms come from dif-

ferent rows of the periodic table, the relative stability of bonding
states between unlike atoms is certainly reduced considerably relative

to localized d levels, or to next-near-neighbor-bonding states between

like atoms. The fact that below a critical T t < Tc the ordered alloy

contains antiferromagnetic simple-cubic sublattices and a 0.3%
smaller lattice constant (143,65) indicates that indeed next-near-

neighbor bonding has become competitive in this case. Further,

the number of d electrons on the two sublattices need not be the same :

the larger radial extension of the 4d-electron potential can be expected
to favor more d electrons on the rhodium sublattice. Charge neu-

trality can be maintained via a similar imbalance, but toward the

opposite sublattice, in the s-p bands. Observation of jUFe^S.l^
and MRh ~ O.?M* in the ferromagnetic phase suggests that ft8p x 2.5

and that the bonding hg states are primarily associated with the

rhodium sublattice, the antibonding hg states with the iron sublat-

tice. If the bonding kg electrons were to become completely asso-

ciated with the rhodium sublattice and the eg electrons of each

sublattice were to form bonding bands, thus removing one rhodium

eg electron to the kg bands, the reported antiferromagnetic phase
would result: antiferromagnetic coupling within sublattices. If,

further, there was a simultaneous change in nap to nap tt 2, this would

give MFe w 3/ifi, /uRh QHB and nJJ? 3, n 1. Thus the observed

magnetic properties of this alloy are compatible with the model even
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though it is not possible to make sharp predictions for the case of

ordered alloys where nap is uncertain.

Ordered Fe3Al and Fe3Si carry two types of iron atoms: Fei occupies

an ordered rock salt-type FeAl sublattice and Fen occupies an all-iron

simple-cubic sublattice. According to the model, the system is

ferromagnetic and the eg states at an Fei atom, which has only Al or

Si next-near neighbors, are more stable than those at an Fen atom,
so that the optimum parallel-spin correlations occur if the magnetic
electrons at an Fei atom are eg electrons, those at an Fen atom are

Ug electrons. Evidence that such ordering takes place has been

found by Pickart and Nathans (520) in recent polarized neutron beam

experiments that suggest (granted the dubious assumption of equal

radial distributions of eg and kg electrons) that of the magnetic elec-

trons ~70% are eg on Fei and ~12% on Fen. Further, the relative

stability of the outer s p electrons at the Al or Si atoms can

be expected to increase nfp" = 3 + 5n so that MFCI
~

2.2/* and

MFen [(2.2
-

)(!
-

4x)
-

4*(3
-

$II)]M* =
[(2.2

- 5n )

4z(5.2 2$ii)]/XB, where 6n < 1 and x is the fraction of Fei atoms

that are disordered over the Fe-Al sublattice. It is assumed that an

Fen atom couples antiparallel if it has five or more Al or Si near

neighbors. (There must be some critical number of Al or Si nearest

neighbors at which an eg bonding band is more stable than a tZo

bonding band.) To obtain the observed (see Table XXIII) /Z for

the ordered alloys, it is necessary to assume x tt 0.035 for Fe3Al and

x tt 0.05 for Fe3Si in the limit $n =
0, or 5n = 0.7 and 1.0, respec-

tively, for the limit x = 0. These values are quite reasonable.

4. Magnetic Properties of Close-Packed Metals

It is interesting to compare the face-centered-cubic and close-

packed-hexagonal metals. Whereas ferromagnetism was seen to

result essentially from the spin correlations within the bands of a

b.c.c. metal, in the case of close-packed metals the criterion for ferro-

magnetism versus Pauli paramagnetism is the existence of partially

filled, localized-electron states. In f.c.c. structures of the second and

third long periods Rnnn ~ Rc(4d) and Rnnn < Rc(5d), so that Pauli

paramagnetism prevails (see Chapter I, Section II-A-4). In c.p.h.

structures of the second and third long periods, bonding (ped*) orbitals

are probable, so that Pauli paramagnetism prevails.

In the first long period, Rnnn > Rc(3d) so that ea electrons should
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be localized in the f.c.c. structure, d* electrons in the c.p.h. structure.

(It is assumed that no (pd
5
) bonding band is formed in the c.p.h.

metals of the first long period.) The collective electrons are in metal-

lic states, and therefore the close-packed metals are ferromagnetic

provided ng < 4 (f.c.c. case) or nz* < 2 (c.p.h. case) ; they are Pauli

paramagnetic otherwise. From Figure 84 it appears that if there

are HH > 0.4 holes in the d bands of a f.c.c., first transition series

metal, then ng < 4. The density of states curve for the c.p.h. metals

should be qualitatively similar to Figure 84 except that the localized

eg levels are replaced by d& levels that are less widely split by intra-

atomic exchange. This means that there must be a larger

number of d-band holes present in order to have n2* < 2. Since

the overlapping s bands are broad relative to the d bands,

n(c.p.h.) tt n8 (f.c.c.). It follows that: A metal with nearly filled d

bands may have ng < 4 to be ferromagnetic in a f.c.c. phase, but have

nzt
= 2 to be Pauli paramagnetic in a c.p.h. phase. Finally the atomic

moment of the close-packed 3d metal is, according to the model,

M = ?g(n* + m)vLB (194)

where m =
0, 1, 2, 3 for Ni, Co, Fe, Mn, respectively. This means

that measurements of the magnetization provide a direct measure of

the number of d-band holes nh = ns + m.

Magnetization measurements (93,136) of f.c.c. and c.p.h. Co and

Ni give n?(c.p.h.) = 0.72 tt ns
c

(f.c.c.)
= 0.75 and nf(f.c.c.) =

0.55 (0Ni =t= 2). At room temperature c.p.h. nickel is paramagnetic

(391,614). (The "c.p.h." Ni samples were thin films, and there is

some possibility that the paramagnetic phase was "amorphous" Ni

rather than c.p.h. Ni.) The possibility that c.p.h. Ni is Pauli para-

magnetic has been anticipated by the model, since the probability is

high that in the c.p.h. metals nz*
= 2 for ns tt 0.6. With nn = 1.7

as in cobalt, on the other hand, the probability is high that n# < 2,

or that the metal is ferromagnetic.

Since the 4s band becomes increasingly stable relative to

the 3d band on passing from Ni to Co to Fe to Mn, the es-

timates TiJ" = 0.55, w? = 0.75 suggest that 1 < n n < 2. This

implies 4 < nj
111 < 5, or that 3 < n

2<7 < 4, so that the stable low-

temperature form is f.c.tet. (c/a < 1) and antiferromagnetic (face-

centered ordering of the first kind, Fig. 18). The existence of a

f.c.tet. ;= f.c.c. transition in 7-Mn has already been mentioned.
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Because bonding tends to spin-pair the electrons of the (rfi/*d**) bond-

ing band, these electrons will only contribute a fractional number of

Bohr magnetons to the atomic moment. Therefore in place of the

ferromagnetic moment of equation 194, the atomic moment becomes

MMn [n?
ln + m -

(2
-

A)]/** m = 3

where A ~ 0.3 measures the induced localization of the dyx ,
dzx elec-

trons. Neutron diffraction measurements confirm the predicted

magnetic order for T < T t and reveal a /iMn = (2.4 0.1)^ (see

Table VIII). Since m = 3 for Mn, this is compatible with

n n tt 1.15, or with the consistent progression:

rc*
1 = 0.55 n? 0.75 n?

e
0.95 n,

Mn
1.15 (195)

This fact is important not only because it demonstrates the internal

consistency of the model and its power to distinguish between anti-

ferromagnetic, ferromagnetic, and Pauli paramagnetic elements, but

also because it has important implications for f.c.c. iron. At high

temperatures (T > T t), 7-Fe should be cubic, ferromagnetic with

jure
= (2 + nj

C
)MB. Direct evidence in support of a MFC ^ MFC comes

from the observation (675) of no significant change in the diffuse

neutron scattering on passing through the a ^ 7 transition temper-
ature r-*\ Resistivity vs. temperature measurements (659a) also

indicate this since there is no change in resistivity at either Ta~^t

(1183K) or TT-* (1665K), which indicates a similar high-temper-

ature magnetic contribution to the resistivity

p,(T) = CJS(S + 1), C = const. ~ 30

for the two iron phases. This in turn implies either that njey tt 0.2,

which is much smaller than is anticipated by equation (195), or that

jure increases with increasing temperature due to a shift in the rela-

tive stabilities of the d and s-p bands. Evidence for /i?e
= MFe(T)

was discussed in Chapter II, Section I-B. Evidence that njey~ 1

comes from the fact that low-temperature 7-Fe, which is stabilized

by precipitation in f.c.c. copper (480b), has a low, temperature-

independent susceptibility indicative of either antiferromagnetism
or Pauli paramagnetism (338). Neutron-diffraction studies (2a) of

iron precipitates in copper over the range 1.5-4.6K also indicate an

antifcrromagnctic order similar to that in y-Mn, but with /ZF ^ 0.7^.
This antiferromagnetic structure is also indicated by extrapolation

from the magnetic order and moments found (613) in iron-rich, f.c.c.

Mn-Fe alloys. That this implies n*ey ~ 1 follows from Figure 82,
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If nf
e > 1 so that rhg < 5, then a low-temperature f.c. tet (c/a > 1)

phase would be stabilized by d^ bonding-band formation. But a

tetragonal distortion would split the eg level, lowering the dt2 level

below the Fermi surface. Hence the low temperature phase to be

anticipated is f.c. tet (c/a < 1) with a filled dx*- y* level and a dvtd,x

bonding band that causes a magnetic order like that in ?Mn (f.c.

ordering of the first kind). Such a configuration calls for an iron

moment

MFC = (nf
e + A)MS.

Although consistency with data for other systems calls for A ~ 0.3

and therefore nf
e ~ 0.4, the magnetic order would indicate two hg

holes (or nf
e ~

1), bonding-band formation, and f.c. tet. (c/a < 1)

symmetry. Tetragonal symmetry has not been reported. It is

concluded that the general qualitative arguments represented by

Figure 82 are able to account for the anomalous increase in atomic

moment with temperature and the magnetic order that are observed,

but that the difficulties and uncertainties associated with the low-

temperature measurements make the assignment of an nf
e

quite

uncertain. It will be seen below that in f.c.c. alloys, a MFC ~ 2.9/x# is

encountered, which is compatible with the value for nf
e
that is given

in equation 195.

5. Magnetic Properties of Close-Packed Alloys

With the exception of a few tetragonal, antiferromagnetic elements

(low-temperature 7-Mn and 7-Fe), close-packed, transition element

solvents have been found to be either ferromagnetic or Pauli para-

magnetic. These will be referred to, respectively, as solvents of

class (1) or class (2). In the class (1) solvents the d-band holes all

have the same spin in the ferromagnetic state (see Fig. 8). It is

therefore possible to discuss the close-packed, class (1) alloys with the

collective-electron model originally proposed by Stoner (601) and

later developed by Stoner (603) and Wohlfarth (688). However, it

must be kept in mind that this formalism is valid, within the frame-

work of the model presented here, only so long as ng < 4. At solute

concentrations for which ng
=

4, the d-band holes need not all have

the same spin, since there are no localized unpaired spins present to

induce a spontaneous magnetization of the collective electrons.

If UK < 3 is the number of holes in the d bands of a class (1) solvent,



ATOMIC MOMENTS 323

v' is the number of outer electrons on a gaseous solute atom, and n'a is

the total number of d electrons on the solute when present in the

solvent, then the average number of Bohr magnetons per atom in a

ferromagnetic alloy is

nB =
(1
-

=
(1
-

c)(nh + d,)
-

c(v
r -n'g - r4 - n.) (196)

+ U2g + d's for n'tt < 5

L10
- n'g

- r4 + 5* for 5 < ni < 10

where the first two terms represent the contribution from the solvent

d-band holes reduced by the number of solute electrons that enter the

solvent d bands and the last term gives the atomic moment on the

solute. The quantities 5J, 88 represent any induced magnetization
of the s electrons. Implicit in equation 196 is the assumption that

the orbital angular momentum is completely quenched. This cannot

be correct so long as < n
2(7 < 6, but it should not introduce an error

greater than ^10% and is therefore neglected in this simplified

treatment.

If n/lp ,
djp refer to the pure solvent, it is reasonable to assume that

(nhp + dap) (nh + 58)
=

Aoc, where the proportionality constant

Ao is a small fraction, positive or negative, that measures the solute-

induced alteration of relative d- and s-band stability. With this

assumption, it follows that

ft
=

n^ns
= M(P)

~~ cnpB (197)

where M(P) is the atomic moment of the pure class (1) solvent, and

that

-f -=<, + + -{
+ *>

j^|4 10
098)

where A = (Ao + 5, 8's) and m = ru n8 is an integer.

Application of equations 197 and 198 requires explicit consideration

of two factors, the relative energies of solvent and solute d states and

bonding-band (or homopolar-bond) stabilization that induces, wher-

ever possible, fef-hole ordering at low temperatures. These two

considerations require the distinction of four separate situations.

Case (a). n'g = n^ = (nontransition element or ionized solute)

dnB/dc = -
(t/ + m + A) (199)
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Early experimental information, which is summarized in Table

XIX, would show that in most Ni alloys A tt 0. However, more

TABLE XIX

Variations in Average Atomic Moment with Concentration

of Nontransition-Element Solute in f.c.c. Ni and Co

a
Theory predicts that only solvent atoms carry a magnetic moment.

b References (174,412,550).

recent measurements (139) give A tt 0.5 for Al, Si, and Ge in f.c.c. Ni.

The fact that there is no sudden drop in # at that composition beyond
which the simple model calls for ng

= 4 indicates that the "extra"

electrons contributed by a solute to the d bands of the solvent are

constrained by charge-neutrality requirements to remain in the

immediate vicinity of the solute. That is, the solvent d states,

especially the localized states, are not filled uniformly. This does

not invalidate equations 197, 198, which represent averages. How-

ever, if ng
= 4 at the solute's near-neighbor solvent atoms (as must

occur with Al, Si, and Ge solutes), a number of solvent atoms, ini-

tially proportional to c, would not have saturated moments. This

effect would be reflected in equation 198 by a contribution to A > 0.
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If a transition element solute is in a f.c.c. solvent, then any of the

cases (a) through (d) discussed below may be anticipated. However,

consistency requires that there be a continuous change from (a) to

(d) on moving to heavier solute elements in any one long period of the

periodic table, or on going down any column. Inspection of Table

XX, in which are given atomic moments compatible with observed

variations of # with c according to equation 198, shows that these

consistency criteria are everywhere fulfilled, and also that the stabil-

ity of the solute d levels relative to the solvent Fermi level is con-

sistently greater in f.c.c. Ni alloys than in f.c.c. Co alloys. In binary

alloys of case (a), all of the moment is associated, presumably, with

the solvent atoms.

Case (6). < rid < 2 (0 < rig < 2, n^g
= 0)

driB/dc = -
(i/ + m + A) + 2/ii (200)

This case is differentiated from the more general one n'd < 5 be-

cause of the explicit assumption in Figure 84 that the lower eg subband

lies below the metallic tig band. The principal relevance of this

assumption is that it allows ferromagnetic solute-solute interactions

for case (6). Were < n^ < 2, near-neighbor solute atoms would

form homopolar bonds, in analogy with the Ti-Ti c-axis bonding in

Ti2 3 ,
to give antiferromagnetic solute- solute interactions.

The measured variations dfi/dc for Ni-Cr and Co-Cr alloys are,

respectively (136,412), -4.4^ and -6.6juB . With A 0, this

corresponds to Wd
r

(Ni) = 0.8 and n r

(Co) = 0.2. A linear variation

of /z with c for the Ni-Cr alloys holds only for the compositional

range < c < 0.07, the curve deviating to higher magnetizations
for larger c. Such deviations are consistent with a smaller ionization

of a Cr atom given a Cr nearest neighbor: They are not consistent

with antiferromagnetic Cr-Cr interactions. This supports the other-

wise arbitrary placement of the lower eg subband below the tZg band

in Figure 84.

Case (c). 2 < n'd < 7 (dilute alloys having no solute-solute pairs)

dn/dc = -(*/ + m + A) + 4 + *
(201)

With at least one tig electron or one & hole, homopolar bonding
between nearest-neighbor solute-solute pairs introduces antiferro-

magnetic solute-solute interactions. Therefore the model provides
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the sharp prediction that: Disordered alloys corresponding to case (c),

as determined from measurements on dilute alloys and equation 198,

must be ferromagnetic or antiferromagnetic, but without magnetic order,

as a result of antiferromagnetic, nearest-neighbor, solute-solute

interactions.

In the compositional range < c < 0.08, dnB/dc tt +2.4 for the

Ni-Mn alloys (412). With A ^ 0, this gives nJ*
n
(Ni) = 4.7. Thus

Ni-Mn alloys correspond to case (c). Evidence for the resulting

ferrimagnetism was first observed in Ni3Mn, which has ft
~ 0.3/z* if

disordered, but a considerably larger magnetization if ordered (CuaAu

structure) (340). More recent evidence from magnetization meas-

urements has been reported by Kouvel et al. (367,370,371) and from

neutron diffraction measurements by Shull and Wilkinson (568).

Although the latter workers report ftun = (3.18 0.25)/zs in a sample
of ordered NisMn, this is not necessarily in disagreement with n,

Mn =
4.7 since only 5% disorder would reduce the observed 0Mn from 4.7/i*

to 3.3/i#. Further, neutron diffraction results (334) for ordered

NiMn, which has alternate (001) layers Ni or Mn, give antiferro-

magnetically coupled Mn atoms within a (001) Mn plane, /*Mn =

(4.0 O.!)M/* and MNi^O/Lifl. With a dxv bonding band, the pre-

dicted Mn moment for the ordered alloy is /ZMH
~

[4.7 (1 5^)]^,
where dxy

~ 0.3 is the induced localization of the bonding electrons.

Thus MMn(theory) = 4.0/z# = MMn(exptL), and nj
10 = 4.7 appears to

be correct. From the model it also follows that /UN, ^ for c > 0.26

(refer Table XX).
Crangle (136) reports that f.c.c. Co-Mn alloys have two regions of

roughly linear variation of ft with c, one for c < 0.05 and one for

greater c. From the initial slope dfts/dc = 2.5 and from equation

201, it follows that n5
ln
(Co) = 2.75 and that the change in slope for

c > 0.05 is due to antiferromagnetic Mn-Mn interactions. There-

fore the Co-Mn alloys are predicted to be ferrimagnetic, but without

long-range magnetic order, like the Ni-Mn alloys. Displaced hys-

teresis loops are characteristic of unidirectional anisotropy caused by
intimate mixtures of ferromagnetic and antiferromagnetic materials'

(430). Hysteresis loops for Co-Mn alloys that are asymmetric with

respect to the origin give strong evidence for the presence of anti-

ferromagnetic as well as ferromagnetic exchange interactions in f.c.c,

Co-Mn alloys (365). The Mn atomic moment of Table XX is for

dilute (c < 0.05) alloys. Similar measurements (366) for
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Mn-Cu and Mn-Ag alloys indicate nj
fn ~ 4.6 with antiferromagnetic

near-neighbor interactions and ferromagnetic next-nearest-neighbor

(and greater) interactions. Thus Mn acts as a case (c) solute in these

solvents also.

Case (d). 7 < n'd < 10 (5 < n'2g < 6)

dnB/dc = -(!/ + m + A) + 10 = nB (p')
- nB (p) (202)

There can be no solute-solute nearest-neighbor bonding in alloys

corresponding to case (d), and therefore all interactions are ferro-

magnetic. It follows that there can be no sharp discontinuity in /z

for ordered versus disordered case (d) alloys. However, changes in A
can be expected to occur on either side of a critical composition.

From Figure 84 it follows that f.c.c. Co-Ni alloys belong to case (d),

which is substantiated by the ferromagnetism of these alloys. Extra-

polation to pure Co of the magnetization measurements (657) for

f.c.c. Co-Ni alloys gives /*(p)co
=

1.79/ifi, or A = 0.19, as compared
with Crangle's (136) extrapolation from high-temperature measure-

ments on pure Co to JU(P)CO
= 1.75/is.

Although it is not possible to determine definitely from Figure 84

whether f.c.c. Fe-Xi alloys correspond to case (c) or case (c?), the fact

that these alloys are ferromagnetic dictates that nj
e > 7, or that

/zpe < 3/x/j in these alloys. That this condition is fulfilled has been

confirmed by neutron diffraction experiments (see Table XXI).

TABLE XXI

Atomic Moments vs. Iron Concentration c for f.c.c. Fe-Ni Alloys

MFe//ij /LIN //I*

Observed* Theory Observed* Theory

See ref. (568).

Predictions for the individual atomic moments can be obtained from

magnetization measurements (513), 'which show two linear regions

for /z vs. c in the range of f.c.c. alloys. In the range < c < 0.33,

the slope is dn&/dc = ^.^corresponding in equation 202 to an effective
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m(Fe) =
2.8, nj

e x 7.2, and A -0.2. At FeNi2 a rearrangement
of the band structure seems to occur, and for 0.33 < c < 0.6 the

effective nB(p") and nB(p
r

) are 2.5/*/j and 0.76/x/?, or dnB/dc = 1.74,

corresponding to A +0.26. In Table XXI the resulting atomic

moments are compared with experiment.

There is considerable evidence for low-field antiferromagnetic, but

high-field ferromagnetic Fe-Fe interactions in the ordered alloy

Ni3Fe, for ferromagnetic Fe-Fe interactions in the disordered alloy

(147,148). In the disordered alloy, near-neighbor Fe-Fe interactions

predominate. These are ferromagnetic since there is less than one

ttg hole at any atom. In the ordered alloy, the Fe atoms have Ni

near neighbors and Fe next-near neighbors. Since n*e =
2, the next-

near-neighbor Fe Fe interactions are antiferromagnetic. The

near-neighbor Fe-Ni interactions are ferromagnetic. Since the

next-near-neighbor distance is large compared to the near-neighbor

distance, it is surprising to find that the Fe Fe interactions are

strong enough to influence the magnetic order even though this rep-

resents bonding between like atoms whereas the Fe-Ni interactions

represent metallic-spin correlations, which are relatively less stable,

between unlike atoms. That the two effects are of comparable

magnitude is indicated by the metamagnetic character of the inter-

action: In high external fields the near-neighbor spin correlations

predominate, and the ordered alloy is ferromagnetic. This example
serves to emphasize the stability (at all atomic separations) of anti-

ferromagnetic spin correlations between like atoms that have half

filled overlapping orbitals.

Studies (163,234,362,369,502) of the pressure dependence of the

Curie temperature and magnetization in Fe-Ni alloys reveal consid-

erable pressure sensitivity for f.c.c. alloys in the compositional in-

terval 30 to 50% nickel. These experiments indicate that pressure
is able to induce antiferromagnetic, near-neighbor Fe-Fe interactions

in these alloys. This means that Fe may become a class (c) solute

at high pressure and high iron concentrations. In view of the fact

that njg appears to be a function of the temperature in f.c.c. iron,

it is not surprising that increased pressure is capable of ordering

kg holes at near-neighbor Fe-Fe pairs to induce antiferromagnetic

coupling. There must be a threshold number of near-neighbor iron

atoms required for this hole-ordering to take place. Hence the sharp
increase in pressure sensitivity for less than 40% nickel.
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Paladium and platinum are class (2) solvents. As dilute solutes in

class (1) solvents, they carry an induced moment and correspond to

case (d). [If the next-nearest neighbors of a 4rf element are all 3d,

Rnnn < RC so that localized eg electrons result. In the case of Pt,

on the other hand, Rnnn & Re and localization at a Pt is only induced

by the net magnetization of near-neighbor class (1) atoms.] Data

(412) for NiPd and NiPt alloys indicate that, for quenched samples,

a linear relationship between p and c holds up to c tt 0.4 for Pd,

c < 0.2 for Pt, and that A < 0.1 for Ni-Pd (/zNi-Pd = A*(Ni)
-

Ac).

The Pt atoms contribute noticeably smaller average atomic moments,
and in Ni3Pt there is a small drop in Tc and room-temperature B8 on

ordering, presumably because the Pt contribution is reduced if all

its next-nearest neighbors are Pt.

More recent measurements (140) (see Table XXII) indicate that

Pd and Pt also act like case (d) solutes in f.c.c. Co, but that Ru, Rh,
Os and Ir in Ni and f.c.c. Co cause changes in magnetization that are

not interpretable from the model for class (1 ) alloys. With increasing

numbers of holes, solutes that are class (2) solvents have an increased

tendency to correlate the spin of their d holes parallel to the spin of

their neighbors.

If Pd or Pt (or Rh, Ir, . . .) form the solvent, the cases (a) through

(d) still apply for the definition of solute moments and solute-solute

interactions. Magnetization measurements have been made on

ordered and disordered Mn-Pt and Cr-Pt alloys (30,195) that in-

dicate antiferromagnetic nearest-neighbor Mn-Mn and Cr-Cr inter-

actions, ferromagnetic Mn-Pt-Mn and Cr-Pt-Cr interactions typical

for case (c). For example a maximum magnetization of 4cirM8 & 8000

gauss was found in an annealed (ordered) sample of PtaMn, and Tc

increases monotonically from 20 to 40 atomic per cent Mn even

though the magnetization is a maximum at 25 atomic per cent.

Similar effects were noticed in Cr-Pt alloys. Ordered Ir3Cr is

also ferromagnetic (538). In Mn,Pdi_, (0.34 < x < 0.42), Wendling

(661a) has observed antiferromagnetism and thermoremanent mag-
netization that appear characteristic of case (c) alloys.

The magnetization of Pd-rich and Pt-rich Fe-Pd, Co-Pd, and

Fe-Pt alloys indicate ferromagnetic Co-Co and Fe-Fe interactions

typical of case (d), with definite contributions from the solvent atoms,

especially from Pd (101,137,138,381). Crangle (138) tentatively

concluded that /*Fe
= 2.8/u^ and for c > 0.1, /ipj

=
0.4/z#, which is in
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good agreement with the model. That Pd is on the verge of being a

ferromagnetic metal follows from Rnnn tt Rc(Pd). Measurements

(101) of the saturation moment of Co-Pd alloys, which are ferro-

magnetic with only 0.1% Co, are compatible with MC<>
= l.Tjiu and

/ipd(n.n. to a Co) = O.GMB, but all other /zpd & OM/*. From the model

it is reasonable to expect that a magnetization is induced on those Pd
atoms that are near neighbors of a magnetic solute atom.

Surprisingly, ordered Pt3Fe is antiferromagnetic (137), neutron

diffraction suggesting the simultaneous presence of two different

antiferromagnetic phases (33). It appears that the ferromagnetic

Fe-Pt-Fe interactions are sufficiently weak that next-nearest-

neighbor, antiferromagnetic Fe--Fe interactions are competitive.

This situation is analogous to that found in ordered Ni3Fe at low

fields. The next-nearest-neighbor interactions are antiferromagnetic

because the localized eg states are half filled
; they may be relatively

strong because they are bonding and between similar atoms whereas

the near-neighbor interactions are metallic and between dissimilar

atoms. That similar effects are not found in MnPt3 and CrPt3 may
be attributed to stronger metallic correlations of the tzg orbitals if

one of the two atoms is half or less filled.

6. Magnetic Properties of Some Special Ordered Alloys

In Table XXIII predictions for several ordered alloys are compared
with available experimental data. Many of these have already been

discussed. Attention is here directed to the Heusler alloys

(Cu2MnM, with M =
Al, Ga, In, Sn, As, Sb, Bi), some perovskite-

type nitrides and carbides, and the Mn-Au alloys. These examples
are discussed because they illustrate how the chemical intuition that

has been developed can provide insights into the electron correlations

of relatively complex compounds.

(a) Ideally, the Heusler alloys form the ordered structure shown

in Figure 85. It is reasonable to assume that the Cu atoms have a

full or nearly filled d shell, and that the strongest electron correlations

between unlike neighboring atoms occur with electrons of the same

principal and angular-momentum quantum numbers. Therefore

the Mn atoms are expected to have localized electrons that are cou-

pled via the d electrons of the Cu sublattice. In an ideal structure,

the Mn-Mn separation is too great for any competitive Mn Mri
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interactions, and the indirect Mn-Cu-Mn interactions predominate.

Since the d states are more than half filled, this gives ferromagnetic

coupling. (Bonding kg states on copper sublattice, antibonding

states on Mn sublattice.)

However, the possibility of Mn-M-Mn interactions within the

Mn-M sublattice must also be considered. These interactions must

be distinguished from the indirect cation-anion-cation interactions

discussed in Chapter III, Section I. In the latter case the anion is

characterized by a filled outer p shell; in the former the M atom has

MANGANESE
ATOM COPPER ATOM

M = Al, Ge, In, Sn, Sb

Fig. 85. Schematic structure of the Heusler alloys.

half or less filled outer p states. Thus whereas a 180 cation-anion-

cation interaction is antiferromagnetic if the cation eg states are half

filled (refer equations 164-166), a similar Metal-M-Metal interaction

is ferromagnetic. That such a ferromagnetic interaction follows from

the spin correlations previously considered may be seen in three ways.

First, the half filled eg (or ey*s) states of the metal atoms may be

thought of as forming a bonding band with the p states on the M
atoms (Metal and M atoms form a two-sublattice structure), in

which case the spins of the metal sublattice are correlated parallel.

Second, metal- -metal interactions correspond to a three-electron

bond since the single M-atom electron forces principal admixing of

eg and p states on each side of the M atom to be via the same (includ-

ing spin) p state. Third, excitation of one eg electron onto the M
atoms gives the configuration of Case 3, Figure 42. This coupling
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TABLE XXIII

Predicted (Given Crystallographic Structure) and Measured Magnetic
Structures and Atomic Moments for Several Ordered Alloys*
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TABLE XXIII (continued)

15.

MMn - (4 4- OMB, MMn = 4.15MB 434 16.

- (n,
Mn -

1) 1

MV - OMB, MFC & I.HMB MFC - 0.91MB, MV O.IMB
C 566 17.

18.

MFe = OMB (?) 522 19.

MCO - (f& - DMB 20.

(continued)
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TABLE XXIII (continued)
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TABLE XXIII (continued)

Atomic Moments
KOW

Predicted Observed lief. No.

MFe
t

2.2MB, MAI = MSi - OMB MFcj
- 2.14MB, MFe ri

- L46MB 466 22.

MFen [(2.2
- *u) MAI = 0.12MB, MFe(Fe3Si) = 1.5MB

-
4;c(5.2

-
.r 1 and 5n < 1

23.

MNi OMB, MMn tt (3.7 4- dfy)nB MNi = OMB, MMn = 4.0MB 334 24.

and S, tf

~ 0.3

'6MB, MCo tt 2.0MB MNi O.OMB, MCO = I.SMB 115a 25.

2.8 + 3A)MB\
,

MFC = 2.91MB

(0.6 + A)MB j MNi = 0.62MB

MFC = (2.8 + 3A)MB\
,

MFC = 2.91MB 568 26.

uvi = fO.6 4- AW I itMi = 0.62WJ

MNi tt 0.6MB, MCO ^ 2.0MB MNi 0.6MB, MCo 1 .^MB 1 15a 27.

MMn 4.7MB, MNi = 0.03MB MMn == (3.18 0.25)/AA 568 28.

0.5% ordered: MMn 3.3MB, MNi = (0.30 ().05)MB

29.

115a 30.

MCo = 2.0MB

i>d ^ 0.4MB, MFe ^ S.OMB MIM = 0.45MB, MF S.OMB 115a 31.

MCo ^ 2.0MB, MMn '^ 4.0/iB
d

MCo = 2.0MB, MMn =

MPt = OMB, MMn ^ 4MB 34.

MCi ^ 2MB

Mi't
= 2MB < O.SMB, MNi = 0.4MB /i(NiPt) w 0.15MB 412 35.

(continued)
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TABLE XXIII (continued)

Magnetic subhittice structure

How
No. Alloy Predicted Observed Rcf.

(b) MPt3 ,

36. M = Cr, Mn Ferro. (As predicted) 30,

(Disordered Cr, Mn 105

antiferro.)

37. M Fe Antiferro. possible, Two antiferro. 33,

but any n. n. phases admixed. 137

Fe-Fe ferro. If disordered, n. n.

Fe-Fe ferro.

38. (c) Ni3Pt Ferro. (As predicted) 285

is schematically illustrated in Figure 86. It is quite general and will

be seen to apply particularly to transition metal nitrides and carbides.

Since both the Mn-Cu-Mn and Mii-M-Mn correlations are ferro-

magnetic, it is not surprising to find that the Heusler alloys are

ferromagnetic. [There must be a critical electroncgativity difference

above which the Mn-M-Mn couplings of Figure 42 replace those of

Figure 80. Cu2MnSb is antiferromagnetic with 7V = 38 K (499a).

Since Sb is the most electronegative of the M atoms, it is probable
that three manganese electrons are captured by the antimony to give

the antiferromagnetic Mn-Sba~-Mn interaction ol Case 2, Figure 42,

as was assumed for the compound Mn2Sb.] However, an estimate

of the manganese atomic moment depends upon the discrepancy 5&

between the number of manganese and M electrons per molecule

Fig. 86. Ferromagnetic T-M-T superexchange interactions, where T is a

transition metal atom with half filled eg orbitals, M is an interstitial atom with

np < 3. Excitation of an eu electron into a p orbital of M atom gives the three-

electron configuration of Case 3, Figure 42. There is collective-electron spin-

pairing of the e
ff
and p electrons so that there is no localized moment on the inter-

mediate metal atom.
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TABLE XXIII (continued)

Atomic Moments

Predicted Observed Ref. No.

OMB, MMn tt 4.7^ MPt ^ 0.17MB, MMn ^ 3.6/ufl 521 36.

^ 2.8MB 2.2MB < MCr < 2.6

Mi>t

OMB, MFC ^ 2.8MB 37.

38.

a Refer to text for crystaJlographic structures.
b
Samples annealed below 625C have antiphase MnAu3 regions with n. n.

Mn-Mn coupling (R = 2.87 A) between regions. Samples quenched from 625C
may have considerable MnAiia order, but no antiphase character. A spin flip

occurs in annealed samples for applied fields H > 47 Koe.
c Sample 80% ordered.
d MnPds has antiferromagnetic Mn-Pd interactions, but antiphase-domain

order with alternate CuAiu-ordered (001) slabs displaced along [110] to quad-

ruple unit cell along [001] (115a'). This is consistent if there are two kinds of

Pd: 2/3Pdi(4tt
95* 1

), within CuAu3 slabs, and l/3Pdn(4d10
), between slabs, giving

Mn-Pdi bonding, n tt 0.67 and MMn ~ (3.3 -f 5/ -f S)MB.

in the Mn-M bonding band. Since n?
u =

1, it is anticipated that

n n = 1 and nSJ" = 3, so that for perfect atomic ordering /iMn =

(3 + d b + 88)nn, where 8a
^ 0.1 and S b

== 1 for M atoms with two

outer p electrons (Al, In, and probably Sn), S& = for M atoms with

three outer p electrons (Sb). The experimental moments are

MMn = 4.1^ for M =
Al, Sn and /zMn = 3.6/iz? for M = In (91,499b).

For lighter Group IV elements with greater s-p hybridization,

electron-pair bonds may form along a unique [100], one-electron

bonds in the (100), to give 5& = and tetragonal (c/a < 1) symmetry.
The fact that Cu2MnGe is tetragonal (c/a = 0.96) with jHMn = 2.84/xj5

(499b) is suggestive of such electron ordering. Experiment also indi-

cates that if perfect order on the Mn-M sublattice is destroyed, the

wrongly placed Mn atoms couple antiferromagnetically to the Mn
sublattice. Such an antiferromagnetic interaction is also anticipated

by the model since Rnnn < Rc (3d) in b.c.c. structures, so that hole

ordering into the eg orbitals permits bond stabilization. (As in

FeRh, bonding between like next-near-neighbors is stronger than
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electron correlation between unlike near neighbors on one of which

are located nearly all of the bonding states).

(6) In the perovskite oxides and fluorides, the f.c.c. AX3 sublattice

of Figure 56 is composed of nonmagnetic ions (unless the A cation is a

rare earth), and the magnetic properties are due to the B cations. In

the metallic perovskites, on the other hand, the location site is occu-

pied by interstitial, nonmagnetic N or C and the AX3 sites are occu-

pied by metal atoms that may be magnetic. Whereas only indirect

cation-anion-cation interactions are present in the oxides and fluorides

(if A is not a rare earth), both metal- -metal and metal-(N or C)-metal
interactions are present in the metallic perovskites.

Chemical stability indicates that in the cubic, metallic perovskites

the interstitial C and N are probably neutral. They represent,

therefore, an M atom with half filled p or s-p orbitals, and in the

cubic structure the metal-M-metal interaction is defined by Figure
86. [This is to be contrasted with low-temperature CrN, which has

considerable ionic character and an ordering of its covalent character

along a given axis.] In contrast to the M atoms of the Heusler alloys,

the p electrons of C and N correlate with, and therefore spin pair, the

near-neighbor eg electrons. The metal- -metal interactions are deter-

mined by the UQ electron-spin correlations since R t t tt 2.76 A < Rc .

(i) The ferromagnetic nitrides FecNFef

3 (or Fe4N), NiNFes, and

PtNFe f

3 are readily interpreted. The qualitative features of Figure
84 apply, except that for the face-centered iron atoms Fe f the eg

levels are split in two by the half filled p states of the interstitial N
atoms, so that an antibonding N-Fe f band lies above the d bands.

The bonding N-Fe f level is spin-paired, so that one eg state per Fe f

atom can no longer contribute to the atomic moment. The
Fe f-N-Fe f interactions are all strongly ferromagnetic (Fig. 86),

and this coupling serves to differentiate the iron atoms into two

sublattices, the Fe f atoms occupying the face-centered positions and

the Fec atoms the corner positions. Therefore it is only necessary to

ask whether the intersublattice Fec Fe f

coupling is ferromagnetic
or antiferromagnetic. From equation 195, nf

e ^ 1 is anticipated.

This allows one tiQ hole per iron atom, and ordering of all of the holes

into the Fec- -Fe f states still requires some antibonding states to be

occupied. Therefore the Fec- -Fe f interactions are ferromagnetic.
With nj"

e = 1 and one eg electron per Fe f

spin paired, the predicted

ferromagnetic moments are

3/i/* (203)
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o<

'1.0 0.8 0.6

Fe
c N(Fef

)3
Ni

c N(Fe f
) 3

Nl

0.4

(Fe

3.76

3 '75

FRACTION OF METAL ATOMS Fe

Fig. 87. Magnetization and cell edge for Fe4-xNixNi+8 . Theory assumes

5=0 and HB
C =

2, ngle =
1, ng

lf - 0. (After Goodenough, Wold and Arnott

(224).)

These are precisely the moments that were determined by neutron

diffraction (190) (see Fig. 88(a)).

Substitution of iron by nickel can be expected to order the Ni atoms

at the corner positions since placement of a nickel atom (J^s
1

) at a

face requires the eg orbital perpendicular to the N Ni f bond to be

filled, thus preventing N atoms from occupying adjacent octahedral

sites. (Occupancy would require antibonding Ni f states to be popu-

lated.) Such an effect hinders N diffusion. In fact it was found
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Mn
c N(Mn f )

EASY AXIS NOT DETERMINED
(a)

EASY AXIS NOT DETERMINED

(b)

O NO MOMENT

2MB

3MB

(c)

Fig. 88. Proposed magnetic structures, as determined from neutron diffraction

data, for (a) Fe4N (after Frazer (190)), (b) MmN (after Takei, Shirane and

Frazer (610)), and (c) ZnCMiia (after Brockhouse and Myers (106)).

(23) impossible to make Ni4N by the usual procedure, which involves

diffusion of N atoms from the surface, and this was attributed (224)

to the inability of the nitrogen to diffuse past neighboring atoms that

order the nickel eg orbitals. However, some Ni f atoms may be

present, and it was possible to prepare Fe^NuNi+a up to x = 3.

Given 5n8 is the same whether a Ni replaces Fe
f or Fec

,
it follows that

the variation of the average ferromagnetic moment per molecule is

dnK/dx = -
(2
-

6/O/x/j (204)

Whereas n/,(Fe4N) =
9/i/?, n#(NiNFe3)

= 7.2 ff and fij,(PtNFe8)
=

7.76/iB (653). This gives 8n8
= +0.2x for Ni additions, but a rather
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high 5na
= +0.76# for Pt additions. A small change in dn&/dx may

occur at x = I in the nickel system, which is shown in Figure 87, but

it is within the errors introduced by 5^0.
As an aside, it is interesting to note that the tetragonal compound

FeNiN can be prepared. From the model, it was predicted that the

compound should be ordered into alternate Fe and Ni layers perpen-
dicular to the c axis with the N atoms filling all the octahedral inter-

stices of the Fe layers. (The filled dx*-jp orbitals at the Ni atoms

prevent occupation of the octahedral sites in a Ni layer.) This

atomic ordering was indeed found. Further, with all localized elec-

trons spin-paired, the compound is paramagnetic (224).

(ii) Magnetic order in the compound MmN is complicated by
the fact that there are a sufficient number of kg holes available to

leave the antibonding Mnt:- -Mn f states empty, or to induce anti-

ferromagnetic coupling between the two Mn sublattices. Since the

two remaining d,-y states per Mn f are forced to have parallel-spin

correlations, they are more unstable than localized, nonbonding eg

electrons that are not spin-paired (and thus stabilized by intraatomic

exchange), but probably overlap spin-paired eg states. Since one eg

electron per Mn f

participates in Mn f N bonding, intraatomic-

cxchange splitting is smaller at the Mn f atoms and spin-paired eg

electrons are more probable. Therefore if antiparallel coupling be-

tween the two manganese sublattices occurs, this means that the

corner and face-center manganese contribute, respectively, nl 5

and n* = n\ + n\g
= 3 + (1 + v), where v = 3 nlp is the number

of electrons per Mn f atom in the antibonding d i3 states. Extrapola-
tion of equation 162 to collective-electron spin correlations suggests
v < 1, which means that antiferromagnetic coupling requires nsp > 2,

a marked increase over n8p
~ 1.15 for 7-Mn (see eq. 195). Never-

theless antiferromagnetic coupling does occur, and polarized neutron

data (610) give experimental moments at 77K of MMn = +3.85/i/j

and juMnf = 0.90/itf (see Fig. 88 (b)). From the above discussion,

the predicted moments are

MMnc = (2 + dxy + 8y, + dzx)nil MMn< = (? + &'ij)pB (205)

This would mean 5 tJ ^ 0.6 and (v + 6(/) ^ 0.9, which are the type
of values anticipated by the model. Thus an nlp 2.5 is estimated

for MiuN. (Some stabilization, relative to the f.c.c. metals, of the

s-p band is anticipated by the Mnc-Mn f

bonding correlations.)
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These conclusions are reinforced by studies on the systems

MnaMni-JVlxN, where M = In or Sn. Since the M atoms sub-

stitute for a Mn, which has five d electrons, it follows that

dps/dx = dOuc + M/)/d = -(5 + dv/dx)v,B

= -(5- dnlP/dx) B (206)

M atoms that stabilize s-p states increase nl

spt Since n\p K 2.5 in

,
it is not surprising that Mekata (431) found a

for the indium-substituted alloys. The

that he reported for the tin-substituted alloys would suggest that

either the tin atoms have a much stronger influence on the stability

of neighboring s-p states or, which is more probable, that some of the

Sn atoms substitute for Mn f
.

(Hi) Several manganese carbides, ACMn 3 with A = Zn, Al, Ga,

have been reported to be magnetic perovskites (110,282). ZriCMn 3

is cubic and ferromagnetic (Tc
= 353 K) at high temperatures

(T > 231K), ferrimagnetic and tetragonal (c/o < 1) if T < 231 K.

AlCMn3 and GaCMn3 are cubic and ferromagnetic at all tempera-

tures. In the ferromagnetic samples, /zM n 1.57//# (extrapolated

from 231K), 1.25/z^, and 1.42/z#, respectively. The spin configura-

tion in antiferromagnetic, tetragonal ZnCMn 3 is complex, a possible

(but not unique) solution of the neutron data being that of Figure

88(c) (106).

Since there is only one magnetic sublattice, the ferromagnetism
of the cubic phases, with disordered kg hole, follows immediately
from the model. Since the corner atoms are nonmagnetic, the atomic

moment of equation 205 becomes

MMnf = (1 + v)lto (207)

where now v = 2.67 nlp since 0.33 electrons per Mn f are contrib-

uted to the C~Mn f

bonding band. (Carbon has four holes, nitrogen

three, in its outer s
2
p

6
shell.) This means that 2.1 < njj

n '

< 2.4,

which is in excellent agreement with the conclusion for Mn4N.

Extrapolated magnetizations for the cubic phases in the system

(Zi_n*Mn)CMn3 give dp,B/dx
=

4.2/*/?, where fa is the number of
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Bohr magnetons per molecule (see Fig. 89(a)). As in Mn4N, the

Mn should have five d electrons and couple antiparallel to the Mn f

atoms. This gives an atomic moment and a rate of change of mag-
netization of

MMn = (2 + 8xy + dyz + dzx)nn ~ 3.8M/?

dnB/dx = -(5 + dv/dx)

where dv/dx < if the A atom is electropositive. (See the analogous

equations 205 and 206.) Again the model is in reasonable agreement
with the observations.

In the above discussion, it has been assumed that the M-Mn f

bonding band (M is N or C) is sufficiently stable that it is always full.

This would imply that in systems of the type AMii3Ni-C*, the num-
ber of electrons per Mn.f atom in antibonding dy states is v < 1,

where

v = 3 ~ 0.33z - nj, (209)

However, it is quite possible that for smaller values of x holes are

trapped at the C atoms, which act as acceptors relative to the N-Mn f

bonding band. If this happens, the holes will add an average mo-

ment of 0.33x/i# to each Mn f and there is no depletion of the anti-

bonding electrons to fill the holes. This gives an effective v for

equations 205, 207 of

/ = 3 + 0.33.x - <, (210)

A neutron-diffraction study (610a) of Mn4N .75Co.25 gave the room-

temperature moments MM = 3.53^ and MMn/ =
0.98juj?, which rep-

resents the anticipated no change in MM and an increase with x in

MMn/. This result supports equation 210 in preference to 209 for

x < 0.25.

(iv) A low-temperature phase of lower symmetry in ZnCMns is

not surprising in view of the possibilities for metal- -metal homopolar

bonding due to many t^g holes and for electronic ordering of the

s-p hybrid (or p hole) of carbon. Also, the hole ordering associated

with bonding Mnc atoms would suppress the low-temperature phase.

However, the magnetic order of Figure 88 (c) does not follow readily

from simple, qualitative arguments.'

(v) Magnetization measurements (25) for the perovskite system

Mn4-zSn*C through the range 0.15 < x < 0.50 give an extrapolated
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=
0.7/x/j, or nyi ^2.1, for SnCMnj and a dnB/dxttQM. If

the tin orders on the corner sites, a juMn' > IM and a dnu/dx ~ 4 is

anticipated from equations 207 and 208. On the other hand, if the

tin orders on the face centers, then an HB tt 3 2v ~ 2 is anticipated

for Mn3SnC and a dnB/dx w 1 + v dn[v/dx. This suggests that

the tin is preferentially ordered on the face-center positions in this

system.

(n) Finally, attention is called to the series of compounds BC*T3 ,

1

1.5

\

UJ
z

o:
x
O
CD

1.0

0.5

TWO- PHASE
'

REGION" '

1 1 I 1 1 i I I

1.0 0.8 0.6 0.4 0.2

Zn C ACMru
FRACTION OF A ATOMS Zn

O ORDINARY VALUE ; D EXTRAORDINARY VALUE

(a)

Fig. 89. Magnetic data for the mixed system (Zni^Ax)CMn3 ,
where A =

Al,

Ga, Mn. (a) Variation of Bohr magnetons per Mn atom with composition.

(Ordinary values obtained by extrapolation from cubic phase; extraordinary
value corresponds to low-temperature tetragonal phase.) (b) (facing page)
Variation of Curie and phase-transition temperatures with composition. (After

Howe and Myers (282).)
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0.25 < x < 1, where B = Mn, Zn, Al, Ga, In, Ge, Sn and T =

Mn, Fe, Co, Ni (284). The iron and manganese compounds are

reported to be ferromagnetic, the nickel compounds were all "non-

magnetic," and some cobalt compounds were ferromagnetic, others

were not. This is in accord with the above discussions. Also from

the model, compounds with a given T (and x =
1) are expected to

have a smaller net moment the larger the valence on the B atom.

Detailed magnetic measurements have not been made, but no new

principles beyond those already illustrated should be required for

their interpretation.

(c) There appear to be four stable, intermediate compounds in the

Mn-Au system (108,209,380,434,539) : Mn 8Au, MnAu2 ,
MnAu3 ,

and

MnAu4. These are all ordered compounds. MnAu3 and MnAiu are

transformed at high temperatures to a disordered, f.c.c. phase; MnAu 2

and Mn 3Au to a disordered b.c.c. phase. In the vicinity of 50 atomic

per cent Au, there is a range of compositions with a CsCl structure.

However, whether there is a definite MnAu compound is not yet

established.

Since nothing definite can be said about the expected magnetic
order and atomic moments without a knowledge of the structure,

comments are confined to those cases where the structure has been

established.

(i) Bacon and Street (34) report that b.c.tet. (c/a < 1) MnAu is

antiferromagnetic below 7V = 515K with simple-cubic type A
ordering (Fig. 18) and a /xM n = 4.2/z/y (see Table VIII). Since the

d shell of Au is full, only the Mn atoms carry an atomic moment.

Further, with two atoms per unit cell, the $ band is separated into a

bonding and antibonding portion and there is little overlap of the

bonding s states by bonding p states (in CsAu the bonding s states

are completely split apart, and the compound is a semiconductor),
so that there is probably one s electron per atom. This gives an

outer-d-electron configuration at a Mn atom tlad^- y^d\^ where the

bonding di electrons along the c axis are localized (/4inMn (c axis) =
3.1 A > Rc(Mi\) in metals, equations 183 and 174) and the localized

tig electrons are coupled parallel through an intermediary Au atom

(as through a Cu atom in the Heusler alloys). Since the Mn Mn
interactions are stronger than the Mn-Au-Mn interactions, this

gives ferromagnetic (001) sheets coupled antiparallcl along [001] and

MMn = (4 + 6)M#. Since the electrons arc already ordered by the
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Jahn-Teller effect above TW, there is no large exchange striction at TW.

Note that the sign of the distortions (c/a < 1 vs. c/a > 1) to be

associated with Jahn-Teller ordering of eg electrons depends upon
second-order effects, which may explain why MnAu sometimes

has c/a > 1.

(ii) The compound MnAu2 is crystallized from a peritectic at

730C. Its structure may be visualized as the product of ordering
within a disordered, b.c.tet. (c/a < 1) phase: There are two Au (001)

planes followed by one Mn (001) plane to give a unit cell with three

times the number of atomic layers along the c axis as along the a

axes (271,438,592). The Mn-Mn distance within an (001) plane is

3.37 A > Rc(Mn). This gives a Mn outer-electron configuration

d%*-v*dU2i
f

nlf*, or a /zMn = (4 e)jufl. The magnetic interactions

are 180 Mn-Au-Au-Mu, ~140 Mn-Au-Mn, and <90 Mn-Au-
Mn. The significance of the angles is somewhat different here than

in the case of an anion intermediary because electron correlations in

the intermediary orbitals are complex. Nevertheless, the signif-

icant point is that the Mn-sublattice symmetry is b.c.tet. (c/a > 1)

with competitive interactions between nearest, next-nearest, and

next-next-nearest neighbors. The mathematics of the molecular

field calculations is therefore just that used in the case of MnO* (see

Fig. 29(a) and Chapter II, Section III-B), and a spiral spin con-

figuration is possible.

Experimentally MnAu2 is found to be metamagnetic : In fields less

than 10,000 oe, it contains an antiferromagnetic spiral (269) with

TN = 90C and k vector parallel to the c axis; and in fields greater

than 20,000 oe it becomes ferromagnetic with /ZMH = 3.49/xjB (438).

An n" ^ 1.5 is reasonable for this compound. The basal-plane

component of strong external fields destroys the spiral to orient all

the spins toward that direction. This type of metamagnetization
has also been found in oxide systems that contain antiferromagnetic

spirals at low temperatures (169).

(Hi) With f.c.c. symmetry, the two-sublattice criterion does not

hold, and the kg electrons form a metallic band, which is always
stabilized by a ferromagnetic correlation. It follows that any Mn-
Au-Mn or Mn-Au-Au-Mn interactions are ferromagnetic. (How-

ever, any near-neighbor Mn-Mn interactions are antiferromagnetic

since Mn acts like a case (c) solute.)

The compound MnAu4 is ordered f.c.tet. (c/a = 0.988) below

420C and ferromagnetic below 100C (646). The unit cell is 2.5
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times larger than the high-temperature, f.c.c. unit cell. It contains

2 Mn and 8 Au atoms, the Mn atoms having a b.c.tet. arrangement.

Each Mn atom has 12 Au near neighbors, 2 Mn next-near neighbors

at 4.03 A > 7?c(Mn), and 8 Mn next-next-near neighbors. The
Mn Mn interactions must be quite weak at 4.03 A, so that the

ferromagnetic interactions via the Au sublattice may dominate, as is

observed. Further, with f.c.c. symmetry n?
1n ~ 1 is anticipated

(see eq. 198), or a juMn ~ 4/i/?. Meyer (434) reports a /zMn = 4.15^.

The compound MnAu 3 is disordered and f.c.c. if quenched from

above 625C. This disordered phase is "ferromagnetic" below 120K
(436). Since the Mn atoms have more than one tz hole, near-

neighbor Mn Mn interactions must be antiferromagnetic. How-

ever, f.c.c. MnAu3 with CuAu 3-type order would be ferromagnetic,

as in MnPt3 . Therefore it is probable that the quenched, f.c.c.

MnAu3 was partially ordered and that it was ferrimagnetic (but

without long-range ferrimagnetic order) below 120K. Subsequent
measurements (297) indicate that specimens quenched from 900C
are not ferromagnetic, but are similar to disordered Cu3Mn alloys,

showing the displaced hysteresis loop indicative of intimately mixed

ferromagnetic and antiferromagnetic regions.

If the compound is annealed below 625C, it has a different type of

magnetic order. Ogawa and Watanabe (487) report a two-

dimensional antiphase-domain structure whose unit cell consists of

a f .c. orthorhombic cell with an atomic arrangement similar to Cu3Au,
but in which there are two kinds of Mn~Mn distance: 2.87 A and

4.5 A. The first distance is <AJ c(Mn), so that it must introduce

strong, antiferromagnetic Mn Mn coupling. This calls for ferro-

magnetic Cu3Au-type regions coupled antiferromagnetically across

the antiphase boundaries. This is compatible with an observed

"antiferromagnetism" with TV = 145K and with a spin-flipping in

external fields H > 47 Koe (297).

IV. Concluding Remarks

The present paper has been confined to a consideration of the

origin of the atomic moments and of the interactions between them.

It has been argued that the outer electrons in a solid may be described

either as collective electrons that belong to the lattice as a whole or

as atomic-like electrons that are localized at a given lattice site.
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The first description is valid at interatomic distances that are short

relative to the radial extension of the atomic wave functions, the

second, at distances that are large. The MO description is good

up to about the equilibrium separation for the electrons in question,

but must be modified by the inclusion of many configuration-
interaction terms at larger separations. The MO description gives

the conventional band model for a solid. It fails, however, to provide

adequate insight into the electron-spin correlations among the collec-

tive electrons. For separations greater than about twice the equi-

librium separation, a Heitler-London-Hcisenberg description of the

electrons is applicable, and empirical relationships for the critical

atomic separation about which there is a transition from collective

to localized-electron behavior has been given. Calculation of the

localized-electron energiots requires account be taken of the ligand

fields. The various contributions to the spin-correlation problem
can be calculated. These are the contributions to the Heisenberg

exchange integral. By extrapolation to the collective-electron case

of the spin correlations calculated for the localized-electron case, it

has been possible to derive a general set of rules for the sign of the

coupling between neighboring spins. (The s-d interactions in dilute

alloys and the s-f interactions of the rare earth metals have not been

discussed.) Further, from a knowledge of the signs and relative

strengths of these couplings, it is possible to calculate the ordered spin

configurations to be anticipated at low temperatures. (The molec-

ular field approximation has been shown capable of surprising detail

(329). In the single case of dysprosium it appears that spin wave

theory and the molecular field approximation require, to describe

the observed magnetic order, different assumptions about the crys-

talline anisotropy (708). The fact that such an example exists, how-

ever, provides a warning against the general applicability of the

approximation.) Conversely, it is possible to draw conclusions about

the nature of the outer electrons and of the spin correlations within

a band from a measure of the atomic moments and the magnetic
order. These ideas have been illustrated by application to a wide

variety of materials: ionic insulators and semiconductors, ionic

metals, metallic elements, and metal alloys. Although a rich variety

of situations is illustrated, the basic criteria upon which their inter-

pretation is based are lattice symmetry, the distance between

magnetic atoms, the fixed rules for spin correlations, and the number
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of outer electrons with given principal and angular-momentum

quantum numbers.

However, it would be inappropriate to conclude without some

reference to recent form-factor calculations for 3d electrons that have

relaxed the requirement that electrons of opposite spin have the

same radial extension. These calculations use a conventional

Hartree-Fock formalism, which has been discussed with and without

restrictions by Watson and Freeman (651).* These calculations

show that if the net spin on an atom is positive, then the spin-density

function (p f p j ) for all the paired electrons, which integrates to

zero over all space, is negative at the nucleus and at large separations,

but is positive in the radial region where there is appreciable density

of the unpaired electrons. (The 3d and 4f electrons have a node at

the nucleus, Figure 1, and the antibonding electrons have a smaller

radial extension than the bonding electrons.) These intraatomic

spin correlations for the core electrons reflect the fact that the quan-
tum mechanical exclusion of parallel electrons from the same region

in space (see Chapter 1, Section I) introduces a different electron-

electron interaction contribution to the potential function for core

and collective electrons of different spin should a net unpaired xspin

be present at the atom. This effect has three consequences: (1) the

core s electrons contribute a negative effective field at the nucleus of a

* There are three restrictions that are normally incorporated into Hurtree-Fock

calculations, and a fourth often appears when the Hartree-Fock formalism is used

to parametrize the experimental results. (1) The spacial part of a one-electron

wave function ^ is assumed to be separable into a radial and an angular part, so

that fa(r,0t$,cr)
= r~ l

Ui(r)Si(0,4>)Si(<r) where /S(<7) is a spin function with spin

quantum number m, 1/2 and, in practice, 8i(0,<j>) is normally chosen to be a

spherical harmonic Y(0,<f>). (2) The radial part, Ui(r), is constrained to be inde-

pendent of the mi value associated with ^,-, which is not a restriction only for the

case of a spherical atom. (3) Similarly w*(r) is constrained to be independent
of w, which is not a restriction only for the case where the total spin quantum
number is a good quantum number and S = 0. It is this restriction that is

relaxed by the Watson-Freeman Calculations. (4) Examples of the added re-

striction that appears in analysis of experimental data are the following: In the

case of a many-electron state that is ionized by removal of an electron associated

with a particular ^,-, it is assumed that the other fi's are unperturbed by the

removal of electron
.;',

which leads to Koopmans' theorem (363). The Racah

parametrization (535) of atomic multiplet spectra in terms of a limited number
of Slater Fk and Gf*

integrals is based on the assumption that the w*(r) for any
shell is the same for all states of a single configuration (assignment of n and I

values to the ^i's).



ATOMIC MOMENTS 353

ferromagnet (192,226). Nuclear magnetic resonance (NMR) in the

field at the nucleus gives rise to a hyperfine splitting that directly

demonstrates that the molecular field at the nucleus is opposite to that

which aligns the unpaired electron spins (249). This surprising

experimental fact is accounted for if the field at the nucleus is pre-

dominantly from core s electrons. (Core electrons of higher orbital

momentum have a node at the nucleus, so that they do not contrib-

ute.) (2) The electron spin density of the "paired" electrons,

P T P I j
contributes measurably to the neutron form factor (11).

(3) NMR studies (572) in magnetic crystals have revealed large,

internal magnetic fields at the anion nuclei. Since this anioii is

normally diamagrietic, these fields provide a measure of the covalent

character of the anion-cation bonds and of the anion-electron spin
that is delocalized by the bonding. For a rare earth ion, the core 5s

and 5p electrons have a greater radial extension than the 4/ electrons.

Therefore at large distances from the nucleus, the negative p | p I

from the 5s, 5p electrons is appreciably greater than the positive p |

from the 4/ electrons (652). This means that in its interactions with

neighboring anions or metal atoms the Gd*+ ion appears (from NMR
experiments) to have a spin which is antiparallel to the actual Gd?+ spin.

Jaccarino et al. (304) have observed with NMR a negative Knight
shift in GdAl2 ,

that is fields at the Al27 nuclei that are opposite to those

of the 4/ electrons. The 4/ 6s interactions were found to dominate

over (p t P I )~6s interactions, in agreement with Hund's rule, so

that the postulate (304) of a negative 4/-6s exchange interaction does

not seem tenable. However, the negative p f pi in regions of

greatest overlap makes a postulate unnecessary.
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Elements

Ag, 313

Au, 313

Ba, 313

Ca, 313

Co, 78, 83, 144, 307,

309, 310, 131, 320,

328, 330

Cs, 313

Cr, 100, 301-305, 312-

314

Cu, 313

Dy, 144

Er, 144

Eu, 144

a-Fe, 76, 78, 81-83,

144, 301-306, 309-

315, 320

7-Fe, 321, 322

Gd, 144, 353

Hf, 313

Ho, 144

Ir, 313, 330

K, 313

La, 313

7-Mn, 98, 187, 301,

304. 305, 309, 310,

313, 314, 320-322,

328, 343

5-Mn, 314

Mo, 145, 313, 314

Nb, 144, 313

Ni, 78, 83, 144, 309,

310, 313, 320, 330

Os, 313, 330

Pd, 296, 313, 330

Pt, 313, 330

Kb, 313

Re, 313

Rh, 313, 330

Ru, 313, 330

Sc, 313

Sr, 313

Ta, 313

Tc, 313

Ti, 301, 305, 313

Tm, 144

V, 100, 145, 301, 304,

312, 313

VV
r

, 144, 313, 314

Y, 313

Zr, 313

Disordered subs ti tu-

tional alloys

Co-Ag, 324

Co-Al, 324

Go-As, 324

Co-Au, 324

Co-Cd, 324

Co-Cr, 145, 325, 326

Co-Cu, 324

Co-Fe, 301, 326, 311

Co-Ga, 324

Co-Ge, 324

Co-In, 324

Co-Ir, 324

Co-Mn, 120, 326, 327

Co-Mo, 326

Co-Ni, 326, 328

Co-Os, 331

Co-P, 324

Co-Pd, 326, 330, 331,

332

Co-Pt, 326, 331

Co-llh, 331

Co-Ru, 331

Co-Sb, 324

Co-Se, 324
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Co-Si, 324

Co-Sn, 324

Co-Ti, 326

CoTi-FeTi, 311

Co-V, 326

Co-W, 326

Co-Zn, 324

Cr-Fe, 145,302,311
Cr-Mn, 311, 314

Cr-Ni, 325, 326

Cr-Pd, 326

Cr-Pt, 326, 330

Fe-M (M = any ele-

ment), 302

Fe-Al, 302, 303

Fe-Mn, 302, 321

Fe-Nb. 302, 315

Fe-CNbi-xMo*), 316

Fe-Ni, 85, 145, 302,

326, 328, 329

Fe-Pd, 302, 326, 330

Fe-Pt, 302, 326, 330

Fe-Si, 302, 303

Fe-Ti, 302-315

Fe-V, 302, 311, 315

Mn-Ag, 328

Mn-Au, 332, 334, 348

Mn-Cu, 314, 328

Mn-Ni, 120, 326, 327

Mn-Pd, 326, 330

Mn-Pt, 326, 330

Ni-Ag, 324

Ni-Al, 324

Ni-As, 324

Ni-Au, 324

Ni-Cd, 324

Ni-Cu, 324

Ni-Ga, 324

Ni-Ge, 324

Ni-In, 324
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Ni-Ir, 331

Ni-Mo, 326

Ni-Os, 331

Ni-P, 324

Ni-Pd, 326, 330, 331

Ni-Pt, 326, 331

Ni-Rh, 331

Ni-Ru, 331

Ni-Sb, 324

Ni-Si, 324

Ni-Sn, 324

Ni-Ti, 326

Ni-V, 326

Ni-W, 326

Ni-Zn, 324

Pd-Mo, 326

Pd-Ti, 326

Pd-V, 326

Pd-W, 326

Pt-Mo, 326

Pt-Ti, 326

Pt-V, 326

Pt-W, 326

Ordered substitutional

alloys

Co6Ho, 149

Co8Y, 149

CoAl, 316, 334

CoFe, 317, 318

CoNi, 336

CoPd, 336

CoPt, 336

CoNia, 336

CoPda, 336

CrPt, 336

Crlr3 ,
330

CrPt3 , 145, 332, 338

Fe3Al, 145, 303, 3H),

336

Fe8Si, 319, 336

Fe2Ce, 147

Fe2Dy, 147

Fe2Er, 147

Fe2Gd, 147

Fe2Ho, 147

Fc2Sm, 147

Fe2Ti, 147

Fe2Tm, 147

Fc2U, 147

FeiZr, 147

FeAl, 144, 316, 317,

334

FePd, 336

FePt, 336

FeRh, 100, 318, 339

FeSi, 100

FeTi, 145, 317

FeV, 145, 317, 334

FeNi2 ,
329

FeNia, 329, 332, 336

FePda, 145, 336

FePta, 332, 338

GdAl2 ,
353

Mn8Au, 348

Mn2,U 147

Mm+ Al, 145

MnAu, 100, 334, 3-18,

349

MnCr, 100, 315

MnNi, 327, 336

MnPt, 336

MnAu2 , 100, 135, 334,

348, 349

MnAu 3 , 334, 338, 339,

348, 350

Mndia, 350

MnNi 3 , 145, 327, 336

MnPda, 336

MnPta, 145, 330, 332,

338, 350

MnAu4 , 334, 348, 349

NiaPt, 330, 338

NiAl, 316, 336

NiPd, 330

NiPt, 330, 336

CusMnAl, 332-334,
339

Cu2MnGe, 332-334,
338

CuiMnln, 332 334,

338

CusMnSb, 332-334

CutMnSn, 332-334,
339

Compounds and alloys

with germanium and

tin

Fci.nGe, 104

FeGe2 ,
104

FcGc, 289, 290

Mn3Ge2 ,
104

Mn6Ge3 ,
146

Mn*Gc, 290

GoSnt, 104

Fei.iSn, 104, 289

FeSnt, 104

Mni. 77Sn, 104

Mns-cSn, 120, 290

MnSn 2, 104, 275

Borides, carbides, and

nitrides

CoB, 146

OB, 146

FeB, 146

MnB, 146

NiB, 146

Oi-xMri^B, 14(5

Mnt^Fe.B, 146

FdC, 146

Fo3C, 146

AlCMnj, 145,221,334,

344, 346, 347

GaCMna, 334, 344,

346, 347

SnCMn,, 346

ZnCMn,, 145, 334, 342,

344 347

(Sn,Mni_)CMn8| 346

(Zni_xAlx)CMn 3 ,
346

(Zn!_xGax)CMn 3 ,
346

(Zn,_MiOCMn,, 345,

346

AlCxCo3 ,
348

GaCxCo3 ,
348

a, 348

a, 348

MnCxCo3 ,
348

SnCxCo3 ,
348

ZnCxCoa, 348

AlCxFea, 348

GaCxFea, 348
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s, 348

, 348
MnCxFc3 , 348
SnCxFe3 ,

348

ZnCsFea, 348

AlCxNi3 , 348

GaCxNi3, 348

CcCxNis, 348

InCNi,, 348

MnQrNia, 348

8nC,Nii, 348

ZnQrNii, 348

CrN, 98, 188, 251,266-

268, 340

DyN, 145

ErN, 146

HoN, 146

NbN, 266

ThN, 145

TiN, 266

TinN, 146

VNT, 266

ZrN, 266

FcNiN, 334, 343

Fo4N, 145, 221, 266,

334, 340-343

Mn 4N, 120, 145, 266,

334, 342-345

Mn 4N .7&Co.25, 345

Ni 4N, 342

NiNFe., 334, 340, 341,
343

PtNFc,, 334, 340, 343

NUFojN, 341

Fo4-,NixN1+6 , 341, 342

Mn 4_,InxN, 344

Mii 4-Sn*N, 344

Compounds and alloys

with phosphor, arse-

nic, antimony, and
bismuth

ErP, 98

FeP, 282

FeiP, 146

Fe3P, 147

HoP, 146

MnP, 104, 281, 282

TbP, 98

Cr,As, 106, 295

GriAsi, 147

CrAs, 104

Mn 2As, 106, 295

Mn 3As2 ,
147

MnAs, 102, 280, 281

TbAs, 98

CoSb, 102

CrSb, 102, 279

Cro.uMno.iSb, 102

CrTeo.ttSbo.7*, 102

CujSb, 106, 250, 290,

295

ErSb, 98

Fe,. 22Sb, 102

HoSb, 98

MntSb, 106, 291-295

MnjSbo.sAso.j, 100

Mn,_Cr,Sb, 106, 285

Mn2_a-Cra.Sbo.95lno.oft,

294

MnSb, 102, 280

NiSb, 102

TbSb, 98

TiSb, 102

MnBi, 102, 280*

Oxides

CoO, 52, 60, 98, 179,

187, 191, 192, 214,

215, 245

Cllo.26COo.7sO, 240

CuO, 106

EuO, 146

Fe(), 52, 98, 179, 191,

193, 214, 215

MnO,98, 109, 179
; 180,

190, 192

LiMnO2 ,
239

NiO, 97, 98, 109, 160,

179, 182, 183, 191,

192

LixNi,_xO,25,120,238,
239

LiNiO2 ,
270

TiO, 160, 260, 266

VO, 98, 160, 187, 260,

266, 267, 269

LiVO2 , 269, 270

NaVO2 , 269, 270

CuAl2O4 ,
196

OuAl2_2xCr2x 4 , 197

CuGa2O4 ,
196

CuCrxGa2_xO4 ,
197

CoCo2() 4 ,
211

CuCosOi, 196

CoCr2()4 ,
200

CuCr2()4, 148, 153, 196,

200, 214-216

FeCr2O4 ,
200

MnCr2 4 , 141-143,

148, 184, 200

NiCr2O4 , 147, 197, 200,

214, 215

ZnCn0 4 , 148, 202

Cdi_xCuxCr2O4 ,
197

C0l_xCuxCr2O4 ,
197

Mm_xCuxCr2O 4 ,
197

Nii-,Cu,CriO4 , 197,

220

Zni_xCuxCr2O4 ,
197

NiFe . 5Cri.5O4 ,
147

O4 ,
126

CoFeCrO4 ,
200

FeFeCrO4 ,
200

MnFeCr04 , 142, 148,

200

NiFeCrO4 , 147, 200

MnFei.6Cro. 5O4 , 148,

200

CuFei.7Cr .3O4,
209

CoFe2-*CriO4 ,
199

CuFe2-Cr t 4 , 197,

209, 219, 221

FeFe2_<CriO4 , 215, 220

124, 126

2_O4, 199
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199,

215, 217-221

CoFe2O4 , 122, 127

CuFe2O4, 122, 127, 148,

196, 200, 208, 209,

213

FeFe2O4 , 122, 127, 147,

185, 186, 193

(Lio.6Fe .6)Fe2O4, 122,

127

MgFe2 4, 122, 127,

128, 147

MnFe2O4 , 122, 127,

142, 148,211
NiFe2O4, 122, 127, 147

ZnFe2O4, 148, 202

Ali_xCuxFe2O4 ,
197

Cai_xCuxFe2O4, 197,

208

Cdi_xCuxFe2O4 , 197,

208

Coi_xCuxFe2O4 ,
197

(Lio.5Fc .5)i-*CuxFe2O4 ,

197

Mgi_xCuxFe2O4, 197

Nii_xCuxFe2O4 , 197

Zni_xCuxFe2O4 , 121,

197, 208

(Mn .6Feo. 4)Fe2O4, 148

Mni_,MgxFe2O4 ,
148

Coi_xZnxFe2O4 ,
121

Cui_xZnxFe2O4 , 121,

197, 208

Fei._xZnxFe2 4 ,
121

(Lio.6Feo. 5)i-xZnxFe2O4 ,

121

Mgi_xZnxFe2O4, 121

Mni_xZnxFe2 4> 121,

148

Nii_Zn,Fe2O4,
121

(Ni .6Zn . 6)Fe2O4 ,
148

4,
128

4 , 196

CdMn2O4,
194

CoMn2O4 , 95, 148, 200

CrMn2O4,
195

CuMn2O4, 194, 196,

208

FeMn2 4 , 195

Fe .i6Mn .85Mn2O4 ,
209

Geo.5Zno. 8Mn2O4 ,
195

Gei_xZnxMn2O4,
196

LiMn2O4 ,
194

Li .5Mno.6Mn2O4 ,
194

LixZni_xMn2O4 ,
196

MgMn2O4 ,
194

(MgxMnl_x)Mn2O4,

213

MnMn2O4 , 143, 148,

186, 195, 201, 206,

213, 226

Mgo. 5Zno. 5Mn2O4 ,
194

Mgo. 2Zno. 8Mn2O4 ,
194

(Mn,_xZnx)Mn2O4 ,
213

NiMn2O4 , 148, 195

ZnMn2O4 , 194, 202

CuCrxMn2_xO4 ,
197

SnMgxMn^CX, 198

FoTi .6Mni. 5O4 ,
195

Coi.9Mn t .iO4,
200

MgGaMn04 ,
195

NiGaMnO4, 195

CoZnMnO4 ,
195

CrZnMnO4, 195

FeZnMnO4 , 195

GaZnMnO4 , 195

Mgo. 6Ti .BZnMnO4 ,
196

NiZnMnO4 ,
195

Co3 ..x]VIn*O4 , 196, 210-

212

MgAl2_xMnxO4 ,
196

Co2VO4 ,
201

Fe2V04 ,
200

Mn2VO4 ,
200

NiFe2_<V<04 ,
199

196, 207, 216

ZnxGei_xFe2_2xMn2xO4 ,

196

Mgi_xAl2_2xMn8xO4 ,

196

Coi_xFe2_2xMri8XO4,
196

Cui_xFe2_2zMn3xO4 ,

197

Nii_xFe2_2xMn3xO4, 196

CuRh2O4,196,214,215
NiRh2O4, 214, 215

CoV2O4, 201

FeV2 4 ,
200

MnV2O4, 200

sB, 130

Ba3Mi +Fe24O4i, 130

BaMi +Fe16O27 ,
130

KFenOn, 130

BaFeizOw, 130

SrFe12Oi9, 147

Cr2O3 , 104, 101), 202,

245, 261, 263, 265,

266

O2_XA1XO3 , 109, 265

-Fe2O3 , 104, 244, 245,

265

7-Fe2O3 ,
147

T-Mn2O3 ,
195

Ti2O3 , 104, 160, 187,

256-261, 265, 325

V2O3 , 104, 160, 187,

256-263, 265

CoMnO3 , 104, 245

NiMnO3 , 104, 245

FeTiO3 , 104, 246

Fe(FexTii_x)O3 ,
149

MnTiO3, 104, 246

NiTiOs, 104, 183, 246

FeVO3 ,
104

Nb2Co4O9 ,
106

Nb2Mn4O9
,
104

CoCO3 ,
106

FeCO3 ,
106

MnCO3 ,
106

BaTiOa, 189

LaCoO3 ,
102

LaCoOs.oi, 189

Lau.xSrxCoO3_x, 234-

237

Sr2Co2O6 ,
235

LaCrOs, 100, 170

La(Cr . BFe .6)03 ,
170

LaFeO3, 102, 170
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ErFcOs, 237, 238

GdFeOa, 221, 223

HoFeOi, 237, 238

MFeO3 (M = Rare

Earth), 237

LaMnOs, 100, 222, 226,

228, 230, 233, 240

Lai_xCaxMnO3H5, 100,

229-231, 239

CaMnO3 , 100, 230

Lai^SiyMnO*, 233

SrMnO2 . 5 , 234

231-233

CMni-xCrJOs, 120,

230

(Mni_Gax)O3, 120,

232, 233

231, 232

232

LaNiO3 , 102, 228, 229,

232

NaxW03 ,
272

Dy3Fe6O, 2 ,
123

Er3Fe6Oi2, 123, 126

Eu3Fe6Oi2 ,
123

Gd3Fe6O, 2 ,
123-129

Ho3Fe6Oi2, 123, 149

Lu3Fe6Oi2, 90, 123

Pm3Fe6Oi2 ,
123

SmsFesOu, 123

Tb3Fe6Oi2, 123

Tm3Fe6Oi2, 123

Y3Fe6Oi2, 90, 122-129,
149

Yb3Fe6 12, 123

Mn2Mo3 8,
188

CrO2, 242, 243

MnO2 , 100, 135, 240,

349

MoO2, 275

ReO2, 275
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CrCla, 104, 246, 247 CrFa, 100 TuFj, 100

FeCl 3 , 104, 240 FcFa, 100 VF3 ,
KM)

TiCla, 104, 255, 274, MnF3 , 100, 183, 223-

275 225

CrBri, 104, 247 MoF3 ,
100 CuCl2 ,

2H2(), 109

CrI3 ,
104 PdF3 , 100, 229 CuBiv2H2O, 109

CoFi, 100 RuF,, 100, 229
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Alternant molecular orbital. See Col-

lective electrons

Anisotropic resistivity, 271, 272

Anisotropic superexchange. See Ex-

change, Heiscnberg, aniso-

tropic

Anisotropy, elastic, 211, 225

magnetic, (Crystalline, 73, V>7, 112,

1 37, 1 54, 2 1 6, 237, 247, 248,

204, 286, 351

exchange, 230, 327

of exchange forces, 154, 213

magnetoelastic, 225

Antibonding band. See Collective elec-

trons

Anti-Curie temperature, 288

Antiferromagnetism. See Order, mag-
netic and Configuration,

spin
B

Band model for collective electrons,

28-48

assumptions, major, of, 28, 29

band overlap from, 33

band splittings in, 31-34, 46, 1 57-1 59

bandwidth of, 34

criterion for insulator or semiconduc-

tor vs. metal in, 35, 46, 157

effective mass of charge carriers for,

30, 32 34, 312

energies of one-electron states in, 30,

32, 34, 36

energy gap in, 31 34, 46, 157-159,

249, 266

Fermi energy in, 36, 37. See also

Fermi surface

lattice periodicity, consequences of,

for, 29-36

periodic boundary condition of, 29

wave numbers of one-electron states

in, 29, 30

Band structure, for b.c.c. transition

metals, 298, 305, 306

for f.c.c. transition metals, 307, 310

for f.c.tct transition metals, 308

Bloch T3 /2 law, 85, 116

Body-centered-cubic metals and alloys,

297-306

magnetic properties of, 144, 145,

314-319, 332-339, 348, 349

Bohr magneton, 7

Boltzmann statistics, 39, 40

Bonding band. See Collective electrons

Borides, 146

Bragg reflection, 31

Bravais lattice, 30, 35

magnetic order in, 134-137, 244, 246

Brillouin function, 15, 16, 81-83, 110-

113, 264, 265

Brillouin zone, 30-35, 132, 133, 312

Bronzes, 272

C

Calcite, 98

Carbides, 146, 340, 344-348

Cartesian reference frame, 297, 306, 307

Cesium-chloride compounds, 100, 144,

145, 315-318, 334-336, 339,

348, 349

Chalcopyrite, 106, 248

Character table of irreducible represen-

tations, 53-55, 64

Collective electrons, alternant molecu-

lar-orbital description of, 44

antibonding band of, 46, 47, 251, 282,

288, 291, 297-299, 316-318

band model for, 28-48

385
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bonding band of, 46, 47, 251, 267,

275, 282, 291 , 297-299, 309,

316-319, 322

Heitier-London description of, 19-21,

71, 159, 253, 351

induced magnetic moment of, 38, 39,

42, 43, 255, 263, 268, 322

magnetic susceptibility of. See Mag-
netic susceptibility

metallic band of, 46, 47, 251, 254,

307-309, 312, 320

mobility of, 25, 26, 159

molecular-orbital description of, 19-

24,28,71,159,249,301,351
valence-bond description of, 18, 44,

71

Compensation temperature (point),

113, 116, 119, 124-128, 217

Compounds with Cu 2Sb structure, 290-

295

description of, 21)0, 291

Conductivity, electrical, of high-mobil-

ity semiconductors, 35, 260

of insulators, 35

of low-mobility semiconductors,

25, 160, 161, 234, 249

metallic in ionic compounds, 252,

253, 260, 270-275, 277, 282,

283

criteria for, 249-251

of metals, 25, 35, 46, 160, 243, 249,

296

Configuration interactions, 44, 165, 297

Configuration, spin, of antiferromag-
netic spirals, 133-137, 152-

154, 244, 246, 248, 279, 294,

349

of body-centered-tetragonal struc-

tures, 135, 136, 240

experimental determination of, 165

of ferrimagnetic spirals, 140-143,
150-152

of Ne*el theory, 87, 109-131, 137-

143, 150-154, 213, 244

of parasitic ferromagnetism, 154,

237, 244

of Yafct-Kittle theory, 138-142,
150-154. 216

Correlations, electron, 7, 24, 30, 137,

187, 188, 263, 332-340, 351

interatomic, 21, 22, 39, 43-48, 70-

73, 254, 267, 285, 288-290,

296-300, 305-309, 317-319.

See also Order, magnetic

intraatomic, 12. See also Hund's
rule

electron-phonon. See Jahn-Teller

effect, dynamic
Corundum, 104, 120, 157, 160, 187, 242,

243-245, 251, 256-266

description of, 242, 243

Coupling, magnetic, interatomic. See

Exchange, Heisenberg, Mo-
lecular (internal) field; Cor-

relations, electron, inter-

atomic

Covalence, coordinate, 52, 57, 163, 182,

186, 267, 353

Critical interatomic distance. See Lo-

calized vs. collective elec-

trons

Crystal fields. See Ligand fields

Crystal lattice,

periodic potential of, 29, 31

primitive translation vectors of, 29

Curie constant, 17, 70, 82, 86, 87

Curie law, 17, 88. See also Magnetic

susceptibility of free atoms
Curie temperature, 75, 81-83, 89-91,

113-118,125,143,187,215,

220, 280, 281, 330

ferrimagnetic parametric, 87-90

measured, 98-107, 122, 123, 126, 127,

144-149, 200-202, 212, 217,

233, 235, 238, 242, 281, 287,

291, 330, 336

paramagnetic, 84-86, 88, 89, 91, 92,

96-107, 179, 190, 191

pressure dependence of, 329

Curie-Weiss law, 83, 84, 88, 89, 110,

191, 213, 272, 282, 285

D

Density of one-electron states in recip-

rocal-lattice space, 34-36,

303-306, 309-311
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Dielectric constant, 30

Double exchange. See Exchange,

Heiscnbcrg

Effective mass, of broad-band electrons.

See Band model

of narrow-band electrons (polarons),

26

Electronegativity, 43, 46, 150, 164, 266,

267, 301

Energy gap. See Band model

Equivalent electrons, 1 2

Exchange, Heisenberg, 30, 52, 75-81,

97, 119, 131, 137, 213, 297.

See also Molecular (intern al)

field, anisotropic, 154, 184,

185, 237, 245, 248

double, 231, 238, 239

energy, 84, 85, 114, 137, 143, 264,

265. See also Hamiltonian

integral, 20, 45, 72, 77-80, 82, 97,

118, 179, 182, 198, 231, 254,

280, 351 . See also Molecular

(internal) field, constants

interaction, 5, 19, 48, 71-73, 130, 137,

143, 165-185, 225, 229, 236.

See also Curie temperature;
N6el temperature; Correla-

tions, electron

interatomic (metals and alloys),

300, 309, 314, 319, 333, 338

intercation (octahedral-octahedral,

octahedral-tetrahedral),

190-192, 198-202, 225-247,

254-270, 278-295

cation-anion-anion-cation, 1 84,

246

cation-anion-cation, 168- -184,

227, 267

correlation, 171-184

critical angle, 183, 184, 242,

244

delocalization, 171-184

polarization, 172

cation- -cation, 165-168, 243-

247

intercation (tetrahedral-tetrahe-

dral), 247, 248

intraatomic, 81, 167, 182, 255, 263,

299, 307, 352. See also

Hund's rule

localized-collective (s-rf or s-/),

299, 351

semicovalent, 168

Exchange-inversion temperature, 285.

See also Transitions, mag-
netic

Exchange striction, 187, 281, 293, 349

Exciton, 24, 166

Face-centered-cubic metals and alloys,

306-311

magnetic properties of, 319-332, 334-

337, 340-350

Fermi-Dirac statistics, 40, 71

Fermi-Energy. See Fermi surface

Fermi level. See Fermi surface

Fermi surface, 36-38, 43-45, 157, 249,

305, 312

Ferrimagnetism. See Order, magnetic;

Configuration, spin; and

Ne"el two-sublattice theory
Ferroelectric!ty, 189

Ferromagnetism. See Order, magnetic

Fluorite, 159

Fourier coefficients, of atomic spins,

132

of periodic potential, 31-33

of weak-constraint parameter, 132

Free atom, description of, 5-17

magnetic susceptibility of, 13-17

gr-factor, measured, 122, 124, 128, 220,

245, 284

spectroscopic splitting, 81, 119, 162,

191, 245, 264, 287, 320, 323

for atoms in a ligand field, 68-70

from ferrimagnetic resonance, 118,

119, 220



388 SUBJECT INDEX

from ferromagnetic resonance, 68

for free atoms (Landc g factor),

14-17

from gyromagnetic experiments,

69, 184

Garnets, 0, 117, 120, 122, 128, 149, 202

Curie points of, 123

description of, 122

magnetic properties of, 123-126,

128-130

Ground state, factors determining in

multielectron free atoms,

11, 12

spin-configuration, 131-154, 244

Group-theoretical methods, 53-64

Gyromagnetic experiments. >SVe

(/-factor

1

Ilmenite, 104, 120, 243, 245, 246

description of, 245

Insulator, 35, 46, 73, 157-160, 166, 172,

249, 351

Interaction parameters. See Molecular

(Internal) field and Ex-

change, Heisenberg
Ionic compounds with metallic conduc-

tivity, 249-295, 351

Ionic (polar) terms, 19, 21-25, 71, 166,

254

Ionic radii, 250

Irreducible representation. See Char-

acter table

H

Hall effect, 37, 278, 311,313

Halogen compounds, 98, 100, 104, 1 1 1

112, 183, 221-225, 228, 229,

240-243, 246, 247

Hamiltonian, for collective electrons, 29

for Heisenberg exchange interaction,

80, 131, 135, 137, 139, 143,

165, 166, 184, 245, 248

for hydrogen molecule, 1 8, 77

for localized electrons in a crystalline

field, 48, 49, 284

Heitier-London description of electrons.

Kee Localized vs. collective

electrons, Localized elec-

trons and Collective elec-

trons

effects of orthogonalization of wave

functions, 19, 20, 71, 165

Heusler alloys, 332-339, 349

Homopolar bond, 39, 43, 160, 187, 189,

251, 252, 256-265, 272-275

Hopping, electron, 25, 1CO-162, 252

Hund's rule, 12, 13, 43, 50, 58, 67, 81,

202, 284, 307, 353

Hydrogen atom, 5-10

wave functions for, 6, 8-10

Hydrogen molecule, 18-22, 77, J65, 251

Jahn-Teller effect, 51, 64 67, 164, 186,

189, 194-197, 200-234, 238-

241, 275,279,349
critical ion concentration for static,

196, 197, 207, 208, 220

dynamic, 66, 203, 21 1, 226, 227, 231-

234

temperature, dependence of coopera-
tive distortions due to, 208-

211,215,216
vx. spin-orbit coupling, 213-221

Kramer's doublet, 64, 65

L

Landau trapping, 161, 166, 186

Laves compounds, cubic, 147

Ligand fields, 48-67, 71

perturbation procedure for, 50. tiee

also Splitting, energy-level

Localized electrons, atomic description

of, 5-17

crystalline (ligand) field description

of, 48-67

exchange-induced, 39, 299

magnetic moment of, 1 7, 70
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mobility of, 25, 26, 160, 161

Localized vs. collective electrons, 17-28,

70, 71, 157-160, 249-255,

276-279, 285, 295-297

critical atomic separation for, 18, 20,

22-28, 70-72, 159-161, 188,

240, 253, 266-275, 287, 296,

351

Low-spin state, 50, 67. See also

Quenching, of spin

Luttinger-Tisza method, generalized,

131-137, 140, 244, 245

M

Muddling energy, 48, 163, 185, 189, 251

Magnetic coupling. See Kxchange,

Heisenberg and Molecular

(internal) field

Magnetic susceptibility, 13, 71, 72, 279,

313, 314

of collective electrons, 37-43

diamagnetism, 37, 41, 42

if localized electrons simultane-

ously present, 42, 43

in molecules, 39, 40

Pauli paramagnetism, 41, 42, 254,

270, 279, 314, 319-321

in solids, 40-43

temperature-dependent terms, 41

of coupled atoms with localized

electrons,

in antiferromagnets below the Neel

temperature, 88, 109-112,

154

in ferromagnets above Curie tem-

perature, 83, 84. See also

Curie-Weiss law

in two-sublattice structure above

Curie temperature, 87-90.

See also Ne"el two-sublattice

theory

diamagnetic contribution to, 13, 14

differential, in high pulsed fields, 142

of free atoms, 13-17, 42

paramagnetic contribution to, 13

temperature-dependent, 14, 16. See

also Curie law

Van Vleck temperature-independent,

14, 16, 40, 125, 213

Magnetic-type criteria

for b.c.c. metals and alloys, 300, 314

for cation-excess nickel arsenides, 289

for f.c.c. metals and alloys, 309, 319

Magnetization, spontaneous, 119, 121,

123, 124, 127, 287, 289

definitions of, 70, 74

temperature-dependence of, 72, 81,

85, 87, 112-118. See also

Moment, magnetic, atomic

or ionic

Magnetoplumbites, 117, 120

description of, 128, 130

magnetic coupling in, 130

Magnetostriction, 73, 187, 192, 216

Manganese-gold alloys, 334, 348-350

Many-body problem, for atoms, 6, 7, 71

for molecules and solids, 16, 37

Marcasite, 100

Melting point, experimental, 312-314

Metallic band. See Collective electrons

arid Band model

Metals, 35, 46, 73, 159, 243, 255, 295-

351

rare-earth, 73, 137, 144. See also

Ionic compounds with me-

tallic conductivity

Metamagnetism, 101, 105, 107, 144,

282, 339, 349

Mobility, charge-carrier, 25, 26, 159,

161, 162, 185, 252, 253, 278,

287, 296

Molecular (internal) field, 43, 72, 75-

154, 179, 220, 264, 265, 351

constants, 76, 81, 82, 87, 90, 97, 110,

114-119, 128, 131, 135-143,

150-154. See also Ex-

change, Heisenberg, inte-

gral

magnitude of, 76

physical origin of, 75-81. See also

Exchange, Heisenberg

theory for antiferromagnets, ferri-

magnets, 87-119, 137-154

theory for ferromagnets, 81-86

Molecular-orbital description of elec-
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Irons. See Localized vs.

collective electrons and Col-

lective electrons

Molecules, 47, 188, 286. See also Hy-
drogen molecule and Mag-
netic susceptibility

Moment, magnetic, atomic or ionic, 5,

71-73, 157, 162, 297, 351.

See also g factor; low-spin

state; Magnetic suscepti-

bility; Magnetization, spon-

taneous; and Paramagnetic
data

classical definition of, 7, 13

measured, 98-107, 144-149, 192, 199,

201, 212, 229, 233, 235, 239,

242, 245, 268, 280, 282, 290,

291, 294, 302, 304, 315-350

temperature-dependent, 81-83, 321

theoretical, collective-electron (Pauli

paramagnetic), 41, 42, 254,

255, 279, 292

for b.c.c. metals and alloys, 300,

302, 313-316

for f.c.c. metals and alloys, 313,

320, 322-328

for some ionic materials with

metallic conductivity, 256,

262, 268-272, 279, 285, 287,

289, 295

localized-electron, disordered spins

(paramagnetic), 17, 70, 82

ordered spins, 70, 121, 122, 125,

155, 192

Momentum, electron, for collective

electrons, 30, 34

in free atoms, angular, 7, 13, 15, 68

for localized electrons, spin angular,

7, 67, 77

Momentum space. See Reciprocal lat-

tice

Multielectron problem. See Many-
body problem

Multiplets, 6, 11-17, 71, 191

regular vs. inverted, 12, 13. See also

Spin-orbit coupling

Multiplicity, 11, 64. See also Hund's

rule

N

N6ol temperature, 90-112, 137, 187,

190-192, 215, 241, 245, 255,

263,268,282,285,314

measured, 98-109, 179, 187, 202, 240,

264, 269, 283, 288, 295, 314,

338, 348, 349

Noel two-sublattice theory of antiferro-

magnetisrn, 109-112

comments on, 116, 137-154

of ferrimagnetism, 112-118

of paramagnetism, 87-90

predictions of, 119

Neutron diffraction data, 72, 98 107,

122,143-149,155,193,216,

231, 234-238, 246, 248, 255,

261, 263, 268, 272, 275, 279,

289, 291, 315-319, 321, 327,

328, 332, 334-339

Nickel arsenides, 102, 120, 255, 276-290

cation-excess, 288-290

description of, 276

Nitrides, 98, 120, 145, 146, 188, 221,

251, 266-268, 334, 340 345

Nuclear magnetic resonance, 353

O

One-electron states. See Wave func-

tions and Band model

Optical spectra, 49

Order, magnetic, 75-156, 296, 304, 351.

See also Ordering, magnetic ;

Configuration, spin; and

Magnetic-type criteria

data on, antiferromagncts, 98-107

ferromagnets and ferrimagnets,
144-149

ferrospinels, ferrogarnets, and mag-
neto plumbites, 119-131

ionic metals, 268, 278-295

metals and alloys, 312 350

semiconductors and insulators,

190-193, 198-202, 212, 213,

216, 220, 225, 228-249. See

also Neutron diffraction

data
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long-range, antiferromagnetic, collin-

ear, 75, 86-109, 244

noncollincar, 97, 133-154, 184,

244, 245, 279, 280

fcrrimagnetic, collinear, 75, 90, 91,

98-107, 137-154

noncollinear, 137-154

ferromagnetic, 43, 75, 231-237

parasitic ferromagnetic, 75, 86,

154, 184, 237, 245, 247, 248

short-range, 84, 85, 117, 128, 140, 281

Ordering, covalent-bond, 187, 188, 267,

268, 339

electronic, 185-188, 230, 241-243,

251, 252, 267, 268, 339. See

abioJahn-Teller effect
; Spin-

orbit coupling; Romopolar
bond; Ordering, covalent-

bond; Correlations, electron

magnetic, of the first kind, 91-97,

240, 241, 244, 320, 322

of the second kind, 91-97, 179,

190, 244

of the third kind, 92-97, 238, 242,

248

of the fourth kind, 92-97, 268

vacancy, 278, 287

Orthoferrites, 237, 238

Outer electrons, descriptions of, 5-73,

157-165, 249-255, 295-311.

See also Localized vs. collec-

tive electrons and Collec-

tive electrons

Overlap integral, 20, 77

Paramagnetic data, 98-107, 129, 202,

235, 258, 259, 268, 269, 272,

273, 274, 280, 282, 283

Paramagnetism. See Magnetic suscep-

tibility

Parasitic ferromagnctism. See Order,

magnetic
Pauli exclusion principle, 7, 10, 19, 34,

53, 71, 167

Pauli paramagnetism. See Magnetic

susceptibility

Periodic potential. See Band model

and Crystal lattice

Perovskites, 100, 120, 145, 154, 169,

170, 186, 189, 206, 221-238,

266, 332, 334, 340-348

description of, 221-225, 340

Phase space. See Reciprocal lattice

Phonon, 25, 71. See also Jahn-Teller

effect, dynamic and Landau

trapping

Phosphides, 104, 146, 147

Piezomagnetism, 154, 241

Point-charge model, 52, 57, 71, 164, 186

Polar terms. See Ionic terms

Polarization, anion, 57, 159, 164, 171,

198

Polaron, 26, 159

Pyrites, 98

Pyrrhotite, 282

Q

(Quantum numbers,
for the atom in a ligand field, 58

for collective electrons in solids, 29,

34

for the hydrogen atom, 5-7

for the many-electron free atom, 11

Quenching, of electrical conductivity.

^^Transitions, rnartensitic,

semiconducting ^ metallic

of electron correlations, 246

of magnetic susceptibility. See

Transition, magnetic
of orbital angular momentum, 62, 66,

70, 193, 202, 264, 270, 284,

323

of spin, 50, 67, 162, 211, 234, 236,

279, 282

R

Rare-earth metals. See Metals, rare-

earth

Reciprocal lattice, 30-35, 132-134

Reciprocal vector. See Reciprocal lat-

tice

Resonance, antiferromagnetic, 109,

264, 265
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ferrimagnetic, 118, 111), 124-128

ferromagnetic, 08

paramagnetic, 08

spin-wave, 85

Rhenium-oxide compounds, 100, 182

223-225, 229

Rock-salt compounds, 52, 60, 97, 98,

109,120,145,146,149,157,

160, 179-183, 187-193, 214,

215, 245, 251, 260, 266-269,
340

ordered, 25, 238-240, 269, 270

Russel-Saunders coupling, 11, 15, 49

Rutiles, 98, 100, 109, 111, 112, 135, 160,

187, 240-243, 260, 264, 265,

270-275, 349

description of, 135, 240, 270

Schroedinger wave equation
for hydrogen atom, 5

for hydrogen molecule, 18

for localized electron in crystalline

field, 49

for periodic lattice, 29

Screening parameter, 7, 25

Seebeck effect, 160-162

Semiconductor, 35, 46, 73, 157-162,

172, 351

Semilocalized orbitals, 22

Site-preference energy, 57, 130, 163-165

Soft x-ray spectra, 301, 305

Solids, band model for collective elec-

trons in, 28-48

description of localized electrons in,

48-67

localized vs. collective electrons in,

22-28

magnetic susceptibility of collective

electrons in, 40-43

valence-bond description of, 18

Specific heat, 255, 257

electronic contribution to, 37, 311,
313

magnetic contribution to, 84

Spectroscopic notation, 11

Spectroscopic splitting factor. See

g factor

Spin-density waves, 44, 137, 304

Spin, electron, 7

quantum number of, 7

magnetic moment from, 7, 10

for transition-element ions in

strong crystalline fields, 67.

See also Magnetic order and

Correlations, electron

Spin-flip temperature, 245, 282, 284,

291

Spin-orbit coupling, 6, 11, 12, 49, 51,

62-67, 112, 135, 184, 186,

191,192,213-221,241,247,

284, 286

Spin-orbit parameter, 12, 13, 69

Spin waves, 84, 85, 110, 116, 130

resonance spectrum of, 85

Spinels, 89, 117, 119, 120-122, 124-128,

137-143, 147-154, 163, 164,

182-186, 193-220

description of, 120, 138, 143, 193

Splitting, energy-level, by crystalline

(ligand) fields, 49, 50, 52-

68, 160

by cubic fields, 54-62

by external magnetic field, 14, 15,

68

of hydrogen-molecule singlet and

triplet states, 77

by Jahn-Teller effect, 64-68

by spin-orbit interactions, 49, 50,

62-68

of terms, 6, 49, 50

by tetragonal fields, 54, 57, 59, 62

by trigonal fields, 54, 57, 59, 62

Stacking fault, 272

Stark splitting, 49, 53. See also Split-

ting, energy-level, by crys-

talline (ligand) fields

Structure factor, 33

Superexchange. See Exchange, Heisen-

berg, interaction

Transfer integral, 166, 171, 173, 182,

184
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Transitions, magnetic, 98-109, 144-149

antiferromagnetic^ferrimagnetic,

281, 288, 293-295

antiferromagnetic ^ ferromag-

netic, 189, 238

in an external field. See Meta-

magnetism

antiferromagnetic ^ paramag-
netic. See Ncel two-sublat-

tice theory and N6el tem-

perature
with spin quenching, 253-275

ferrimagnetic ;= paramagnetic.
See Ne*el two-sublattice the-

ory and Curie temperature

ferromagnetic ^ paramagnetic.
See Molecular (internal)

field and Curie temperature

low-spin-state ^ high-spin-state,

189, 237

noncollinear ^ collincar, 143, 187,

220

paramagnetic ^ antiferromag-

netic, 287

spin-axis change. See Spin-flip

temperature

Transitions, martensitic, 47, 185-187,

207, 217-221, 227, 249, 307

first-order, 86, 187, 209, 215, 281,

293

second-order, 84, 225, 280, 281

semiconducting ^ metallic, 249-

253, 260, 269, 272

three-membered-ring formation,

188, 270, 282-287. See also

Ordering, electronic
;
Homo-

polar bond; Jahn-Teller ef-

fect; Spin-orbit coupling
and Ordering, eovalent-

bond
Two-sublattice structure, definition of,

45

IT

Uncertainty principle, Heisenberg, 6,

34, 62

Valence-bond description of electrons.

See Collective electrons

Van Vleck temperature-independent

paramagnetism. See Mag-
netic susceptibility

Vector model of atom. See Russel-

Saunders coupling

Wave functions, for conducting^, non-

conducting states, 4

for D state in trigonal field, 62

for Hartree-Fock approximation, 43,

44

in form of (Slater) determinants,

24, 43, 44

for hydrogen atom, 5, 8, 9, 10

for hydrogen molecule, 19, 20, 21

for one-electron band states, 29

for two d electrons, or F state, in a

cubic field, 58-61

for zero-order (atomic) D state, 51

Wave vector, of one-electron states,

30-37

of magnetic spirals, 132-135, 140-

143, 151-153

W>iss (molecular) field. See Molecular

(internal) field

W'eiss field constant, 76. See also Mo-
lecular (internal) field

Wurtzite, 106, 157

Yafet-Kittel spin configuration.

Configuration, spin

See

Z

Zinc blende, 157


















