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## PREFACE

From several years' experience in teaching classes in statistics and giving advice at various times to experimentalists, I have come to the conclusion that there is a distinct need for more than one type of textbook. On the one hand there are many who are interested only in knowing something of the theory and principles. In this class we find students who are endeavoring to obtain a broad knowledge of all subjects related to science and art, practicing technicians such as doctors of medicine and technical advisers in agriculture, and administrators of research activities. It would be idle to set students of this type to work on laborious practical examples. It would probably discourage them at the start, and by absorbing time would reduce the possibility of teaching them some of the very attractive philosophical phases of the subject. In a maze of calculations the principles might be lost sight of completely, and the student would emerge with a technique for mechanical operations and no ability to solve actual problems. At the beginning it is not training in actual methods that is required, but the building up of a sound knowledge of fundamental principles.

On the other hand, we have an increasing number of students who, having had some elementary training in statistics and some experience in research work, come to the point finally of requiring a practical knowledge of methods of analysis and some facility in the devices of calculation. There is no denying the fact that two or three years spent in studying the principles and theory of statistics will not fit the student to solve practical problems. To do so is to ignore the many complications that are involved and that training in facility is necessary in order that statistical computations may be attacked with determination and completed in a reasonable length of time. One of the objections very often raised to the use of statistical methods is the time necessary to do the routine work. Frequently this sort of thing can be attributed to insufficient training in the actual methods that should be employed and a lack of organization of the work.

The basis of this book, therefore; is the supplying of a textbook in statistics for students who have passed the elementary stage; who have studied a fair amount of theory and principles and now wish to equip themselves for actual statistical work in their own field of research activities. The experiment station agronomist, the cereal chemist, the plant breeder, and the economic entomologist are all examples of research workers who require a practical knowledge of statistical methods, and undoubtedly there are many others in the same class. It has been my
experience that to acquire this knowledge the student must work through a comprehensive series of actual examples, and these should not be miniature examples as they are likely to give him a wrong impression of what will actually be required of him at a later date. Most of the various examples and exercises in this book are therefore of actual size, but every effort has been made to keep them within such limits as will enable the student to work through a representative set in one academic year.

This is not to say that a course in statistical methods should ever be given without emphasis on principles, and this applies particularly to the principles of experimental design. When studying practical methods, the opportunity is prime for the student to acquire a solid grounding in this important phase of the subject. The discussions in the greater part of the book, therefore, are worked out so that they have a direct bearing on the principles of the design of experiments. The first half, for example, while containing material that involves a repetition of elementary work that has already been covered, is nevertheless written so that, in reviewing, the student is brought into contact immediately with the structure of actual experiments. Also in this portion of the book are certain routine calculations which are designed mainly to give the student some facility in calculation before he comes to the heavier problems in the latter part.

There are many to whom I owe thanks in the preparation of this book, but in the first place I must acknowledge a very great debt to Professor R. A. Fisher, who has been mainly responsible for the development of the methods that are set forth. Furthermore, he has been very generous of his own time in explaining how new problems may be solved and in clearing up doubts as to the exact application of previously established methods. I wish also to thank the staff of the Statistical Laboratory at Ames, Iowa, for advice and suggestions, especially Dr. G. W. Snedecor, who in addition has given me permission to use, wholly or in part, any of the tables or material in his excellent new textbook, "Statistical Methods." Thanks are due to many who have called attention to errors in the preprint edition, and to ways in which the explanations and examples could be improved. This applies particularly to my students, who have taken a special interest in suggesting improvements of this kind. They have also taken a particular interest in checking the calculations in order that the book should be as nearly perfect as possible in this respect. In typing the manuscript I must acknowledge the untiring assistance of Misses E. J. Stewart and M. G. White.
C. H. Goulden.

February, 1939.
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## CHAPTER I

## INTRODUCTION

1. The Logic of Statistical Methods. Applying statistical methods to experimental work involves the use of certain logical ideas appropriate to experimental procedure. The problems of statistics are, therefore, not entirely mathematical problems; in fact they are very largely problems based on the technique and requirements of the research worker. This important point has not always been clearly understood and hence we find, in the history of the development of statistical methods, various attempts to solve the problems of the experimentalist by the application of purely mathematical methods of reasoning and derivation. Thus we find prodigious attempts being made to apply the method of inverse probability to the testing of the significance of results obtained in experiments. This theory has to do with the evaluation of the probability of the occurrence of certain specified events on the basis of what has happened in some previous event. For example, if 8 balls are drawn from an urn containing black and white balls, and are found to consist of 3 white and 5 black balls; to derive from this result an exact statement of the probability of obtaining a white ball in drawing another single ball is a problem in inverse probability. Everyone will agree that, on the basis of the ratio of white to black balls in the sample drawn, in drawing another ball one's expectation tends towards black, but very few will agree that this expectation can be put in the form of an exact statement of mathematical probability. On first thought, one might be inclined to think that this type of problem is the same as the statistical one of taking samples and reasoning from these samples to the populations from which they were drawn. We shall see, however, that there is a very essential difference between the two situations; that to regard these two situations as the same is merely to misunderstand the true nature of the methods of obtaining new information by experimental methods. To illustrate these points in further detail we shall follow through the procedure of operating a very simple experiment, in which the statistical method will arise as a natural consequence of the efforts of the investigator to get the most out of his experiment.
2. A Simple Experiment in Identifying Varieties of Wheat. This hypathetical experiment is modelled after the famous tea-tasting experiment described by R. A. Fisher (1), but in some respects the procedure is simplified. Fisher's hypothetical experiment will undoubtedly remain as a classic in statistical literature, and after following through the experiment described here the student will do well to make a similar study of the tea-tasting experiment as it discusses certain aspects of this type of problem that cannot be presented here.

A wheat expert claims that, if he is presented with grain samples of two particular varieties which we shall designate as $A$ and $B$, he can distinguish between them. He does not claim the ability to identify either one of the varieties, if they are presented to him separately, and further there is no special mention of an ability to differentiate between these samples at all times and under all conditions with perfect accuracy. The claim is for a certain power of differentiation, and we must proceed in the planning of the experiment accordingly; that is, we must plan the experiment in such a way that any reasonable power of differentiation possessed by the operator will be demonstrated. With this knowledge we can proceed to set up the experiment.

It will be obvious with a little study that, in order to plan the experiment correctly, it will be necessary to anticipate the possible results. Suppose that we presented the operator with only one pair of samples and he classified them correctly. Without any knowledge whatever of wheat varieties he could, by pure guesswork, name the varieties correctly in 50 per cent of the cases. This follows from the fact that there are only 2 ways of classifying them, and if the operator has no power of differentiating them, these 2 ways are equally likely. Thus in about half of the cases he would place them correctly, and in the remainder of the cases incorrectly. Our conclusion must be that 1 pair of samples would not be sufficient to produce a clear-cut result, regardless of the efficiency or the inefficiency of the operator. What will be the effect of increasing the number of pairs of samples? Obviously, the operator would be much more unlikely to place several pairs of samples correctly than he would just 1 pair. Can this statement be put in more definite terms? Let us assume that 6 pairs are being used and see if we can calculate the probability of a correct result, or, in other words, the proportion of the cases in which the operator, without any power of differentiation of the samples, could be expected to reach a correct placing. If there are 6 pairs of samples, each pair may be placed either rightly or wrongly, so that there are just 7 different kinds of results. These are: 6 right, 5 right, 4 right, 3 right, 2 right, 1 right, and none right. The pairs may be thought of as being presented to the operator
one at a time, so there are 2 ways of placing the first pair (right or wrong), 2 ways of placing the second pair, and so forth for all the pairs. Each result for a pair may occur with either result for another pair, so that for 2 pairs we would have $2 \times 2$ possible combinations of placings. These are: both right; first pair right and second pair wrong; second pair right and first pair wrong; and both wrong. Continuing with this reasoning, it turns out that for 3 pairs the possible number of combinations of placings is $2 \times 2 \times 2$; and, finally, for 6 pairs the total number is $2^{6}=64$. If now the operator places all 6 pairs of samples correctly, we are in a position to place an evaluation on this result. There is only 1 way of placing all pairs correctly, so that if the operator has no knowledge whatever of wheat varieties he would be expected to place them correctly in only 1 out of 64 trials. This would be a rather odd chance, and we would therefore be inclined, in the event of a successful placing, to attribute it to the ability of the operator in differentiating the varieties. Another way to regard this is to consider the consequences of adopting as a standard, in the examination of a large number of operators, that all pairs must be placed correctly. Then in 1 out of 64 cases we could be expected to attribute to the operator a power of differentiating the varieties that he did not actually possess. This would seem to be a fairly safe standard. In fact it would undoubtedly be argued from the standpoint of the operators being tested that the standard was much too high. In general practice, it is usual to adopt a ratio of $\mathbf{1 / 2 0}$ as an arbitrary level for discriminating between real and chance effects. That is, an event is not regarded as significant unless it would only occur by chance variation in not more than 1 out of 20 trials.

We now have to consider the interpretation that would be made if the operator were to obtain such a result as 5 pairs right and 1 pair wrong. In the above case there was only 1 way of placing 6 of the pairs correctly, but the situation is different now in that any one of the 6 pairs may be the one that is incorrectly placed, making a total of 6 ways, out of the grand total of 64 , in which the samples may be placed 5 right and 1 wrong. Then, in considering the experiment from the standpoint of the possibility of its indicating a power of differentiation on the part of the operator, we must also take into consideration the number of ways of placing 6 pairs correctly. That is, we must enumerate the number of ways in which the operator can place 5 pairs of samples correctly, or any other result more favorable to his claim. This makes a total of $1+6=7$ out of 64 ways in which such a result or one more favorable to the operator could occur, and if the operator has no power of differentiation this result will be expected to occur in just that proportion of the cases. In approximate figures the ratio $7 / 64$ is equal to
$1 / 9$; and we note that this is larger than the ratio $1 / 20$, which, as pointed out above, is accepted as a general level of significance. To accept the ratio of $1 / 9$ as indicating a power of differentiation would be to take the risk of being wrong in 1 out of 9 similar trials, and this would probably be too great a risk for most investigators to accept. It might, however, be taken as a sufficient indication to justify further experimentation.

It will be found convenient, in experiments of this type, to set up in the form of a table all the possible results with the corresponding number of ways in which each can occur. Another column of the table may be used to show the ratio that we have taken above to indicate the significance of each result. The figures for this experiment are given in Table 1. Why do we not give more values in the third column?

TABLE 1
Possible Results, Number of Combinations, and Ratio of Significance, for a Simple Experiment in Differentiating Six Pairs of Samples


The procedure in this simple experiment may now appear to be quite clear and apparently straightforward in every respect. The reader will then be surprised to learn that we have been guilty of a very serious omission. We have said that, if the operator has actually no power of differentiation, the 64 ways of arranging the pairs are all equally likely to occur. Suppose now that the samples are presented to the operator in pairs with variety $A$ to his left hand and variety $B$ to his right hand. On the off chance that there may be such a systematic arrangement of the pairs, the operator decides to guess this order and then adhere to it throughout the experiment. The result is that the most probable arrangements are 6 right, or 6 wrong, and our theory as to the probable frequency of the different possible results is completely
broken down. Another possibility that we have omitted to consider so far is that the 2 samples may show differences as to weight or quality which are actually quite independent of the variety characteristics. Here again the operator may, by guessing, obtain a result that is either all wrong or all right. We could go on and point out a number of factors that would tend to upset our calculations, and in the end the reader might despair as to the possibility of carrying through any experiment that would lead to valid conclusions. Why not take into consideration such factors as we have mentioned and work out the theoretical frequencies of the different combinations accordingly? A little thought will show that this is quite impossible. The vagaries of the minds of operators, for example, in taking advantage of certain orderly arrangements of the pairs, would be quite beyond the possibility of definite enumeration. The situation is not hopeless, however, as there is always at hand an extremely powerful method of overcoming this difficulty. The method is to arrange all factors that may enter into the results, completely at random. Thus, in presenting the pairs to the operator, a random arrangement would be followed that would be determined beforehand by throwing coins, drawing cards, or from a book of random numbers. It could then be stated with absolute confidence that, on the hypothesis that the operator has no knowledge of differentiating the samples, all possible arrangements would be equally likely to occur. It would be possible, for example, to use different colors of trays as containers for the samples. In each pair 1 tray might be red and 1 blue, and, if the varieties are assigned to the trays at random, it will still be true that all possible arrangements are equally likely. Of course a word of caution is needed here. Different colored trays, or any other disturbing influence on the ability of the operator to differentiate the samples, are not recommended, as they tend to reduce the efficiency of the test; but at the same time if such factors are properly randomized they do not affect the validity of the test of significance.
3. Defining Some Statistical Terms. In describing our simple experiment, statistical terms were avoided as much as possible. Such terms are, however, a kind of shorthand and will be found very convenient as we proceed to the consideration of more intricate problems. The 6 pairs of samples of grain constitute in themselves a samnle in the true statistical sense. We were not particularly interested in what the operator did with the 6 pairs except in so far as it indicated his ability to differentiate the varieties in general. In other words, we were trying to obtain an estimate of what would happen if he were presented with a very large group of such pairs. This large group containing an indefinite number of pairs might be said to constitute the population that we are
sampling. The general problem of statistics, therefore, is the estimation of values for populations by means of determinations made on samples drawn at random from these populations. Assuming that the final result of our experiment was 5 pairs of samples placed correctly, the best estimate we would have for what our operator might do with a very large sample is that he would place $\frac{5}{6}$ of the pairs correctly. This value is the mean number of successful placings that the operator would make in a population of similar pairs. A value such as this, calculated from a sample, is said to be a statistic. The population value of which the statistic is an estimate is referred to as a parameter. Statistics are subject to variability in that we will get different results with different samples. The populations sampled are regarded for convenience as being infinite; and therefore for any one variable, such as the number of successful placings, there is only 1 value of the parameter.

In all experiments there is a hypothesis to be tested. It will have been noted that in the description of the simple experiment we repeatedly used the words "if the operator has no power of differentiation." This points to the fact that the hypothesis we were testing was just that. In statistical parlance our hypothesis is now, owing to the pertinent suggestion of Professor Fisher (1), referred to as the null hypothesis. This null hypothesis was the basis for the calculation of the number of ways out of the total that certain results would be obtained, it being assumed, owing to randomization of the experiment, that all the possible ways were equally likely. -
4. Summary of Principles. We have now worked through an actual experiment, which, although it was extremely simple, has introduced us to the main principles of the statistical method and has allowed us to obtain an easy introduction to many of the common statistical terms. It will be convenient after this discussion to return to some of the generalizations of Section 1.

It will have been noted that the logic employed in tests of significance is clearly that of the experimentalist. This is true whether or not the experimenter has any knowledge of mathematics. Always, if he is critical of his results, he asks himself whether or not they could have arisen as a chance variation, and on this basis arrives at some conclusion as to their significance. The statistical method, therefore, does not introduce anything new in this sense, but merely supplies him with the technique for planning his experiment so that it is justifiable to ask such a question, and then furnishes him with a method of measuring the confidence to be placed in the findings.

The results from one sample are not used to obtain a statement as to the probability of obtaining a given result in drawing another sample,
but they are used to obtain an estimate of the population from which the sample was drawn.

A test of significance is, essentially, the use of the data provided by the sample to test any hypothesis that may be set up. In such tests we do not always realize that a hypothesis is involved, but nevertheless this is true. When we ask the question, "Is my result due to some real effect or to a chance variation?" we can answer this question only by setting up the hypothesis that there is no effect; and determining whether or not the results agree or disagree with the hypothesis.

The mathematical derivations invoived in statistical tests arise from attempts to state the proportion of cases, according to a given hypothesis, in which the results obtained will occur. Thus, in the experiment described above, the hypothesis was that the operator had no power of differentiating the varieties; and on this basis we inquired as to the proportion of cases in which a result of 6 right would occur. The order in which the samples were presented having been randomized, it was possible to state that all placings were equally likely; and hence we were able to derive by strictly mathematical methods the proportion of cases in which a given placing would occur.
5. The Functions of Statistical Analysis. The chief functions of statistical analysis as applied to experimental procedure may now be enumerated as follows:
(a) To provide a sound basis for the formulation of experimental designs.
(b) To provide methods for making tests of significance and trustworthy estimations of the magnitude of the effects indicated by the results.
(c) To provide adequate methods for the reduction of data.

The discussion of the previous sections will have given a reasonably clear picture of the manner in which the principles of statistics are made use of in designing experiments. Since this is the most recent development in this field, it is natural that-it is with respect to experimental design that the beginner is most likely to err. Frequently an elementary knowledge of statistics, consisting merely of an outline of the facts of variability and the various methods of measuring this variability, is taken as a sufficient knowledge for applying statistical methods to experimental work. The results of this practice are often disastrous. It is the reason why the consulting statistician is frequently presented with a set of data collected from an experiment which has been very badly designed. At the best, in such an experiment, there will be a loss
of precision and information; but in addition there may be a decided bias in the results and as a consequence the whole or at least a part of the data may have to be discarded. It is not exaggeration, therefore, to state that to the experimentalist a study of statistical methods is futile unless he endeavors to apply these methods not only to the analysis of data but also to the structure of proposed experiments.

The necessity for tests of significance has already been dealt with, but very little emphasis in the above discussion was placed on methods of estimation. It was pointed out, however, in the hypothetical example, that, if the operator's result was 5 right placings out of a possible 6 , this would have to be taken as the best estimate available of the proportion of correct placings the operator could be expected to make if presented with a large series of samples. Obviously the experiment was so small that this may not be very close to the proportion that the operator would actually accomplish, and hence in this respect the experiment was not sufficiently extensive. The methods of statistics are concerned very vitally, therefore, with methods of estimation; and here again we cannot avoid noting the importance of experimental design, in that by careful design we can very largely determine beforehand the accuracy with which a particular estimate can be made.

The necessity for the reduction of data is perfectly obvious, but it may not be clear as to the various methods employed in statistics for bringing this about. It is impossible to list these here, but we can classify them into three general groups: viz., tables, graphs, and statistics. The tables are usually prepared first, and from these we draw graphs to illustrate the main features of the data, and calculate statistics. The statistics are single expressions such as the mean or average which express the general characteristics of the samples studied.
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## CHAPTER II

## THE ARITHMETIC MEAN AND STANDARD DEVIATIONFREQUENCY TABLES AND THEIR PREPARATION

1. The Arithmetic Mean. This is our first example of a statistic. It is called a statistic because we regard it in statistical practice as a value calculated from a sample, and an estimate of the mean of the population from which the sample was drawn. Values for the means of samples will be expected to vary from sample to sample, and are therefore not essentially different from individual variates in that respect. It is for this reason that it is not consistent terminology to speak of the mean or any other statistic calculated from a sample as a constant. The only constant values in statistical theory and practice are the values representing the infinite populations from which the samples are drawn. These, as we shall see later, are usually referred to in modern statistical literature as parameters.

It is often said of the arithmetic mean that it is the best single value that can be applied to the sample as a whole. Thus we find that the agronomist refers to the average yield of a variety, and not to the individual yields of a series of plots. Many other instances of this kind could be cited; in fact, it is an everyday usage and needs no further explanation.

For a sample of $N$ variates where $x_{i}$ represents any one variate, the mean $\bar{x}$ is given by:

$$
\bar{x}=\frac{x_{1}+x_{2}+x_{3}+\cdots+x_{i}+\cdots+x_{n}}{N}
$$



$$
\begin{equation*}
\bar{x}=\frac{\Sigma(x)}{N} \tag{1}
\end{equation*}
$$

If the values for three variates are 6,8 , and 1 , the mean is obviously:

$$
\frac{6+8+1}{3}=\frac{15}{3}=5
$$

Using the short formula means simply that the summation of the three quantities is understood, and, instead of writing out all the values and connecting them with plus signs, we merely write $15 / 3=5$. According to strict mathematical usage, $\Sigma(x)$ should be written $\Sigma(x)$, to show that $N$ values are summated, but the simpler form may be used when the number of summations is obvious.
1 One of the most interesting properties of the mean is that the sum of the deviations of all the individual variates from the mean is zero. Again representing an individual variate by $x_{i}$, an individual deviation from the mean will be ( $x_{i}-\bar{x}$ ). Then summing all these we get:

$$
\begin{aligned}
\Sigma(x-\bar{x}) & =\left(x_{1}-\bar{x}\right)+\left(x_{2}-\bar{x}\right)+\ldots+\left(x_{n}-\bar{x}\right) \\
& =\left(x_{1}+x_{2}+\ldots+x_{n}\right)-N \bar{x}
\end{aligned}
$$

And since

$$
N \bar{x}=\frac{N\left(x_{1}+x_{2}+\ldots+x_{n}\right)}{N}
$$

It is clear that

$$
\Sigma(x-\bar{x})=0
$$

Using the summation sign to shorten the algebra we would have

$$
\Sigma(x-\bar{x})=\Sigma(x)-\Sigma(\bar{x})=\Sigma(x)-N \bar{x}
$$

And since

$$
N \bar{x}=\frac{N \Sigma(x)}{N}
$$

It is again clear that

$$
\Sigma(x-\bar{x})=0
$$

2. The Standard Deviation. In using the mean of a sample to represent the sample as a whole, it must occur to us that the reliability of this method will depend on the degree of variation among the individual variates that make up the sample. If there is no variation the mean would represent the whole set perfectly; but as the variation becomes greater the single value of the mean is less and less descriptive of the entire group, and it becomes more and more necessary in order to describe the sample completely that we have some measure of variability. The average deviation from the mean might suggest itself, but we have seen that the sum of the deviations from the mean is zero, and from this t follows that the mean deviation is also zero. For this reason the staistic that has been adopted as a measure of variability is the root mean ıquare deviation, commonly known as the standard deviation. The
formula for the standard deviation, which is usually represented by the Greek letter sigma ( $\sigma$ ), is:

$$
\begin{equation*}
\sigma=\sqrt{\frac{\sum(x-\bar{x})^{2}}{N}} \tag{2}
\end{equation*}
$$

The direct method of calculating the standard deviation is to find all the deviations from the mean, square them, summate, divide by $N$, and then extract the square root. For example, if we have the three figures 6,8 , and 1 , for which the mean is 5 , the standard deviation would be:

$$
\sqrt{\frac{1^{2}+3^{2}+4^{2}}{3}}=\sqrt{\frac{26}{3}}
$$

When there are more variates in the sample, and especially when the deviations contain decimal figures, a much shorter method can be used. The main part of the work is to find the sum of squares of the deviations, and it can be shown very easily that:

$$
\begin{equation*}
\Sigma(x-\bar{x})^{2}=\Sigma\left(x^{2}\right)-\frac{[\Sigma(x)]^{2}}{N} \tag{3}
\end{equation*}
$$

Applying this to our miniature example we have:

$$
\Sigma(x-\bar{x})^{2}=\left(6^{2}+8^{2}+1^{2}\right)-15^{2} / 3=26
$$

This formula is especially useful for machine calculation and is now used almost exclusively in statistical laboratories.

We now have to consider a point which is very important in the practical application of statistical methods, and one over which there is often a great deal of confusion. It was pointed out above that the mean of a sample is taken as the best possible estimate of the mean of the parent population. This practice of estimating values for parent populations is the main object of calculating values for samples. With a little thought this point should be quite clear. We determine the reaction of a crop to a given fertilizer on a sample of plots which may not be more than 6 to 10 in number. It cannot be stated, even by the wildest stretch of the imagination, that we are primarily interested in the reaction to the fertilizer on those 6 to 10 plots. What we are attempting to find out is the general reaction to the fertilizer under farming practice, and bence we must picture a very large population of plots for the mean reaction of which we are trying to obtain an estimate. If we let this population, for purposes of clarity of thinking, be regarded as infinite, it follows that the
mean and the standard deviation for this population are fixed values and hence we call them parameters. If the mean of the parent population is denoted by $m$, then $\bar{x}$, the mean of the sample, is an estimate of the parameter $m$. Similarly if $\sigma$ is the standard deviation of the parent population, the value which we calculate from the sample must also be the best possible estimate of $\sigma$. Actually this estimate is not the root mean square deviation that we have defined above. This arises from the fact that, if $m$ is the mean of the parent population, the best estimate of $\sigma$ is:

$$
\sigma=\sqrt{\frac{\sum(x-m)^{2}}{N}}
$$

but since we do not know $m$ we use $\bar{x}$ instead, and it can be shown by a simple algebraic derivation that the best estimate of $\sigma$ is given by:

$$
\begin{equation*}
ノ s=\sqrt{\frac{\sum(x-\bar{x})^{2}}{N-1}} \tag{4}
\end{equation*}
$$

wherein we put this expression equal to $s$ in that it is not $\sigma$ but the best possible estimate of $\sigma$. We keep to this symbolism throughout in order to distinguish the standard deviation calculated from a sample from the true value which is a parameter of the parent population. The divisor ( $N-1$ ) is known as the number of degrees of freedom available for estimating the standard deviation. We shall learn more of this term in later chapters.
3. Standard Deviation of a Sample Mean. If we take a series of samples and determine a mean for each one, it is obvious that the means for these samples will vary from sample to sample, and that the degree of variation among these means will be related to the degree of variation among the individual variates. If one particular sample is taken, the exact relation is given by the equation:

$$
\begin{equation*}
s_{\bar{x}}=\frac{s}{\sqrt{N}} \tag{5}
\end{equation*}
$$

where $s_{\bar{x}}$ is the standard deviation of the mean of the sample, $s$ is the standard deviation for the sample as a whole, and $N$ is the number in the sample. The standard deviation of a mean is therefore inversely proportional to the square root of the number in the sample.
4. The Frequency Table. This is a table which shows, for the sample of variates studied, the frequencies with which they fall into certain clearly defined classes. If the sample is very small the frequency
table may not be necessary, and even if prepared may not mean very much; but for moderately large samples it is usually desirable to begin the reduction of the data with a table of this kind. The frequency table provides the values for easy graphical representation, and from it such statistics as the mean and standard deviation may be calculated with much greater ease than from the original set of individual values.
5. Selection of Class Values. Frequency tables may deal with either continuous or discontinuous variables. A continuous variable is one in which a single variate may take any value within the range of variation. Thus the yield of a plot of wheat may take any value within the range from the lowest-yielding plot to the highest. A discontinuous variable can take only certain specified values. For example, in tossing 5 coins we can have $5,4,3,2,1$, or 0 heads, and no other values can occur.

A frequency table for the number of heads in tossing 5 coins 100 times might be as follows:

| Class Values | Frequency |
| :---: | :---: |
| 5 heads | 3 |
| 4 heads | 16 |
| 3 heads | 28 |
| 2 heads | 31 |
| 1 heads | 17 |
| 0 heads | 5 |
|  | Total $=\overline{100}$ |

The class values to be selected for such a table are obvious, and this is usually true for discontinuous variables. In some examples, however, it may be necessary to form the class values such that the class interval is greater than unity. In tossing coins 20 at a time, we might use the classes 0-2 heads, 3-5 heads, and so forth.

If the variable is continuous, the classes for which the frequencies are to be determined must be chosen arbitrarily, the choice depending on the accuracy required in the computation of statistics from the table, the range of variation-which is, of course, the difference between the lowest and the highest value of the sample-the number in the sample or total frequency, and the facility with which these classes can be handled in computation. In the first place, the greater the number of classes the greater the accuracy of the calculations made from the table. But there must be a limit to the number of classes we can handle conveniently, and these two opposing factors must be balanced up. A good general rule is to make the class interval not more than one-quarter of the standard deviation. Of course we do not as a rule know what the standard deviation is before the table is made up, but it is possible to make a
rough estimate of its value from the range of variation. Tippett (3) has published detailed tables on the relation between the range of variation and the standard deviation, and these have been summarized in a short table prepared by Snedecor (2). The following values are taken from Snedecor's table after rounding off the figures to two significant digits. 2

## TABLE 2

Values of the Ratio, Range Divided by the Standard Deviation (SD), for Sample Sizes from 20 to 1000

| Number in Sample | Range/SD | Number in Sample | Range/SD |
| :---: | :---: | :---: | :---: |
| 20 | 3.7 | 200 | 5.5 |
| 30 | 4.1 | 300 | 5.8 |
| 50 | 4.5 | 400 | 5.9 |
| 75 | 4.8 | 500 | 6.1 |
| 100 | 5.0 | 700 | 6.3 |
| 150 | 5.3 | 1000 | 6.5 |

Now suppose that we have a sample of 500 variates and the range of variation is 0.25 to 2.63 . The difference is 2.38 , and if we were to divide this by the standard deviation our table tells us that we would get a quotient of approximately 6.1. In order to make the standard deviation about one-quarter of the class interval, it is clear that its magnitude will have to be about $2.38 / 6.1 \times 4=0.098$. It is more convenient to have an odd number for a class interval than an even one, since it means that the midpoint of the interval does not require one more decimal place than we have in the values that define the class range. In the end we should probably decide in this case on an interval of 0.11 . In making up the classes it is usual to begin with the lower boundary of the first class slightly below the lowest value, so that our classes and midpoints would finally be set up somewhat as follows:

| Class Range | Class Value, or Midpoint <br> of Class Range |
| :---: | :---: |
| 0.19 to 029 | 0.24 |
| 0.30 to 0.40 | 0.35 |
| 0.41 to 0.51 | 0.46 |
| 0.52 to 0.62 | 0.57 |
| etc. | etc. |

By following the above rules we ensure a sufficient degree of accuracy in any statistics that are calculated from the frequency table; but, if the frequency table is required mainly for the preparation of a graph as
described below, this method may give classes that are too small, in that some of the classes may contain only very small frequencies or perhaps none at all. It is desirable in such cases to make the class interval from one-half to one-third of the standard deviation.

In statistical literature one may come across references to Sheppard's corrections for grouping. These are designed to remove bias from certain statistics that are calculated from grouped data instead of from the individual values. Thus, in calculating $\Sigma(x-\bar{x})^{2} / N-1$, it has been shown that the bias is positive and equal approximately to $1 / 12$ of the class interval. In the tests for abnormality described in Chapter III, and in certain other specific calculations, it is necessary to make the adjustments, but in general practice they are usually ignored and in many tests of significance it is more correct to omit them altogether.

The student should note carefully at this point that Sheppard's corrections are for the purpose of removing a definite bias and in no sense do they make allowance for inaccuracies introduced by using groups that are too large.
6. Sorting out the Variates and Formation of the Frequency Table. Sorting is greatly facilitated by writing the value of each variate on cards of a convenient size for handling. The class ranges are first written out on cards and arranged in order on a table. The sorting can then be done rapidly, and after it is finished it is very easy to run through the piles and obtain a complete check on the work. It is very important to kíave perfect accuracy at this point. In a series of studies a misplaced card may give a great deal of trouble at a later stage in the work. The frequency table is finally made up by entering the frequencies opposite the corresponding class values.

Table 3 is a sample of a frequency table. It represents data on the carotene content of the whole wheat of 139 varieties. The class values are in parts per million of carotene in the whole wheat. In this instance a great deal of accuracy in the calculations was not desired, and it will be noted that the class values are larger than they would be if the rules for the formation of these values as outlined above had been followed. Check this point by reference to Table 2.

## TABLE 3

## Frequency Table for Parts per Million of Carotene in the Whole Wheat of 139 Varieties of Wheat

| Class Values. | $\left(\begin{array}{ll}0 & 85\end{array}\right.$ | 096to1.06 | $\begin{array}{cc} 1 & 07 \\ \text { to } \\ 1 & 17 \end{array}$ | $\begin{gathered} 1.18 \\ \text { to } \\ 1.28 \end{gathered}$ | $\begin{gathered} 1.29 \\ \text { to } \\ 1.39 \end{gathered}$ | $\begin{gathered} 1.40 \\ \text { to } \\ 1.50 \end{gathered}$ | $\begin{gathered} 1.51 \\ \text { to } \\ 1.61 \\ 13 \end{gathered}$ | $\begin{gathered} 1.62 \\ \text { to } \\ 1.72 \\ 10 \end{gathered}$ | $\begin{gathered} 1.73 \\ \text { to } \\ 1.83 \\ 4 \end{gathered}$ | $\begin{gathered} 1.84 \\ \text { to } \\ 1.94 \\ 3 \end{gathered}$ | $\begin{gathered} 1.95 \\ \text { to } \\ 2.05 \\ 2 \end{gathered}$ | $\begin{gathered} 2.06 \\ \text { to } \\ 2.16 \\ 2 \end{gathered}$ | $\begin{gathered} 2.17 \\ \text { to } \\ 2.27 \\ 1 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | to |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 0.95 |  |  |  |  |  |  |  |  |  |  |  |  |
| Frequency... | 2 | 6 | 14 | 21 | 24 | 37 |  |  |  |  |  |  |  |

7. Graphical Representation of a Frequency Table. Graphs of two types are in general use. The best type of graph and the one most commonly used is the histogram. It is a diagrammatic representation of a frequency table in which the class values are represented on the horizontal axis, and the frequencies by vertical columns erected in their appropriate positions on the horizontal axis. The histogram is most useful when a curve for some theoretical distribution is being fitted. The nature of any disagreement between the theoretical distribution and the actual frequencies can be located readily when the theoretical curve is


Fig. 1.-Histogram for the data of Table 3.
superimposed on the histogram. As an example the histogram for the data of Table 3 is shown in Fig. 1.

The other type of graph is usually known as a frequency polygon. A straight line is erected for each frequency at the midpoint of the corresponding class value, and the ends of these connected in sequence by straight lines. It does not give as accurate a picture for the sample as the histogram, but tends in its shape towards the smooth curve of the population from which the sample was drawn.
8. Calculation of the Mean and Standard Deviation from a Frequency Table. After the frequency table has been formed, we add two more columns as indicated in the small example given below:

| Class Value <br> or Midpoint of <br> Class Range <br> $(x)$ | Frequency | Frequency <br> Multiplied by <br> Class Value <br> $f \times(x)$ | Frequency <br> Multiplied by Square <br> of Class Value <br> $f \times\left(x^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 2 | 2 |
| 2 | 4 | 8 | 16 |
| 3 | 7 | 21 | 63 |
| 4 | 6 | 24 | 96 |
| 5 | 1 | 5 | 25 |
| Totals. ......... | $20=N$ | $60=\Sigma(x)$ | $202=\Sigma\left(x^{2}\right)$ |

On summating the last three columns we get $N, \Sigma(x)$, and $\Sigma\left(x^{2}\right)$, which are the values necessary for the calculation of the mean and the standard deviation. The mean is given by:

$$
\bar{x}=\frac{\Sigma(x)}{N}
$$

and the standard deviation by:

$$
\begin{equation*}
s_{m}=\sqrt{\frac{\Sigma\left(x^{2}\right)-[\Sigma(x)]^{2} / N}{N-1}} \tag{6}
\end{equation*}
$$

It will be noted that the numerator of the standard deviation is $\Sigma(x-\bar{x})^{2}$, and that to obtain it we have made use of the identity given in formula (3).

The class values are very frequently numbers containing two to four digits, in which case a great deal of labor can be saved by replacing them by the series of natural numbers $1,2,3,4, \cdots$ etc. By this method we obtain a mean and a standard deviation that we shall designate by $\bar{x}^{\prime}$ and $s^{\prime}$, respectively. These can be converted into the true values by means of the following identities:

$$
\begin{align*}
& \bar{x}=\left(\bar{x}^{\prime}-1\right) i+X_{1}  \tag{7}\\
& s=s^{\prime} i \tag{8}
\end{align*}
$$

where $i$ is the class interval and $X_{1}$ is the first true class value.
9. Coefficient of Variability. This is the term applied to the standard devtation when it is expressed in percentage of the mean of the sample. It is a statistic of very limited usage owing to the difficulty of determining its reliability by statistical methods. The formula is obviously:
$C$ (coefficient of variability) $=s\left(\frac{100}{\bar{x}}\right)$

## 10. Exercises.

1. Substitute the natural numbers $1,2,3, \cdots 13$ for the class values of Table 3, and calculate the mean and the standard deviation. Convert the calculated values to actual values using formulas (7) and (8).

$$
\bar{x}^{\prime}=5.597 \quad \bar{x}=1.406 \quad s^{\prime}=2.196 \quad s=0.2416
$$

2. Table 4 gives the yields in grams of 400 square-yard plots of barley. Make up a frequency table and histogram for these yields, using a class interval of 11, and make the first class 14 to 24.
3. The areas in arbitrary units of 500 bull sperms are given in Table 5. ${ }^{1}$ Prepare the frequency table and histogram, using 16 classes, making the first class 123 to 125.
4. For either one of Exercises 2 and 3 above, calculate the mean and the standard deviation from the frequency table, using actual class values. Then replace the actual class values by $1,2,3,4, \cdots$, and recalculate the mean and the standard deviation.

$$
\begin{array}{lllll}
\text { Ex. } 2 & \bar{x}^{\prime}=13.055 & \bar{x}=151.60 & s^{\prime}=2.880 & s=31.68 \\
\text { Ex. } 3 & \bar{x}^{\prime}=7.852 & \bar{x}=144.56 & s^{\prime}=2.576 & s=7.728
\end{array}
$$

5. For the data in Tables 4 and 5, determine the class values that should be used to give a high degree of accuracy in the calculations.
6. Prove the identity:

$$
\Sigma(x-\bar{x})^{2}=\Sigma\left(x^{2}\right)-[\Sigma(x)]^{2} / N
$$

TABLE 4
Yields in Grams of 400 Square-Yard Plots of Barley

| 185 | 162 | 136 | 157 | 141 | 130 | 129 | 176 | 171 | 190 | 157 | 147 | 176 | 126 | 175 | 134 | 169 | 189 | 180 | 128 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 169 | 205 | 129 | 117 | 144 | 125 | 165 | 170 | 153 | 186 | 164 | 123 | 165 | 203 | 156 | 182 | 164 | 176 | 176 | 150 |
| 216 | 154 | 184 | 203 | 166 | 155 | 215 | 190 | 164 | 204 | 194 | 148 | 162 | 146 | 174 | 185 | 171 | 181 | 178 | 147 |
| 165 | 157 | 180 | 165 | 127 | 186 | 133 | 170 | 134 | 177 | 109 | 169 | 128 | 152 | 165 | 139 | 146 | 144 | 178 | 188 |
| 133 | 128 | 161 | 160 | 167 | 156 | 125 | 162 | 128 | 103 | 116 | 87. | 123 | 143 | 130 | 119 | 141 | 174 | 157 | 168 |
| 195 | 180 | 158 | 139 | 139 | 168 | 145 | 166 | 118 | 171 | 143 | 132 | 126 | 171 | 176 | 115 | 165 | 147 | 186 | 157 |
| 187 | 174 | 172 | 19 r | 155 | 169 | 139 | 144 | 130 | 146 | 159 | 164 | 160 | 122 | 175 | 156 | 119 | 135 | 116 | 134 |
| 157 | 182 | 209 | 136 | 153 | 160 | 142 | 179 | 125 | 149 | 171 | 186 | 196 | 175 | 180 | 214 | 169 | 166 | 164 | 195 |
| 189 | 108 | 118 | 149 | 178 | 171 | 151 | 182 | 127 | 148 | 158 | 174 | 191 | 134 | 188 | 248 | 164 | 206 | 185 | 192 |
| 147 | 178 | 189 | 141 | 173 | 187 | 167. | 128 | 139 | 152 | 167 | 131 | 203 | 231 | 214 | 177 | 161 | 194 | 141 | 161 |
| 124 | 130 | 112 | 122 | 192 | 155 | 196 | 179 | 166 | 156 | 131 | 179 | 201 | 122 | 207 | 189 | 164 | 131 | 211 | 172 |
| 170 | 140 | 15 | 19 | 181 | 181 | 150 | 18 | 154 | 200 | 187 | 16 | 155 | 107 | 143 | 145 | 190 | 176 | 162 | 123 |
| 189 | 194 | 146 | . 22 | 160 | 107 | 70 | 84 | 112 | 162 | 124 | 156 | 138 | 101 | 138 | 141 | 143 | 135 | 163 | 183 |
| 99 | 118 | 150 | 151 | 83 | 136 | 171 | 191 | 155 | 164 | 98 | 136 | 115 | 168 | 130 | 111 | 136 | 129 | 122 | 120 |
| 179 | 172 | 19 | 171 | 151 | 142 | 19 | 17 | 146 | 180 | 140 | 137 | 138 | 194 | 10 | 120 | 124 | 126 | 126 | 147 |
| 115 | 148 | 195 | 154 | 149 | 139 | 163 | 118 | $120^{-}$ | 127 | 139 | 174 | 167. | 175 | 179 | 172 | 174 | 167 | 142 | 169 |
| 122 | 163 | 144 | 147 | 123 | 160 | 137 | 161 | $122{ }^{+}$ | 101 | 158 | 103 | 119 | 164 | 112 | 57 | 94 | 106 | 132 | 122 |
| 164 | 142 | 155 | 147 | 115 | 143 | 68 | 184 | 183 | 167 | 160 | 138 | 191 | 133 | 160 | 156 | 122 | 111 | 153 | 148 |
| 103 | 131 | 180 | 142 | 191 | 175 | 146 | 18 F | 111 | 110 | 154 | 176 | 169 | 175 | 175 | 146 | 148 | 167 | 106 | 123 |
| 121 | 154 | 148 | 91 | 93 | 74 | 113 | 79 | - 131 | 119 | 96 |  | 97 |  | $\xrightarrow{106}$ | 107 | 69 |  | 94 | 129 |

${ }^{1}$ Data by courtesy of A. Savage, Department of Animal Pathology, University of Manitoba.

TABLE 5
Areas in Arbitrary Units of 500 Bull Sperms

| 140 | 138 | 140 | 140 | 140 | 139 | 138 | 138 | 138 | 138 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 133 | 132 | 140 | 140 | 138 | 139 | 139 | 145 | 145 | 145 |
| 147 | 147 | 147 | 149 | 149 | 155 | 160 | 159 | 159 | 160 |
| 139 | 143 | 142 | 142 | 141 | 141 | 145 | 145 | 144 | 146 |
| 140 | 148 | 147 | 147 | 149 | 148 | 148 | 148 | 149 | 149 |
| 153 | 153 | 153 | 153 | 155 | 141 | 149 | 149 | 149 | 149 |
| 149 | 149 | 149 | 148 | 147 | 147 | 148 | 159 | 161 | 161 |
| 158 | 157 | 157 | 141 | 141 | 143 | 143 | 143 | 143 | 142 |
| 141 | 141 | 141 | 139 | 138 | 159 | 161 | 155 | 137 | 136 |
| 144 | 144 | 145 | 144 | 144 | 146 | 145 | 145 | 144 | 146 |
| 138 | 149 | 149 | 148 | 148 | 148 | 162 | 162 | 153 | 153 |
| 144 | 144 | 144 | 146 | 145 | 145 | 145 | 146 | 141 | 143 |
| 134 | 124 | 124 | 134 | 132 | 136 | 137 | 125 | 123 | 134 |
| 146 | 146 | 139 | 138 | 138 | 138 | 140 | 140 | 146 | 139 |
| 139 | 139 | 152 | 150 | 150 | 150 | 152 | 151 | 149 | 149 |
| 149 | 149 | 149 | 154 | 154 | 153 | 155 | 149 | 149 | 149 |
| 161 | 160 | 159 | 135 | 154 | 154 | 154 | 155 | 154 | 154 |
| 142 | 141 | 141 | 141 | 141 | 142 | 142 | 142 | 142 | 141 |
| 136 | 136 | 135 | 137 | 136 | 135 | 135 | 137 | 137 | 137 |
| 146 | 146 | 146 | 145 | 140 | 140 | 140 | 138 | 138 | 140 |
| 155 | 154 | 153 | 153 | 153 | 153 | 153 | 153 | 153 | 155 |
| 143 | 142 | 142 | 142 | 147 | 147 | 150 | 152 | 152 | 150 |
| 134 | 131 | 130 | 129 | 131 | 130 | 129 | 129 | 134 | 134 |
| 140 | 139 | 139 | 139 | 127 | 137 | 134 | 132 | 133 | 133 |
| 148 | 148 | 147 | 147 | 147 | 147 | 147 | 149 | 148 | 147 |
| 149 | 149 | 149 | 149 | 149 | 146 | 146 | 146 | 145 | 146 |
| 137 | 136 | 136 | 137 | 137 | 136 | 134 | 136 | 135 | 129 |
| 139 | 139 | 152 | 152 | 152 | 152 | 151 | 150 | 152 | 152 |
| 136 | 136 | 137 | 145 | 144 | 146 | 146 | 145 | 145 | 145 |
| 153 | 153 | 155 | 135 | 158 | 158 | 157 | 157 | 157 | 158 |
| 150 | 150 | 150 | 150 | 151 | 151 | 150 | 150 | 152 | 151 |
| 133 | 133 | 134 | 129 | 130 | 141 | 143 | 142 | 141 | 141 |
| 134 | 132 | 127 | 137 | 128 | 125 | 136 | 141 | 143 | 143 |
| 147 | 147 | 169 | 165 | 162 | 162 | 149 | 144 | 144 | 144 |
| 146 | 145 | 145 | 144 | 146 | 145 | 144 | 146 | 146 | 146 |
| 135 | 137 | 137 | 127 | 134 | 132 | 135 | 135 | 127 | 126 |
| 151 | 148 | 148 | 147 | 147 | 149 | 149 | 149 | 150 | 151 |
| 145 | 144 | 144 | 146 | 144 | 143 | 143 | 143 | 143 | 142 |
| 157 | 156 | 137 | 137 | 137 | 137 | 136 | 137 | 135 | 133 |
| 150 | 150 | 152 | 152 | 152 | 152 | 152 | 152 | 152 | 151 |
| 141 | 141 | 143 | 142 | 142 | 142 | 138 | 140 | 140 | 140 |
| 143 | 143 | 144 | 144 | 144 | 144 | 146 | 146 | 140 | 139 |
| 144 | 146 | 145 | 145 | 145 | 138 | 140 | 139 | 138 | 153 |
| 146 | 146 | 146 | 146 | 146 | 145 | 145 | 145 | 146 | 145 |
| 134 | 135 | 157 | 156 | 156 | 157 | 157 | 157 | 157 | 156 |
| 151 | 151 | 151 | 150 | 150 | 150 | 150 | 150 | 150 | 152 |
| 142 | 141 | 142 | 141 | 141 | 142 | 142 | 142 | 141 | 143 |
| 135 | 133 | 133 | 150 | 151 | 149 | 139 | 139 | 139 | 138 |
| 138 | 140 | 140 | 153 | 153 | 148 | 147 | 147 | 156 | 158 |
| 158 | 152 | 141 | 141 | 142 | 141 | 143 | 139 | 139 | 139 |
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## CHAPTER III

## THEORETICAL FREQUENCY DISTRIBUTIONS

1. Characteristics of Frequency Distributions of Biological Variates. A frequency table may be used to furnish an estimate of the frequency distribution of the population from which the sample has been taken. For example, we could take any one of the frequency tables of Chapter II and draw a smooth curve through the upper ends of the columns of the histogram. We would draw a smooth curve because the parent population is assumed to be infinite and each point on the base line could be represented by a frequency, or, to be more specific, the height of the perpendicular line from any point on the base line to the curve would represent the proportion of the total frequency of the population having the value represented by the point. This method, however, would not be very satisfactory, as the position of the curve would be, to a considerable extent, a matter of individual judgment. Also, the sample studied might indicate, owing to errors of sampling, certain irregularities and lack of symmetry which might be entirely absent in the population. Furthermore, to be consistent in our logic, it follows that we are not so much interested in drawing a curve that fits the sample as we are in setting up a theoretical curve as a hypothesis and then determining whether or not the data of the sample agree with the theoretical frequencies. In setting up our theoretical curve, it is of course natural that we set up one that is likely to agree fairly well with the data of the sample, and this is only saying in other words that we should set up a reasonable hypothesis. We could set up a whole series of theoretical curves, the majority of which would have no resemblance whatever to the histogram of the sample; but obviously this would be a mere waste of time. To deduce a theoretical distribution into which our sample is likely to fit, it is necessary to study the characteristics of the frequency tables for biological variates as a whole and work out a logical theory for setting up the theoretical values. If we examine the histograms of Chapter II for three different kinds of biological variates, we find that they have certain characteristics in common. Close to the mean, the variates occur with much greater frequency than they do at some distance from the mean; but the reduction in the frequencies from the mean to the extreme tails of the distribution is not uniform, with the result that
if a smooth curve is drawn through the tops of the columns of the histograms it is seen to resemble an isosceles triangle but with a rounded top and very much flattened base. A curve of this type is found to resemble very closely a definite type of mathematical curve; but to understand more easily the reasoning behind the derivation of this curve it is necessary for us to look into the characteristics of another theoretical distribution that is appropriate for discontinuous variables.
2. The Binomial Distribution. In Chapter I we derived a theoretical distribution for the experiment on identifying varieties of wheat. This will be found in Table 1. Each theoretical frequency was derived by the direct application of elementary theorems of probability, and if, instead of dealing with specific numbers of pairs of samples, we had dealt with the problem as a general one for any number of pairs of samples we would have derived the binomial distribution. Thus the theoretical frequencies of Table 1 can be written out at once from the terms of the expansion of the expression $\left(\frac{1}{2}+\frac{1}{2}\right)^{6}$. These are:

| $\frac{1}{64}$ | $\frac{6}{64}$ | $\frac{15}{64}$ | $\frac{20}{64}$ | $\frac{15}{64}$ | $\frac{6}{64}$ | $\frac{1}{64}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

wherein we note that the theoretical frequencies are stated as proportions of the total number and express directly the probabilities of particular combinations. In general for similar problems where there are alternative possibilities such as right or wrong placings of pairs of samples, heads or tails in the tossing of a coin, an ace or any other number in the throwing of a die, etc., the theoretical distribution can be written down directly by expanding the binomial $(p+q)^{n}$, where $n$ is the number of events in any 1 trial, $p$ is the probability of the occurrence of the event in 1 way, $q$ is the probability of the occurrence of the event in the alternative way, and $p+q=1$. If $p=q$ we obtain a symmetrical distribution, but if $p$ is not equal to $q$ the distribution is asymmetrical or skewed.

There are many applications of the binomial distribution in statistical analysis, and one application of particular interest will be dealt with in Chapter X. For the present it is sufficient to note that the form of the distribution is somewhat similar to the actual distributions of Chapter II, which we have concluded are fairly typical for biological variables in general. However, the binomial distribution is not suitable as a theoretical distribution for continuous variables, as in itself it is essentially discontinuous; so that if we make any use of it for continuous variables it must be as a stepping stone to some more general type of distribution. The biological variables we have studied indicated from the samples for which histograms were made that the parent populations were essen-
tially symmetrical. The comparable situation for the binomial distribution would occur when $p=q$. Starting from this point, therefore, let us suppose that $n$ is infinitely large; and, in graphing the histogram for the theoretical distribution, the columns which will also be infinite in number are represented by vertical lines only. The result will be a smooth curve, and by carrying through this procedure algebraically and making certain approximations we can arrive at an equation for a smooth curve. This is the expression for what is commonly known as the normal frequency distribution.
3. The Normal Distribution. Most variables dealt with in biological statistics show in their actual distributions only minor deviations from the theoretical normal distribution defined by:

$$
\begin{equation*}
y=\left(\frac{N}{\sigma \sqrt{2 \pi}}\right) e^{-\frac{1}{2}\left(\frac{x}{\sigma}\right)^{2}} \tag{1}
\end{equation*}
$$

where $\sigma$ is the standard deviation of the population, $N$ is the total number of variates, $e$ is the base of the Napierian system of logarithms, and $y$ is the frequency at any given point $x$, where $x$ is measured from the


Fig. 2.-Sketch of a normal curve, the base line measured in units equal to the standard deviation ( $\sigma$ ).
mean of the population. The curve expresses, therefore, the relation between $y$ and $x$, with $y$ as the dependent variable. Figure 2 is a sketch of a normal curve. It illustrates the measurement of $x$ from the mean of the population which is located at the point where the dotted line has
been erected. For the value of $x$ taken, $y$ is the perpendicular distance from that point to the curve.
Equation (1) may be written:

$$
y\left(\frac{\sigma}{N}\right)=\frac{e^{-\frac{1}{2}\left(\frac{\pi}{\sigma}\right)^{2}}}{\sqrt{2 \pi}}
$$

and putting $z$ for $y(\sigma / N)$ we have:

$$
\begin{equation*}
z=\frac{e^{-\frac{1}{2}\left(\frac{x}{\sigma}\right)^{2}}}{\sqrt{2 \pi}} \tag{3}
\end{equation*}
$$

and since $x / \sigma$ varies in actual practice only from 0 to 6 , the values of $z$ have been tabulated for all the values of $x / \sigma$ from 0 to 6 proceeding by intervals of 0.01 . Any given value of $z$ can then be transformed to $y$ by multiplying by $N / \sigma$ for the particular population with which we are dealing. In other words, for a given population for which $N$ and $\sigma$ are known, we can proceed with a set of tables to plot the theoretical smooth carve.

A smooth curve plotted by the above method is an estimate of the form of the infinite population from which the sample has been drawn; but what we often require is the theoretical frequency distribution corresponding to the actual frequency distribution of the sample. That is, we require the theoretical normal frequencies for the arbitrarily chosen class values of the actual distribution. For this purpose, if $N$ is taken as 1 , equation (1) becomes:

$$
y=\frac{e^{-\frac{1}{2}\left(\frac{\pi}{\sigma}\right)^{2}}}{\sigma \sqrt{2 \pi}}
$$

which can be integrated from $x=$ minus infinity to $x=$ any assigned value. This gives the area under that portion of the curve, and we will represent it as $\frac{1}{2}(1+\alpha)$. The integration is started at $x=$ minus infinity, because the normal curve never actually touches the base line although, at $x=-6, y$ is an exceedingly small value. The reason for expressing the area as $\frac{1}{2}(1+\alpha)$ or $\frac{1}{2}+\frac{1}{2} \alpha$ will be seen from an examination of Fig. 3. For any assigned value of $x$ the area within the limits of $\pm x$ is represented by $\alpha$. Therefore, from $x=$ minus infinity to $x=$ any assigned value, if the total area of the curve is 1 , the area is $\frac{1}{2}+\frac{1}{2} \alpha$.

The tabulated values of $z$ and $\frac{1}{2}(1+\alpha)$ for values of $x / \sigma$ from 0 to 6 are given in Sheppard's "Tables of Area and Ordinate in terms of Abscissa." These are commonly referred to as Sheppard's tables of the
probability integral. The detailed application of these tables to a practical example is described below under Section 4.
4. Methods of Calculation.


Fig. 3.-Sketch of a normal curve showing ordinates erected at $x / \sigma=+1$, and $x / \sigma=-1$. The unshaded area $=\alpha$, and the shaded area $=(1-\alpha)$.

Example 1. The calculations necessary to fit a normal curve to an actual frequency distribution and to determine the normal frequencies corresponding to the actual frequencies are given in Table 6. The data are for the transparencies of 400 red blood cells taken from a patient suffering from primary anemia (4). The transparency is taken as the ratio of the total light passing through the cell to the area of the cell. For this distribution $\bar{x}^{\prime}=7.06$ and $\sigma=2.45$.

The calculations can best be described by considering each column of the table. The columns have been numbered at the head of the table for convenient reference.

Column (1): The class ranges are as described in Chapter II. Note that unit class intervals have been used. This is necessary in obtaining $y$, but makes no difference to the remainder of the calculations. After setting up the class ranges, the actual frequencies may be entered as in column (10), but it is of no consequence when these are entered as they are not used in the calculations.

Column (2): In order to understand clearly the meaning of the class limits, refer to any histogram as in Chapter II, Fig. 1, or Exercises 2 and 3. The limits correspond with the lines bordering the columns of the histogram. The mean of the sample is placed according to the class range in which it falls. In this case the mean is 7.06 and must be placed opposite the class range 6.6-7.5. The limits are then entered by passing in both directions from the mean. The class in which the mean falls will have two limits, but for each of the others we take only the one farthest from the mean.

## TABLE 6

## Calculation of Ordinates for Fitting a Normal Curve, and Theoretical Normal Frequencies

| (1) <br> Clasa <br> Range | (2) <br> Class <br> Limite | (3) d | (4) <br> $d / \sigma$ | (5) | $(6)$ $y=$ $2\left(\frac{N}{0}\right)$ | (7) $\frac{1}{2}(1+a)$ | (8) $\frac{N}{2}(1+a)$ | (9) <br> Theoretical <br> Normal <br> Frequencies | (10) <br> Actual <br> Frequencies |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 9.56 | 3.90 | 0.0002 | 0.03 | 1.0000 | 400.00 |  |  |
|  |  | 8.56 | 3.49 | 0.0009 | 0.15 | 09998 | 399.92 | 0.08 |  |
|  |  | 7.56 | 3.08 | 0.0035 | 0.57 | 0.9990 | 399.60 | 0.32 |  |
|  |  | 6.56 | 2.68 | 0.0110 | 1.80 | 0.9963 | 398.52 | 1.08 |  |
| 06-1.5 | 1.5 | 5.56 | 2.27 | 0.0303 | 4.95 | 0.9884 | 395.36 | 3.16 | 4 |
| 1.6-2.5 | 2.5 | 4.56 | 1.86 | 0.0707 | 11.54 | 09686 | 387.44 | 7.92 | 11 |
| 26-35 | 3.5 | 3.56 | 145 | 0.1394 | 22.76 | 0.9265 | 37060 | 16.84 | 17 |
| 3 6-4.5 | 45 | 256 | 1.04 | 02323 | 37.92 | 08508 | 34032 | 30.28 | 29 |
| 4.6-5.5 | 5.5 | 156 | 0.64 | 0.3251 | 53.08 | 0.7389 | 295.56 | 44.76 | 43 |
| 5.6-6.5 | 6.5 | 0.56 | 0.23 | 0.3885 | 63.43 | 0.5910 | 236.40 | 59.16 | 56 |
| 6 6-7.5 | 7.06 | 0.00 | 0.00 | 0.3989 | 65.12 | 0.5000 | 200.00 | 64.96 | 58 |
| 7.6-8.5 | 7.5 | 0.44 | 0.18 | 03925 | 64.08 | 0.5714 | 228.56 | 60.40 | 63 |
| 8.6-9.5 | 8.5 | 1.44 | 0.59 | 03352 | 54.72 | 0.7224 | 288.96 | 47.56 | 61 |
| 9.6-10.5 | 9.5 | 2.44 | 100 | 0.2420 | 39.51 | 08413 | 336.52 | 31.16 | 25 |
| 106-11.5 | 10.5 | 3.44 | 1.40 | 0.1497 | 24.44 | 09192 | 36768 | 18.24 | 20 |
| 11.6-12.5 | 11.5 | 4.44 | 1.81 | 0.0775 | 12.65 | 09648 | 385.92 | 8.80 | 9 |
| 12.6-13.5 | 125 | 544 | 222 | 00339 | 5.53 | 0.9868 | 39472 | 3.56 | 4 |
| 13 6-14.5 | 135 | 6.44 | 2.63 | 00126 | 206 | 09957 | 398.28 | 1.24 |  |
|  |  | 7.44 | 3.04 | 00039 | 0.64 | 09988 | 299.52 | 0.36 |  |
|  |  | 8.44 | 3.44 | 00011 | 018 | 0.9997 | 399.88 | 008 |  |
|  |  | 944 | 3.85 | 0.0002 | 0.03 | 0.9999 | 399.96 | 0.04 |  |
|  |  | 10.44 | 4.26 | 00000 | 000 | 1.0000 | 400.00 |  |  |
|  |  |  |  |  |  |  | Total | 400 | 400 |

Column (3): The deviation of the class limit from the mean. Note that this corresponds to $x$ in the discussion above.

Column (4): Figures in previous column divided by the standard deviation. The latter is calculated using unit class intervals, and from the formula

$$
\sigma=\sqrt{\frac{\sum(x-\bar{x})^{2}}{N}}
$$

Column (5): Values of $z$ from Sheppard's "Tables."
Column (6): Corresponding $z$ values multiplied by $N / \sigma$.
Column (7): Values of $\frac{1}{2}(1+\alpha)$ from Sheppard's "Tables."
Column (8): Corresponding $\frac{1}{2}(1+\alpha)$ values multiplied by $N$.
Column (9): Differences between consecutive values in column (8). Begin at 400 at each end and go towards the center. At the center the two differences are added. Note that the theoretical frequencies are not kept in line with the values in column (8), but are lined up with the corresponding actual frequencies in column (10).

Column (10): The actual frequencies.
6. Probability Calculations from the Normal Curve. We have observed from the previous exercises and examples that most biological variables tend to follow the normal distribution and that methods are available for making, for any particular sample, an estimate of the form of the normal distribution from which the sample was drawn. Since the normal distribution can be expressed by a mathematical equation, the area of any section of the curve cut off by an ordinate can be determined readily by integration of the equation, and for all practical problems this work has been performed and tabulated in Sheppard's


Fig. 4.-Sketch of a normal curve showing the proportions of the total area below and above the ordinate erected at $d / \sigma=+2$.
"Tables." It remains to show how these facts form the basis for tests of significance in statistical problems.

If a variable is normally distributed and the mean and standard deviation of the population are known, we can draw the curve and erect an ordinate at any point. Suppose that such an ordinate is erected at a point which is at a distance, on the positive side of the mean, exactly equal to twice the standard deviation. Thus $d / \sigma=2$, and from Sheppard's "Tables" we find that $\frac{1}{2}(1+\alpha)=0.9772$. Taking the total area of the curve as 1 , the area to the left of the ordinate is 0.9772 , and that to the right of the ordinate is $(1-0.9772)=0.0228$. Assuming a population of 1000 variates, it is obvious that 22.8 of these variates would be greater than the mean by an amount equal to 2 or more times the standard deviation. Hence if one variate is selected at random from
the 1000 , it is obvious that the probability that this variate will exceed the mean to the extent of 2 or more times the standard deviation is 22.8/1000. Reference to Fig. 4 will make this point clear.

Looking at the same problem from another angle, we inquire as to the probability, in selecting a variate at random, that this variate shall fall outside the limits of plus or minus twice the standard deviation. We erect two ordinates, one at $d / \sigma=-2$, and one at $d / \sigma=+2$; and our problem is to find the area in both tails of the curve. Obviously this will be $\left[1-\frac{1}{2}(1+\alpha)\right] \times 2=(1-0.9772) \times 2=0.0456$. The probability that a single varinte selected at random will deviate by an amount equal to or greater than $\pm 2$ is $45.6 / 1000$, or approximately 1/22.

Probability results are sometimes expressed in terms of odds. If the probability is $1 / 22$, the odds are 1 out of 22 , or, as usually stated, 1 to 21 .

For the case above, where the deviations in both directions are considered, note that the probability is given directly by $\left[1-\frac{1}{2}(1+\alpha)\right] \times$ $2=1-\alpha$. The odds are given by $\alpha /(1-\alpha): 1$.

Some examples follow that should make the whole procedure perfectly clear.

Example 2. The mean ( $m$ ) of a population is 26.4 , and the standard deviation ( $\sigma$ ) is 2.0. Find the probability that a single variate selected at random will be 29.4 or greater.

The deviation $(d)=29.4-26.4=+3.0$. Hence $d / \sigma=\frac{3}{2}=1.5$. For $d / \sigma=1.5$, $\frac{1}{2}(1+a)=0.9332$. The probability $(P)=(1-0.9332)=0.0668$.

Example 3. For the above population, find the probability that a single variate selected at random will deviate from the mean to the extent of 3.5 or more.

$$
d= \pm 3.5 \quad \frac{d}{\sigma}=\frac{3.5}{2}=1.75
$$

For $d / \sigma=1.75, \frac{1}{2}(1+\alpha)=0.9599 . \alpha=(0.4599 \times 2)=.0 .9198$
Hence $P=(1-\alpha)=(1-0.9198)=0.0802$.
Example 4. Determine the value of $d / \sigma$ corresponding to $P=0.05$.

$$
\begin{aligned}
P & =(1-\alpha)=0.05 \\
\alpha & =(1-0.05)=0.95 \\
\frac{1}{2}(1+\alpha) & =(0.5+0.4750)=0.9750
\end{aligned}
$$

From Sheppard's "Tables," $d / \sigma$ ' $=1.96$.
6. Tests of Departure from Normality.* The $\chi^{2}$ test of Chapter IX, Example 19, on the goodness of fit of actual to theoretical normal

[^0]frequencies is a general test of the normality of a distribution, and, by noting those classes that make the greatest contribution to $\chi^{2}$, we can come to some decision as to the type of departure from normality. The test described here is one that involves the calculation of two statistics that are direct measures of the type and degree of abnormality, Fisher (1).

Types of Abnormality. Frequency distributions that depart significantly from the normal may be divided roughly into three classes:
(a) Skew Distributions. The degree of skewness of a given distribution is indicated approximately by the measure

$$
\text { Skewness }=\frac{\text { Mean }- \text { Mode }}{\sigma}
$$

where the mode is the position on the base line, or $x$ ordinate, of a perpendicular line drawn to the maximum point of the curve. This measure is obviously zero for the normal distribution, as the curve is symmetrical and the mean and the mode coincide. When the mode is greater than the mean we have negative skewness, and when less than the mean, positive skewness.
(b) Platykurtic, or flat topped. The shoulders of the curve are filled out and the tails depleted.
(c) Leptokurtic, or peaked. At the center the curve is higher and more pointed than the normal, and the tails are extended.

In certain distributions we may have skewness as well as kurtosis as indicated by (b) and (c).

Test for Abnormality. The type of abnormality of a distribution can be determined directly by calculating two statistics known as $g_{1}$ and $g_{2}$. These are calculated from the $k$ statistics $k_{1}, k_{2}, k_{3}$, and $k_{4}$, that are in turn derived from the sums of the powers up to 4 of the deviations from the mean.

One of the most convenient methods for the calculation of the $k$ statistics is to obtain first a series of values $a_{1} \cdots a_{4}$, defined as follows:

$$
\begin{array}{ll}
a_{1}=\frac{\Sigma(x)}{N} & a_{3}=\frac{\Sigma\left(x^{3}\right)}{N} \\
a_{2}=\frac{\Sigma\left(x^{2}\right)}{N} & a_{4}=\frac{\Sigma\left(x^{4}\right)}{N}
\end{array}
$$

From $a_{1} \cdots a_{4}$, we calculate a series of statistics known as the moments ( $v_{1} \cdots v_{4}$ ), which in this form are uncorrected for grouping in the frequency table.

$$
\begin{aligned}
& v_{1}=a_{1} \\
& v_{2}=a_{2}-a_{1}^{2} \\
& v_{3}=a_{3}-3 a_{1} a_{2}+2 a_{1}^{3} \\
& v_{4}=a_{4}-4 a_{1} a_{3}+6 a_{1}^{2} a_{2}-3 a_{1}^{4}
\end{aligned}
$$

The $k$ statistics are then given by:

$$
\begin{aligned}
& k_{1}=v_{1} \\
& k_{2}=\left(\frac{N}{N-1}\right) v_{2} \\
& k_{3}=\left(\frac{N^{2}}{(N-1)(N-2)}\right) v_{3} \\
& k_{4}=\frac{N^{2}}{(N-1)(N-2)}\left[\frac{(N+1) v_{4}-3(N-1) v_{2}^{2}}{N-3}\right]
\end{aligned}
$$

Two of the $k$ statistics $k_{2}$ and $k_{4}$ require correction for the interval of grouping of the frequency distribution. For a unit interval the corrected values are given by :

$$
k_{2}^{\prime}=k_{2}-\frac{1}{12}, \quad \text { and } \quad k_{4}^{\prime}=k_{4}+\frac{1}{120}
$$

Corrections for other intervals will, of course, not be necessary; as it is always possible to use a unit interval for the purpose of calculating the $k$ statistics.

The measures of curve type $g_{1}$ and $g_{2}$ are given as follows, with their standard errors:

$$
\begin{array}{ll}
g_{1}=\frac{k_{3}^{\prime}}{\left(k_{2}^{\prime}\right)^{3 / 2}} & S E g_{1}=\sqrt{\frac{6 N(N-1)}{(N-2)(N+1)(N+3)}} \\
g_{2}=\frac{k_{4}^{\prime}}{k_{2}^{\prime 2}} & S E g_{2}=\sqrt{\frac{24 N(N-1)^{2}}{(N-3)(N-2)(N+3)(N+5)}}
\end{array}
$$

For normal distributions both $g_{1}$ and $g_{2}$ are zero. The former is a measure of symmetry and has the same sign as (mean - mode). Figure 5 illustrates positive and negative skewness as indicated by positive and negative values of $g_{1}$. A positive value of $g_{2}$ indicates a peaked curve, and a negative value a flat-topped curve. These two types are also illustrated in Fig. 5 (see page 31).

Example 5. We shall take as an example to which to apply the test for normality the frequency distribution given in Table 7, which also contains the necessary calculations. We get:

$$
\begin{array}{ll}
g_{1}=+0.184 & S E g_{1}=0.227 \\
g_{2}=+0.0188 & S E g_{2}=0.451
\end{array}
$$

The signs of $g_{1}$ and $g_{2}$ indicate that the curve departs slightly from normality in having a slight positive skewness and in being slightly peaked, but the values of $g_{1}$ and $g_{2}$ are very much less than twice their standard errors so we conclude that there is no evidence of a significant departure from normality.

When the number of classes is fairly large it is desirable to calculate the $k$ statistics using an assumed mean. We measure $x$ in terms of the deviations from the assumed mean and proceed exactly as in Table 7. Table 8 is an example of the calculation of the $k$ statistics by this method, using the same data as in Table 7.

## TABLE 7

## Calculation of the $k$ Statistics

| $x$ | Frequency | $f x$ | $f x^{2}$ | $f x^{8}$ | $f x^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 6 | 12 | 24 | 48 | 96 |
| 3 | 13 | 39 | 117 | 351 | 1,053 |
| 4 | 25 | 100 | 400 | 1,600 | 6,400 |
| 5 | 30 | 150 | 750 | 3,750 | 18,750 |
| 6 | 22 | 132 | 792 | 4,752 | 28,512 |
| 7 | 9 | 63 | 441 | 3,087 | 21,609 |
| 8 | 5 | 40 | 320 | 2,560 | 20,480 |
| 9 | 2 | 18 | 162 | 1,458 | 13,122 |
| $\Sigma(x) \ldots \Sigma\left(x^{4}\right)$ | $(N=113)$ | 555 | 3007 | 17,607 | 110,023 |
| $a_{1} \ldots a_{4}$ |  | 4.911,504 | 26.6106 | 155.814 | 973.655 |
|  |  |  | -24.1229 | -392.094 | -3061.124 |
|  |  |  |  | 236.959 | 3851.545 |
|  |  |  |  |  | -1745.739 |
| $v_{1} \ldots v_{4}$ |  | 4.9115 | 2.4877 | 0.679 | 18.337 |
| $k_{1} \ldots k_{4}$ |  | 4.9115 | 2.5098 | 0.697 | 0.103 |
| Corrections |  |  | -0.0833 |  | 0.008 |
| $k_{1}{ }^{\prime} \ldots k_{4}{ }^{\prime}$ |  | 4.9115 | 2.4265 | 0.697 | 0.111 |
| $g_{1}=\frac{0.697}{(2.4265)^{3 / 2}}=+0.184$ |  |  | $S E g_{1}=0.227$ |  |  |
| $g_{2}=\frac{0.111}{1010 c m a}$ |  | $=+0.0188$ | $S E g_{2}=0.451$ |  |  |
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Fig. 5.-Illustrating types of abnormality in frequency distributions. MO $=$ mode, and $M E=$ mean.

TABLE 8
Calculation of $k$ Statistics Using an Assumed Mean

| Deviations (d) from Assumed |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{x}$ | $f$ | Mean | fd | $f d^{2}$ | $f d^{3}$ | $f d^{4}$ |
| 1 | 1 | -4 | - 4 | 16 | - 64 | 256 |
| 2 | 6 | -3 | -18 | 54 | -162 | 486 |
| 3 | 13 | -2 | -26 | 52 | -104 | 208 |
| 4 | 25 | -1 | -25 | 25 | - 25 | 25 |
| 5 | 30 |  |  |  |  |  |
| 6 | 22 | 1 | 22 | 22 | 22 | 22 |
| 7 | 9 | 2 | 18 | 36 | 72 | 144 |
| 8 | 5 | 3 | 15 | 45 | 135 | 405 |
| 9 | 2 | 4 | 8 | 32 | 128 | 512 |
| $\Sigma(d) \ldots \Sigma\left(d^{4}\right)$ |  |  | -10 | 282 | 2 | 2,058 |
| $a_{1} \ldots a_{4}$ |  |  | -0.088,496 | $\begin{array}{r} 2.4956 \\ -0.0078 \end{array}$ | 0.017,699 | 18.212 |
|  |  |  |  |  | 0.662,552 | 0.006 |
|  |  |  |  |  | -0.001,386 | 0.117 |
|  |  |  |  |  |  | -0.000 |
| $v_{2} \ldots v_{4}$ |  |  |  | 2.4878 | 0.679 | 18.335 |
| $k_{2} \ldots k_{4}$ |  | etc. |  | 2.5098 | 0.697 | 0.103 |

## 7. Exercises.

1. Calculate the ordinates ( $y$ ) and the theoretical normal frequencies for the frequency distribution of either Chapter II, Exercise 2, or Chapter II, Exercise 3. Totalling the theoretical frequencies will provide a check on the calculations.
2. Make two graphs for Exercise 1.
(a) Histogram of actual frequencies and smooth normal curve.
(b) Histogram of theoretical frequencies and smooth normal curve.
3. Examine equation (1) in Section 3 above, and show how the value of $\sigma$ affects the shape of the curve.
4. If the mean of a population is 21.65 and $\sigma$ is 3.21 , determine the probability that a variate taken at random will be greater than 28.55 or less than 14.75 .

$$
P=0.03
$$

5. If, for the population described in Exercise 4, the standard deviation of the mean of a sample of 400 variates is $\sigma / \sqrt{400}$, find the probability that the mean of any one sample of 400 taken at random will fall outside the limits 21.33 to 21.97 .

$$
P=0.045
$$

6. Determine $d / \sigma$ values corresponding to the $P$ values of $0.001,0.01,0.02,0.10$, 0.20 , and 0.50 .
7. Test the following distributions for departure from normality.

| (a) | $x \ldots$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $f \ldots$ | 1 | 57 | 185 | 217 | 177 | 126 | 87 | 54 | 30 | 20 | 14 | 11 | 13 | 5 | 1 | 2 |
| (b) | $x \ldots$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
|  | $f \ldots$ | 2 | 3 | 4 | 5 | 7 | 11 | 17 | 30 | 50 | 34 | 21 | 10 | 7 | 5 | 2 | 2 |
| (c) | $x \ldots$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
|  | $f \ldots$ | 1 | 7 | 13 | 19 | 23 | 26 | 27 | 28 | 26 | 24 | 22 | 17 | 14 | 9 | 4 | 1 |

(a) $g_{1}=1.360, g_{2}=2.143$. (b) $g_{1}=-0.327, g_{2}=0.939$. (c) $g_{1}=0.107, g_{2}=-0.766$.
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## CHAPTER IV

## TESTS OF SIGNIFICANCE WITH SMALL SAMPLES

1. The Estimation of the Standard Deviation. In Chapter II, Section 2, it was pointed out that the best estimate of the standard deviation of a population from which a sample has been drawn is $\sqrt{\Sigma(x-m)^{2} / N}$, where $m$ is the mean of the population and $N$ is the number in the sample. Since we never know the value of $m$, we use $\bar{x}$ instead; but the substitution of $\bar{x}$ in the above formula will not give us the best possible estimate of $\sigma$; actually it will give us an estimate that is too small. In other words, if we take a large number of samples and calculate a standard deviation for each one, the average value of our standard deviations will be low, and this will be true regardless of how many samples we take. As a matter of fact, if we take a large enough number of samples, we can predict with accuracy the extent of the negative bias in the average of the standard deviations. To the beginner these facts often appear somewht mysterious, particularly the fact that the bias, in our estimate, can be removed, as pointed out in Chapter II, by using the formula $\sqrt{\Sigma(x-\bar{x})^{2} / N-1}$. It may seem peculiar that the bias can be removed in so simple a manner. Now, it is easy enough to work out this proposition algebraically, but this does not settle the question necessarily for the beginner, as it is quite possible to work through a derivation and follow all the steps without really understanding the situation. Consequently, we shall not use the algebraic method here, but will try instead to point out why a bias should exist and why it is reasonable that it should be removed by dividing the sum of squares of the deviations from the sample mean by 1 less than the number in the sample.

In the first place, we have noted already that the sum of the deviations from the mean of a sample or of a population is zero (Chapter II, Section 1). We shall now note that the sum of the squares of the deviations from the mean is a minimum. If the mean of the population is $m$ and we take a large number of samples of size $N$ and in each case we determine $\Sigma(x-m)^{2}$, it follows that the sum of all these will be the same as if we had merely gone through the whole population without considering any portion of the variates as a sample. Then, on dividing this total sum of squares by the total number and extracting the square
root, we would have the value of $\sigma$ for the whole population. It obviously does not matter whether we divide the population into samples and determine $\sigma$ for each one and then average, or merely take the whole population as one sample. However, this procedure is possible only in theory, as $m$ is actually unknown. For each sample, therefore, suppose that we calculate $\sqrt{\bar{\Sigma}(x-\bar{x})^{2} / N}$ and then average. Now, since the sum of the squares of the deviations from the mean is a minimum, the use of $\bar{x}$ will give a minimum value for the sample; but, since the values of $\bar{x}$ vary from sample to sample, it is perfectly clear that $\Sigma(x-\bar{x})^{2}$ for any one sample will be as large as $\Sigma(x-m)^{2}$ for the same sample only if $\bar{x}$ happens to be equal to $m$. No matter how slightly $\bar{x}$ varies from $m$, the sum of the squares of the deviations from the mean of the sample will be smaller than the sum of the squares of the deviations from the population mean, and hence the value of the standard deviation is underestimated by the formula which has $N$ as a divisor. Now let us consider the extent of the bias and how it may be removed. There are $N$ values in a sample, and in theory each of the $N$ variates contributes equally to the estimate of the standard deviation; but in calculating $\Sigma(x-\bar{x})^{2}$ we use one value, $\bar{x}$, which is determined by the sample, and hence the effective weight of the sample is equal to $N-1$ instead of $N$. All the values of one sample may be large, and if we could calculate $\Sigma(x-m)^{2}$ these values would contribute more to the total sum of squares than a set of values in another sample which are closer to $m$. Actually, since we take the deviations from the mean of the sample, the first sample would not necessarily contribute any more than the second sample. This brings out the idea that the mean used is fixed by the sample and to the extent of reducing the effective weight of the sample by 1 . Thus we have the term introduced by R. A. Fisher, "degrees of freedom." When a sample of $N$ variates are used for purposes of estimation, its weight is only that of the number of degrees of freedom. For every statistic calculated from the sample and utilized in forming the estimate, there is a loss of one degree of freedom. Thus, in the present example of estimating the standard deviation, the statistic calculated from the sample is $\bar{x}$, and there is a corresponding loss of one degree of freedom. This principle will be found to hold throughout all statistical procedure.
3. Terminology and Symbols for Populations and SamplesIntroducing the Term Variance. As pointed out above, we speak of population parameters which are true and undeviating values, and statistics which are estimates, from the samples, of the population parameters. The statistics we have discussed so far are the mean $\bar{x}$ and the standard deviation $s$; and the corresponding parameters are $m$ and $\sigma$.

Very frequently in statistical procedure the square of the standard deviation, usually referred to as the variance, is the more convenient of the two statistics. Most tests of significance can be made by means of the variance, in which case the extraction of the square root in order to obtain the standard deviation is an unnecessary operation. In general, all discussions of methods of estimation refer equally to the standard deviation and the variance, and consequently in Example 6 below we confine our attention to the variance.

Before proceeding with Example 6 it may be of assistance to summarize the symbols and terms that have been used up to this point, and any others that have not been used but are relative to those already discussed. This summary is as follows:

| Parameters | Statistics |
| :---: | :---: |
| Mean................ . . $m$ | Mean..... .............. . $\bar{x}$ |
| Standard deviation.... .. $\sigma$ | Standard deviation. |
| Standard deviation of a mean. $\sigma_{m}$ | Standard deviation or stand- |
| Variance. . . . . . . . . . . . $\sigma^{2}$ or $V$ | ard error of a mean. . . . . . $s_{\bar{x}}$ |
| Variance of a mean. $\ldots \ldots \sigma_{m}^{2}$ or $V_{m}$ | Variance or mean square . . . s $s^{2}$ or $v$ |
|  | Variance of a mean......... $s_{\bar{x}}^{2}$ or $v_{\bar{x}}$ |
|  | Degrees of freedom.... .... $n$ |

Special notice should be taken of the term standard error, which is coming into general use in place of the standard deviation of a sample mean.

## Example 6. The Use of Degrees of Freedom in Estimating the Variance.

 In Table 9 we have a set of random numbers taken from Tippett's tables (6), arranged in 10 groups of 20 numbers each. The variation in these numbers may be assumed to be made up of two portions: (1) within the groups, and (2) between the groups. But if the numbers have been selected at random these two sources of variation will be equally balanced. They would be unbalanced if, for example, some groups had all small numbers and the other groups all large numbers. The random selection of the numbers ensures that this shall not be the case. In terms of variance, the above statement with respect to variation is simply that the variances for within groups, between groups, and the total variance will all be equal within the limits of random sampling. Now, if for a particular set of numbers, as in this set, the variance for between groups is adjusted until it is almost exactly equal to the total variance, it follows that the variance within groups must also be almost exactly equal to the total. We can determine, therefore, the variance within each group, and if our method is correct these should give an average value very close to that for the whole sample.The calculation of the variances within groups has been performed in Table 10 by two methods. There are 20 numbers in each group, so that in each group we have 19 degrees of freedom for the estimation of the variance. In column (7) of Table 10 the sums of squares are divided by the degrees of freedom, but in column (8) they are divided by 20 , the number in the sample. At the foot of the table the total variance is again calculated by two methods. In the first case we divide by 199 and

TABLE 9

|  | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ | $G$ | $H$ | $I$ | $J$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 29 | 45 | 14 | 25 | 11 | 47 | 28 | 35 | 18 | 25 |
| 2 | 45 | 39 | 49 | 32 | 32 | 36 | 24 | 27 | 16 | 39 |
| 3 | 16 | 29 | 29 | 18 | 46 | 42 | 10 | 18 | 34 | 24 |
| 4 | 37 | 11 | 31 | 28 | 44 | 36 | 27 | 44 | 18 | 30 |
| 5 | 50 | 12 | 19 | 20 | 28 | 38 | 11 | 25 | 30 | 24 |
| 6 | 10 | 37 | 20 | 44 | 40 | 21 | 42 | 33 | 29 | 36 |
| 7 | 26 | 44 | 49 | 41 | 27 | 41 | 22 | 49 | 35 | 31 |
| 8 | 19 | 15 | 15 | 10 | 28 | 26 | 30 | 11 | 35 | 10 |
| 9 | 24 | 50 | 11 | 43 | 27 | 17 | 17 | 17 | 42 | 13 |
| 10 | 10 | 14 | 22 | 19 | 11 | 50 | 33 | 39 | 50 | 43 |
| 11 | 10 | 22 | 23 | 10 | 48 | 30 | 44 | 26 | 21 | 27 |
| 12 | 48 | 20 | 41 | 13 | 21 | 39 | 32 | 29 | 11 | 20 |
| 13 | 22 | 46 | 40 | 31 | 44 | 21 | 23 | 16 | 45 | 39 |
| 14 | 13 | 14 | 12 | 45 | 16 | 46 | 25 | 47 | 18 | 30 |
| 15 | 28 | 21 | 39 | 39 | 36 | 22 | 27 | 10 | 31 | 18 |
| 16 | 32 | 15 | 43 | 23 | 42 | 34 | 16 | 20 | 26 | 11 |
| 17 | 10 | 37 | 31 | 11 | 12 | 50 | 20 | 12 | 34 | 46 |
| 18 | 11 | 26 | 34 | 22 | 48 | 13 | 47 | 42 | 22 | 43 |
| 19 | 30 | 29 | 49 | 35 | 30 | 46 | 38 | 50 | 24 | 44 |
| 20 | 37 | 22 | 37 | 49 | 30 | 47 | 12 | 34 | 42 | 24 |
| Totals. | 507 | 548 | 608 | 558 | 621 | 702 | 528 | 584 | 581 | 577 |

in the second case by 200 . We have, therefore, four determinations of the variance as shown below. Note that the last line is calculated independently and does not come from totalling the values above except for columns (2) and (3).

By the first method we obtain for the average variance within groups a value that is $99.94 \%$ of the total. By the second method the average variance is only $95.43 \%$ of the total, and therefore underestimates the true value by $4.57 \%$. Where $N$ is the number of variates in a sample, it follows therefore that the correct estimate of the variance is given by $\Sigma(x-\bar{x})^{2} / N-1$.

## 3. The Distribution of the Estimates of the Standard Deviation. If

 a large population is being sampled and each sample contains 100 variates, we will get a series of varying values for the standard deviation calculated from these samples. But, if, instead of taking samples of 100 variates, we take samples of 10 , it is to be expected that in the second case we will get values for the standard deviation fluctuating more widely than in the first case. This is the same as saying that the distribution of the standard deviation is dependent on the number of degrees of freedom in the sample. In this respect it is very much the same as a mean. In order to obtain from one sample a value for the mean that
## TABLE 10

Calculation of Variance Values of Figures in Table 9 by Groups of 20 and for Whole Group

| (1) | $(2)$ <br> $T_{x}$ | $(3)$ <br> $\Sigma\left(x^{2}\right)$ | $(4)$ <br> $\bar{x}$ | $(5)$ <br> $T_{x}^{2} / N$ | $(6)$ <br> $\Sigma(x-\bar{x})^{2}$ | $(7)$ <br> $\Sigma(x-\bar{x})^{2} / 19$ | $(8)$ <br> $\Sigma(x-\bar{x})^{2} / 20$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 507 | 16,159 | 25.35 | $12,852.45$ | 3,30655 | 174.0289 | 165.3275 |
| B | 548 | 18,110 | 27.40 | $15,015.20$ | $3,049.80$ | 162.8842 | 154.7400 |
| C | 608 | 21,602 | 30.40 | $18,483.20$ | $3,118.80$ | 164.1474 | 155.9400 |
| D | 558 | 18,620 | 27.90 | $15,568.20$ | $3,051.80$ | 160.6210 | 152.5900 |
| E | 621 | 22,189 | 31.05 | $19,282.05$ | $2,906.95$ | 152.9974 | 145.3475 |
| F | 702 | 27,208 | 35.10 | $24,640.20$ | $2,567.80$ | 135.1474 | 128.3900 |
| G | 528 | 16,132 | 26.40 | $13,939.20$ | $2,192.80$ | 115.4105 | 109.6400 |
| H | 584 | 20,306 | 29.20 | $17,052.80$ | $3,253.20$ | 171.2210 | 162.6600 |
| I | 581 | 19,043 | 29.05 | $16,878.05$ | $2,164.95$ | 113.9447 | 108.2475 |
| J | 577 | 19,045 | 28.85 | $16,646.45$ | $2,398.55$ | 126.2395 | 119.9275 |
|  |  |  |  |  |  |  |  |
| Av. | $=147.6642$ | 140.2810 |  |  |  |  |  |
| A |  |  |  |  |  |  |  |
| to | $\ldots$. | $\frac{T}{5814}$ | $\frac{\Sigma\left(x^{2}\right)}{198,414}$ | $\frac{T^{2} / N}{169,012.98}$ | $\frac{\Sigma(x-\bar{x})^{2}}{29,40102}$ | $\frac{\Sigma(x-\bar{x})^{2} / 199}{147.7438}$ | $\frac{\Sigma(x-\bar{x})^{2} / 200}{1470051}$ |
| J |  |  |  |  |  |  |  |


|  | Method (1) <br> Using Degrees <br> of Freedom | Method (2) <br> Using Number <br> in Sample |
| :---: | :---: | :---: |
| Average within Groups. . . . . . | 147.66 | 140.28 |
| Total..................... | 147.74 | 147.00 |

is quite close to the mean of the parent population, we must take a large sample. Small samples will give us unbiassed estimates, but they will be more variable estimates.

Now in Chapter II we observed that, if a population is normally distributed and we know its standard deviation and mean, we can make a direct calculation of the probability of drawing from that population a sample with a mean of a given magnitude. This is, in a sense, a test of the significance of the mean of a particular sample, since if the probability is very small we should conclude that the sample was not drawn from the population in question, but from some other population. However, the standard deviation of the population cannot be determined, and the only value we have is the estimate $s$ which has been calculated from the sample and varies from sample to. sample. This brings us therefore to the general question of making tests of significance from the data of samples of any size.
4. Tests of Significance. The method of Chapter II for making probability determinations arose from our knowledge that the ratio of a mean of a sample to the standard deviation of the population from which the sample is drawn is normally distributed. This follows, of course because, if the mean is normally distributed and the standard deviation is constant for the population, the ratio of the two will also be normally distributed. Suppose, however, that we take the ratio of the mean of a sample to the estimate of the standard deviation $s$. Since $s$ is more variable for small samples than for large ones, the ratio will obviously have a distribution that is dependent on the size of the sample, and, in order to determine the probability of the occurrence of any particular value of this ratio, we must know its distribution. This was worked out by "Student" (4) in 1908, and for the first time practical statisticians had placed in their hands a tool which could be applied in tests of significance for samples of all sizes. "Student" gave first a set of tables for the distribution of $\bar{x} / s$, which he designated by the letter $Z$. Later he prepared a table based on the distribution of $t$, which is $\bar{x} / s_{\bar{x}}$. Fisher, in "Statistical Methods for Research Workers," gives a compact table of $t$ for degrees of freedom varying from 1 to 30 , and the probability levels $P=0.01,0.02,0.05,0.10$, and 0.90 . These are the most convenient for general use, and are reproduced in part in Table 94.

Example 7. Two varieties of wheat are compared in 4 pairs of plots, there being 1 plot of each variety in each pair. Referring to the two varieties as $A$ and $B$, we determine the difference in yield $A-B$ for the 4 pairs of plots, and the results are as follows in bushels per acre:

| Pair. $\ldots \ldots \ldots \ldots \ldots$ | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $A-B \ldots \ldots \ldots \ldots \ldots$ | 2 | 4 | 4 | 6 |

The differences are all positive and are therefore in favor of the variety $A$; but we wish to make a test so as to be able to state whether or not the data are in agreement with any hypothesis that we may set up. The obvious hypothesis here is that the varieties are not different in yielding quality, and consequently our theoretical distribution is built up on that basis. If the varieties are not different, the data will be expected to give a value of $t$ that is not improbable. If they are different, we will expect the data to give a value of $t$ which will occur by random sampling in only a small proportion of the cases. Let us proceed to the calculation of $t$.

We note first that the mean difference is 4, and that the sum of the squares of the deviations of the individual values from the mean is 8 . We then have $8^{2}=8 / 3$, the numerator being the number of degrees of freedom available for estimating the standard deviation $s$. Then $s=\sqrt{8 / 3}$, and $s_{\bar{x}}=\sqrt{8 / 3 \times 4}$, which simplifies to $\sqrt{2 / 3}$. Finally $t=4 \times \sqrt{3 / 2}=4.87$. Now if we examine Table 94 it is observed that the $5 \%$ value of $t$ for 3 degrees of freedom is 3.18 , and the $1 \%$ value of $t$ is 5.84 . Thus the value of $t$ given by the data would occur according to the hypothesis in
less than $5 \%$ and somewhat more than $1 \%$ of the cases. Our conclusion is that the difference observed is due to a real varietal effect, and is not a chance occurrence.

It may be argued that in an example such as the above we are not actually testing the significance of the mean difference, because we are basing it on the distribution of $t$, wherein an exceptional value of $t$ may be due to extreme deviations in either the mean difference or the standard error. This point is actually only of academic interest, because in either case the two samples are proved to be different regardless of which factor brings about the exceptional value of $t$. When we consider the actual problem of testing the difference in yield of two varieties, it is obvious that a real difference in the variation of the yields from plot to plot is so unlikely a factor that in general we can disregard this viewpoint, and assume that the significant value of $t$ is at least mainly due to a significant difference in the mean yields.
5. Fiducial Limits. Stress has already been laid on the principle of estimation; and we come now to a method of setting up limiting values according to given probability levels, such that it can be said with a reasonable degree of certainty that the true value which is being estimated lies between these limits. In the example above, the difference between the yields of the two varieties was found to be significant; but no attempt was made to set up two limiting values, one on each side of the mean difference of 4 bushels, and to state that according to a given probability level, the true mean difference was between these limits. If we can perform such an operation it will obviously be of great practical value, because in the end we are not really concerned with being able to say only that one variety is a higher yielder than the other. Unless we can make a reliable estimate of this difference our experiment is not contributing information of value in actual practice.

It was emphasized in Chapter I that a test of significance involves setting up a hypothesis and determining the agreement between the hypothesis and the data of the experiment, and furthermore that any hypothesis whatever can be set up. In the example above, the hypothesis was that the mean difference in yield between the varieties was zero, and what we actually did was to find the value of $t$ from the expression $(\bar{x}-m) / s_{\bar{x}}$, where $m$, the mean of the parent population according to the hypothesis, was taken to be zero. We can, however, take $m$ equal to any value that we please, and we might choose for example to take $m$ equal to 2 . Then $t=(4-2) \times \sqrt{3 / 2}=2.46$, and this value is less than the $5 \%$ point. The inference from this test is that there is no definite evidence that the true difference is greater or less than 2 . We begin to see therefore that, though our difference is significant, we cannot specify very closely the range within which the true value lies. Suppose now that we can locate a lower limit such that, if we substituted it for $m$ in the $t$ test, the value of $t$ obtained would be exactly equal to its $5 \%$ point, and we determine in addition a similar upper limit. The observed
difference could then be said to differ significantly from either of the limiting values, and we could say with a reasonable degree of certainty that the true value lies between these limits. The procedure is simple, as all we have to do is to set up the equation for $t$ with $m$ as an unknown and $t$ equal to its value at the $5 \%$ point. Thus:

$$
3.18=(4-m) \times \sqrt{\frac{3}{2}}
$$

Solving for $m$ we get an answer of 1.40 , and our limits are 0.60 to 3.40 . It is now clear that, although our experiment gave a significant result, it did not enable us to estimate very accurately the true difference in yield between the two varieties. These limiting values have been very aptly termed by R. A. Fisher the fiducial limits, and in the present example we would describe them as the fiducial limits at the $5 \%$ point.
6. General Methods for Testing the Significance of Differences. One of the most common problems in statistics is the testing of the significance of a difference between two means. The reasoning behind such tests involves picturing an infinite population of differences for which the mean is zero. We have two samples for which the means are different; and we wish to know in what proportion of the cases on the average, in the procedure of taking pairs of samples, we will get a difference as large as or larger than the one observed. Tests of this kind fall into two classes:
(a) Samples are distinct and the variates are not paired in any way. If there are two blocks of land and we take the yields of a group of plots from each block, and we wish to test the significance of the difference between the means for the blocks, we have a problem that falls into this class. The number of variates in the two samples may be either the same or different. Let the samples be designated as 1 and 2 ; then:

$$
\begin{aligned}
\bar{x}_{1} & =\text { mean of sample } 1 . \\
\bar{x}_{2} & =\text { mean of sample } 2 . \\
\bar{x}_{1}-\bar{x}_{2} & =\text { mean of difference to be tested. } \\
n_{1} & =\text { degrees of freedom for sample } 1 \text { which contains, } \\
& \text { therefore, } n_{1}+1 \text { variates. } \\
n_{2} & =\text { degrees of freedom for sample } 2 \text { which contains, } \\
& \text { therefore, } n_{2}+1 \text { variates. }
\end{aligned}
$$

The calculations are carried out as follows:

$$
\begin{aligned}
& \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}=\text { sum of squares for sample } 1 \\
& \Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}=\text { sum of squares for sample } 2 .
\end{aligned}
$$

$$
\begin{align*}
s & =\sqrt{\frac{\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}+\Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}}{n_{1}+n_{2}}}  \tag{1}\\
s_{\bar{x}} & =s \sqrt{\frac{n_{1}+n_{2}+2}{\left(n_{1}+1\right)\left(n_{2}+1\right)}}  \tag{2}\\
t & =\frac{\left(\bar{x}_{1}-\bar{x}_{2}\right)}{s_{\bar{x}}} \tag{3}
\end{align*}
$$

We enter the table of $t$ under $n=n_{1}+n_{2}$. If the samples contain an equal number of variates, we have:
and

$$
\begin{align*}
\left(n_{1}+1\right) & =\left(n_{2}+1\right)=N \\
s & =\sqrt{\frac{\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}+\Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}}{2(N-1)}}  \tag{4}\\
s_{\bar{x}} & =s \sqrt{\frac{2}{N}} \tag{5}
\end{align*}
$$

The table of $t$ is entered under $n=2(N-1)$.
Example 8. Let $\bar{x}_{1}=196.42$ and $\bar{x}_{2}=198.82$; then $\left(\bar{x}_{1}-\bar{x}_{2}\right)=2.40$. The samples are taken independently, and consequently there is no reason for assuming that $x_{1}$ and $x_{2}$ are correlated. In sample 1 we have taken 9 variates, and in sample 2 we have 7 variates. Hence $n_{1}=8$ and $n_{2}=6$. We calculate first $\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}$ and $\Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}$. We will assume that this is done, and we get:

$$
\begin{aligned}
\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2} & =26.94 \\
\Sigma\left(x_{2}-\bar{x}_{2}\right)^{2} & =\underline{18.73} \\
\text { Total } & =\overline{45.67}
\end{aligned}
$$

Then:

$$
s=\sqrt{\frac{45.67}{14}}=1.81
$$

and

$$
t=\frac{2.40}{181} \sqrt{\frac{63}{16}}=2.62
$$

Entering the table of $t$ under $n=14$ we find that a $t$ value of 2.62 corresponds almost exactly with a $P$ value of 0.02 . Between the means of the two samples a difference of 2.40 would occur by chance in only 2 cases out of 100 .
(b) Variates are paired; that is, each value of $x_{1}$ is associated in some logical way with a corresponding value of $x_{2}$. Thus, if two varieties of a field crop are being tested in pairs of plots, each pair containing one plot of both varieties, we would have a problem of this kind. There will,
of course, be the same number of variates in the two samples so that, if there are $N$ pairs, there will be $N-1$ degrees of freedom available for the comparison. This follows logically from the fact that we are now dealing with individual differences and there is one difference for each pair of variates.

The calculations are:

$$
\begin{align*}
s & =\sqrt{\left[\Sigma\left(x_{1}-x_{2}\right)^{2}-\frac{\left(T_{1}-T_{2}\right)^{2}}{N}\right] / N-1}  \tag{6}\\
s_{\bar{x}} & =\frac{s}{\sqrt{N}}  \tag{7}\\
t & =\frac{\bar{x}-\bar{x}_{2}}{s_{\bar{x}}}, \text { same as formula (3) }
\end{align*}
$$

If the student should be confused to find later that $s^{2}$ as computed above is not the same as when obtained by the analysis of variance, it may be just as well to adopt the following method, which is identical with that of the analysis of variance. The value of $t$ obtained by the two methods is, of course, the same.

$$
\begin{align*}
s & =\sqrt{\left[\frac{1}{2} \Sigma\left(x_{1}-x_{2}\right)^{2}-\frac{\left(T-T_{2}\right)^{2}}{2 N}\right] / N-1}  \tag{8}\\
s_{\bar{z}} & =s \sqrt{\frac{2}{N}}  \tag{9}\\
t & =\text { same as formula }(3) .
\end{align*}
$$

Example 9. In this example assume that the variates are paired, as in a feeding experiment where a series of animals are paired up according to initial weight. One animal in each pair is given ration 1 and the other one ration 2. There are 10 pairs of animals, and the difference between the mean gains per 100 pounds of feed at the end of the feeding period is 1.42 pounds. We shall assume that

$$
\left[\frac{1}{2} \Sigma\left(x_{1}-x_{2}\right)^{2}-\frac{\left(T_{1}-T_{2}\right)^{2}}{2 N}\right]=1508
$$

Then

$$
s=\sqrt{\frac{1508}{9}}=130
$$

and

$$
t=\frac{142}{130} \sqrt{\frac{10}{2}}=244
$$

Entering the $t$ table under $n=9$, we find that the $P$ value is between 0.05 and 0.02 , but closer to the former. We can take $P=0.05$ as approximately correct, so that the difference between the two means could only occur by chance in about 1 out of 20 trials.

## 7. Exercises.

1. The figures below are for protein tests of the same variety of wheat grown in two districts. In district 1 the average for 5 samples is 12.74 , and in district 2 , the average for 7 samples is 13.03 . If these are the only figures available, test the significance of the difference between the average proteins for the two districts.

Protein Results
$\begin{array}{lllllll}\text { District } 1 \ldots \ldots & 12.6 & 13.4 & 11.9 & 12.8 & 13.0\end{array}$
$\begin{array}{llllllllll}\text { District } 2 \ldots \ldots & \ldots & 13.1 & 13.4 & 12.8 & 13.5 & 13.3 & 12.7 & 12.4\end{array}$
$t=1.04 \quad P=0.3$, approximately.
2. Mitchell (2) conducted a paired feeding experiment with pigs on the relative value of limestone and bonemeal for bone development. The results are given in Table 11 below.

TABLE 11
Ash Content in Percentage of Scapulas of Pairs of Pigs Fed on Limestone and Bonemeal

| Pair | Limestone | Bonemeal |
| :---: | :---: | :---: |
| 1 | 49.2 | 51.5 |
| 2 | 53.3 | 54.9 |
| 3 | 50.6 | 52.2 |
| 4 | 52.0 | 53.3 |
| 5 | 46.8 | 51.6 |
| 6 | 50.5 | 54.1 |
| 7 | 52.1 | 54.2 |
| 8 | 53.0 | 53.3 |
| Mean.... | 50.94 | 5314 |

Determine the significance of the difference between the means in two ways: (1) by assuming that the values are paired, and (2) by assuming that the values are not paired. On the basis of your results, discuss the effect of pairing.
$\begin{array}{lll}\text { (1) Paired: } & t=4.42, & P=\text { less than } \quad 0.01 . \\ \text { (2) Unpaired: } & t=2.48, & P=\text { approximately } 0.02 .\end{array}$
3. In a wheat variety test conducted over a wide area, the mean difference between two varieties was found to be 4.5 bushels to the acre. The standard error
of this difference $s_{\bar{x}}$ was 1.5 bushels per acre, and was determined from 100 pairs of plots. Set up the fiducial limits at the $5 \%$ probability level for the mean difference in yield between the two varieties.

Note that $t$ can be taken as 1.96, then fiducial limits are 1.56 to 7.44.
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## CHAPTER V

## THE DESIGN OF SIMPLE EXPERIMENTS

1. What is Experimental Design? In Chapter I some ideas relative to experimental design were presented, but in view of what we have now learned of the $t$ test it should be worth while at this point to repeat some of these ideas, and at the same time introduce any new concepts that have arisen out of later discussions. An experiment can be said to have a definite design if it has been carefully planned in advance, and if due attention has been paid to possible results and their interpretation. The latter point is probably the most frequently neglected. A great deal of time may be spent on the various details of procedure, and full preparations made for carrying the experiment through to completion. This may be assumed to be sufficient to ensure a successful experiment, but a long list of such experiments that contribute neither positive nor negative information is good evidence that careful planning of the procedure is in itself incomplete. Only by thinking in terms of the various types of results that an experiment can yield is it possible to obviate some very costly mistakes. If these possibilities are thoroughly worked out it is self-evident that a complete failure is impossible.
2. Planning to Remove Bias. One of the commonest mistakes in experimental design is the failure to guard against biased results. Such experiments may give good results but their great weakness is that they are not beyond criticism; and regardless of the truth and importance of the results obtained the investigator may never feel quite happy about presenting them with conviction. Let us examine hypothetical plans of experiments that are subject to a bias of some sort.

Suppose that we are to conduct an experiment on the value of feeding milk to school children. There are two neighboring schools, and milk is given to the children in one of the schools and not to those in the other. At the end of the experiment the children are compared on the basis of height, weight, etc., by means of the $t$ test. The children from the school in which milk was given are found to be significantly heavier than those from the other school. The error in design is so obvious here that it is scarcely necessary to point it out. The experiment has shown that the children of the two schools are significantly different in weight, but this might easily have been the case if no milk had been given or even if
the order of giving the milk had been reversed. In fact the experiment is not at all what it seemed to be at first. It consists actually of just two variates which are the two schools, and no determination of the error of such an experiment is possible.

Now let us endeavor to improve the plan, and we will confine the giving of milk to pairs of boys or girls, one getting the milk and the other not. The pairs are selected at random, and in each pair the milk is given to the younger and not to the elder child. The reader will object that we are again introducing a bias in that the difference observed might easily be due to age and not to the effect of milk in the diet. This is perfectly true, so in order to overcome this defect we decide to give it to the younger child in one case and the elder child in the second case, alternating in this way throughout the entire group. Now the experiment seems to be perfect, and in truth it is much improved, but with a little thought it should be clear that we have succeeded in removing only the gross defects-those that are obvious to us at the outset and which anyone can remove with a little thought and a general knowledge of the problem being investigated. The chief trouble with our design is not that we have knowingly allowed some factor to bias the experiment, but that we have not planned it in such a way that it is impossible for bias to enter in. A definite method is available for this purpose, which has already been referred to in Chapter I. It involves merely assigning at random which member of each pair of children is to receive milk. This is a simple device and one which is absolutely trustworthy in the matter of removing bias.

Numerous examples may be cited of experiments that are designed so that bias may enter in. One of the most common is the field plot test in which the varieties or treatments are arranged systematically in the blocks or replications. It is not possible to discuss this particular problem and deal with it fully until we have made a study of the methods of the analysis of variance, but we can consider the simple type of experiment in which only two varieties or treatments are being tested and they are arranged in pairs of plots. Here we are dealing with a series of differences, and we set up a hypothesis as, for example, that the mean difference is normally distributed about zero. On the basis of this hypothesis we can determine the proportion of the trials in which a difference as great as or greater than the one observed will occur. The validity of our test depends on its being designed so that if the hypothesis is true the distribution of the results from a large number of trials will be normal and will have a mean of zero. What would anyone after a little thought say of an experiment designed so that, if the varieties being tested are actually equal in yield, the result turns out according
to a large series of tests, either definitely positive or definitely negative? Yet this is just the kind of result that may be expected if the principle of randomization is not used in setting up the experiment. This applies particularly to the position of the varieties or treatments in the pairs.
3. Designs that Broaden the Scope of the Experiment. This is another subject than cannot be treated fully at this stage, but a few of the general principles may be pointed out. Suppose that the all-inclusive subject of the experiment is the effect of milk in the diet of young animals. Most of us would reject this as a proper subject for experimental investigation at once, because we can see that it is one for which there is no possibility of obtaining a result that will be of practical value. In one group of animals the milk may be beneficial and in another group it may be of no value or even harmful, so that unless the experiment is repeated with all possible kinds of animals and the results with each kind studied separately we cannot expect to gather any valuable information. The decision with regard to an experiment of this type is likely to be that we should select one kind of animal in which we are particularly interested, and then confine the tests to a limited age group. In the first case the subject of the investigation called for an experiment of such enormous scope that the entire proposition was absurd. Now we have limited the scope of the experiment, but we have not gone as far as we might. Let us suppose that the investigator decides on pigs as the kind of animal to be tested, then he decides to use pigs of one age within the limits of one week, and finally that they shall be from the same litter. He has now gone to the other extreme and has set up an experiment such that, no matter how significant the results, they will not be of any value except within a very narrow range. It cannot be assumed that the results will apply to other age groups, to other breeds, or perhaps even to other litters, as it may easily be that the litter selected is peculiar in some respect with regard to the reaction of the individuals of the litter to milk in the diet. No amount of mathematical knowledge will help the investigator over the difficulty encountered here, of setting up an experiment that will not have too great a scope but will at the same time give results that can be interpreted on a fairly wide basis. Only his own experience and general knowledge of the problem that is to be investigated will give the clue to the correct form for the experiment to take. In this instance there may be one breed of pigs that is predominant in the area in which the investigator is interested, and consequently it is quite justifiable to confine his experiment to this breed. Again, there will be a definite range in age at which farmers will be concerned with feeding milk, and only this range need be represented. It will not be wise, however, to use only pigs from one litter; in fact it
would seem to be desirable to have as many litters as possible represented in order that the experimental material will be representative of pigs as a whole in the area in which they are being raised. An obviously desirable plan will be to take pairs of pigs of nearly equal weight and condition from a number of litters, assign the alternative diets at random to the members of each pair, and then feed the pigs individually so that individual records may be kept of food eaten and gains made.
4. Replication and the Control of Error. The value of replication in experimental design is easily understood. In the first place, replication increases the accuracy and scope of the experiment; in the second place, it enables us to determine the magnitude of the uncontrolled variation that is usually referred to as the error; and in the third place it allows for designs that give us an effective control over error. The increase in accuracy due to replication is expressible in terms of a mathematical equation. In Chapter II, Section 3, we noted that the standard deviation of a mean is reduced in proportion to the square root of the number in the sample. In ordinary experiments any one treatment is represented by a sample which is made up of one unit in each replication. Therefore in general the accuracy of an experiment, as expressed by the standard error of a mean of any one treatment, is increased in proportion to the square root of the number of replications. This statement should not be interpreted to mean that results of twice the value are obtained by multiplying the replications by 4 . This depends on what we mean by the value of the results. In terms of work done or energy expended on an experiment to bring about a given reduction in the standard error this is true, but it may be that the expenditure of additional energy in order to increase the accuracy of the experiment is unnecessary, in which case the value of the results is not enhanced. More will be said on this subject later; but for the present we should note that replication is the primary tool at our disposal for increasing the accuracy of the experimental results.

Another phase of the increased accuracy due to increased replication arises from the distribution of $t$ for different- degrees of freedom. From Table 94 we note that, for 1 degree of freedom, $t$ at the $5 \%$ point is 12.706 while for 60 degrees of freedom the corresponding value of $t$ is 2.00. In the first case a much larger difference would be necessary to represent a significant effect than in the second case. In a paired experiment the number of degrees of freedom available for estimating the error of the experiment is equal to 1 less than the number of pairs. Suppose then that we have one experiment with 3 pairs and another one with 10 pairs. For the first experiment we would require for significance a difference that is 4.30 times the error, and for the second experiment a
difference that is 2.26 times the error, these being the values of $t$ at the $5 \%$ point for 2 and 9 degrees of freedom respectively. It is important for the beginner to note carefully that this increase in accuracy due to increased replication is entirely distinct from that discussed above which results from dividing the standard error of the experiment by the square root of the number of replications in order to determine the standard error of a mean. Both factors act together and in the same direction but they arise from different sources.

The manner in which replication increases the scope of the experiment will be evident from the discussion of Section 3. In the example discussed there it was decided purposely to make the replications somewhat different, in order that the results might be of general application. The importance of this is sometimes overlooked, and we will find field plot investigators looking for an exceptionally uniform patch of soil on which to carry out an experiment and putting all the replications on this same patch. No criticism is offered of this procedure provided that the investigator is not under the impression that by doing so he is necessarily improving the experiment. Within each replication it is desirable to have as much uniformity as possible, but between the replications it does not improve matters to have a great deal of uniformity; and from the standpoint of increasing the scope of the experiment it may even be harmful. To put these ideas into concrete form let us assume that two soil treatments are being compared in paired plots. On the field that is available for the experiment there are several types of soils, and we shall assume for the purpose of argument that all the soil types are present that occur in the area for which the results of the experiment are to apply. The investigator has three choices. The pairs of plots can be placed all on one soil type, an equal number of pairs on each type, or at random over the field. Placing the pairs all on one soil type and close together in the field has in its favor compactness and economy of space; but the results obtained on the one type of soil may not apply to the other types, and consequently to get full information on the problem a separate test must be planned for each condition. This may be beyond the scope of the facilities of the investigator, so he turns his attention to the other possibilities. Placing an equal number of pairs on each soil type has decided advantages. For example, if there are at least four pairs in each location it is possible to regard each set as an individual but very rough experiment, capable of yielding an approximate measure of the particular reaction of the two treatments on the soil type represented. The average yields of the two treatments over the whole field will, however, be representative for the whole area in which the results are to be put to practical use only if in that area
there are about an equal number of acres belonging to each type. This statement, of course, implies that the treatments will give different results under the various substratum conditions, but experience tells us that this is very likely to be the case. We turn now to the third method, that of randomizing the pairs of plots over the whole field. The process of randomization will ensure that the various soil conditions represented in the field will have an equal chance of being used in the experiment. As nearly as possible, therefore, we are obtaining a random sample of the infinite population for which we are endeavoring to obtain an unbiassed estimate of the difference between the two treatments. The only possible criticism of this method is that some of the soil types will not be represented, and hence certain information will be lost. The answer is that with a given type of experiment we cannot perform two functions at once. Without enlarging it considerably we cannot design an experiment that will give us a general average result for the whole area under consideration, and at the same time give us detailed information on the reactions of the treatments under varying conditions. Information regarding the whole area is not lost, but gained, by placing the pairs at random and perhaps missing some of the types. On the assumption that the field is representative of the larger area being sampled it gives us a more correct measure than if we assumed without proper information that each of the types is equally represented.

This somewhat theoretical discussion does not bear precisely on the practical problem with which the investigator is faced, because it is impossible to obtain a field that is really representative of a large area. However, it serves to bring out some very important points that may be put into practice in tests of this kind. Any investigator who gives the problem serious thought will take note of the limitations of one test carried out under very uniform conditions, and at the same time will realize the importance of replication in widening the scope of field plot experiments.

The second important function of replication is to enable us to obtain a measure of the experimental error. This follows directly from the principles of the $t$ test. If there is only one plot of treatment $A$ and one of $B$ there can be only one difference, and the number of degrees of freedom available for estimating the standard error is zero. In nonstatistical terms there is only one value, the difference between the two plots, and this difference is the only measure we have of both soil variation and the effect of the treatments. We cannot compare a difference with itself; therefore, we say that there are no degrees of freedom available for estimating the error of the difference. This defect in an experiment is obviously overcome as soon as we introduce replication. Even
if we have only two plots of $A$ and two of $B$ we have at least one degree of freedom available for estimating the error, and by means of the $t$ test an unbiassed comparison of the treatments can be made.

The third function of replication has to do with the control of error. Another hypothetical example will make this clear. Again we can suppose that two soil treatments are being compared in paired plots. The measure of error is determined from the variation in the differences within the pairs. Suppose now that the plots are all distributed at random over the field, and the pairs are made up simply by taking the two plots of $A$ and $B$ that happen to fall together in another random selection. This can have only one effect, and that is to increase the variability of the differences, and consequently the accuracy of the test is reduced. A question that may be asked here is whether or not the method that increases the variability of the differences will also increase the average difference between the two treatments. Yes, the average difference will also be increased but it must be remembered that this is due in actual practice to two components. A part is due to the real difference between the treatments and a part to the variability of the soil. The latter component will be increased in the same proportion as the error, but the former will not, and consequently the precision of the experiment becomes correspondingly less as the error component increases.

The benefits to be obtained from the arrangement of treatments in replications wherein each replication contains one of each of the treatments is fairly well known to experimentalists, especially in agronomic research. Variety trials are therefore arranged in compact blocks so that the plots within the blocks are as nearly alike as possible. There are, of course, many applications of the same principle in other types of experimentation; but this subject will be discussed more fully under the heading of the analysis of variance.
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## CHAPTER VI

## LINEAR REGRESSION

1. General Observations. In the previous discussions emphasis was placed on the variations that occur in any one variable, such as the yield of wheat plots, the weight of animals, or the height of students. Sometimes the values of one variable are classified in two or more ways, in which case we may be interested in the joint variation of the pairs or groups of values so formed. For example, in Chapter V a problem was discussed in which pairs of plots of two varieties were arranged in different ways over a field. The interest there was largely in the differences between the members of pairs, but it was also pointed out that if the plots were close together they would tend to yield alike, or in other words they would vary together. The present chapter, however, deals with examples wherein there are paired variates but of two different kinds of variables, and in general one of the variables may be regarded as independent and the other as dependent. In a study of the effect of rainfall on yields of field crops, we would have a typical example of a dependent and an independent variable, in that the interest would lie in the degree to which rainfall, acting as an independent variable, would have an effect on yield, the dependent variable. It would be useless, of course, to think of this problem in any other terms, as we could not imagine the yield of field crops having any effect on rainfall.

It is not difficult to see that, for any set of data for paired variates, it should be possible to obtain a measure of the physical relation between the two variables. Suppose that the data are arranged as in Fig. 6, which shows graphically the average yields of groups of plots of Marquis wheat for given percentages of infection with stem rust. It would not be difficult to draw a straight line so that it would represent the general trend of decreasing yield with increasing percentages of infection, and we could then read off the approximate decrease in yield for a given increase in infection. This, of course, would be a very crude method, as the fitting of the line would be purely a matter of eye judgment and different individuals would place the line in slightly different places. Then to develop from the graph a general expression for the relation between the two variables, from which the line could be reconstructed at any time and which could be used for predicting the effect on yield
of given percentages of infection, it would be necessary to draw out the graph very accurately and make an average of a number of measurements. In order to arrive at a more precise method of fitting the line, recourse is had to the " method of least squares." This means that a line is fitted such that the sum of the squares of the deviations of the points in the graph from the straight line is a minimum. It gives us a statistic known as the regression coefficient, which expresses the increase or decrease in the dependent variable for one unit of increase in the independent variable. From the regression coefficient we can set up a regression equation, which can be used to make predictions; and also it defines the straight line known as the regression straight line.


Fig. 6.-Regression graph for yields of Marquis wheat on degree of infection with stem rust.

The essential difference between the treatment of different kinds of variables that are thought to be related and pairs of variables that merely vary together will now be clear. In the first case our concern is to determine a function, in the present case a straight-line function, that will express the average relation between the two variables. In the latter case the function will obviously not be of very much value; we will probably be better satisfied with some expression giving the combined effect of the variables on each other or perhaps, if we cannot think in such terms, the degree to which both variables are acted upon by outside influences that cause them to vary together. Of this second condition we shall learn more in the next chapter.
2. Fitting the Regression Line. Let the two variables be represented by $x$ and $y$, where $x$ is independent and $y$ dependent. Then, if the
relation between $x$ and $y$ can be represented by a straight line, the equation of the line will be of the form:

$$
\begin{equation*}
Y=a+b x \tag{1}
\end{equation*}
$$

where $a$ and $b$ are constants and $Y$ represents the values of $y$ estimated from the equation. For any one value of $x$, say $x_{i}$, the corresponding value of $y$ estimated will be $Y_{i}$, and the error of estimation will be $\left(y_{i}-Y_{i}\right)$. The value of $y_{i}$ would be represented on the graph as in Fig. 6 by one of the points, and the corresponding estimated value $Y_{i}$ would be a point on the straight line. To fit the line, it is required that the sum of the squares of the errors of estimation $\Sigma(y-Y)^{2}$ shall be a minimum. It is best to begin with $x$ and $y$ measured from their means, so that our regression line is actually:

$$
\begin{equation*}
(Y-\bar{y})=a+b(x-\bar{x}) \tag{2}
\end{equation*}
$$

whence the error of estimation is given by $\Sigma[(Y-\bar{y})-(y-\bar{y})]^{2}=$ $\Sigma(y-Y)^{2}$, the same as before. Minimizing by the method of least squares for $\Sigma(y-Y)^{2}$, we obtain the equations: ${ }^{1}$

$$
\begin{gathered}
N a+\Sigma(x-\bar{x}) b=\Sigma(y-\bar{y}) \\
\Sigma(x-\bar{x}) a+\Sigma(x-\bar{x})^{2} b=\Sigma(y-\bar{y})(x-\bar{x})
\end{gathered}
$$

and solving we have:

$$
\begin{align*}
& a=0 \\
& b=\frac{\Sigma(y-\bar{y})(x-\bar{x})}{\Sigma(x-x)^{2}} \tag{3}
\end{align*}
$$

In equation (3) we note the expression $\Sigma(y-\bar{y})(x-\bar{x})$, which is usually referred to as the sum of products. For two variables, it is the expression that corresponds to the sum of the squares of the deviations from the mean for one variable. We know that the variance for a single variable is given by:

$$
s^{2}=\frac{\Sigma(x-\bar{x})^{2}}{N-1}
$$

and now we learn that the covariance for two variables is given by:

$$
\begin{equation*}
c v=\frac{\Sigma(y-\bar{y})(x-\bar{x})}{N-1} \tag{4}
\end{equation*}
$$

[^1]In (3) if the numerator and denominator are divided by $N-1$ the equation becomes:

$$
\begin{equation*}
b=\frac{\text { Covariance }(x y)}{\text { Variance }(x)} \tag{5}
\end{equation*}
$$

Going back now to (2) above:
and:

$$
Y-\bar{y}=b(x-\bar{x})
$$

or:

$$
\begin{equation*}
Y=\bar{y}+b(x-\bar{x}) \tag{6}
\end{equation*}
$$

the last being the form in which this expression is most frequently used. It is known as the linear regression equation, and $b$ in the equation is the regression coefficient.
3. Properties of the Regression Coefficient. In the equation $Y=\bar{y}+b(x-\bar{x}), b$ expresses the probable relation between $x$ and $y$ in terms of the values in which $x$ and $y$ are measured. The coefficient in this equation is usually represented as $b_{y x}$, which means that it is the regression coefficient for the regression of $y$ on $x$; and thus in any sample of paired variates studied it represents a kind of average of the increase in $y$ for a given increase in $x$. Thus if $y$ is bushels per acre and $x$ is tons of fertilizer applied, $b_{y x}$ is an estimate of the increase in yield to be expected from one ton of fertilizer.

For every example where we study the regression of $y$ on $x$, there is also the theoretical possibility of studying the regression of $x$ on $y$; but as stated above the theory of linear regression is best confined to examples where we can think clearly in terms of the effect of one variable on the other, and consequently the investigator is concerned with only one aspect of the regression.

The regression coefficient is a measure of the slope of the regression line, but only relative to the class values of the two variables and their range of variation. Suppose that, in a study of the effect of rainfall on yield, the rainfall varies from 0 to 9 and the yields from 20 to 30 , and the mean yield is 25 and the mean rainfall 5. In a graph such as Fig. 6 the units could be of the same length for the two variables, and if the regression coefficient is 1 the regression line would go from one diagonal to the other and would have a slope of 1 ; that is, it would lie at an angle of 45 degrees. However, if rainfall varied from 0 to 20 the slope would be less than 1 , even for the case where yield is completely dependent on rainfall.
4. Tests of Significance of the Regression Coefficient. The sampling error of the regression coefficient is related to the error of estimation
measured by $\Sigma(y-Y)^{2}$. Thus we have the standard error of estimate given by:

$$
\begin{equation*}
s_{e}=\sqrt{\frac{\Sigma(y-Y)^{2}}{N-2}} \tag{8}
\end{equation*}
$$

and the standard error of the regression coefficient by:

$$
\begin{equation*}
s_{b}=s_{e} / \sqrt{\Sigma(x-\bar{x})^{2}} \tag{9}
\end{equation*}
$$

The value of $\Sigma(y-Y)^{2}$ can best be calculated by equating it to $\Sigma(y-\bar{y})^{2}-b^{2} \Sigma(x-\bar{x})$, or $\Sigma(y-\bar{y})^{2}-b \Sigma(y-\bar{y})(x-\bar{x})$, depending on which form is the more convenient at the time. In these equalities it is understood that the regression coefficient is $b_{y x}$.

Then to make the test of significance $t$ is given by:

$$
\begin{equation*}
t=\frac{b_{y x}}{s_{b}}=\frac{b_{y x} \sqrt{\Sigma(x-\bar{x})^{2}}}{s_{e}} \tag{10}
\end{equation*}
$$

and the table of $t$ is entered under $N-2$ degrees of freedom. There are $N-2$ degrees of freedom because both $\bar{y}$ and $b_{y x}$ are statistics calculated from the sample.

The test for the significance of the difference between two regression coefficients is based on their respective standard errors. For the two regression coefficients $b_{1}$ and $b_{2}$, with standard errors calculated as in (9) above, the standard error of the difference would be:

$$
\begin{equation*}
s_{1-2}=\sqrt{s_{1}^{2}+s_{2}^{2}} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
t=\frac{\left(b_{1}-b_{2}\right)}{s_{1-2}} \tag{12}
\end{equation*}
$$

The two coefficients may be calculated from different numbers of paired values, so that there would be a total of $\left(N_{1}-2\right)+\left(N_{2}-2\right)$ degrees of freedom available for the comparison of the coefficients, where $N_{1}$ and $N_{2}$ are the numbers of pairs respectively from which $b_{1}$ and $b_{2}$ are calculated.

A special case arises when there are two sets of values of the dependent variable. If these are $y_{1}$ and $y_{2}$, there are two regression coefficients $b_{y_{1} x}$ and $b_{\nu_{2} x}$; and it may be necessary to test the significance of the difference between them. The simplest and most direct method is to form a new variable from $\left(y_{1}-y_{2}\right)$ and calculate $b_{\left(y_{1}-\nu_{2}\right) x}$, which may be tested in the ordinary way.
5. Methods of Calculation. It will be remembered from formula (3) that the numerator of the regression coefficient is the sum of products
of the deviations from the means of the two variables, and is expressed algebraically as $\Sigma(y-\bar{y})(x-\bar{x})$. The denominator of the coefficient is the already familiar sum of squares of the deviations from the mean, for the independent variable usually indicated by $x$. Our problem, then, is to learn the most convenient method of calculating the sum of products. The method follows from the identity:

$$
\begin{equation*}
\Sigma(y-\bar{y})(x-\bar{x})=\Sigma(x y)-\frac{T_{x} T_{\nu}}{N} \tag{13}
\end{equation*}
$$

where $\Sigma(x y)$ is the sum of the products of the original values of $x$ and $y$, taken of course by pairs, and $T_{x}$ and $T_{y}$ are the totals for all the original values of $x$ and $y$, respectively. The latter are somewhat more convenient symbols for the familiar $\Sigma(x)$ and $\Sigma(y)$. Given a series of paired values, therefore, for which a regression coefficient is to be calculated, the first step is to determine $T_{x}$ and $T_{y}$. Then each value of $x$ is multiplied by each value of $y$ (or vice versa), and the sum of the products accumulated in the machine. This gives us $\Sigma(x y)$, and if we subtract from this $T_{x} T_{y} / N$, the remainder is the required sum of products of the deviations. $\quad \Sigma(x-\bar{x})^{2}$ is, of course, calculated in the manner indicated in Chapter II.

In many examples the labor of calculation can be reduced by coding the data. This involves either subtracting a uniform quantity from the values of each individual variate or dividing by a constant quantity, or in certain cases both devices are employed at the same time. Supposing that the actual values are as given below on the left; the values on the right are examples of how the coding may be carried out.

| UnCODED |  |  |  | Coded |  |
| :---: | :---: | :---: | :---: | :--- | :---: |
| $x$ | $y$ | $x$ | $y$ |  |  |
| 2402 | 2785 | 240 | 278 | Dividing by 10 and rounding off last figure. <br> Subtracting 200. |  |
| 198 | 196 | 8 | 6 | Subtracting 190 from each value. |  |
| 195 | 193 | 5 | 3 |  |  |
| 256 | 274 | 56 | 74 | Subtracting 200. It is quite permissible to to <br> have negative values, but usually they compli- <br> cate the calculations slightly and if a machine <br> is available for calculation most workers avoid <br> them. |  |

The regression coefficient having been calculated, the next step is to determine the regression equation, $Y=(\bar{y}-b \bar{x})+b x$. The portion
( $\bar{y}-b \bar{x}$ ) is constant and is computed once and for all. Putting the result for this portion equal to $a$, we have the working equation:

$$
\begin{equation*}
Y=a+b_{y x} x \tag{14}
\end{equation*}
$$

from which all the $Y$ values that are necessary can be obtained.
It must be remembered that, if the regression equation is calculated from coded data, the resulting equation itself must be decoded before it can be used for prediction purposes. If the data have been coded by subtraction only, the only correction required is to the means of $x$ and $y$ and this correction must be made while the equation is in the form given in equation (7). If in the coding the $x$ and $y$ values are divided by a different constant value, then a correction must be made to the regression coefficient as well as to the means of $x$ and $y$. For example, if $x$ has been divided by $A$ and $y$ by $B$, then the regression coefficient calculated from the coded data must be multiplied by $B / A$.

Example 10. Calculation of the Regression Coefficient and Regression Equation from a Small Series of Paired Values. In a hypothetical example the values from 10 pairs of variates are as given below:

| $x \ldots \ldots$ | 9 | 8 | 7 | 7 | 6 | 5 | 3 | 3 | 1 | 1 | $T_{x}=50$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y \ldots \ldots$ | 9 | 9 | 8 | 6 | 6 | 5 | 4 | 3 | 1 | 1 | $T_{y}=52$ |

Values for the totals are given at the end of each line and $N=10$. To find the sum of products, and the sum of squares of $x$, we proceed as follows:

| $\Sigma(x y)=(9 \times 9)+(8 \times 9)+(7 \times 8)+\cdots+(1 \times 1)$ | $=335.0$ |
| ---: | :--- |
|  | $=260.0$ |
| $T_{x} T_{y} / N=(50 \times 52) / 10$ | $=75.0$ |
| Difference $=\Sigma(y-\bar{y})(x-\bar{x})$ | $=324.0$ |
| $\Sigma\left(x^{2}\right)=9^{2}+8^{2}+7^{2}+7^{2}+6^{2}+\cdots+1^{2}$ | $=250.0$ |
| $T_{x}^{2} / N=50^{2} / 10$ | $=74.0$ |

Then $b_{y x}=75.0 / 740=1014 . \quad \bar{x}=50 / 10=5.0 . \quad \bar{y}=52.0 / 10=5.2$.
Also $a=(5.2-1.014 \times 5.0)=013$.
Finally the regression equation is $Y=0.13+1.014 x$.
In order to use this equation for predicting values of $y$ from given values of $x$, it is only necessary to insert the required value for $x$ and determine the resulting value of $Y$. For example, if we take $x$ equal to 2 the calculated value of $Y$ is $0.13+1.014 \times 2=2.158$.

Example 11. Calculation of the Regression Coefficient and Regression Equation from a Large Series of Paired Values. When dealing with large numbers of variates, we found that it was convenient to make up a frequency table in order to summarize the data and reduce the labor of calculating the mean and the standard deviation. Similarly, in regression studies, if a large series of paired values is available it is desirable to make up a table which is a combination of the frequency distributions of the two variables. From long usage such a table has become known as
a correlation table, and we shall see in the next chapter that it is likewise of value for calculating the correlation coefficient.

To prepare a correlation table the best plan is to copy the paired values on cards of a size that can be handled conveniently. Thus, if we decided to make up a table for the yields of plots in adjacent rows of Table 4, Chapter II, we would make our cards as follows:

and proceed until all the pairs had been evtered. After deciding on the class values in very much the same manner as described in Chapter II, Section 5, we would distribute the cards for one of the variables and then distribute each pile for the second variable. Table 12 is the final result of distributing all the cards for the yields of adjacent plots as taken from Table 4. The classes here are somewhat larger than they should be, in order to save space and to make the table more convenient to use as an example. The cards were first distributed for $x$, giving the frequency distribution as shown in the last row of the table. The 4 cards falling in the first class were then distributed in the vertical column according to the values of $y$, and so on for each pile. When all the piles were distributed, the cards in each small pile were counted, and the frequencies entered in the table Notice also that the natural numbers have been inserted in the table to replace the class values. This is the device introduced in Chapter II for reducing the labor of calculating the mean and standard deviation from frequency tables. It may be used here in the same way, in order to reduce the labor of calculating the regression coefficient. It will be noted that this is a form of coding, and consequently the regression coefficient and the regression equation will require correction if they are calculated from a table of this kind.

The next step is to prepare Table 13, in which the first four columns are entered directly from the correlation table. For the column headed "totals for $y$ arrays " we proceed to obtain the totals for each array as follows, where the first array of $y$ is the distribution in the $y$ classes of the variates that fall in the first class for $x$.

$$
\begin{array}{ll}
\text { 1st array } & (2 \times 3)+(1 \times 6)+(1 \times 8)
\end{array}=20
$$

The total for this column is obviously $T_{y}$, the grand total of $y$. In the same way we proceed to obtain the totals for the $x$ arrays and $T_{x}$, the grand total of $x$. There are two columns headed $\Sigma(x y)$, the object being to calculate $\Sigma(x y)$ in two ways so as to have a complete check on the calculations. The entries in these columns are obtained by multiplying the totals for the $y$ arrays by the corresponding class values of $x$, and the totals for the $x$ arrays by the corresponding class values of $y$. Summating at the foot of the columns we obtain $\Sigma(x y)$.

Finally from the correlation table we have to calculate $\Sigma\left(x^{2}\right)$, and the method is the same as in Chapter II for any frequency distribution. Tabulating our calculations we have:

$$
\begin{aligned}
& \Sigma(x y)=5448 \\
& \Sigma\left(x^{2}\right)=3952 \\
& T_{x}=850 \\
& T_{y}=1246 \\
& N=200
\end{aligned}
$$

Then: $\quad \Sigma(y-\bar{y})(x-\bar{x})=5448-(850 \times 1246) / 200=152.50$
And: $\quad \Sigma(x-\bar{x})^{2}=3952-850^{2} / 200 \quad=339.50$
The regression coefficient is given by $b_{\nu x}=152.50 / 339.50=0.4492$

TABLE 12
Correlation Table for the Yields of Adjacent Barley Plots

| Assumed <br> Classes | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

## TABLE 13

## Calculation of the Regression Coefficient

| $y$ | Frequency <br> $y$ | $x$ | Frequency <br> $x$ | Totals <br> for $y$ <br> Arrays | $\Sigma(x y)$ | Totals <br> for $x$ <br> Arrays | $\Sigma(x y)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 4 | 20 | 20 | 4 | 4 |
| 2 | 1 | 2 | 13 | 60 | 120 | 3 | 6 |
| 3 | 6 | 3 | 43 | 243 | 729 | 12 | 36 |
| 4 | 14 | 4 | 48 | 307 | 1228 | 48 | 192 |
| 5 | 34 | 5 | 59 | 387 | 1935 | 132 | 660 |
| 6 | 53 | 6 | 27 | 187 | 1122 | 228 | 1368 |
| 7 | 55 | 7 | 6 | 42 | 294 | 247 | 1729 |
| 8 | 30 | $\cdots$ | $\cdots$ | $\cdots \cdots$ | $\cdots \cdots$ | 143 | 1144 |
| 9 | 4 | $\cdots$ | $\cdots \cdots$ | $\cdots$ | $\cdots$ | 21 | 189 |
| 10 | 2 | $\cdots$ | $\cdots \cdots$ | $\cdots \cdots$ | $\cdots \cdots$ | 12 | 120 |
|  | 200 | $\cdots$ | 200 | 1246 | 5448 | 850 | 5448 |
|  | $N$ | $\cdots$ | $N$ | $T_{y}$ | $\Sigma(x y)$ | $T_{x}$ | $\Sigma(x y)$ |
|  |  |  |  |  |  |  |  |

In order to set up the regression equation, the means of $x$ and $y$ are required. These are $\bar{x}=850 / 200=425$, and $\bar{y}=1246 / 200=6.23$, and the regression equation is written:

$$
\begin{aligned}
Y & =(623-04492 \times 4.25)+0.4492 x \\
& =4.3209-0.4492 x
\end{aligned}
$$

Since the regression equation has been calculated from coded values, the necessary corrections must be applied. To correct the means we apply formula (7), Chapter II, obtaining:

$$
\begin{aligned}
& \bar{y}=(6.23-1) \times 23+31=151.29 \\
& \bar{x}=(4.25-1) \times 23+77=151.75
\end{aligned}
$$

Since the class value is 23 for both variables, the regression coefficient does not require any correction, so the new equation is:

$$
\begin{aligned}
& Y=(15129-04492 \times 151.75)-0.4492 x \\
& =8312-0.4492 x
\end{aligned}
$$

In order to plot the regression straight line, we require only two points on the graph, preferably as far apart as possible. It is simpler to use the coded regression equation to find any values of $Y$ required, and also the graphing may be done in the coded values and the actual values inserted when everything is completed. The end points of the line are

$$
\begin{aligned}
& Y_{1}=4.3209-0.4492 \times 1=4.77 \\
& Y_{2}=4.3209-0.4492 \times 7=7.46
\end{aligned}
$$

The graph is finally as in Fig. 7. If such a graph is required in the final presentation of the results, it would be necessary only to substitute the actual class values for the assumed values. The means of the $y$ arrays are, of course, obtained by dividing the totals for the $y$ arrays by the corresponding frequencies. These may be converted


Fig. 7.-Regression graph for yields of adjacent plots showing regression line and means of $y$ arrays.
to actual values by means of the formula for correcting means as described in Chapter II, and used above for finding the true values of $\bar{x}$ and $\bar{y}$.

To test the significance of the regression coefficient we find

$$
\begin{aligned}
& s_{\mathrm{t}}=\sqrt{\frac{\Sigma(y-\bar{y})^{2}-b^{2} \Sigma(x-x)^{2}}{N-2}}=\sqrt{\frac{417.42-0.4492^{2} \times 339.50}{198}}=1.3275 \\
& t=\frac{b \sqrt{ }^{\overline{\Sigma(x-\bar{x})^{2}}}}{s_{e}}=\frac{0.4492 \sqrt{339.50}}{1.3275}=623 .
\end{aligned}
$$

from which it is clear that the regression coefficient is highly significant.

## 6. Exercises.

1. Table 14 gives the results obtained in an experıment with 25 wheat varieties on the number of days from seeding to heading and the number of days from seeding to maturity. Calculate the regression equation for the regression of days to mature on days to head, and test the significance of the regression coefficient. Code the data before beginning your calculations by subtracting 50 from the days to head and 85 from the days to mature. Find the fiducial limits at the $5 \%$ point of the regression coefficient, and decide as to the practicability of using days to head to replace days to mature on the basis of the data provided by this sample.

Regression coefficient $=105.23 / 125.68=0.8373$. (Coded data.)

TABLE 14
Data on Days to Head and Days to Mature of 25 Wheat Varieties

| Variety | Days <br> to <br> Head | Days <br> to <br> Mature | Variety | Days <br> to <br> Head | Days <br> to <br> Mature |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 60.0 | 94.4 | 14 | 58.2 | 92.4 |
| 2 | 536 | 890 | 15 | 58.0 | 916 |
| 3 | 59.0 | 94.0 | 16 | 59.4 | 940 |
| 4 | 61.8 | 954 | 17 | 55.4 | 908 |
| 5 | 53.8 | 88.2 | 18 | 61.6 | 95.2 |
| 6 | 57.8 | 934 | 19 | 630 | 97.2 |
| 7 | 578 | 93.6 | 20 | 602 | 94.6 |
| 8 | 584 | 920 | 21 | 61.6 | 960 |
| 9 | 57.8 | 928 | 22 | 57.6 | 926 |
| 10 | 59.0 | 93.4 | 23 | 608 | 95.4 |
| 11 | 592 | 93.8 | 24 | 61.2 | 94.4 |
| 12 | 590 | 92.8 | 25 | 58.2 | 940 |
| 13 | 58.6 | 94.2 |  |  |  |

2. Table 15 contains data on the carotene content determined by two methods for 139 wheat varieties. By one method carotene was determined on the whole wheat, and by the other method, on the flour. The figures for carotene in the wheat are lower than for carotene in the flour, which is of course the reverse of the actual condition. This was due to a different method of extraction used for the whole wheat which gave lower but relative results.

Make out cards, one for each pair of values, and prepare a correlation table, letting the flour carotene represent the dependent variable $y$. In order to reduce the labor of calculation make the classes fairly large; for example, let the first class for $x$ be 0.85 to 0.95 , and the first class for $y$ be 1.33 to 1.49 . Also do not forget to replace the actual class values by the natural numbers, beginning at 1 , before going ahead with the calculations. Determine the regression equation and prepare a graph similar to Fig. 7. $\quad b_{\nu x}=438.39 / 665.96=0.6583$. (Coded data.)
3. Prove: (a) $\Sigma(y-\bar{y})(x-\bar{x})=\Sigma(x y)-T_{z} T_{y} / N$,
(b) $\Sigma(y-Y)^{2}=\Sigma(y-\tilde{y})^{2}-b_{\nu x}^{2} \Sigma(x-\tilde{x})^{2}$.
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TABLE 15
Carotene Content of Flodr and Whole Wheat for 139 Varieties

| Variety No. | Carotene in Flour | Carotene in Wheat | $\begin{array}{\|c\|} \text { Variety } \\ \text { No. } \end{array}$ | Carotene in Flour | Carotene in Wheat | Variety No. | Carotene in Flour | Carotene in Wheat |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.39 | 1.18 | 48 | 1.71 | 1.16 | 95 | 1.97 | 1.33 |
| 2 | 3.11 | 2.13 | 49 | 1.93 | 1.14 | 96 | 1.83 | 1.14 |
| 3 | 2.15 | 1.41 | 50 | 1.81 | 1.30 | 97 | 2.00 | 1.51 |
| 4 | 1.96 | 1.42 | 51 | 1.89 | 1.32 | 98 | 1.96 | 1.28 |
| 5 | 2.02 | 1.50 | 52 | 1.65 | 1.32 | 99 | 2.00 | 1.33 |
| 6 | 1.76 | 1.25 | 53 | 1.93 | 1.28 | 100 | 2.02 | 1.32 |
| 7 | 2.10 | 1.65 | 54 | 2.12 | 1.48 | 101 | 1.78 | 1.17 |
| 8 | 2.12 | 1.24 | 55 | 2.25 | 1.50 | 102 | 1.83 | 1.10 |
| 9 | 2.28 | 1.48 | 56 | 1.92 | 1.42 | 103 | 1.93 | 1.22 |
| 10 | 1.86 | 1.35 | 57 | 2.25 | 1.66 | 104 | 2.14 | 1.44 |
| 11 | 2.60 | 1.58 | 58 | 2.25 | 1.63 | 105 | 2.15 | 1.54 |
| 12 | 2.11 | 1.45 | 59 | 165 | 1.18 | 106 | 2.13 | 1.46 |
| 13 | 2.30 | 1.74 | 60 | 1.63 | 1.14 | 107 | 1.97 | 1.40 |
| 14 | 1.80 | 1.42 | 61 | 1.70 | 1.22 | 108 | 1.83 | 1.11 |
| 15 | 2.00 | 1.45 | 62 | 1.61 | 1.20 | 109 | 2.10 | 1.40 |
| 16 | 2.05 | 1.87 | 63 | 1.83 | 1.33 | 110 | 1.84 | 1.19 |
| 17 | 2.09 | 2.00 | 64 | 1.60 | 1.13 | 111 | 1.98 | 1.39 |
| 18 | 2.33 | 1.65 | 65 | 1.37 | . 92 | 112 | 2.31 | 1.60 |
| 19 | 2.29 | 1.64 | 66 | 1.96 | 120 | 113 | 229 | 1.53 |
| 20 | 2.30 | 1.62 | 67 | 1.88 | 1.26 | 114 | 215 | 1.45 |
| 21 | 1.97 | 1.55 | 68 | 1.92 | 1.34 | 115 | 1.96 | 1.44 |
| 22 | 2.36 | 1.68 | 69 | 1.89 | 104 | 116 | 1.98 | 1.40 |
| 23 | 173 | 1.32 | 70 | 1.99 | 1.26 | 117 | 1.89 | 1.30 |
| 24 | 172 | 1.47 | 71 | 1.82 | . 98 | 118 | 2.08 | 1.33 |
| 25 | 1.70 | 1.53 | 72 | 2.12 | 1.31 | 119 | 2.00 | 1.42 |
| 26 | 1.63 | 1.50 | 73 | 2.16 | 1.16 | 120 | 2.06 | 1.44 |
| 27 | 1.93 | 1.48 | 74 | 2.14 | 1.04 | 121 | 1.96 | 1.36 |
| 28 | 1.50 | 1.25 | 75 | 1.63 | . 88 | 122 | 2.07 | 1.38 |
| 29 | 1.77 | 1.33 | 76 | 2.76 | 1.91 | 123 | 2.24 | 1.51 |
| 30 | 1.60 | 1.40 | 77 | 2.07 | 1.20 | 124 | 2.15 | 1.38 |
| 31 | 2.31 | 1.49 | 78 | 1.67 | 1.07 | 125 | 1.83 | 1.18 |
| 32 | 2.17 | 1.42 | 79 | 2.78 | 1.80 | 126 | 1.84 | 1.20 |
| 33 | 2.10 | 1.35 | 80 | 3.40 | 2.02 | 127 | 2.03 | 1.45 |
| 34 | 2.90 | 1.58 | 81 | 3.67 | 2.10 | 128 | 1.87 | 1.05 |
| 35 | 2.17 | 1.50 | 82 | 2.41 | 1.61 | 129 | 2.24 | 1.44 |
| 36 | 2.15 | 1.40 | 83 | 2.23 | 1.38 | 130 | 2.14 | 1.06 |
| 37 | 2.01 | 1.40 | 84 | 3.07 | 1.93 | 131 | 2.13 | 1.10 |
| 38 | 2.35 | 1.67 | 85 | 2.22 | 1.44 | 132 | 2.03 | . 98 |
| 39 | 2.34 | 1.62 | 86 | 2.55 | 1.58 | 133 | 2.25 | 1.31 |
| 40 | 2.00 | 1.47 | 87 | 2.12 | 1.39 | 134 | 2.33 | 1.08 |
| 41 | 2.18 | 1.55 | 88 | 1.94 | 1.27 | 135 | 2.01 | 1.14 |
| 42 | 2.47 | 1.73 | 89 | 1.95 | 1.41 | 136 | 1.89 | 1.41 |
| 43 | 2.25 | 1.62 | 90 | 1.59 | 1.08 | 137 | 3.00 | 2.20 |
| 44 | 1.77 | 1.39 | 91 | 2.00 | 1.30 | 138 | 2.16 | 1.73 |
| 45 | 1.68 | 1.34 | 92 | 1.77 | 1.22 | 139 | 2.29 | 1.61 |
| 46 | 2.46 | 1.29 | 93 | 1.98 | 1.26 |  |  |  |
| 47 | 1.86 | 1.28 | 94 | 1.97 | 1.30 |  |  |  |

## CHAPTER VII

## CORRELATION

1. Covariation. This is a term that is very expressive with respect to the fundamental situation regarding two variables, from which the methods of correlation arise. In the previous chapter it was pointed out that, when two variables are so related that one may logically be considered as being dependent on the other one, the method of regression is completely applicable to a study of this relation; but when the two variables cannot be considered in the light of dependence and independence, the method of regression does not appear to be satisfactory. Suppose that a study is to be made of the relation between the heights of brothers and sisters. It would not be logical to consider the height of one member of the pair as being dependent on the height of the other one, yet we may be fairly certain that there is a relation of some sort and we may wish to estimate what this relation is. The question that is asked with respect to two such variables seems to be this. "To what extent do the heights of brother and sister vary together"? Thus we have the term covariation, and the conventional statistic for the measurement of covariation is the correlation coefficient.
2. Definition of Correlation. In Table 16 there are three sets of figures that may be taken as measurements on two variables that we shall designate as $x$ and $y$. On examining these three sets of values it will be noted that the relation between $x$ and $y$ is different in each case. In set 2 we have high values of $x$ associated with high values of $y$, and in set 3 we have high values of $x$ associated with low values of $y$. In both cases there is an obvious relation but one is the reverse of the other. In set 1, on the other hand, there is no apparent relation between the two variables. These sets may be regarded as samples from infinite parent populations of paired variates. In the population from which set 2 is drawn, whenever a pair of variates is selected, we expect to find, if the pair contains a high value of $x$, that there will be a high value of $y$ associated with it. In the population represented by the sample in set 3 it is to be expected that high values of $x$ will be found associated with low values of $y$. These two opposite situations are referred to as positive and negative correlation. Set 1 represents still another situation. High values of $x$ do not appear to be associated with either high

TABLE 16

## Three Samples of Paired Variates Illustrating the Phenomenon of Correlation

| Set 1 | $x \ldots$ | 7 | 7 | 1 | 6 | 5 | 3 | 8 | 9 | 3 | 1 | Total $=50$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $y \ldots$ | 5 | 9 | 6 | 1 | 3 | 1 | 9 | 4 | 6 | 8 | Total $=52$ |
| Set 2 | $x \ldots$ | 9 | 8 | 7 | 7 | 6 | 5 | 3 | 3 | 1 | 1 | Total $=50$ |
|  | $y \ldots$ | 9 | 9 | 8 | 6 | 6 | 5 | 4 | 3 | 1 | 1 | Total $=52$ |
| Set 3 | $x \ldots$ | 1 | 1 | 3 | 3 | 5 | 6 | 7 | 7 | 8 | 9 | Total $=50$ |
|  | $y \ldots$ | 9 | 9 | 8 | 6 | 6 | 5 | 4 | 3 | 1 | 1 | Total $=52$ |

or low values of $y$. In other words, we shall expect that in the parent population the two variables vary independently. A graphical picture of the results with these three samples is given in Fig. 8. For each sample we have prepared what is usually known as a dot diagram. The values of $y$ are represented as ordinates and the values of $x$ as abscissae, so that each pair can be represented by a dot on the diagram. The final


Fig. 8.-Dot diagrams for the sets of values given in Table 16.
result is a figure which represents in a general way, by the scatter of the dots, the relation between the two variables. For set 1 the dots are scattered more or less uniformly over the whole surface. For sets 2 and 3 there is a definite relation between the variables, as shown by the tendency for the dots to arrange themselves in a straight line aiong the diagonals of the square. We are reminded here of the regression graphs of the previous chapter. The difference is that we are not now studying the effect of one variable on the other, but rather the degree to which
the variables vary together owing presumably to influences that are common to both. If such measurements represented heights of brothers and sisters, it is apparent that this common influence might be the similarity of their genes.

This rough illustration is sufficient to give a general idea of the nature of correlation, but it is not adequate to give a complete picture of correlation as it occurs in nature. The student who is specially interested in this subject should make a thorough study of the references given at the end of this chapter. Each writer on this subject presents the situation in a somewhat different manner, and after a study of several viewpoints the student will begin to grasp the fundamental points very clearly. We are concerned here mainly with the viewpoint that correlation is a measure of the degree to which two variables vary together, as we believe this to be the most useful viewpoint from the standpoint of the research worker. Since we have become acquainted with the variance and the standard deviation as measures of variability, it is of interest now to inquirc how the combined variation of two variables can be measured, and how much of the variability of one variable is tied up with the variability of some other variable. In the first place, however, we must consider a few points that are fundamental to the methods of measurement that will be employed.

The dot diagrams given in Fig. 8 will result from combining the frequency distributions of two variables. Since they represent samples only, they give merely an estimate of the combined frequency distributions of the two variables in the parent populations. The single or univariate distributions are represented by a curve, but the combined or bivariate distributions must be represented by a surface. On extending the diagrams of Fig. 8 to much larger samples it is evident that the dots will begin to form into swarms of some definite shape, depending on the degree of correlation between the variables. If the correlation is high the swarm will evidently be of the greatest density along the diagonal of the figure; if there is no correlation the swarm is likely to be almost circular in shape. The theoretical bivariate frequency distribution will obviously be represented by a volume, in contradistinction to that of the univariate distribution which is represented by an area. These points give us some clue as to how we may obtain a measure of correlation.
3. The Measurement of Correlation. Figure 9 illustrates the shape of the swarm in a correlation surface for three different degrees of correlation. The circular swarm at (a) represents zero correlation. In (c) the swarm falls entirely on the diagonal and must represent perfect correlation. In (b) we have a condition between the other two extremes.

Now each surface is divided into quadrants by lines erected at the positions of the means, and in each quadrant are plus and minus signs that represent the signs of the products of the $x$ and $y$ deviations from their means. Thus in the upper right-hand quadrant (1) the deviations of $x$ and $y$ are both positive so that the product of the deviations is positive. Therefore we have positive products in quadrants (1) and (3) and nega-


Fig. 9.-Correlation surfaces showing the variation in the shape of the swarm with increasing correlation.
tive products in quadrants (2) and (4). Now if we obtain the sum of the products it is obvious that in (a) the plus and minus products will cancel each other and the sum will be zero. In (c) all the products will be positive so that their sum will be a maximum. In (b) the condition is intermediate between ( $a$ ) and (c). The plus products are greater than the negative products; hence we have a positive but not a perfect correlation.

Let us consider now the sets of figures in Table 16. If we calculate the sum of the products $\Sigma(x-\bar{x})(y-\bar{y})$ for each set we should find an agreement with the theory outlined above. To carry out these calculations we shall make use of the identity:

$$
\begin{equation*}
\Sigma(x-\bar{x})(y-\bar{y})=\Sigma(x y)-\frac{T_{x} T_{y}}{N} \tag{1}
\end{equation*}
$$

where $T_{x}$ is the total of the $x$ values, $T_{y}$ the total of the $y$ values, and $N$ is the number of pairs. Our calculations then come out as follows:

|  | $\Sigma(x y)$ | $T_{x} T_{y} / N$ | $\Sigma(x-\bar{x})(y-\bar{y})$ |
| :--- | :---: | :---: | :---: |
| Set $1 \ldots \ldots \ldots$ | 262 | 260 | 2 |
| Set $2 \ldots \ldots \ldots$ | 335 | 260 | 75 |
| Set $3 \ldots \ldots$. | 186 | 260 | -74 |

The result is in perfect agreement with the theory that the sum of products is a measure of correlation.

The sum of products is an absolute measure of correlation but will not serve as a relative measure, since it is dependent on several factors that have nothing to do with the correlation between the two variables with which we are concerned. It depends on the number of pairs of measurements or variates, on the units in which the two sets of variates are measured, and on the variability of both of the variables. The first objection can be overcome by dividing by the number of pairs of variates, and we now find that we have $\Sigma(x-\bar{x})(y-\bar{y}) / N$, which was defined in the previous chapter as the covariance $c v$ of $x$ and $y$. The covariance, however, is still not a relative measure of correlation, as it is affected by the units of measurement and the variability of $x$ and $y$. To overcome this difficulty it is clear that the covariance must be divided by some factor which measures the variability of $x$ and $y$ and is expressible in terms of the units in which these variables are measured. The first factor which suggests itself is the product of the two standard deviations, and this actually gives the formula for the correlation coefficient, usually designated by the symbol $r$. Thus we have:

$$
\begin{equation*}
r_{x y}=\frac{\Sigma(x-\bar{x})(y-\bar{y}) / N}{\sigma_{x} \cdot \sigma_{y}} \tag{2}
\end{equation*}
$$

Another formula can be given using the variances of $x$ and $y$ in place of their standard deviations. This must of course be:

$$
\begin{equation*}
r_{x y}=\frac{\Sigma(x-\bar{x})(y-\bar{y}) / N}{\sqrt{v_{x} \cdot v_{y}}} \tag{3}
\end{equation*}
$$

where $v_{x}$ is the variance of $x$ and $v_{y}$ is the variance of $y$. Formula (3) shows also the algebraic relationship between the regression coefficient $b_{y x}$ and the correlation coefficient. Since:

$$
r_{x y}=\frac{c v}{\sqrt{v_{x} \cdot v_{y}}} \text { and } b_{y x}=\frac{c v}{v_{x}}
$$

it follows that:

$$
r_{x y}^{2}=\left(\frac{c v}{v_{x}}\right)\left(\frac{c v}{v_{y}}\right)=b_{y x}\left(\frac{c v}{v_{y}}\right)
$$

and $\frac{c v}{v_{y}}$ is obviously the regression coefficient $b_{x y}$ where $x$ is taken as the dependent variable instead of $y$. Of course in all regression problems there are two regression coefficients, although, in the type of problem we have referred to in the chapter on regression, one of these will be of theoretical interest only. The correlation coefficient is finally:

$$
\begin{equation*}
r_{x y}=\sqrt{b_{y z} \cdot b_{x y}} \tag{4}
\end{equation*}
$$

In other words, it is merely the geometric mean of the two regression coefticients.

A brief inspection of the formula of the correlation coefficient will show that it has a maximum value of +1 and a minimum value of -1 under conditions that we would ordinarily take to represent perfect correlation. (1) Let $y_{i}=k x_{i}$, where $y_{i}$ and $x_{i}$ represent any pair of values of $y$ and $x$, and $k$ is a constant. We have therefore a constant positive relationship between $x$ and $y$.

Then

$$
\left(y_{i}-\bar{y}\right)=\left(k x_{i}-k \bar{x}\right)=k\left(x_{i}-\bar{x}\right)
$$

and

$$
\left(y_{i}-\bar{y}\right)\left(x_{i}-\bar{x}\right)=k\left(x_{i}-\bar{x}\right)^{2}
$$

Hence

$$
\Sigma(x-\bar{x})(y-\bar{y})=k \Sigma(x-\bar{x})^{2}
$$

Also

$$
\Sigma(y-\bar{y})^{2}=k^{2} \Sigma(x-\bar{x})^{2}
$$

Therefore

$$
\sigma_{y}=k \sigma_{x}
$$

And finally

$$
\frac{\Sigma(x-\bar{x})(y-\bar{y}) / N}{\sigma_{x} \sigma_{y}}=\frac{k \Sigma(x-\bar{x})^{2} / N}{k \sigma_{x}^{2}}=\frac{\sigma_{x}^{2}}{\sigma_{x}^{2}}=1
$$

(2) Let $y_{i}=-k x_{i}$. Here we have a constant negative relationship between $x$ and $y$. Then

$$
\left(y_{i}-\bar{y}\right)=-\left(k x_{i}-k \bar{x}\right)=-k\left(x_{i}-\bar{x}\right)
$$

and

$$
\left(y_{i}-\bar{y}\right)\left(x_{i}-\bar{x}\right)=-k\left(x_{i}-\bar{x}\right)^{2}
$$

Hence

$$
\Sigma(x-\bar{x})(y-\bar{y})=-k \Sigma(x-\bar{x})^{2}
$$

Also

$$
\Sigma(y-\bar{y})^{2}=k^{2} \Sigma(x-\bar{x})^{2}
$$

Therefore

$$
\sigma_{y}=k \sigma_{x}
$$

Finally

$$
\frac{\Sigma(x-\bar{x})(y-\bar{y}) / N}{\sigma_{x} \sigma_{y}}=\frac{-k \Sigma(x-\bar{x})^{2} / N}{k \sigma_{x}^{2}}=-\frac{\sigma_{x}^{2}}{\sigma_{x}^{2}}=-1
$$

These two conditions that we have postulated are those for which we should expect a satisfactory coefficient to give us a maximum value of +1 and a minimum value of -1 . Between these two extremes we
should expect the coefficient to give us values varying between +1 and -1 , and this is what it actually does. Our proof as given above indicates this also, but it is not a rigid proof in that particular respect.

Having satisfied ourselves that when we have perfect positive correlation the coefficient will be +1 , and when we have perfect negative correlation the coefficient will be -1 , it remains to decide how the coefficient will measure correlations that fall within this range. As a matter of fact it is easy to state this proposition, but quite difficult to explain it in a simple and satisfactory manner. Perhaps the best interpretation arises from considerations that actually are more closely related to the theory of linear regression than that of correlation. For example, if we take $y$ to be the independent variable, then we can work out the relation between the correlation coefficient and the two variances, the total for $y$, and the variance of the errors of estimation. As pointed out in the previous chapter, the sum of squares of the errors of estimation is $\Sigma(y-Y)^{2}$, where $Y$ represents points on the regression straight line corresponding to each value of $y$. The variance of the errors of estimation is therefore given by:

$$
\begin{equation*}
v_{s}=\frac{\Sigma(y-Y)^{2}}{N-2} \tag{5}
\end{equation*}
$$

Now the variance of $y$ is related to the above variance in the manner indicated by the following equations:

$$
\begin{align*}
& v_{v}=\frac{\Sigma(y-\bar{y})^{2}}{N-1}  \tag{6}\\
& v_{0}=\frac{\left(1-r^{2}\right) \Sigma(y-\bar{y})^{2}}{N-2} \tag{7}
\end{align*}
$$

From which it follows that the ratio of the two variances is:

$$
\begin{equation*}
\frac{v_{e}}{v_{y}}=\left(1-r^{2}\right) \frac{N-1}{N-2} \tag{8}
\end{equation*}
$$

On the same basis, if we examine the relation between $v_{y}$ and the variance due to the regression function, the latter being given by:

$$
\begin{equation*}
v_{b}=b_{\nu x}^{2} \Sigma(x-\bar{x})^{2} / 1 \quad \text { or } \quad r^{2}\left[\frac{\Sigma(y-\bar{y})^{2}}{1}\right] \tag{9}
\end{equation*}
$$

we find that:

$$
\begin{equation*}
\frac{v_{b}}{v_{y}}=r^{2}(N-1) \tag{10}
\end{equation*}
$$

Finally, the ratio $v_{b} / v_{c}$ is given approximately by:

$$
\begin{equation*}
\frac{v_{\mathrm{b}}}{v_{\mathrm{e}}}=\frac{r^{2}}{\left(1-r^{2}\right)}(N-2) \tag{11}
\end{equation*}
$$

The variance $v_{c}$ is frequently taken as representing that portion of the variation in $y$ which is independent of $x$; hence we note that from this standpoint equation (8) is the most important. If $v_{e}$ is expressed in percentage of $v_{\nu}$, then it is clear from (8) that this percentage is almost proportional to $\left(1-r^{2}\right)$. This is another way or expressing the commonly known fact that differences between high correlation coefficients are much more significant than similar differences between small correlation coefficients. As a measuring stick for general use it is therefore much more convenient to think in terms of $r^{2}$ than in terms of $r$. For example, if we have a correlation coefficient of 0.5 , the ratio $v_{e} / v_{\nu}=0.75$, and the ratio does not fall to 0.5 until $r$ reaches 0.75 .

Considerable space might be devoted to further viewpoints on the interpretation of the correlation coefficient, and the student who is especially interested in this phase of statistics should refer to the discussions in the references cited at the end of this chapter. Special notice should be taken of the discussions by R. A. Fisher (1) of the distribution of the correlation coefficient; by G. W. Snedecor (4) of the relation between "common elements" and the correlation coefficient; and by A. E. Treloar (6) of many phases of the entire subject of correlation.
t. 4. Testing the Significance of the Correlation Coefficient. R. A. Fisher (1) has shown that for small samples the distribution of $r$ is not sufficiently close to normality to justify the use of a standard error or a probable error to test its significance. A more accurate method has been developed by Fisher, based on the distribution of $t$. For a correlation coefficient:

$$
\begin{equation*}
t=\frac{r \sqrt{n}}{\sqrt{1-r^{2}}} \tag{12}
\end{equation*}
$$

where $n=$ the number of degrees of freedom available for estimating the correlation coefficient. The degrees of freedom can always be taken equal to $N-2$, because there is a loss of one degree of freedom for each statistic calculated from the sample in order to obtain $r$. These are $\bar{y}$ and $b_{y x}$ (the regression coefficient). Although $b_{y x}$ may not actually have been calculated, it is involved in the formula of the correlation coefficient through the sum of products $\Sigma(x-\bar{x})(y-\bar{y})$. This point will be clear from a consideration of equation (8) which shows that the ratio $v_{c} / v_{\nu}$ is a function of the correlation coefficient. Now $v_{s}$ measures the
discrepancies between individual values of $y$ and the corresponding values of $Y$ estimated from the regression equation. It follows from this that the correlation coefficient can measure only that portion of the relation between $x$ and $y$ which is represented by the regression equation.

Since the use of $t$ provides a correct method of testing the significance of a correlation coefficient regardless of the size of the sample, in general practice one uses this method for samples of all sizes. For large samples one might calculate a standard error of $r$, but even this procedure would be subject to criticism if the value of the correlation coefficient was high.

For testing the significance of the difference between two correlation coefficients $t$ is not suitabie, and Fisher (1) has developed an accurate method which involves transforming the values of $r$ as follows:

$$
\begin{equation*}
z^{\prime}=\frac{1}{2}\left\{\log _{e}(1+r)-\log _{e}(1-r)\right\} \tag{13}
\end{equation*}
$$

The values of $z^{\prime}$ can be shown to be normally distributed even for small samples and with a standard deviation given by:

$$
\begin{equation*}
\sigma_{z^{\prime}}=\frac{1}{\sqrt{N-3}} \tag{14}
\end{equation*}
$$

To test the significance of the difference between two correlation coefficients $r_{1}$ and $r_{2}$, we proceed as follows:

$$
\begin{align*}
z_{1}^{\prime} & =\frac{1}{2}\left\{\log _{e}\left(1+r_{1}\right)-\log _{e}\left(1-r_{1}\right)\right\} \\
z_{2}^{\prime} & =\frac{1}{2}\left\{\log _{e}\left(1+r_{2}\right)-\log _{e}\left(1-r_{2}\right)\right\} \\
\hline z_{1}^{\prime}-z_{2}^{\prime} & =\text { difference } \\
\sigma_{z_{1}^{\prime}-z_{2}^{\prime}} & =\sqrt{\frac{1}{N_{1}-3}+\frac{1}{N_{2}-3}} \tag{15}
\end{align*}
$$

where $N_{1}$ and $N_{2}$ are the numbers in the two samples from which $r_{1}$ and $r_{2}$ respectively have been calculated. Finally:

$$
t=\frac{z_{1}^{\prime}-z^{\prime}{ }_{2}}{\sigma_{z_{1}^{\prime}-z_{2}^{\prime}}^{\prime}}
$$

The table of $t$ is entered under $N_{1}+N_{2}-6$ degrees of freedom.
5. Calculation of the Correlation Coefficient. From the previous chapter, the methods for calculating the sum of products $\Sigma(x-\bar{x})(y-\bar{y})$, either directly from paired values or from a correlation table, will have been noted. It is sufficient therefore to note that
the formulae given in (2) and (3) may be written as follows in convenient form for calculation.

$$
\begin{align*}
& r_{x y}=\frac{\Sigma(x y) / N-\bar{x} \bar{y}}{\sqrt{\left(\Sigma\left(x^{2}\right) / N-\bar{x}^{2}\right)\left(\Sigma\left(y^{2}\right) / N-\bar{y}^{2}\right)}}  \tag{16}\\
& r_{x y}=\frac{\Sigma(x y)-T_{x} T_{y} / N}{\sqrt{\left(\Sigma\left(x^{2}\right)-T_{x}^{2} / N\right)\left(\Sigma\left(y^{2}\right)-T_{y}^{2} / N\right)}}  \tag{17}\\
& r_{x y}=\frac{N \Sigma(x y)-T_{x} T_{v}}{\sqrt{\left(N \Sigma\left(x^{2}\right)-T_{x}^{2}\right)\left(N \Sigma\left(y^{2}\right)-T_{y}^{2}\right)}} \tag{18}
\end{align*}
$$

Formula (17) is the most direct, but (16) and (18) are perhaps better suited to machine calculation. In (18) there are no divisions in either the numerator or the denominator; and after all the preliminary calculations of the values of $\Sigma(x y), T_{x}, T_{y}, \Sigma\left(x^{2}\right)$, and $\Sigma\left(y^{2}\right)$ have been performed, each of the three factors in the formula may be obtained without removing any figures from the machine and recording them elsewhere.

The methods of calculating $\Sigma(x y), T_{x}, T_{y}, \Sigma\left(x^{2}\right)$, and $\Sigma\left(y^{2}\right)$ will of course be the same as described in Chapters II and VI. They may be calculated either from the correlation table or directly from the paired values. For $N=50$ or less it is probably best to proceed directly, as setting up the correlation surface is not likely to save any time. When the numbers are fairly large it is nearly always best to have a correlation table, as we shall learn later of a test to determine the agreement between the actual data and the straight line fitted by the regression equation, and to carry out this test the correlation table must be set up.

Example 12. Direct Calculation of the Correlation Coefficient from Paired Values. For the sets of paired values given in Table 16 the calculations of $\Sigma(x y)$ were performed and the results given in Section 3 of this chapter. Let us assume that we wish to calculate the correlation coetticients using formula (17).

Set 1.

$$
\begin{aligned}
\Sigma(x y)-T_{x} T_{y} / N & =262-260=2.0 \\
\Sigma\left(x^{2}\right)-T_{x}^{2} / N & =324-250=74.0 \\
\Sigma\left(y^{2}\right)-T_{y}^{2} / N & =350-270.4=79.6 \\
r_{x y} & =\frac{2.0}{\sqrt{74.0 \times 79.6}}=+0.026
\end{aligned}
$$

Set 2.

$$
\begin{aligned}
\Sigma(x y)-T_{x} T_{y} / N & =335-260=75.0 \\
\Sigma\left(x^{2}\right)-T_{x}^{2} / N & =\{\text { Same as Set } 1 \\
\Sigma\left(y^{2}\right)-T_{y}^{2} / N & =\left\{\begin{array}{l}
75.0 \\
r_{x y}
\end{array}=\frac{\sqrt{74.0 \times 79.6}}{\sqrt{7.0}}=+0.997\right.
\end{aligned}
$$

Set 3.

$$
\begin{aligned}
\Sigma(x y)-T_{x} T_{y} / N & =186-260=-74.0 \\
\Sigma\left(x^{2}\right)-T_{x}^{2} / N & = \\
\Sigma\left(y^{2}\right)-T_{y}^{2} / N & =\{\text { Same as Set } 1 \\
r_{x y} & =\frac{-74.0}{\sqrt{74.0 \times 79.6}}=-0.964
\end{aligned}
$$

To calculate $r_{x y}$ for Set 2 using formula (18) we would write directly:

$$
r_{x y}=\frac{10 \times 335-50 \times 52}{\sqrt{\left(10 \times 324-50^{2}\right)\left(10 \times 350-52^{2}\right)}}
$$

and performing one operation with the machine for each factor we obtain:

$$
r_{x y}=\frac{750}{\sqrt{740 \times 796}}
$$

By one more operation we find the denominator and have:

$$
r_{x y}=\frac{750}{767.58}=+0.977
$$

Example 13. Calculation of the Correlation Coefficient from a Correlation Table. Suppose that we wish to calculate the correlation coefficient for Table 12, Chapter VI. The first step is to prepare Table 13, which we have already used in Example 11 to calculate the regression coefficient. From this table we have:

$$
\begin{array}{ll}
\Sigma(x y)=5448 & T_{x}=850 \\
\Sigma\left(x^{2}\right)=3952 & T_{y}=1246 \\
\Sigma\left(y^{2}\right)=8180 &
\end{array}
$$

And making use of formula (18) above we calculate:

$$
\begin{aligned}
r_{x y} & =\frac{200 \times 5448-850 \times 1246}{\sqrt{\left(200 \times 3952-850^{2}\right)\left(200 \times 8180-1246^{2}\right)}} \\
& =\frac{30,500}{\sqrt{67,900 \times 83,484}}=\frac{30,500}{260.58 \times 288.94}=0.4051
\end{aligned}
$$

Example 14. Tests of Significance. Although the correlation coefficients calculated in Example 12 were for only 10 pairs of values, the $t$ test will give a reliable measure of their significance. The $t$ values are determined as follows:

Set 1. $\quad r_{x y}=+0.026$

$$
t=\frac{0.026 \sqrt{8}}{\sqrt{1-0.026^{2}}}=0.07
$$

Set 2. $\quad r_{x y}=+0.977$

$$
t=\frac{0.977 \sqrt{8}}{\sqrt{1-0.977^{2}}}=129.7
$$

Set 3. $\quad r_{3 y}=-0.964$

$$
t=\frac{0.964 \sqrt{8}}{\sqrt{1-0.964^{2}}}=102.5
$$

Turning to Table 94 we note that for $n=8$ and $P=0.05$ the value of $t$ required is 2.306 . The coefficient 0.026 is therefore quite insignificant, but the other two are highly significant.

Example 15. The Significance of Differences between Correlation Coefficients. In a study of the relation between the carotene content of wheat flour and the crumb color of the bread, Goulden, et al. (2), obtained the following results with 139 varieties.

Carotene in whole wheat with crumb color, $r_{1}=-0.4951$
Carotene in flour $\quad$ with crumb color, $r_{2}=\mathbf{0 . 5 7 9 1}$

The most accurate method for this test is to make use of Fisher's $z^{\prime}$ transformation. For the $z^{\prime}$ test we write:

$$
\begin{aligned}
z_{1}^{\prime} & =\frac{1}{2}\left\{\log _{e}(1+0.4951)-\log _{e}(1-0.4951)\right\} \\
& =\frac{1}{2}\left(\log _{e} 1.4951-\log _{e} 0.5049\right) \\
& =\frac{1}{2} \log _{e}\left(\frac{1.4951}{0.5049}\right)=\frac{1}{2} \log _{e} 2.9612=\log _{10} 2.9612 \times 1.1513 \\
z_{2}^{\prime} & =\frac{1}{2}\left(\log _{e} 1.5791-\log _{e} 0.4209\right) \quad 0.47147 \times 1.1513=0.5428 \\
& =\frac{1}{2} \log _{e} \frac{1.5791}{0.4209}=\frac{1}{2} \log _{e} 3.7517=0.57423 \times 1.1513=0.6611 \\
z_{2}^{\prime}-z_{1}^{\prime} & =0.6611-0.5428=0.1183 \\
\sigma_{z_{2}^{\prime}-z_{1}^{\prime}} & =\sqrt{\frac{1}{36}+\frac{1}{136}}=\sqrt{\frac{2}{136}}=0.1213
\end{aligned}
$$

Since the difference is less than its standard deviation it is not significant.
Note that in writing out the formula for $z^{\prime}$ we pay no attention to the sign of $r$ as it is the numerical difference between the coefficients that we are testing.

## 6. Exercises.

1. The figures in Table 17 are the physics and English marks ${ }^{1}$ for home economics students in the University of Manitoba. Determine the correlation coefficient for the relation between the marks in the two subjects. Use the direct method, and test the significance of the coefficient.
$r=+0.705$.
2. For the same 50 students the correlation coefficient for the marks in art and clothing is $\mathbf{+ 0 . 7 3 0 0}$, and for art and physics it is +0.6491 . Is this a significant difference?
3. Determine the correlation coefficient for days to head and days to mature of 25 wheat varieties, using the data from Table 14. Find the fiducial limits at the $5 \%$ point for this coefficient.

$$
r=+0.946
$$

${ }^{1}$ By courtesy of the Registrar, University of Manitoba.

## TABLE 17

Marks in Physics and English of 50 Students in Homi Economics of the University of Manitoba

|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Student | Physics | English | Student | Physics | English | Student | Physics | English |
| 1 | 20 | 21 | 18 | 26 | 29 | 35 | 23 | 26 |
| 2 | 25 | 26 | 19 | 24 | 27 | 36 | 26 | 27 |
| 3 | 24 | 27 | 20 | 19 | 26 | 37 | 22 | 21 |
| 4 | 22 | 24 | 21 | 25 | 25 | 38 | 26 | 25 |
| 5 | 27 | 27 | 22 | 18 | 20 | 39 | 23 | 21 |
| 6 | 26 | 28 | 23 | 20 | 24 | 40 | 29 | 26 |
| 7 | 26 | 24 | 24 | 23 | 24 | 41 | 23 | 19 |
| 8 | 32 | 26 | 25 | 22 | 20 | 42 | 20 | 19 |
| 9 | 22 | 24 | 26 | 23 | 26 | 43 | 23 | 30 |
| 10 | 27 | 26 | 27 | 31 | 27 | 44 | 33 | 32 |
| 11 | 22 | 23 | 28 | 24 | 25 | 45 | 21 | 19 |
| 12 | 22 | 25 | 29 | 28 | 30 | 46 | 28 | 30 |
| 13 | 22 | 24 | 30 | 25 | 28 | 47 | 24 | 21 |
| 14 | 29 | 30 | 31 | 26 | 32 | 48 | 26 | 28 |
| 15 | 26 | 30 | 32 | 24 | 25 | 49 | 24 | 22 |
| 16 | 24 | 28 | 33 | 27 | 30 | 50 | 30 | 25 |
| 17 | 25 | 29 | 34 | 28 | 30 |  |  |  |
|  |  |  |  |  |  |  |  |  |
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## CHAPTER VIII

## PARTIAL AND MULTIPLE REGRESSION AND CORRELATION

1. The Necessity for Dealing with More Than One Independent Variable. In many regression problems the investigator is concerned purely with the effect of one variable on another, and this holds true regardless of other complicating factors. Suppose that a new rapid method has been developed for determining the protein content of grain samples and this method is to be compared with an older and thoroughly tested method which is known to give very accurate results. The two methods are used on a large series of samples and for the entire series the linear regression equation is determined for the regression of protein by the old method on protein by the new method. Regardless of how these two variables are related, from the practical standpoint of studying the efficiency of the new method as a substitute for the old method, it is clear that the investigator is concerned purely with the closeness of the relationship between the two variables. The new method may not actually measure protein content but some other factor that is so closely associated with protein content that if we know one we know the other. Hence, although the relation between the two variables may be indirect, it is the total relation with which we are concerned, as we require merely a measure of the accuracy with which we can predict one variable from individual measurements of the other variable. In examples of a somewhat different nature it may be quite misleading to study only the total relation between two variables. Suppose that we find a correlation of +0.60 between the yield of wheat and temperature. Can we conclude from this result that, if all other conditions remain constant, there will be an increase in yield with increases in temperature? The answer is no, because temperature may be associated with some other factor influencing yield and this second factor may be the one that is actually causing the variations in yield. Suppose that the second factor is rainfall, which is probably the most important of the meteorological factors influencing the yield. If rainfall is itself associated with temperature, it is clear that there must also be a correlation between yield and temperature. The latter correlation, however, does not provide us with any information of a fundamental nature with respect to the actual.
changes in yield brought about by changes in temperature. What we require here is a measure of the association between yield and temperature when the rainfall remains constant. To the extent that the relations between the three variables in a problem of this kind can be expressed by linear functions, the measure that we require can be obtained by the method of partial regression or partial correlation. Thus the partial correlation of yield and temperature will measure the degree of covariation for these two variables with a constant rainfall. The partial regression coefficient for yield and temperature will give the actual increase in yield for one unit of increase in temperature when the rainfall is constant. If the correlation coefficients for the three variables are as follows:

$$
\begin{array}{ll}
r_{\nu t}(\text { yield and temperature }) & =+0.60 \\
r_{y r}(\text { yield and rainfall }) & =+0.82 \\
r_{t r}(\text { temperature and rainfall }) & =+0.78
\end{array}
$$

the partial correlation coefficient for yield and temperature with rainfall constant may be represented by $r_{y t \cdot r}$, in which the variable placed after the period is the one that is held constant. Applying the partial correlation method as illustrated below we find $r_{y t . r}=+0.09$. Therefore the actual effect of temperature when rainfall is constant is practically nil.

It is just as well to emphasize by means of this example that the method of partial regression and partial correlation as we are considering it here has to do only with the linear relation between the variables. If the effect of temperature on yield is not the same for a constant low rainfall as it is for a constant high rainfall, then the linear measures are inadequate to express the actual relation.

## 2. Derivation of Partial Regression and Partial Correlation Methods.

 The method of simple correlations is derived from the regression equation:$$
y-\bar{y}=b_{y x}(x-\bar{x})
$$

where $b_{y x}$ is the regression coefficient. Similarly, when there are three variables $y, x, z$, the regression equation is:

$$
y-\bar{y}=b_{y x}(x-\bar{x})+b_{y z}(z-\bar{z})
$$

In order to simplify the writing of these equations we use $x_{1}$ for the dependent variable and $x_{2}, x_{3} \cdots x_{n}$ for the independent variables. Also $b_{12}$ represents the regression coefficient for $x_{1}$ on $x_{2}$, and to abbrevi-
ate further we write $x_{1}$ for $\left(x_{1}-\bar{x}_{1}\right)$ and $x_{2}$ for $\left(x_{2}-\bar{x}_{2}\right)$. Hence the general regression equation for $n$ variables is:

$$
\begin{equation*}
x_{1}=b_{12} x_{2}+b_{13} x_{3}+b_{14} x_{4}+\cdots+b_{1 n} x_{n} \tag{1}
\end{equation*}
$$

The error in estimating $x_{1}$ from this regression equation will be:

$$
\left(x_{1}-b_{12} x_{2}-b_{13} x_{3}-\cdots-b_{1 n} x_{n}\right)
$$

and it is required to find values of the regression coefficients such that the sum of the squares of these errors is a minimum. That is, we must find values of the regression coefficients such that

$$
\Sigma\left(x_{1}-b_{12} x_{2}-b_{13} x_{3}-\cdots-b_{1 n} x_{n}\right)^{2}
$$

is a minimum. For 4 variables this leads by mathematical treatment to the following "Normal Equations"

$$
\begin{align*}
& \Sigma\left(x_{1} x_{2}\right)=b_{12} \Sigma\left(x_{2}\right)^{2}+b_{13} \Sigma\left(x_{2} x_{3}\right)+b_{14} \Sigma\left(x_{2} x_{4}\right) \\
& \Sigma\left(x_{1} x_{3}\right)=b_{12} \Sigma\left(x_{2} x_{3}\right)+b_{13} \Sigma\left(x_{3}\right)^{2}+b_{14} \Sigma\left(x_{3} x_{4}\right)  \tag{2}\\
& \Sigma\left(x_{1} x_{4}\right)=b_{12} \Sigma\left(x_{2} x_{4}\right)+b_{13} \Sigma\left(x_{3} x_{4}\right)+b_{14} \Sigma\left(x_{4}\right)^{2}
\end{align*}
$$

For a set of $n$ variables there are $(n-1)$ simultaneous equations for which the sums of squares and sums of products are known, and by solving these we arrive at the values for the regression coefficients.

Any partial correlation can then be determined as follows:

$$
\begin{equation*}
r_{12 \cdot 3 \cdots n}=\sqrt{b_{12 \cdot 3} \cdots n \times b_{21 \cdot 3} \cdots n} \tag{3}
\end{equation*}
$$

For three variables $x_{1}, x_{2}, x_{3}$, the normal equations are as follows:

$$
\begin{aligned}
& \Sigma\left(x_{1} x_{2}\right)=b_{12} \Sigma\left(x_{2}\right)^{2}+b_{13} \Sigma\left(x_{2} x_{3}\right) \\
& \Sigma\left(x_{1} x_{3}\right)=b_{12} \Sigma\left(x_{2} x_{3}\right)+b_{13} \Sigma\left(x_{3}\right)^{2}
\end{aligned}
$$

from which it can be proved that

$$
r_{12 \cdot 3}=\frac{r_{12}-r_{13} \cdot r_{23}}{\sqrt{\left(1-r_{13}^{2}\right)\left(1-r_{23}^{2}\right)}}
$$

Similarly

$$
\begin{equation*}
r_{13.2}=\frac{r_{13}-r_{12} \cdot r_{23}}{\sqrt{\left(1-r_{12}^{2}\right)\left(1-r_{23}^{2}\right)}} \tag{4}
\end{equation*}
$$

and

$$
r_{23.1}=\frac{r_{23}-r_{12} \cdot r_{13}}{\sqrt{\left(1-r_{12}^{2}\right)\left(1-r_{13}^{2}\right)}}
$$

This is the most rapid method of obtaining the partials for only three variables. For four or more variables it is best to make use of the fact that the normal equations can be written as follows, taking as an example the equations for five variables:

$$
\begin{align*}
& r_{12}=\beta_{12}+\beta_{13} r_{23}+\beta_{14} r_{24}+\beta_{15} r_{25} \\
& r_{13}=\beta_{12} r_{23}+\beta_{13}+\beta_{14} r_{34}+\beta_{15} r_{35}  \tag{5}\\
& r_{14}=\beta_{12} r_{24}+\beta_{13} r_{34}+\beta_{14}+\beta_{15} r_{45} \\
& r_{15}=\beta_{12} r_{25}+\beta_{13} r_{35}+\beta_{14} r_{45}+\beta_{15}
\end{align*}
$$

The correlation coefficients are the known values, and the beta ( $\beta$ ) values the unknown. The latter can be used as illustrated below to compute the partial correlation coefficients.

Tabular methods of solving these equations for the beta values have been devised which reduce the labor to a minimum. The beta values are defined by:

$$
\begin{equation*}
b_{12.3} \ldots n=\left(\frac{\sigma_{1}}{\sigma_{2}}\right) \beta_{12 \cdot 3} \ldots n \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{21 \cdot 3} \ldots n=\left(\frac{\sigma_{2}}{\sigma_{1}}\right) \beta_{21 \cdot 3} \ldots n \tag{7}
\end{equation*}
$$

Hence, on referring to equation (3) above, we find that:

$$
\begin{align*}
& \beta_{12.3} \ldots n \cdot \beta_{21.3} \ldots n=\left(\frac{\sigma_{2}}{\sigma_{1}}\right) b_{12.3} \ldots n \times\left(\frac{\sigma_{1}}{\sigma_{2}}\right) b_{21.3} \ldots n \\
& =b_{12 \cdot 3} \ldots n \cdot b_{21 \cdot 3} \ldots n=r_{12 \cdot 3}^{2} \ldots n \tag{8}
\end{align*}
$$

And hence:

$$
\begin{equation*}
\sqrt{\beta_{12.3} \cdots n \cdot \beta_{21.3} \cdots n}=r_{12.3} \cdots n \tag{9}
\end{equation*}
$$

In order to obtain all the beta values, it is necessary to rewrite the normal equations in different ways and solve. For example, in order to obtain $\beta_{21}$, the equations for five variables must be written.

$$
\begin{aligned}
& r_{21}=\beta_{21}+\beta_{23} r_{13}+\beta_{24} r_{14}+\beta_{25} r_{15} \\
& r_{23}=\beta_{21} r_{13}+\beta_{23}+\beta_{24} r_{34}+\beta_{25} r_{35} \\
& r_{24}=\beta_{21} r_{14}+\beta_{23} r_{34}+\beta_{24}+\beta_{25} r_{45} \\
& r_{25}=\beta_{21} r_{15}+\beta_{23} r_{35}+\beta_{24} r_{45}+\beta_{25}
\end{aligned}
$$

Correlation coefficients are often referred to as coefficients of the $p$ th order, where $p$ is the number of variables held constant. Thus the simple coefficient $r_{12}$ is of zero order, and the partial coefficient $r_{12.345}$ is of the third order.
3. Example 16. Calculation of Partial Regression and Partial Correlation Coefficients. The simple correlation coefficients in Table 18 were obtained in a study (2) of the effect of the physical characteristics of wheat on the yield and quality of flour.

TABLE 18

## Simple Correlation Coefficients for the Relations between Six Variables

|  | 1 | 2 | 3 | 4 | 5 |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  | 0.6412 | -0.3190 | -0.4462 | -0.3511 |
| 5 | -0.3123 | 0.2861 | 0.1667 | 0.1882 | -0.3092 |
| 4 | -0.3947 | 0.0429 | -0.0655 |  |  |
| 3 | -0.5612 | 0.3114 |  |  |  |
| 2 | -0.4589 |  |  |  |  |

where $1=$ yield of straight grade flour.
$2=$ per cent bran frost.
$3=$ per cent heavy frost.
$4=$ per cent immaturity.
$5=$ per cent green kernels.
$6=$ weight per bushel.

In order to use the above method to determine the effects on yield of flour of any one of the forms of damage or of weight per bushel, it is necessary to determine the partial correlation coefficients:

$$
r_{12 \cdot 3456}, \quad r_{13 \cdot 2456}, \quad r_{14 \cdot 2356}, \quad r_{15 \cdot 2346}, \quad r_{16 \cdot 2845}
$$

For which we will require

$$
\begin{array}{lllll}
\beta_{12} \cdot \beta_{21}, & \beta_{13} \cdot \beta_{31}, & \beta_{14} \cdot \beta_{41}, & \beta_{15} \cdot \beta_{51}, & \beta_{16} \cdot \beta_{61}
\end{array}
$$

We solve for these by the method illustrated in Table 19. It is a tabular method of solving the simultaneous equations and is best understood from a study of the table.

Note that the calculations of Table 19 give $\beta_{12}, \beta_{13}, \beta_{14}, \beta_{15}$, and $\beta_{16}$, and that in order to obtain the other beta values the simple correlation coefficients must be rearranged and the calculations repeated. The rearrangement in the order 6: 5, 4, 3, 1,2 , will give $\beta_{21}, \beta_{23}, \beta_{24}, \beta_{25}, \beta_{26}$. The next logical rearrangement is $6,5,4,1,2,3$, giving $\beta_{32}, \beta_{31}, \beta_{34}, \beta_{35}, \beta_{36}$. We continue rearranging the simple correlation coefficients until all the beta values have been calculated. Then they are put together in a table and we select those necessary in order to give the required partials.

The following instructions will be found useful in carrying through the tabular method of solving the equations.
(1) Rule a sheet of paper as in Tabls 19.
(2) Enter all the correlation coefficients as indicated in lines 1, 3, 7, 12, and 18.
(3) Sum the correlation coefficients to obtain values given in column $\mathbf{S}$. Note that the first sum, line 1 , is $r_{61}+r_{62}+r_{63}+r_{64}+r_{65}+r_{66}$, the sum in line 3 is $r_{51}+r_{52}+r_{53}+r_{54}+r_{55}+r_{56}$, the sum in line 7 is $r_{41}+r_{42}+r_{48}+r_{44}+$ $+r_{45}+r_{46}$, etc.

The $S$ column provides a check for all the preceding work. The values 1.0662 and -1.1789 must check with the sum of the values in lines 5 and 6 respectively. There are similar checks in the $S$ column of lines 10 and 11,16 , and 17 , and 23 and 24. All these checks are approximate, and therefore the values obtained in the check column will not agree with those calculated from the body of the table to the last decimal figure.
(4) The last value calculated in line 24 is $\beta_{12}$ with its sign changed. It is written below in line 1 of the reverse with the correct sign, and also in column 2 line 1 of the reverse. The remaining values in column 1 come from lines 17, 11, 6 , and 2, of the same column but with their signs reversed.

In column 2 the values are:

$$
\begin{aligned}
& \beta_{12} \\
& \beta_{12} \times(17 \cdot 2) \\
& \beta_{12} \times(11 \cdot 2) \\
& \beta_{12} \times(6 \cdot 2) \\
& \beta_{12} \times(2 \cdot 2)
\end{aligned}
$$

In line 2 (reverse) add from right to left and obtain $\beta_{13}$, then the remaining values in column 3 are:

$$
\begin{aligned}
& \beta_{18} \times(11 \cdot 3) \\
& \beta_{18} \times(6 \cdot 3) \\
& \beta_{18} \times(2 \cdot 3)
\end{aligned}
$$

In line 3 (reverse) add from right to left and obtain $\beta_{14}$, then the remaining values in column 4 are:

$$
\begin{aligned}
& \beta_{14} \times(6.4) \\
& \beta_{14} \times(2.4)
\end{aligned}
$$

In line 4 (reverse) add from right to left and obtain $\beta_{15}$, then the remaining value in column 5 is:

$$
\beta_{15} \times(2.5)
$$

In line 5 (reverse) add from right to left and obtain $\beta_{16}$.
After completing the calculations as in Table 19 the correlation coefficients are arranged in the order $6,5,4,3,1,2$, in a new table and the calculations carried out as before. For 6 varisbles there will be 6 tables to calculate, each table giving 5 of the total of 30 beta values. When the latter have all been calculated they can be tabulated, and all that remains is to work out the partials. It is convenient to make a table such as Table 20 for entering the beta values and the corresponding partial correlation coefficients.

## TABLE 19

Solution of Normal Equations for Six Variables

|  | Line | 6 | 5 | 4 | 3 | 2 | 1 | S |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Enter ras, res . . . $r_{61}$. . . . . . . . . . . . . . . . . . . . . . . . . . . 6 Change signs. | 1 | 1.0000 -1.0000 | -0.3092 0.3092 | -0.3511 0.3511 | -0.4462 0.4462 | $\begin{array}{r} -0.3190 \\ 0.3190 \end{array}$ | $\begin{array}{r} 0.6412 \\ -0.6412 \end{array}$ | 0.2157 |
|  | $\begin{aligned} & 3 \\ & 4 \\ & 5 \\ & 6 \end{aligned}$ | $\cdots$ | 1.0000 -0.0956 0.9044 -1.0000 | 0.1882 -0.1086 0.0796 -0.0880 | 0.1467 -0.1380 0.0087 -0.0096 | $\begin{array}{r} 0.2861 \\ -0.0986 \\ 0.1875 \\ -0.2073 \end{array}$ | $\begin{array}{r} -0.3123 \\ 0.1983 \\ -0.1140 \\ 0.1260 \end{array}$ | $\begin{array}{r} 0.9995 \\ 0.0667 \\ 1.0662 \\ -1.1789 \end{array}$ |
|  | 7 8 9 10 11 |  |  | 1.0000 -0.1233 -0.0070 0.8697 -1.0000 | -0.0655 -0.1567 -0.0008 -0.2230 0.2564 | $\begin{array}{r} 0.0429 \\ -0.1120 \\ -0.0165 \\ -0.0856 \\ 0.0984 \end{array}$ | $\begin{array}{r} -0.3947 \\ 0.2251 \\ 0.0100 \\ -0.1596 \\ 0.1835 \end{array}$ | $\begin{array}{r} 0.4198 \\ 0.0757 \\ -0.0938 \\ 0.4017 \\ -0.4619 \end{array}$ |
|  | 12 13 14 15 16 17 |  |  |  | 1.0000 -0.1991 -0.0001 -0.0572 0.7436 -1.0000 | 0.3114 -0.1423 -0.0018 -0.0219 0.1454 -0.1955 | $\begin{array}{r} -0.5612 \\ 0.2861 \\ 0.0011 \\ -0.0409 \\ -0.3149 \\ 0.4235 \end{array}$ | $\begin{array}{r} 0.3852 \\ 0.0962 \\ -0.0102 \\ 0.1030 \\ 0.5742 \\ -0.7722 \end{array}$ |
| Enter $r_{22}, r_{21}$ <br> Multiply line 1 by 2.2 <br> Multiply line 5 by 6.2 <br> Multiply line 10 by 11.2 <br> Multiply line 16 by 17.2 . <br> Add lines 22 to 18 <br> Divide line 23 by 23.2 and change signs | 18 19 20 21 22 23 24 |  | $\cdots \cdots \cdots$ $\cdots \cdots \cdots$ $\cdots \cdots \cdots$ $\cdots \cdots$ |  |  | $\begin{array}{r} 1.0000 \\ -0.1018 \\ -0.0389 \\ -0.0084 \\ -0.0284 \\ 0.8225 \\ -1.0000 \end{array}$ | $\begin{array}{r} -0.4589 \\ 0.2045 \\ 0.0236 \\ -0.0157 \\ 00.0616 \\ -0.1849 \\ 0.2248 \end{array}$ | 0.8625 0.0688 -0.210 0.0395 -0.123 -0.6375 -0.7751 |
| $\begin{aligned} & \beta_{12}=-0.2248 . \\ & \beta_{12}=-0.3796 . \\ & \beta_{14}=-0.3029 . \\ & \beta_{15}=-00492 . \\ & \beta_{16}=02786 . \end{aligned}$ |  | 0.2786 | $\frac{-0.0492}{-0.0152}$ | -03029 -0.0266 -01063 | -0.3796 -0.0973 0.0036 -0.1694 | -0.2248 0.0439 -0.0221 0.0466 -0.0717 | $\begin{array}{r} -0.2248 \\ -0.4235 \\ -0.1835 \\ -0.1260 \\ 0.6412 \end{array}$ |  |

Note: In the instructions 2.5 represents the value 0.3092 in line 2, column 5 . Similarly, 6.4 represents the value in line 6 , column 4, and so forth.

TABLE 20
Beta Valoes and Partial Correlation Coefficients

| Subscript | $\beta$ | Subscript | $\beta$ | $r$ Subscript | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | -0.2575 | 21 | 0.5844 | 12.3456 | -.388 |
| 13 | $\ldots \ldots \ldots$ | 31 |  | 13.2456 |  |
| 14 | $\ldots \ldots \ldots$ | 41 |  | 14.2356 |  |
| . | . | $\cdot$ |  | $\cdot$ |  |
| $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ |  |
| . | $\cdot$ | . |  | 56.1234 |  |
| 56 |  | 65 |  |  |  |

4. Tests of Significance. The $t$ test is applicable to partial correlations in the same way as to simple correlations but the degrees of freedom are different. If $p$ is the number of variables held constant, for partial correlation coefficients we have

$$
\begin{equation*}
t=\frac{r}{\sqrt{1-r^{2}}} \sqrt{N-p-2} \tag{10}
\end{equation*}
$$

5. Multiple Correlation. In our example, if we consider not the separate but the total effect of weight per bushel and the different forms of damage on the yield of flour, the problem is one of multiple correlation. Since all these variables have some effect on flour yield the more information we have on them the more closely we can predict the flour yield of a particular sample of wheat.

A simple correlation coefficient measures the relation between a dependent and one independent variable. A multiple correlation coefficient measures the combined relation between a dependent variable and a series of independent variables.

Equation (1):

$$
x_{1}=b_{12} x_{2}+b_{13} x_{3}+b_{14} x_{4}+\cdots+b_{1 n} x_{n}
$$

is in reality a multiple regression equation as it may be used to predict values of $x_{1}$ from the known values of $x_{2}, x_{3}, x_{4} \cdots x_{n}$.
6. Calculation of Multiple Correlation Coefficients. Two methods are in use for the calculation of the multiple correlation coefficient. These arise from the two equations (11) and (12) below:

$$
\begin{gather*}
1-R_{1 \cdot 23}^{2} \cdots n=\left(1-r_{12}^{2}\right)\left(1-r_{13 \cdot 2}^{2}\right)\left(1-r_{14 \cdot 23}^{2}\right)\left(1-r_{15 \cdot 234}^{2}\right) \ldots \\
\left(1-r_{1 n \cdot 23}^{2} \cdots \cdot n-1\right)  \tag{11}\\
R^{2}=\beta_{12} \cdot r_{12}+\beta_{13} \cdot r_{13}+\beta_{14} \cdot r_{14}+\ldots+\beta_{1 n} \cdot r_{1 n} \tag{12}
\end{gather*}
$$

Method (11) can be used only when all the partial correlation coefficients of the first, second, third, to the ( $n-2$ ) order are known, and hence it is impossible when the partials have been obtained by solving the normal equations. It is very useful, however, when only three variables are being studied. For three variables we have:

$$
1-R_{1 \cdot 23}^{2}=\left(1-r_{12}^{2}\right)\left(1-r_{13 \cdot 2}^{2}\right)
$$

Method (12) is directly applicable when the partial correlation coeffcients have been obtained by solving the normal equations for the beta values.
7. Testing the Significance of Multiple Correlations. It should be noted that, in equation (11) above, any one of the factors such as $1-r^{2}{ }_{13.2}$ cannot be greater than unity, since the square of a correlation coefficient cannot be less than zero. Hence if we compare

$$
\begin{gathered}
\left(1-R_{1.23}^{2} \ldots n\right) \text { and }\left(1-r_{12}^{2}\right) \\
1-R_{1 \cdot 23}^{2} \cdots{ }_{n}<1-r_{12}^{2}
\end{gathered}
$$

giving

$$
R_{1 \cdot 23}^{2} \ldots,-1>r_{12}^{2}-1
$$

or

$$
R_{1 \cdot 23}^{2} \cdots n>r_{12}^{2}
$$

Similarly for any other factor on the right of the equation; hence:

$$
R_{1 \cdot 23}^{2} \ldots{ }_{n}>r_{12}^{2}, r_{13 \cdot 2}^{2}, \ldots r_{1 n \cdot 23}^{2} \ldots{ }_{n-1}
$$

The multiple correlation coefficient is greater therefore than any of the constituent coefficients; and its minimum value is zero and not -1 , as is the case with a simple or partial coefficient. For this reason a special table must be used for testing the significance of multiple correlations. ${ }^{1}$ The calculation of $t$ values, standard errors, or probable errors will give entirely erroneous results. Two tables that may be used are in the references given below.

## 8. Exercises.

1. Complete the calculation of the partial correlation coefficients begun in Example 16. The following values will assist in checking the work:

$$
\begin{aligned}
& r_{18.4458}=-0.3177 \\
& r_{16 \cdot 2845}=0.3367 \\
& r_{85.1246}=-0.0393 \\
& r_{50.228}=-0.1373
\end{aligned}
$$

[^2]2. If $N$ is 36 , determine the minimum value of a fourth order correlation coefficient that is significant. Put $r$ in terms of $t$ and the number of degrees of freedom.

The value obtained should be 0.3493 .
3. Calculate the multiple correlation coefficient $R_{1.23456}$ for the same data as in Example 16, and determine its significance.

$$
R=0.7936
$$

4. Write the simultaneous equations for three variables in the same form as (5) above. Then prove:

$$
r_{12 \cdot 3}=\frac{r_{12}-r_{18} \cdot r_{23}}{\sqrt{\left(1-r_{13}^{2}\right)\left(1-r_{23}^{2}\right)}}
$$
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## CHAPTER IX

## THE $\chi^{2}$ (CHI-SQUARE) TEST

1. Data Classified in Two Ways. On reviewing the types of problems that have been presented in the previous chapters, it will be recalled that they have dealt with data of two kinds. In the first place we studied an example in which an operator attempted to classify grain samples according to variety. The samples were placed either rightly or wrongly, and there was no intermediate condition. The power of the operator to differentiate the samples was therefore measured in terms of the number of samples placed correctly. With a little thought it will be clear that a great many problems must occur in which the data are of this type. Thus, in describing the health of a population, an obvious criterion will be the proportion of the population that are ill, or perhaps the percentage dying within the year. Again, a set of varieties of a cereal crop may be differentiated by the number of seeds that are viable, and so forth. In further examples the data were of a different type as in the case of yields of wheat plots, weights and heights of men, and degree of infection. We may be reminded, by these remarks, of the classification of variables as continuous and discontinuous, wherein the distinction between the two is fairly clear cut. Will data arising from discontinuous variables always fall into the first class mentioned above, and data from continuous variables into the second class? The answer is that they will not be so easily separated in this way, as we can easily imagine a situation in which data for a continuous variable may be treated by the two methods. We may take as an example a comparison of the yields of two varieties of wheat. In the first place, if there are a sufficient number of plots we may compare the two varieties according to the number of plots that fall into an arbitrarily determined low-yielding class, or an arbitrarily determined high-yielding class; or better still we may compare the numbers of plots falling into both classes. In the second case we may simply compare the average yields of the two varieties on all the plots. Which method shall we use? This question is also very easily answered, as it will be clear that the first method applied to an example of this kind is cumbersome and unwieldy, and will be used only when the numbers are fairly large and the method
of classifying the plots according to yield is only approximate. For example, in a comparison of two varieties as grown by farmers it may be impossible to obtain accurate yields, but it may be possible to classify the fields quite accurately into the groups low-yielding and high-yielding. Then, with a fairly large number of fields to work with, a good comparison of the varieties may be made simply by determining the number in each group. For discontinuous variables, on the other hand, comparisons will usually be found to be most conveniently made by the first method, and this is particularly true if the character with which we are concerned is definitely not measurable in a quantitative manner. Thus people may be classified only as dead or alive; and although there may be a theoretical situation existing for a short period in which this classification is uncertain, it is certainly of no practical significance in describing what has happened to two populations as a result, say, of their having received two different treatments.

In this chapter we are concerned mainly with methods of applying tests of significance in examples where the data are in the form of frequencies as in the first class mentioned above. Snedecor (4) has very aptly used the term enumeration data to describe data of this type.
2. Tests of Goodness of Fit. In many problems the test that is required is a comparison of a set of actual frequencies with a corresponding set of theoretical frequencies. Thus in experiments in genetics an $F_{2}$ population may be classified into two groups, as in a wheat experiment in which the $F_{2}$ population of 131 plants is classified as 106 that are resistant to rust and 25 that are susceptible. The predominance of resistant plants can be explained by the well-known theory of dominance of the genes for rust resistance coupled with the supposition that rust reaction is determined by only one pair of genes, one parent having contributed the gene for rust resistance and the other parent the gene for susceptibility. This is plainly an hypothesis which gives a general explanation of the results, and as such may be subject to testing in the same manner as the familiar null hypothesis of Chapter I. The procedure of this test follows from the following considerations.

In a population for which the hypothesis is true, if a large number of samples of 131 plants each are taken, these will be found to vary around a mean value for the frequencies of resistant and susceptible plants which will be directly calculable from the hypothesis. Thus in the present example it is easily demonstrated that the mean of such a population will be 98.25 resistant plants and 32.75 susceptible plants. In taking samples from this population, it is to be expected that owing to random variation some of these samples will exhibit quite wide variations from the mean of the population, but a large proportion of them
will, of course, be fairly close to the mean of the population. If we knew the theoretical distribution of such samples around the mean, we could calculate for samples the same size as ours the numbers of resistant and susceptible plants which would occur as the result of random variations in only $5 \%$ of the trials. This would establish for us the $5 \%$ level of significance-that is, if our actual sample fell outside of the range of this $5 \%$ level we would say that the data did not substantiate the hypothesis, in fact it is fairly convincing evidence that the hypothesis is not true. If our sample fell well within the $5 \%$ level we would then say that there was good agreement between the data and the hypothesis, but the hypothesis would not necessarily be proved. Now the distribution of the samples can be calculated directly by methods similar to those used in Chapter I, and we shall see in Chapter X that if the sample is small it may be advantageous to proceed on this basis. However, for general application a much easier method is available. This method involves the calculation for the data of the sample a statistic known as $\chi^{2}$ (chi square) which is distributed in a known manner depending on the number of degrees of freedom available for its estimation. For the general case $\chi^{2}$ is given by:

$$
\begin{equation*}
\chi^{2}=\Sigma\left[\frac{(a-t)^{2}}{t}\right] \tag{1}
\end{equation*}
$$

where $a$ represents the actual frequencies and $t$ the corresponding theoretical frequencies. Thus in the present example the actual frequencies are 106 and 25 , and the corresponding theoretical frequencies are 98.25 and 32.75 . The two values of $a-t$ are therefore both equal to 7.75 , and $\chi^{2}=7.75^{2} / 98.25+7.75^{2} / 32.75=2.445 .{ }^{1} \quad$ The number of degrees of freedom available for the estimation of $\chi^{2}$ is 1 . In this respect the problem is similar to the $t$ test for the differences between paired values. Here we have two pairs of differences as represented by the two values of $a-t$, and consequently there is only one degree of freedom. Another concept of the degrees of freedom arises from the fact that there are only two classes, resistant and susceptible. The total number in the sample being fixed, if the number in any one class is fixed the number in the other class must also be fixed. There is therefore only one class
${ }^{1}$ For simple ratios a direct formula suggested by F. R. Immer for calculating $x^{2}$ may be used. This formula is:

$$
x^{2}=\frac{\left(a_{1}-a_{2} x\right)^{2}}{x N}
$$

where the theoretical ratio is $x: 1, a_{1}$ is the actual frequency corresponding to $x$ and $a_{2}$ is the actual frequency corresponding to $1 . N$ is the total frequency.
which can be arbitrarily assigned a given frequency, and this means that there is only one degree of freedom.

The next step in the test is to examine the tables that give the distribution of $\chi^{2}$ and find the value at the $5 \%$ level for one degree of freedom. We enter Table 95 and find that the value of $\chi^{2}$ at the $5 \%$ point is 3.84. Our conclusion is that the data do not disagree significantly with the hypothesis. Of course, we can if necessary go further and determine approximately in what proportion of cases such a result as ours would be obtained. The $\chi^{2}$ value of 2.445 falls between the two values of $\chi^{2}$ that correspond to the 10 and $20 \%$ levels of $P$. By interpolation our value is found to correspond to the $13 \%$ point, and consequently we can say that a sample showing a deviation from the theoretical as great as or greater than the one observed would be expected to occur in $13 \%$ of the trials. The observed deviation is therefore not very important and does not in any sense disprove the hypothesis.

It should be noted at this point that the possible deviations from the theoretical may occur in both directions, and that in the test of significance both these possibilities have been taken into account. Since there is very often a good deal of confusion on this point, it may be just as well to emphasize here that it is absolutely necessary, in testing the hypothesis set up, to take into account possible deviations in both directions. Our hypothesis involves picturing a population deviating about a mean of 98.25 resistant to 32.75 susceptible plants. According to the theory, deviations of 7.75 in either direction are equally likely, and in our sample the deviation happened to be positive for the resistant group and negative for the susceptible group. If we should determine the proportion of the trials in which a positive deviation as great as or greater than the one observed would occur, it is clear that this proportion would be exactly half of the proportion determined above, or about $6 \frac{1}{2} \%$. But this would not be a test of agreement with the hypothesis, any more than it would be to determine the proportion of the trials, say, in which a deviation of +7.75 to +8.00 would occur. The proportion would be very small, but it would in no way indicate disagreement with the hypothesis. Another way to consider this problem is to examine the possible consequences of accepting as a test of significance the $5 \%$ level, taking into account positive deviations only. On a large series of samples the investigator would expect to classify $5 \%$ of the samples as giving a significant disagreement with the hypothesis, even when the hypothesis is true. If positive deviations only are considered he would classify only $2 \frac{1}{2} \%$ of the samples in this way, and consequently would not be setting up the level of significance at the $5 \%$ but at the $2 \frac{1}{2} \%$ point. In certain cases, as we shall see later in the next chapter, it is
legitimate as a test of significance to take into consideration the deviations at one end of the distribution only; but these are special cases and not comparable to the example given above.

Example 17. In a crose of two wheat varieties, Reward and Hope, the following results were obtained for the frequencies of resistant, semi-resistant, and susceptible plants in the $\boldsymbol{F}_{\mathbf{2}}$ generation.

| Resistant | 111 |
| :--- | ---: |
| Semi-Resistant | 232 |
| Susceptible | 1181 |

The theoretical frequencies according to two hypotheses are as follows:

|  | Single Factor <br> Difference | Two Complementary <br> Factors and an <br> Inhibitor |
| :--- | :---: | :---: |
| Resistant | 381 | 119 |
| Semi-resistant | 762 | 238 |
| Susceptible | 381 | 1167 |

If we wish to test the two hypotheses by comparing the actual with the expected frequencies in each case, the work may be set up and carried through as follows:

| Single Factor <br> Hypothesis |  |  | Complementary and Inhibiting <br> Factor Hypothesis |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Actual | Theoretical | $(a-t)^{2} / t$ | Actual | Theoretical | $(a-t)^{2} / t$ |
| 111 | 381 | 191.3 | 111 | 119 | 0.5378 |
| 232 | 762 | 368.6 | 232 | 238 | 0.1513 |
| 1181 | 381 | 1679.8 | 1181 | 1167 | 0.1680 |
|  |  |  |  |  |  |
| $x^{2}=2239.7$ | $n=2$ | $P=0.0000$ | $x^{2}=0.857$ | $n=2$ | $P=0.65$ |

We have two degrees of freedom in each case, and we find for the first cese that such a large value of $\chi^{2}$ is not given in the table. The largest value under $n=2$ is 9.21 , which corresponds to a $P$ of 0.01 . We can conclude, therefore, that the probability of obtaining deviations, due to chance variation, as great as or greater than those observed is too remote to be considered. In the second case, $\chi^{2}=0.857$ and this corresponds approximately to $P=0.65$. The fit here is very good since deviations as great as or greater than those observed may be expected in at least $50 \%$ of the cases. The final conclusion is that the single factor hypothesis is quite inadequate to explain the type of segregation observed, but there is good evidence to support the second hypothesis based on a pair of complementary factors and an inhibiting factor.

Example 18. In an assumed cross between parents of the constitution BBcc and $b b C C$, the $F_{2}$ population is classified as follows:

| $\frac{B C}{1260}$ | $\frac{B c}{625}$ | $\frac{C b}{610}$ | $\frac{c b}{5}$ | Total |
| :--- | :--- | :--- | :--- | :--- |
| 2500 |  |  |  |  |

According to a theoretical $9: 3: 3: 1$ ratio, the theoretical frequencies would be:

| $\frac{B C}{1406}$ | $\frac{B c}{469}$ | $\frac{C b}{469}$ | $\frac{c b}{156}$ | Total |
| :--- | :--- | :--- | :--- | :--- |
| 2500 |  |  |  |  |

The actual results differ very widely from the expected as indicated by calculating $\chi^{2}$. In this case we find $\chi^{2}=255.60$ and referring to Table 95 and entering at $n=3$ we note that 11.34 is the highest value given. It is clear that the fit is very poor; so we proceed to analyze the data for the source of the disturbance, and develop a hypothesis more in accordance with the facts. In the first place the assumption is made when the $9: 3: 3: 1$ ratio is built up that the ratio of $B$ to $b$ is $3: 1$, and that of $C$ to $c$ is also $3: 1$. A discrepancy in either one of these ratios will result in a poor fit to the $9: 3: 3: 1$ for the whole set. Consequently we set up the two actual ratios and calculate $\chi^{2}$ for each.
$\frac{B}{1885} \quad \frac{b}{615}$
$5-3 \times 615)^{2} / 3 \times 2500$
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| $\frac{C}{1870} \frac{c}{630}$ |  |
| ---: | :--- |
| $x^{2}$ | $=(1870-3 \times 630)^{2} / 3 \times 2500$ |
|  | $=0.0533$ |

Now $\chi^{2}$ values may be added together or separated into components. In this case we can add the two $x^{2}$ values, obtaining a new $x^{2}$ of 0.2666 . Similarly we add the degrees of freedom, obtaining $n=2$. On looking up the tables we find that the $P$ value is between 0.95 and 0.50 but closer to the latter, hence the fit is good and the discrepancy of the actual from the theoretical $9: 3: 3: 1$ ratio is not due to the segregation of the individual pairs of factors, but to the behavior of the factor pairs in relation to each other. In other words, there must be a tendency for the factors to be linked in inheritance. It is a common procedure in such cases to calculate the linkage intensity. An approved method (1) for examples of this type gives $9 \%$ of crossing over, and on that basis we can determine a new set of expected frequencies. These are set up below with the actual frequencies and another value of $\chi^{2}$ determined.

| Classes | Actual <br> Frequencies | Theoretical <br> Frequencies | $(a-t)^{2} / t$ |
| :---: | :---: | :---: | :---: |
| $B C$ | 1260 | 1255 | 0.0199 |
| $B c$ | 625 | 620 | 0.0403 |
| $c B$ | 610 | 620 | 0.1613 |
| $c b$ | 5 | 5 | 0.0000 |
|  |  |  | $x^{2}=0.2215$ |

The theoretical frequencies in this table have been calculated on the basis of $9 \%$ crossing over, a value which was determined from the sample itself. Therefore, we lose one degree of freedom and must enter the table under $n=2$. In this case we find $P=$ approximately 0.90 . There is a very close agreement between the two sets of frequencies, but it would not be correct to consider this a very satisfactory fit. Such close agreement could only occur by chance on the basis of the hypothesis being tested in $10 \%$ of the cases. However, the agreement is not sufficiently close to prove that the original data were selected to give a good fit. If we had obtained a $P$ of 0.95 , it would have been worth while investigating the data to determine the reason for the very unusual agreement.

Example 19.' The goodness of fit test may be useful in determining the agreement between actual and theoretical normal frequency distributions. In Chapter III, Example 1, we calculated the normal frequencies corresponding to the actual frequencies for the transparencies of 400 red blood cells. In Table 21, these two distributions are repeated, and the third column gives the calculation of $\chi^{2}$.

TABLE 21
Actual and Normal Frequencies for Transparencies of 400 Red Blood Cells, and Calculation of $\boldsymbol{\chi}^{2}$

| Actual | Theoretical <br> Normal | $(a-t)^{2} / t$ |
| :---: | ---: | ---: |
| 4 | 4.64 | .0883 |
| 11 | 7.92 | 1.1978 |
| 17 | 16.84 | .0015 |
| 29 | 30.28 | .0541 |
| 43 | 44.76 | .0692 |
| 56 | 59.16 | .1688 |
| 58 | 64.96 | .7457 |
| 63 | 60.40 | .1119 |
| 61 | 47.56 | 3.7980 |
| 25 | 31.16 | 1.2178 |
| 20 | 18.24 | .1698 |
| 9 | 8.80 | .0045 |
| 4 | 5.28 | .3103 |
| 400 | 400.00 | $x^{2}=7.9377$ |

In connection with a test of this kind, two important points should be noted. (1) At the tails of the distribution the theoretical frequencies and corresponding actual frequencies are grouped. The object is to avoid very small theoretical values which, if present, to some extent invalidate the $\chi^{2}$ test. The general rule is to avoid having theoretical frequencies less than 5. This point is discussed in greater detail in the following chapter on tests of goodness of fit and independence with small samples. (2) The theoretical frequencies are determined from the total frequency and the mean and standard deviation of the sample, so we must deduct one degree of freedom for each. Thus three degrees of freedom are absorbed in fitting, and since there are 13 classes we have 10 degrees of freedom for the estimation of $\chi^{2}$.

In the present example we enter the $\chi^{2}$ table therefore under $n=10$, and note that a $\chi^{2}$ of 7.9377 corresponds approximately to a $P$ value of 0.65 . Consequently the fit may be considered a very good one.
3. Tests of Independence and Association. From a cross of two wheat varieties 82 strains were developed and tested for their agronomic characters. One set of data for these strains is given in Table 22. On

TABLE 22
Classification of 82 Strains of Wheat for
Yield and Character of Awns

|  | Yield Classes-weight in grains |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $151-200$ | $201-250$ | $251-325$ | Total |
| Awned | 6 | 7 | 21 | 34 |
| Awnless | 18 | 21 | 9 | 48 |
| Total | 24 | 28 | 30 | 82 |

examining the frequencies in the $3 \times 2$ table, we note that there seems to be a tendency for the awned types to give higher yields than the awnless ones. To test the significance of such a result, we have to determine the probability of its occurrence if the two characters are entirely independent. For this particular problem we have to find the percentage of cases in which the above distribution, or one emphasizing still more the difference in yield of the two classes of varieties, would be obtained if there were no tendency whatever for awned varieties to yield higher or lower than awnless ones. Such a test could be applied by calculating $\chi^{2}$ if we could obtain the theoretical frequencies for each cell representing complete independence of the two characters. A reasonable basis for the calculation of these theoretical frequencies is to assume that, if the distributions are independent, they will be distributed within the table in the same proportion as they are in the totals. Thus in the cell in Table 22 containing 6 strains, we should have, on the basis of complete independence, $x$ strains where $x: 24:: 34: 82$. Hence $x=(24 \times 34) / 82$. In the cell below, $x=(24 \times 48) / 82$. In the same manner all the theoretical frequencies can be calculated, and then we can proceed to the calculation of $\chi^{2}$. This is the direct method of calculating $\chi^{2}$, but a shorter method for general use is given below under Section 5.
4. Degrees of Freedom in $\chi^{2}$ Tables. In goodness of fit tests where the theoretical frequencies are determined according to some chosen hypothesis, the degrees of freedom can usually be equated to ( $N-1$ ) where $N$ is the number of cells in the table. In certain cases, however, as in Example 19 above, additional statistics calculated from the sample are utilized to determine the theoretical frequencies, and one degree of freedom must be subtracted for each of such statistics.

In tests of independence or association, the subtotals of the classes into which the variates are distributed are used to determine the theoretical frequencies, and obviously these must be treated as statistics, so far as they themselves absorb degrees of freedom. Examining Table 22, we note that originally we have 5 degrees of freedom in the table, but 1 of these is absorbed by the awning subtotals and 2 for the yield subtotals. Therefore we have finally only 2 degrees of freedom left for the estimation of $\chi^{2}$. Another method of determining the degrees of freedom is to make an actual count of the number of cells that can be filled up arbitrarily. To do this we must assume that the subtotals are chosen first. Then, as in Table 22, any two cells such as those containing 6 and 7 may be filled up arbitrarily but all the rest are fixed. The two cells that can be filled arbitrarily represent 2 degrees of freedom.

In $m \times n$ fold tables the degrees of freedom can be equated to ( $m-1$ )( $n-1$ ) for the general case with which we are dealing. Special cases will of course arise where this rule will not hold, but usually it is easy in such cases to arrive at the correct number by some such method as that described above.

## 5. Methods of Calculation for Independence and Association Tests.

 (a) For $\left(m \times n\right.$ ) fold tables. The generalized $\chi^{2}$ table may be represented as follows:

In order to determine $\chi^{2}$ we must calculate the theoretical frequency for each cell. For cell 11 we find $t=\left(T_{C 1} \cdot T_{B 1}\right) / T$, and for cell 12, $t=\left(T_{C 2} \cdot T_{B 1}\right) / T$, and so forth for all the cells. We then set up the theoretical frequencies with the corresponding actual frequencies and calculate $\chi^{2}=\Sigma\left[(a-t)^{2} / t\right]$.
(b) For $(\mathbb{2} \times n)$ fold tables. A table of this type may be represented as follows:


We can calculate $\chi^{2}$ for this table in exactly the same manner as for the ( $m \times n$ ) fold table above, but a short-cut method giving $\chi^{2}$ directly without calculating the theoretical frequencies is given by Brandt and Snedecor, as follows:

$$
\begin{equation*}
\chi^{2}=\frac{T^{2}}{T_{b} T_{c}}\left\{\Sigma\left(\frac{b^{2}}{T_{a}}\right)-\frac{T_{b}^{2}}{T}\right\} \tag{2}
\end{equation*}
$$

Each frequency in either of the rows is squared and divided by the corresponding subtotal. These are summated and the correction term subtracted as shown in the formula. The remainder is multiplied by the quotient of the square of the total frequency by the product of the two subtotals on the right. This formula shows as each value of $b^{2} / T_{s}$ is calculated the contribution of each pair to the value of $\chi^{2}$.
(c) For $(2 \times 2)$ fold tables. Representing the $(2 \times 2)$ fold table as follows:


We multiply diagonal frequencies and find the difference between the two products. The difference is squared and multiplied by the grand total, and the result is divided by the product of the subtotals.
6. Coefficient of Contingency. It will have been noted that the methods employed in tests of independence and association are comparable to the method of correlation, with this essential difference, that in the former the categories are either descriptive or numerical. If the categories are numerical and of equal magnitude, we can calculate a correlation coefficient for any of the tables to which we usually apply $\chi^{2}$ with the reservation that if the categories are very broad we will get only an approximation to the true value of the correlation coefficient even if corrections are made for grouping. The necessity for the use of $\chi^{2}$ arises, therefore, from material which can be classified, at least for one character, only in descriptive categories, or in numerical categories that are not of equal magnitude. For tables to which only $\chi^{2}$ methods can be applied, some investigators feel that in addition to the $\chi^{2}$ test, which is essentially a test of significance, they should have some measure of association comparable to the correlation coefficient. A measure of this type is Pearson's coefficient of contingency ( $C$ ) given by:

$$
C=\sqrt{\frac{\chi^{2}}{N+\chi^{2}}}
$$

where $N$ is the total number of observations (not the number of classes).
Since it is a function of $\chi^{2}$, the significance of the coefficient of contingency must be the same as for $\chi^{2}$. It is not necessary, therefore, to have a standard error of $C$ in order to test its significance.

## 7. Exercises.

1. Test the goodness of fit of observation to theory for the following ratios:


[^3]3. In a certain cross the types represented by $B C, B c, b C$, and $b c$ are expected to occur in a $9: 3: 3: 1$ ratio. The actual frequencies obtained were:
\[

$$
\begin{array}{llll}
\frac{B C}{102} & \frac{B c}{16} & \frac{b C}{35} & \frac{b c}{7}
\end{array}
$$
\]

Determine the goodness of fit, and if the fit is poor analyze the data further to disclose the source of the discrepancy.

$$
\chi^{2}=9.86 ; P \text { is less than } 0.01 . \text { Hence the fit is poor. }
$$

In further analysis, test the segregation for each factor separately.
4. Test the goodness of fit of the actual to the theoretical normal frequencies for either of the distributions from Chapter II, Exercise 2, or Chapter II, Exercise 3. Watch the grouping of the classes at the tails of the distributions in order that the theoretical frequency in any one class is not less than 5 .

For Exercise 2, $\chi^{2}=$ approximately 10.
For Exercise 3, $\boldsymbol{\chi}^{2}=$ approximately 2.6.
5. Table 23 gives the data obtained during an epidemic of cholera (3) on the effectiveness of inoculation as a means of preventing the disease. Test the hypothesis that in the inoculated group the number of persons attacked is not significantly less than in the not inoculated group, and the number not attacked is not significantly greater. Note carefully how this hypothesis is worded.

TABLE 23
Frequencies of Attacked and Not Attacked
in Inoculated and Not Inoculated Groups

|  | Not attacked | Attacked |
| :--- | :---: | :---: |
| Inoculated | $\left.\begin{array}{\|cc}192 & 4 \\ 113 & 34 \\ \text { Not inoculated } & \end{array}\right)$ |  |

6. Calculate $\chi^{2}$ and locate the approximate $P$ value for Table 22 given in Section 3 above.
$x^{2}=15.87$.
7. The data in Table 24 were obtained in a cross between a rust-resistant and a susceptible variety of oats. The $F_{3}$ families were compared for reaction to rust in the seedling stage, and in the field under ordinary epidemic conditions.

TABLE 24
Classification of Seedling and Field Reactions of $810 F_{3}$ Families of Oats

Seedling Reaction

|  |  | Resistant | Segregating | Susceptible |
| :---: | :---: | :---: | :---: | :---: |
|  | Resistant | 142 | 51 | 3 |
|  | Field Reaction | Segregating | 13 | 404 |
| 2 | 17 | 2 |  |  |
|  | Susceptible |  | 176 |  |
|  |  |  |  |  |

Test the significance of the association in this table, and calculate the coefficient of contingency.
$\boldsymbol{x}^{2}=1127.87$. (This result will vary according to the accuracy with which the $t$ values are calculated. To check approximately with the value given here calculate the $t$ values to at least two decimal figures.)
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## CHAPTER X

## TESTS OF GOODNESS OF FIT AND INDEPENDENCE WITH SMALL SAMPLES

1. Inadequacy of the $X^{2}$ Criterion and the Correction for Continuity. The method of $\chi^{2}$ is based on the smooth curve of a continuous distribution and, when the numbers are large, gives probability results that are very close to the true values. When the numbers are small, and especially when only one degree of freedom is involved, the $\chi^{2}$ method is quite inaccurate. One reason for this will be clear from an examination of Fig. 10, representing the distribution obtained by expanding the


Fig. 10.-Frequency distribution of $\left(\frac{1}{2}+\frac{1}{2}\right)^{8}$ and corresponding smooth curve. Shaded areas indicate the need for a correction to $\chi^{2}$ for small samples.
binomial $\left(\frac{1}{2}+\frac{1}{2}\right)^{8}$. Given a theoretical ratio of $1: 1$, say, for the success or failure of an event, the binomial distribution as in Fig. 10 would give the theoretical frequency of the successes through the total range from 0 to 8 . If we wished to determine the probability of obtaining 6 or more successes in 1 trial of 8 events, we would find the ratio of the dotted area of the figure to that of the whole. A $\chi^{2}$ test of the $6: 2$ ratio, however, would be based on the smooth curve shown in Fig. 10, and the probability would be the ratio of the cross-hatched area to the whole. The cross-hatched area is obviously less than the dotted area,
by an amount equal approximately to one-half the area of the $6: 2$ ratio column. Consequently the $\chi^{2}$ test will give a probability result that is too low.

In order to correct for the above-mentioned discrepancy in the $\chi^{2}$ test, Yates (8) has suggested a correction which he proposes to call the correction for continuity. In the ordinary case $\chi^{2}$ is given by $\Sigma(a-t)^{2} / t$, where $a$ represents the actual and $t$ the theoretical frequencies. Yates's correction is applied by subtracting $\frac{1}{2}$ from each value of ( $a-t$ ), but it must always be subtracted in the direction that reduces the numerical value of $(a-t)$. In Fig. 10 the application of the correction would result in extending the cross-hatched area to the line bordering the columns representing the $5: 3$ and $6: 2$ ratios, and must obviously bring about an improvement in the estimate of probability.

It should be noted in connection with tests of significance applied to ratios that the $\chi^{2}$ method is exactly equivalent to the use of the standard deviation to determine the significance of a deviation from the mean. Likewise the correction for continuity must be made when the numbers are small. As will be evident from Fig. 10, the correction is simply a matter of subtracting $\frac{1}{2}$ from the deviation from the mean. To test the significance of a 6:2 ratio when the theoretical is $1: 1$ or 4: 4, we would take the deviation equal to $\left(6-4-\frac{1}{2}\right)=1.5$. The standard deviation of a binomial distribution is $\sqrt{p q n}=\sqrt{\frac{1}{2} \times \frac{1}{2} \times 8}=$ 1.4142, and we can test in the usual way, using tables of the probability integral.

The $\chi^{2}$ test for ratios is also inaccurate when applied to samples from populations having a definitely skewed distribution. In the case of ratios of successes to failures where the theoretical ratio is not $1: 1$, this inadequacy of the $\chi^{2}$ test becomes obvious. Table 25 gives the true probabilities calculated from the binomial distribution of obtaining from 16 to 0 successes when each trial consists of 16 events. These are worked out for two cases: (1) when the theoretical ratio is $1: 1$, and (2) when the theoretical ratio is $3: 1$. The corresponding $\frac{1}{2} P^{1}$ values obtained by calculating $\chi^{2}$ with and without Yates's correction are given in the same table. For the symmetrical binomial distribution it will be noted that the $\frac{1}{2} P$ values for $\chi^{\prime 2}$ with Yates's correction agree very well with the correct values except at the extreme tails of the distribution where $\chi^{\prime 2}$ tends to overestimate the probability. For the asymmetrical distribution the agreement is not good anywhere in the range. In both cases it

[^4]will be observed that $\chi^{2}$ uncorrected gives a very decided underestimate of the probability through practically the whole range.

TABLE 25
Probability of $n$ Successes in a Sample of 16 Evients

|  | Distribution $=\left(\frac{1}{2}+\frac{1}{2}\right)^{16}$ |  |  | Distribution $=\left(\frac{3}{4}+\frac{1}{4}\right)^{16}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Corrected | Uncorrected |  | Corrected | Uncorrected |
| Successes | $\frac{1}{2} P$ (Bin) | $\frac{1}{2} P\left(x^{\prime 2}\right)$ | $\frac{1}{2} P\left(\chi^{2}\right)$ | $\frac{1}{2} P$ (Bin) | $\frac{1}{2} P\left(x^{\prime 2}\right)$ | $\frac{1}{2} P\left(x^{2}\right)$ |
| 16 | 0.000,015 | 0.000,088 | 0.000,032 | 0.010,023 | 0.021,656 | 0.010,461 |
| 15 | 0.000,259 | 0.000,577 | 0.000,233 | 0.063,477 | 0.074,457 | 0.041,638 |
| 14 | 0.002,090 | 0.002,980 | 0.001,350 | 0.197,112 | 0.193,248 | 0.124,109 |
| 13 | 0.010,635 | 0.012,224 | 0.006,210 | 0.404,988 | 0.386,406 | 0.281,837 |
| 12 | 0.038,406 | 0.040,059 | 0.022,750 |  |  |  |
| 11 | 0.105,056 | 0.105,650 | 0.066,807 | 0.369,812 | 0.386,406 | 0.281,837 |
| 10 | 0.227,248 | 0.226,627 | 0.158,655 | 0.189,653 | 0.193,248 | 0.124,109 |
| 9 | 0.401,809 | 0.401,294 | 0.308,538 | 0.079,556 | 0.074,457 | 0.041,638 |
| 8 |  |  |  | 0.027,129 | 0.021,656 | 0.010,461 |
| 7 | 0.401,809 | 0.401,294 | 0.308,538 | 0.007,469 | 0.004,687 | 0.001,946 |
| 6 | 0.227,248 | 0.226,627 | 0.158,655 | 0.001,644 | 0.000,748 | 0.000,266 |
| 5 | 0.105,056 | 0.105,650 | 0.066,807 | 0.000,285 | 0.000,087 | 0.000,027 |
| 4 | 0.038,406 | 0.040,059 | 0.022,750 | 0.000,038 | 0.000,008 | 0.000,002 |
| 3 | 0.010,635 | 0.012.224 | 0.006,210 | 0.000,004 | 0.000,001 | 0.000,000 |
| 2 | 0.002,090 | 0.002,980 | 0.001,350 | 0.000,000 | 0.000,000 | 0.000,000 |
| 1 | 0.000,259 | 0.000,577 | 0.000,233 | 0.000,000 | 0.000,000 | 0.000,000 |
| 0 | 0.000,015 | 0.000,088 | 0.000,032 | 0.000,000 | 0.000,000 | 0.000,000 |

In probability tests applied to $2 \times 2$ frequency tables, the same difficulties arise with regard to the application of $\chi^{2}$ as for testing the goodness of fit of simple ratios. Since only one degree of freedom is involved, the number of possible combinations of the frequencies of unlike probability is relatively small and the theoretical distribution is, therefore, definitely discontinuous. The error is not significant when the frequencies are large, but with small frequencies it is very decided. The skewness factor is not so important for $2 \times 2$ tables as for simple ratios, as the $\chi^{2}$ curve adopts itself within certain limits to the shape of the theoretical distribution. After correction for continuity the remaining discrepancy may be regarded as due to the comparison between a histogram and a smooth curve which gives an approximate fit.

The method of making the correction for continuity is to determine the larger of the two products $b_{1} c_{2}$ and $b_{2} c_{1}$, and for the larger subtracting 0.5 from the two factors, and for the smaller adding 0.5 to the two
factors. After making these corrections the usual formula may be applied.

Table 26 has been prepared to show the relation between the values of $\frac{1}{2} P$ calculated for the $2 \times 2$ table:

| 12 | 0 |
| ---: | ---: |
| 6 | 8 |

using (a) a direct method for determining the exact probability, (b) $\chi^{2}$ without correction, and (c) $\chi^{\prime 2}$, or that obtained by using the correction for continuity. The direct method was devised by R. A. Fisher (1) and will be described below under "Methods of Calculation." The probability value for the modal frequency has been omitted since it may be considered as belonging to either tail of the distribution.

It will be noted that at the extreme tails of the distribution $\chi^{2}$ tends to overestimate the probability, but that in the range where significance may be in doubt the agreement is fairly good. On the other hand, as indicated by the $\frac{1}{2} P$ values for $\chi^{2}$, unless the correction for continuity is made there is a very decided underestimation of the probability throughout the whole range.

For $2 \times 3$ frequency tables, the correction for continuity is not so important as for $2 \times 2$ tables. With 2 degrees of freedom the number of possible combinations is much greater than for 1 degree of freedom, and the agreement between the smooth curve and the histogram must be much better. With more than 2 degrees of freedom the correction for continuity would hardly be necessary in any case. It must be remembered, however, that the tendency, especially when the numbers are small, is to underestimate the probability; and it may be necessary in certain cases to check the probability by direct calculation, or if this is impractical, by an analytical study of the larger table made by breaking it up into parts or condensing it into a single $2 \times 2$ table. The direct calculation of probabilities, even in a $2 \times 3$ table, is slightly complicated; so that in most cases the best practice is to endeavor to make an application of $\chi^{2}$ such that we are reasonably sure of a fair approximation to the true probability.

TABLE 26
Probabilities for all the Combinations of a $2 \times 2$ Table

| Combination | $\frac{1}{2} P$ Calculated by |  |  |
| :---: | :---: | :---: | :---: |
|  | Direct <br> Method | $\chi^{2}$ | $\chi^{\prime 2}$ |
| 120 68 | 0.00192 | 0.00082 | 0.00325 |
| 111 77 | 0.02828 | 0.01087 | 0.03084 |
| 102 86 | 015585 | 0.07460 | 0.15475 |
| 93 95 | 0.43707 | 0.27756 | 0.49346 |
| 84 104 |  |  |  |
| 75 113 | 0.24577 | 0.13251 | 0.24557 |
| 66 122 | 006124 | 002459 | 0.06188 |
| 57 131 | 000741 | 000241 | 0.00835 |
| 48 140 | 0.00032 | 000012 | 0.00059 |

2. Methods of Calculation. Example 20. In a study of the blood groups of some North American Indians, Grant (2) obtained the results given in the following table:

|  | Blood Groups |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Band of Indians | O | A | B | AB |
| Fond du lac | 18 | 6 | 5 | 0 |
| Chipewyan | 13 | 0 | 1 | 0 |

It appears that pure Indians tend towards a very high percentage of individuals having the blood group O, but the group at Fond du lac had an obviously larger percentage of white blood as indicated by other characteristics. The essential problem in this case is to test the significance of the distribution of the two bands into two main groups, O and not O . We form, therefore, a $2 \times 2$ table, as below:

| Fond du lac | 0 | not O | 29 |
| :---: | :---: | :---: | :---: |
|  | 18 | 11 |  |
| Chipewyan | 13 | 1 | 14 |
|  | 31 | 12 | 43 |

Either the $\chi^{2}$ test with the correction for continuity or the direct probability method would be applicable to this table. In order to indicate the methods of calculation we shall apply the test in both ways.
(a) $\boldsymbol{x}^{2}$ corrected for continuity. If a $2 \times 2$ table is represented as follows-

the corrected value of $\chi^{2}$ is given by

$$
\begin{equation*}
x^{2}=\frac{\left(b_{1} c_{2}-c_{1} b_{2}-\frac{T}{2}\right)^{2} T}{T_{1} \cdot T_{2} \cdot T_{b} \cdot T_{c}} \tag{1}
\end{equation*}
$$

where $T / 2$ always reduces the numerical value of $\left(b_{1} c_{2}-c_{1} b_{2}\right)$. This is of course equivalent to the method described on page 103.

Applying the corrected formula to our example, we have

$$
x^{2}=\frac{\left(13 \times 11-18-\frac{43}{2}\right)^{2} 43}{31 \times 12 \times 14 \times 29}=3.0499
$$

Using Yules table of " $P$ for divergence from independence in the fourfold table" (9), we look up

$$
\begin{array}{lr}
x^{2}=3.0 & P=0.08326 \\
x^{2}=3.1 & P=0.07829 \\
\hline \text { Difference }=0.00497
\end{array}
$$

and by direct interpolation $P=0.08077$ and $\frac{1}{2} P=0.0404$.
In order to obtain $P$ more accurately we can make use of the fact that the distribution of $x^{2}$ is normal for one degree of freedom, and $\sqrt{\chi^{2}}=t$ the value for entering tables of the probability integral. Here $\sqrt{\chi^{2}}=\sqrt{3.0499}=1.7464$, and in Sheppard's table of the probability integral we look up

$$
\begin{array}{ll}
t=1.74 & \frac{1}{2}(1+\alpha)=0.9590705 \\
t=1.75 & \frac{\frac{1}{2}(1+\alpha)}{}=0.9599408 \\
& \text { Difference }=0.0008703
\end{array}
$$

and interpolating directly for $t=1.7464$ we have $\frac{1}{2}(1+\alpha)=0.959,6275$. Since we want $\frac{1}{2} P$ we take $\frac{1}{2} P=1-\frac{1}{2}(1+\alpha)=0.04037$.
(b) Direct probability method for a $2 \times 2$ table. Representing a $2 \times 2$ table as above, R. A. Fisher (1) has shown that, for any particular combination of $b_{1}$, $b_{2}, c_{1}, c_{2}$, the direct probability of its occurrence is given by

$$
\begin{equation*}
\left(\frac{T_{1}!T_{2}!T_{b}!T_{c}!}{T!}\right)\left(\frac{1}{b_{1}!b_{2}!c_{1}!c_{2}!}\right) \tag{2}
\end{equation*}
$$

The easiest method of performing the calculations is by means of a table of logarithms of factorials. The different combinations that can occur are as follows:

| 17 | 12 | 18 | 11 | 19 | 10 | 20 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 14 | 0 | 13 | 1 | 12 | 2 | 11 | 3 | and so forth

all other combinations having the same probability and occurring with equal frequency with one of the above. In this case, therefore, we require the sum of the separate probabilities of the first two combinations. These are given by:

$$
\begin{aligned}
& {\left[\frac{31!\times 12!\times 29!\times 14!}{43!} \times \frac{1}{18!\times 11!\times 13!}\right]} \\
& {\left[\frac{31!\times 12!\times 29!\times 14!}{43!} \times \frac{1}{17!\times 14!\times 12!}\right]}
\end{aligned}
$$

When a series of such terms are to be calculated, labor is saved by first calculating the logarithm of the constant factor. The logarithms of the terms are then obtained by subtracting the logarithms of the factorials in the numerator of each term.

In this example, log constant factor $=31.701,1593$
The logs to be subtracted are $33.201,7770$ and $34.171,8139$, giving:

$$
\begin{aligned}
& \log \operatorname{term} 1=\overline{2} .499,3823 \quad \text { Term } 1=0.031,578 \\
& \log \text { term } 2=\overline{3} .529,3454 \quad \text { Term } 2=0.003,338 \\
& \text { Total }=\frac{1}{2} P=0.0349
\end{aligned}
$$

The values of $\frac{1}{2} P$ obtained by the two methods are in fairly close agreement. ${ }^{1}$
${ }^{1}$ The student may use this example in order to straighten out in his mind the reason why for certain tests it is correct to base the decision on the value of $\frac{1}{2} P$ instead of $P$. Actually the hypothesis being tested here is that Indians having an admixture of white blood do not contain a greater percentage of individuals with the blood group $O$ than Indians that are relatively pure. If the hypothesis is stated differently-for example, that the two groups of Indians are random samples drawn from the same population with respect to the distribution of the blood group 0then it would be necessary to use the full value of $P$ in order to make the test. The test based on the value of $\frac{1}{2} P$ arises from the knowledge that the Fond du lac group had an obviously larger percentage of white blood than the Chipewyans.

Example 21. For a certain disease we will assume that it has been shown that recovery or death is a certainty and that without treatment about half of the patients recover. A new treatment tried out in 16 cases gives 12 recoveries and 4 deaths. Is this a significant demonstration of the efficacy of the treatment?

This problem can be solved by the direct calculation of probabilities according to the binomial distribution, or since the theoretical distribution is symmetrical the $\boldsymbol{x}^{2}$ test corrected for continuity will give a fairly close approximation. Both methods will be used in order to demonstrate methods of calculation.
(a) $\chi^{2}$ corrected for continuity. For ratios the short formula for determining $\boldsymbol{x}^{2}$ as in Chapter IX, Section 2, is modified as follows to correct for continuity.

$$
\begin{equation*}
\chi^{2}=\frac{\left(a_{1}-a_{2} x-\frac{x+1}{2}\right)^{2}}{x N} \tag{3}
\end{equation*}
$$

where the theoretical ratio is $x: 1, a_{1}$ is the actual frequency corresponding to $x$, and $a_{2}$ is the actual frequency corresponding to $1 . N$ is the total frequency or ( $a_{2}+a_{2}$ ), and $\frac{x+1}{2}$ always reduces the numerical value of $\left(a_{1}-a_{2} x\right)$. In the present example:

$$
x^{2}=\frac{(12-4-1)^{2}}{16}=\frac{49}{16}=3.0625
$$

From Yule's table of $P$ we find $\frac{1}{2} P=0.0401$. The odds are about 25: 1 against the occurrence of a 12:4 ratio due to chance alone.
(b) Direct probability from the binomial. Let $p$ represent the probability of recovery and $q$ the probability of death. We know that $p=q=\frac{1}{2}$, and we require the first five terms of the expansion of $(p+q)^{n}$ where $n=16$. The expansion of $(p+q)^{n}$ is given by:

$$
\begin{equation*}
(p+q)^{n}=p^{n}+{ }_{n} C_{1} p^{n-1} q+{ }_{n} C_{2} p^{n-2} q^{2}+\cdots+{ }_{n} C_{n} q^{n} \tag{4}
\end{equation*}
$$

where

$$
{ }_{n} C_{r}=\frac{n(n-1)(n-2) \cdots(n-r+1)}{1 \cdot 2 \cdot 3 \cdots r}=\frac{n!}{r!(n-r)!}
$$

In our example we have:

$$
\left(\frac{1}{2}+\frac{1}{2}\right)^{16}=\left(\frac{1}{2}\right)^{16}+\frac{16!}{15!}\left(\frac{1}{2}\right)^{16}+\frac{16!}{2!14!}\left(\frac{1}{2}\right)^{16}+\frac{16!}{3!13!}\left(\frac{1}{2}\right)^{16}+\cdots+\left(\frac{1}{2}\right)^{16}
$$

In each term we have the constant factor $\left(\frac{1}{2}\right)^{16}$. We determine the logarithm of this factor in the ordinary way and proceed to determine the logarithms of the coefficients by means of a table of the logarithrts of factorials. The work is as shown in Table 27, which is self-explanatory with the possible exception of the last column. The term values give the probabilities of obtaining in one trial the number of recoveries (or deaths) shown in the same line. In general, however, we do not ask that question. We inquire, for example, as to the probability of obtaining 12 or more recoveries in a sample of 16, and hence we must add the probabilities for $12,13,14,15$, and 16 recoveries. These summations have been performed and are given in the last column under the heading $\frac{1}{2} P$. Again, since we have summated for one tail of the distribution only, we represent the probability by $\frac{1}{2} P$.

The answer to our problem is given in the line representing 12 recoveries. The corresponding value of $\frac{1}{2} P$ is 0.0384 , and this compares reasonably well with $\frac{1}{2} P=0.0401$, obtained by the $\boldsymbol{x}^{2}$ methods

TABLE 27
Calculation of Probabilities from the Binomial ( $\left.\frac{1}{2}+\frac{1}{2}\right)^{16}$

| Recoveries | Log <br> ${ }_{n} C_{r}$ | Log <br> $p^{n-r^{r}} q^{r}$ | Log <br> Term | Term | $\frac{1}{2} P$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 16 |  | $\overline{5} .183,5200$ | $\overline{5} .183,5200$ | $0.000,015$ | $0.000,015$ |
| 15 | $1.204,1200$ | $"$ | $\overline{4} .387,6400$ | $0.000,244$ | $0.000,259$ |
| 14 | $2.079,1812$ | $"$ | $\overline{3} .262,7012$ | $0.001,831$ | $0.002,090$ |
| 13 | $2.748,1880$ | $"$ | $\overline{3} .931,7080$ | $0.008,545$ | $0.010,635$ |
| 12 | $3.260,0714$ | $"$ | $\overline{2} .443,5914$ | $0.027,771$ | $0.038,406$ |

Example 22. In the example above, let us assume that without treatment the ratio of recoveries to deaths is $3: 1$ instead of $1: 1$, and in the group of 16 patients receiving treatment the actual ratio is $14: 2$. Test the significance of the treatment.

This problem differs from the first, in that the theoretical distribution is skewed, and what has been said about the $\boldsymbol{x}^{2}$ method being remembered, it may be taken for granted that $\chi^{2}$ will not give a good approximation to the true probability. We must solve this problem, therefore, by a direct calculation of the probability from the binomial distribution.

Since the ratio of recoveries to deaths is $3: 1, p=\frac{3}{4}$ and $q=\frac{1}{4}$, and we must calculate the first three terms of the expansion of $\left(\frac{3}{4}+\frac{1}{4}\right)^{16}$. Using the formula given we have:

$$
\left(\frac{3}{4}+\frac{1}{4}\right)^{16}=\left(\frac{3}{4}\right)^{16}+\frac{16!}{15!}\left(\frac{3}{4}\right)^{15}\left(\frac{1}{4}\right)+\frac{16!}{2!14!}\left(\frac{3}{4}\right)^{14}\left(\frac{1}{4}\right)^{2}
$$

Noting for convenience in calculation that:

$$
\left(\frac{3}{4}\right)^{15}\left(\frac{1}{4}\right)=\left(\frac{1}{4}\right)^{16} 3^{15} \text { and }\left(\frac{3}{4}\right)^{14}\left(\frac{1}{4}\right)^{2}=\left(\frac{1}{4}\right)^{16} 3^{14}
$$

The factor $\left(\frac{1}{4}\right)^{16}$ is constant, and when several terms are to be calculated this transformation results in a saving of labor.

The calculations are given in Table 28. In the $\frac{1}{2} P$ column representing 14 recoveries we have $\frac{1}{2} P=0.1971$, or the odds are only about $5: 1$ that the treatment is beneficial. This is an indication of a beneficial effect but it cannot in any sense be

## TABLE 28

Calculation of Probabilities from the Binomial ( $\frac{3}{4}+\frac{1}{4}$ ) ${ }^{16}$

| Recoveries | Log <br> ${ }_{n} C_{r}$ | Log <br> $p^{n-r} q^{r}$ | Log <br> Term | Term | $\frac{1}{2} P$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 16 |  | $\overline{2} .000,9808$ | $\overline{2} .000,9808$ | $0.010,023$ | $0.010,023$ |
| 15 | $1.204,1200$ | $\overline{3} .523,8595$ | $\overline{2} .727,9795$ | $0.053,454$ | $0.063,477$ |
| 14 | $2.079,1812$ | $\overline{3} .046,7382$ | $\overline{1.125,9194}$ | $0.133,635$ | $0.197,112$ |

considered a proof. It would be sufficient evidence to warrant further investigation, but the practical aspect of such a problem must not be lost sight of, in that the actual gain in recoveries is very small and further investigation might best be directed along the line of trials with other treatments.
3. Selection of Method for Tests of Significance. Some confusion may arise as to when to apply $\chi^{2}$ and when to apply the direct method of calculating probabilities. Also when applying $\chi^{2}$ the question arises whether or not the correction should be applied. In general these points can be made clear by the consideration of some hypothetical examples.

Example 23. The following is a $2 \times 4$ fold table of frequencies

| $A$ |
| ---: |
| II |
| II |
| 28 |
| 68 |

The numbers are large, and the theoretical frequencies in each cell are large. The $\chi^{2}$ criterion may be applied to the whole table, and no correction is required.

Example 24. If some of the numbers in a $2 \times 4$ fold table are small, as in the table below, the table must be rearranged.


Obviously the classification of the I and II frequencies into $C$ and $D$ is meaningless, and the rearrangement is either a matter of adding these frequencies to $B$ or eliminating them altogether. Assuming that they can be eliminated we have a $2 \times 2$ table


To this table it is perfectly legitimate to apply the $\chi^{2}$ test, and, although the numbers are fairly large, the correction for continuity will improve the results slightly. Obviously it would be very laborious to make a direct calculation of the probability, so we would not even consider the method in this case.

Example 25. We have a $2 \times 2$ table in which the numbers are small:

|  | A | $B$ |
| :---: | :---: | :---: |
| I | 8 | 2 |
| II | 4 | 12 |

For this case the direct method is the most accurate and is not difficult.
Example 26. Given a theoretical ratio of $1: 1$ for the occurrence of $A$ and $B$ in a series of events, we obtain in 100 trials 60 A 's and 40 B 's. What is the significance of this result?

The numbers are large so that the direct calculation of the probability will be very cumbersome. Therefore, we use $\chi^{2}$ with the correction for continuity, or we calculate the ratio of the deviation (also corrected for continuity) to its standard deviation and get the probability from tables of the probability integral. The correction for continuity is not important, but it is bound to give a slight improvement.

Example 27. In a test of the goodness of fit of a ratio, we have a very skew distribution. For example, the theoretical ratio of successes to failures is $15: 1$, and the actual results are 5 failures out of 160 events. The direct method is the only one that will give an accurate probability result in this case, and we must calculate the last six terms of the expansion of $(15 / 16+1 / 16)^{180}$. When the numbers are large, the calculations are somewhat laborious, but in most cases it is sufficient to determine whether the result is or is not significant; and it will only be necessary in working from one end of the distribution to calculate enough terms such that their sum ( $\frac{1}{2} P$ ) is 0.05 . If the observed deviation is within that range it is not significant. If the deviations in both directions are to be considered, we work from both ends of the distribution until the sum of the terms at each end is equal to 0.025 .

Example 28. The theoretical ratio gives a skew distribution, but the numbers are small. Calculate the probability by the direct method as in Example 27.

## 4. Exercises.

1. (a) Expand the binomials $\left(\frac{1}{2}+\frac{1}{2}\right)^{8}$ and $\left(\frac{3}{4}+\frac{1}{4}\right)^{12}$, and calculate the value of each term.
(b) If there is an equal probability of the birth of male and female rabbits determine the probability in a litter of 8 of the occurrence of 2 females and 6 males.
(c) Plot the histogram for the expansion of $\left(\frac{3}{4}+\frac{1}{4}\right)^{12}$. A bag contains white and black balls in the ratio of 3 white to 1 black. Show that, if a sample of 12 balls is taken at random, the probability of obtaining 12 white balls is different from that of obtaining 6 or more black balls, although both cases represent an equal deviation from the expected 9 white to 3 black.
(a) In order to check the work add all the terms and the sum should be very close to 1.000 .
(b) $P=0.1094$. (Note that this is not a test of significance. It is merely a question of determining the probability of the occurrence of one particular ratio.)
(c) Illustrates the problem of making tests of significance in skew distributions.
2. Koltzoff (3) performed an experiment on the control of sex in rabbits. Sperms were placed in a physiological solution in a tube and an electrical current passed
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through the tube. A female impregnated with sperms taken from the anode produced 6 females and 0 males, and another female impregnated with sperms from the cathode produced 1 female and 4 males. Test the significance of this result.

Using the direct method $P$ is 0.0152 .
3. From a study of the position of the polar bodies in the ova of the ferret, Mainland (4) gives the frequencies in the following table:

|  | Similar | Different |
| :--- | :---: | :---: |
| $10 \mu$ apart $\ldots \ldots \ldots . .$. | 5 | 1 |
| More than $10 \mu$ apart. .... |  | 1 |

Test the significance of the apparent association between similarity and position of the polar bodies. $\quad \frac{1}{2} P=0.025$ calculated by the direct method.
4. Neatby (6) studied the association, in a random sample of lines from a wheat cross, of resistance to different physiologic forms of the stem rust organism. Two tables from his results are given below. Test the significance of the association in each case.

5. Twenty-two animals are suffering from the same disease, and the severity of the disease is about the same in each case. In order to test the therapeutic value of a serum it is administered to 10 of the animals and 12 remain uninoculated as a control. The results are as follows:

|  | Recovered | Died |
| :--- | :---: | :---: |
|  | Inoculated........ | 7 |
|  | 3 |  |
| Not inoculated.... | 3 | 9 |

Determine the probability in such an experiment of obtaining this or a result more favorable to the treatment. By the direct method $\frac{1}{2} P=0.0456$.
6. An experiment is conducted similar to that in Exercise 5 but no uninoculated animals are available for a control. Previous results, however, indicate very strongly that the proportion of recoveries to deaths without treatment is 1 to 3. Again, the result is 7 recoveries to 3 deaths when 10 animals are treated. Test the significance of this result, and explain why it differs from that obtained in Exercise 5.
$\frac{1}{2} P=0.0035$.
In the problem of Exercise 5 the theoretical ratio is itself estimated from the sample.
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## CHAPTER XI

## THE ANALYSIS OF VARIANCE

1. The Heterogeneity and Analysis of Variation. If we consider the variation in such a character as stature in man, it is obvious that this variation in general is not homogeneous. Two races may differ decidedly in their average stature, and the individuals of each race will vary around a common mean. Also, with reference to the variation within each race, there are regional and genetic differences between certain grcups so that even within the race the variation is not strictly homogeneous. In actual fact we can conclude with a reasonable degree of certainty that variation cannot be strictly homogeneous unless it is purely random, i.e., caused by a multiplicity of minor factors that cannot be distinguished one from another. In experimental work the heterogeneity of variation is usually predetermined by the plan of the experiment. One set of results is obtained, for example, under a given set of conditions and another under distinctly different conditions, the object being to compare the two groups of results. Here the heterogeneity of the variation is the factor that is being tested, and the degree of its expression determines the significance of the findings of the experiment. It would seem to be a necessity, therefore, in studies of variation, to be able to differentiate the variation according to causes or groups of causes, especially in experimental work where such differentiation is an essential part of the analysis of the results. The analysis of variance supplies the mechanism for this procedure and in addition sets out the results in a form to which tests of significance can be applied.

The points mentioned above may be made more obvious by the consideration of a theoretical exarnple. Suppose that, for two races of men that we shall designate as $A$ and $B$, the mean stature of race $A$ is $\mathbf{6 6}$ inches and that of race $B$ is 68 inches. Histograms are prepared for the frequency distributions of stature for the two races, and one histogram is superimposed on the other. The two distributions will undoubtedly overlap, but are very likely to show two distinct peaks at the means of the two populations. The variation over all the individuals comprising the two races could then be fairly definitely described as heterogeneous. We might now endeavor to picture what the situation might be if we were dealing with several races instead of only two. There might be a number of peaks, perhaps as many peaks as there are races;
but it is more likely that some of the groups will so nearly coincide as to be indistinguishable. Now that we have in mind several races, however, it is probably easier to think in terms of the total variability of all the individuals concerned being divided up into two portions. One portion is that which occurs within all the races. To get a mental picture of this, we might suppose the frequency distributions for all the races superimposed on one another in such a way that the means of the different races would coincide. The resulting distribution would be a sort of average of all the separate distributions. The second portion of the variability would be that resulting from the differences between the means, and if we had a sufficient number of these means we could make up another frequency distribution for them. For each type of distribution a standard deviation or a variance could be calculated, and it becomes clear at once that a comparison of two such statistics would be valuable in coming to a conclusion as to the degree of heterogeneity. To make this point still more obvious, let us imagine a series of samples being taken from a homogeneous population. As we have already learned, these samples will have different means, but these differences will result merely from random sampling. They will be large or small according to the magnitude of the variation in the population from which they are drawn. This is a very important generalization and one which is fundamental to an understanding of the analysis of variance. If the original population has a very small variation, the means of the samples drawn from it will also have a small variation. If the population has a large variation, it is to be expected that this will be reflected in the variations of the means of the samples. In fact, without going into the intricacies of an algebraic proof it seems reasonable to assume that, on the average, the variance of the means of the samples will be equal to that in the original population, provided of course that we multiply this variance by the number in the samples. Thus, if the variance of the population is $v$, the variance of the sample means is expected to be $v / n$, where $n$ is the number of individual determinations entering into each mean.

The next step in the development of these ideas is to consider what the situation would be if, in taking a series of samples, we did not know that they were being taken from a homogeneous population. The variance of the population is unknown; hence it must be estimated from the values in the samples. The most logical estimate is that arising from the variations within each sample, from its own mean. Suppose that this estimate is $v_{1}$ and the estimate of the variance of the sample means is $v_{2} / n$. Multiplying the latter by $n$ we have $v_{2}$, which we shall expect to be very close to $v_{1}$ if the population is homogeneous,
but which may be very much larger than $v_{1}$ if the population is heterogeneous and this heterogeneity has corresponded with the method of taking the samples. This suggests to us that there may be a technique here for making a test of significance. The null hypothesis is that all the samples have been drawn from the same population, and therefore that $v_{2}$ does not differ significantly from $v_{1}$. For example, if we take the ratio $v_{2} / v_{1}$, a test of significance could be made if, for a given example, we could determine the proportion of the trials in which a value as large as or larger than $v_{2} / v_{1}$ would be obtained owing entirely to random sampling fluctuations. We are indebted to Dr. R. A. Fisher for many of the recent developments in statistical methods, but especially for the solution of this particular problem. If there are only two samples it will be noted that we have already discussed a solution, in that we may apply the $t$ test to the significance of the difference between the means. However, if there are more than two samples the $t$ test does not apply, and we must use the technique of the analysis of variance as developed by R.A. Fisher (3). The details of this technique are best learned by the consideration of actual data.
2. Division of "Sums of Squares" ${ }^{1}$ and Degrees of Freedom. As pointed out in previous cinanters the variance is a measure of variation, and it consists of a sum of squares of deviations from the mean divided by the corresponding degrees of freedom. In a set of observations, if the total sum of squares of the deviations from the mean can be divided up according to some scheme suggested by the data, and the degrees of freedom can be divided correspondingly, it is clear that a variance can be calculated for each group as well as for the total. It is through the comparison of such variance values that we obtain a true picture of the variation in the entire set of observations.

With respect to the division of sums of squares, the best way to observe this and to follow the method is to deal with actual data. The figures given below are yields in bushels per acre of 6 plots of wheat. Three of these plots are of variety $A$ and three of variety $B$.

| $A$ | 27.6 | 32.4 | 23.4 |
| :--- | :--- | :--- | :--- |
| $B$ | 19.2 | 18.6 | 16.5 |

The total sum of squares is made up of the sum of the deviations of the 6 plots from the general mean. A logical division of this total is to separate it into one part due to variation within the varieties, and another

[^5]part due to variation between the varieties. Let the general mean be $\bar{x}$, which in this case is $137.7 / 6=22.95$. And the mean of $A$ is $\bar{x}_{a}=27.8$, and the mean of $B$ is $\bar{x}_{b}=18.1$. Then subtracting 22.95 from each value, squaring and summating, we have:
$$
\sum_{1}^{6}(x-\bar{x})^{2}=185.715
$$
where $\sum_{1}^{6}$ indicates that 6 deviations are summated. Now, to obtain the sum of squares for within the varieties, we must repeat the above operation for each variety and add the two sums of squares together. Thus for $A$ we subtract 27.8 from each of the $A$ values and square and summate. This gives:
$$
\sum_{1}^{3}\left(x-\bar{x}_{a}\right)^{2}=40.560
$$
and for $B$ we have
$$
\sum_{1}^{3}\left(x-\bar{x}_{b}\right)^{2}=4.020
$$

Then $\sum_{1}^{2} \sum_{1}^{3}\left(x-\overline{x_{i}}\right)^{2}=40.560+4.020=44.580$, where the double summation indicates the process of adding together the two sums of squares, and $\bar{x}_{i}$ represents the mean of one group.

The next step is to calculate the sum of squares for between the varieties. This is given by

$$
3 \times\left[(27.8-22.95)^{2}+(18.1-22.95)^{2}\right]=141.135
$$

Note that we obtain the deviations of the means of $A$ and $B$ from the general mean and then square and summate, but we multiply the whole sum by 3 because each value such as 27.8 represents the mean of 3 single plots.

The formula for this sum of squares will be $3 \sum_{1}^{2}\left(\bar{x}_{i}-\bar{x}\right)^{2}$.
Now if we add the sums of squares

we note that the within and between sums are exactly equal to the total.
That the sums of squares can always be divided in this way is very
easily proved for the general case. A set of observations classified in one direction may be represented as follows
1
Groups
$\mathbf{2}$
$\cdot$
$\cdot$
$\cdot$

$\cdot$ | $x_{11}$ | $x_{12}$ | $x_{13} \cdots \cdots x_{1 n}$ |
| :---: | :---: | :---: |
| $x_{21}$ | $x_{22}$ | $x_{23} \cdots \cdots x_{2 n}$ |
| $x_{31}$ | $x_{32}$ | $x_{33} \cdots \cdots x_{3 n}$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $x_{k 1}$ | $x_{k 2}$ | $x_{k 3} \cdots \cdots x_{k n}$ |

where there are $k$ groups and $n$ single observations in each group.
For any one observation, say $x_{11}$, we can write

$$
\left(x_{11}-\bar{x}\right)=\left(x_{11}-\bar{x}_{1}\right)+\left(\bar{x}_{1}-\bar{x}\right)
$$

where $\bar{x}_{1}$ is the mean of group 1. Then

$$
\left(x_{11}-\bar{x}\right)^{2}=\left(x_{11}-\bar{x}_{1}\right)^{2}+\left(\bar{x}_{1}-\bar{x}\right)^{2}+2\left(x_{11}-\bar{x}_{1}\right)\left(\bar{x}_{1}-\bar{x}\right)
$$

And summating for all the values in group 1 we have

$$
\sum_{1}^{n}(x-\bar{x})^{2}=\sum_{1}^{n}\left(x-\bar{x}_{1}\right)^{2}+n\left(\bar{x}_{1}-\bar{x}\right)^{2}+2\left(\bar{x}_{1}-\bar{x}\right) \sum_{1}^{n}\left(x-\bar{x}_{1}\right)
$$

The last term is zero because the sum of the deviations from the mean must be zero and each deviation is multiplied by a constant factor. The second last term is written $n\left(\bar{x}_{1}-\bar{x}\right)^{2}$ because the factor $\left(\bar{x}_{1}-\bar{x}\right)^{2}$ is constant and we merely summate it $n$ times. Finally we have

$$
\sum_{1}^{n}(x-\bar{x})^{2}=\sum_{1}^{n}\left(x-\bar{x}_{1}\right)^{2}+n\left(\bar{x}_{1}-\bar{x}\right)^{2}
$$

Now we repeat this for each 'group, and summating over all the $k$ groups we have

$$
\begin{equation*}
\sum_{1}^{n k}(x-\bar{x})^{2}=\sum_{1}^{t} \sum_{1}^{n}\left(x-\bar{x}_{i}\right)^{2}+n \sum_{1}^{k}\left(\bar{x}_{i}-\bar{x}\right)^{2} \tag{1}
\end{equation*}
$$

which is exactly equivalent to the equation given above with the actual sums of squares.

The division of degrees of freedom corresponding to the sums of squares follows easily. In the example for two varieties we have a total of 5 degrees of freedom, for within varieties we have 2 in each group making a total of 4 , and for between varieties we have only 1 . Thus

$$
\begin{gathered}
\text { Total } \text { Within Between } \\
5=4+1
\end{gathered}
$$

In the general case as outlined above the degrees of freedom corresponding to the sums of squares of equation (1) are

$$
\begin{gathered}
\text { Total } \\
(n k-1)=k(n-1)+(k-1)
\end{gathered}
$$

3. Setting up the Analysis of Variance. For the practical example with two varieties we can now set up an analysis of variance as follows:

| Source of <br> Sum of Squares | Sum of Squares | Degrees of <br> Freedom | Mean Square <br> or Variance |
| :---: | :---: | :---: | :---: |
| Within varieties. ...... <br> Between varieties...... | 44.580 <br> 141.135 | 4 | 1 |
| Total.............. | 185.715 | 5 | 141.1 |

As would be expected from the difference between the means of $A$ and $B$, the variance for between varieties is very high as compared to that for within varieties. Reference to Chapter IV on tests of significance with small samples will recall that the variance for within varieties is the variance which is converted into a standard error in order to test the significance of the difference between the means. This variance can be termed, therefore, the error variance and can be used as a measure of the significance of the variance for between varieties.
4. Tests of Significance. In the typical analysis of variance we have an error variance with which we wish to compare one or more other variances. Strictly speaking, all these variances are estimates of the true value, and this is, of course, the reason why to obtain them we must divide the sums of squares by the degrees of freedom. In order to understand the test of significance it is necessary to consider in the first place the condition that would obtain on the average if the variance we are testing is subject to exactly the same source of variability as the error variance. Let the sum of squares for error be represented by $S_{1}$ and the sum of squares for the variance to be tested by $S_{2}$. The corresponding degrees of freedom are $n_{1}$ and $n_{2}$, and the estimates of variance are:

$$
v_{1}=\frac{S_{1}}{n_{1}} \quad v_{2}=\frac{S_{2}}{n_{2}}
$$

and let $F=v_{2} / v_{1}$.
Suppose that $v_{2}$ represents the variance for between the varieties $A$ and $B$ as in the actual example above. If there is no real difference between $A$ and $B$, the differences britween the means that occur will be
due to soil heterogeneity which is the sole cause contributing to the error variance. On the average, therefore, $v_{1}=v_{2}$, or $F=1$. But if the experiment, still assuming that $A$ is not different from $B$, is repeated a number of times, $F$ will be subject to random fluctuations and will be distributed in some regular manner. Thus in any one experiment if $F=2.6$ we could judge the significance of this value if we could determine the exact percentage of cases in which an $F$ of 2.6 would occur as the result of random sampling fluctuations. The problem is therefore one of determining the distribution of $F$ and tabulating the results in such a way that they can be used to determine probabilities. R. A. Fisher (3) has worked out the distribution of $F$ and in tests of significance replaces it by $z=\frac{1}{2} \log _{e} F$. The distribution of $z$ depends entirely on the degrees of freedom $n_{1}$ and $n_{2}$, from which the variances are estimated. Its use therefore does not involve any assumptions regarding the population and is equally applicable for large and small samples. Tables have been prepared giving the values of $z$ at the $5 \%$ and the $1 \%$ points for different values of $n_{1}$ and $n_{2}$. In comparing $v_{1}$ and $v_{2}$, if we find that $z$ is equal to the value given at the $5 \%$ point, this means that the observed $F$ value would occur owing to random sampling fluctuations in only $5 \%$ of the cases.

Snedecor (11) has calculated tables of $F$ for the $5 \%$ and $1 \%$ points, and this enables us to make a test of significance directly without looking up logarithms. Table 96 is a copy of Snedecor's table of $F$.
5. Multiple Classification of Variates. In the simple example we have considered, the variates were classified according to variety only. They may, however, be classified in several ways, and it is only rarely that they are not classified in two or three ways. We shall consider two-fold classifications first. The general case may be represented as follows:

|  | Classes |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | $3 \cdots n$ |
| 1 | $x_{11}$ | $x_{12}$ | $x_{13} \cdots x_{1 n}$ |
| 2 | $x_{21}$ | $x_{22}$ | $x_{23} \cdots x_{2 n}$ |
| Groups 3 | $x_{31}$ | $x_{32}$ | $x_{33} \cdots x_{3 n}$ |
| - | - | . |  |
| - | - | - | . . |
| $k$ | $x_{k 1}$ | $x_{k 2}$ |  |
|  |  |  |  |

in which the variates are in $k$ groups and $n$ classes. The essential difference between this arrangement and that illustrated under Section 2
above is that the variates in any one class have something in common in that they can be logically placed together and recognized as a definite unit. In field experiments the groups may be varieties and the classes blocks or replicates. In a chemical experiment the groups may represent formulae and the classes different temperature or moisture conditions under which the formulae are tried. In medical or nutritional work the groups may be different foods and the classes different quantities or times of feeding.

The equations representing sums of squares and degrees of freedom for the twofold classification are as follows:

$$
\left.\begin{array}{lccc} 
& \text { Total } & \begin{array}{c}
\text { Within Groups } \\
\text { and Classes }
\end{array} & \begin{array}{c}
\text { Between } \\
\text { Groups }
\end{array}
\end{array} \begin{array}{c}
\text { Between }  \tag{2}\\
\text { Classes }
\end{array}\right] \begin{aligned}
& \text { Sums of } \\
& \text { Squares } \\
& \sum_{1}^{n k}(x-\bar{x})^{2}=\sum_{1}^{n k}\left(x-\bar{x}_{q}-\bar{x}_{c}+\bar{x}\right)^{2}+n \sum_{1}^{k}\left(\bar{x}_{q}-\bar{x}\right)^{2}+k \sum_{1}^{n}\left(\bar{x}_{c}-\bar{x}\right)^{2} \\
& \begin{array}{l}
\text { Degrees of } \\
\text { Freedom }
\end{array} n k-1=(n-1)(k-1) \quad+(k-1) \quad+(n-1)
\end{aligned}
$$

where $\bar{x}_{q}$ is the mean of a group and $\bar{x}_{c}$ is the mean of a class. Note that in this case the sum of squares for within groups and classes is rather complex and in corresponding form to equation (1) should be written with a triple summation. The form used, however, is more convenient and expresses the idea successfully. It is customary in analyses of experiments to refer to the within sum of squares as that due to error as it gives rise to the variance with which the other estimates of variance can be compared.

In order to picture a threefold classification, we can assume that in the previous example there are $m$ classes and $n$ subclasses. Graphically the arrangement will be:


The analysis of data of this type introduces a new factor in the sums of squares, in that we must consider the interactions of the three classes with one another. This is best studied, however, from actual examples, and the same applies to still more complex types of classifications.
6. Selecting a Valid Error. Significance is a relative and not an absolute term. Differences are found to be significant or insignificant in relation to the variability arising from a source which is arbitrarily selected according to the interpretation that is to be put on the result. To make these points clear let us assume that an experiment is being conducted involving chemical determinations. Two kinds of material are being tested; the method is to draw samples from each kind of material, and in the laboratory each sample is being tested in duplicate. obviously here we have two sources of error. The first arises from sampling the material, and the second from differences between the results for duplicate determinations arising purely from errors in the laboratory technique. These two sources of error are independent and therefore may be of the same magnitude or widely different. If 20 samples are taken from each kind of material the analysis of variance will be of the following form:

|  | DF | Variance |
| :---: | :---: | :---: |
| Materials ( $A$ and $B$ ). | 1 | m |
| Between $A$ samples |  |  |
| Between $B$ samples. | $19{ }^{38}$ | $b^{\text {b }}$ |
| Between duplicates.. | 40 | d |
| Total... | 79 |  |

For the purpose of this discussion it can be assumed that the variances $a$ and $b$ are of the same magnitude and can be considered together, say as variance $s$. Now we wish to test the significance of the difference between the two kinds of materials, and we will suppose that $d$ is very small in comparison to $s$. It is not difficult to see that the variance $m$ is contributed to by the variability in the samples, or in other words that on the average if there is no difference between the two materials the variance $m$ will be equal to the variance $s$. Since $d$ is very small it is clear that to use it to test $m$ is quite erroneous, as even when there is no difference between the materials the ratio of $m$ to $d$ will be quite large. What will the situation be, however, if $d$ is much larger than $s$ ? With a little thought it will be plain that this would be a very unlikely situation as $s$ is in itself contributed to by the factors that result in the variance $d$. Putting it another way, if there is no variation whatever due to sampling, $s$ will on the average be equal to $d$. The question therefore has no point, and we must consider the only other possibility, and that is that $d$ and $s$ are of about equal magnitude. The inference, then, is that $s$ results largely from the differences between the duplicates, and that the sampling error is in itself insignificant. The obvious course here is to use $d$ in order to test $m$, and at the same time we take
advantage of the greater precision due to $d$ being represented by a larger number of degrees of freedom than $s$.

Another hypothetical experiment may be considered in which the situation is slightly different. Again two materials are being compared, but it can be assumed that the material is sufficiently homogeneous that the sampling error is negligible. There is a possibility of error in the laboratory technique and also there is a possibility of personal error in that no two operators can be expected to get exactly the same results. In making out the plan of the experiment it is decided that six different operators shall be used, all of whom perform exactly the same test on the same two materials. Also each operator makes his determination in triplicate in order that a measure may be obtained of the error in the technique. The analysis of variance for the results will be as follows:

|  | DF | Variance |
| :---: | :---: | :---: |
| Materials. | 1 | $m$ |
| Operators. | 5 | 0 |
| Error due to operators. | 5 | $e$ |
| Error of determination. | 24 | $d$ |

The variance $e$ now requires some consideration in order to note its relation to the significance of the results. If we set up the mean results for each operator in a table it will be of the following form:

where $a_{1}$, for example, represents the mean of three determinations made by operator 1 on material $A$.

Now the variance $e$ results from differences between such values as $\left(a_{1}-b_{1}\right)$ and $\left(a_{2}-b_{2}\right)$. There being 6 of these values, there are 5 degrees of freedom available for estimating the variance. If each operator gets the same result for the difference between $A$ and $B$, the variance $e$ will be zero; but if the operators get widely varying differences the variance $e$ will be very high. Suppose now that the experiment is presumed to be a sample of a large population of operators making similar determinations on these same two materials, then the variance $m$, which represents the difference between the two materials, will be
contributed to by the factors that produce $e$; and hence, if there is no difference between the materials, $m$ will be equal to $e$. In sampling such a population, therefore, and testing the significance of the results, it will be necessary to use $e$ as an error variance to test the significance of $m$. This fact may be more obvious if we consider the disastrous results of not using the variance $e$ as a measure of error. The variance $d$ may be quite low owing to extreme care in the standardization of the technique as applied to any one individual operator, and we shall assume that it is much lower than $e$. Using $d$ as an error we find that, although $m$ is very little greater than $e$, it is very significant if compared with $d$. The results are used therefore to prove that, for example, $A$ gives a much larger result than $B$, and on this basis the two materials are utilized in some industry for manufacturing purposes. The manufacturers, however, in utilizing the material may have to employ a large number of operators; and hence the error that was neglected in the laboratory creeps in and it turns out in actual practice that the two materials give the same result, and the so-called carefully controlled experiment of the laboratory is discredited. This mistake would have been avoided if the investigator had carefully considered the exact nature of the population that was being sampled and made his test of significance accordingly. Of course it might happen that only one operator was used in the experiment, in which case the reader will recall the discussion of Chapter $V$ on the scope of experiments and will realize that this would be another example of an experiment so planned that it did not have sufficient scope to answer the questions that it was supposed to answer.

A point that may now be raised is this. If the error resulting from the determinations made by individual operators is not to be used to test the significance of the difference between the materials, what benefit is to be derived from making the determinations in triplicate and including the variance $d$ in the analysis? The answer to this is that if there is an appreciable error in the determinations, the variance $e$ will be contributed to by this source of variation, and hence, if there is no variation due to the operators, on the average $e$ will be equal to $d$. The variance $d$, therefore, enables us to apply a test of significance to $e$; and, furthermore, if $d$ is appreciable, it reduces the precision of the experiment by making its contribution to $e$. In the latter case, improvement in the technique of the determination may result in a considerable improvement in the precision of the experiment.

A variance such as $e$ in the hypothetical example given above is usually referred to as an interaction variance. It gets this name because if it represents a fairly large effect it may be taken as an indication of an interaction between the two factors that are concerned. In considering operators and materials, for example, we may conclude if $e$ is
very large that the materials respond quite differently in the hands of different operators. As a matter of fact, if we are willing to use more than one word to describe such an effect, it might be more appropriate to speak of an interaction as a differential response. Let us assume that, in general, material $B$ gives a higher result in the determinations that are being made than material $A$. This may appear more reasonable if we assume that $A$ and $B$ are not different in quality but in quantity, in which case it is customary to refer to $A$ and $B$ as representing two different levels of one of the interacting factors. The more appropriate symbolism then would be to represent $A$ and $B$ by such symbols as $X_{1}$ and $X_{2}$, the same letter indicating that there are no qualitative differences between the two, and the subscripts indicating that this factor is at two different levels. Now if $X_{2}$ gives a higher value in the determinations than $X_{1}$, this is plainly a case of response to quantity, and if there were several levels of $X$ instead of only two the result would recall the phenomena observed in the study of regression. It is now easy to visualize what is meant by a differential response. Some of the operators may be able to obtain the maximum response whereas others may obtain a much smaller response. In certain instances it may easily turn out that with some operators the response will be positive and with other operators it will be negative. This type of effect would be likely to result in a very large interaction variance.

The meaning of interactions will be discussed in further detail in the consideration of actual examples. For the present it will suffice for the student to have a clear conception of the idea of differential responses, and to realize that frequently an interaction variance is in reality a true error variance and therefore must be used to test the significance of the results of the experiment.

Example 29. Simple Classification of Variates. Table 29 given the yields of four plots each of three varieties of wheat. We shall use the analysis of variance to determine the significance of the differences between the varieties.

TABLE 29
Yields of 4 Plots Each of 3 Varieties

| Plot Yields |  |  |  |  | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | 29.2 | 36.4 | 22.4 | 27.6 | 1156 |
| $B$ | 32.7 | 39.3 | 28.6 | 29.3 | 129.9 |
| $C$ | 18.7 | 23.1 | 21.3 | 19.6 | 82.7 |
|  |  |  | Total | 328.2 |  |

The first step is to decide on the form of the analysis and to allocate the degrees of freedom to each component according to the scheme decided upon. In this case we are concerned mercly with comparing the variety variance with a variance for error, and the most logical error variance is one arising from within the varieties. The form of the analysis is therefore

| Sum of Squares | DF |
| :---: | :---: |
| Between varieties. | 2 |
| Within varieties (error) | 9 |
| Total. | 11 |

The second step is to calculate the sums of squares. The best plan is first to obtain the total sum of squares. A formula has been given above, but this is not the best formula for actual calculation. It is much better to make use of the identity

$$
\begin{equation*}
\sum_{1}^{n k}(x-\bar{x})^{2}=\sum_{1}^{n k}\left(x^{2}\right)-\frac{T_{x}^{2}}{n k} \tag{3}
\end{equation*}
$$

where $T_{x}$ is the total of all the values of $x$ or $\sum_{1}^{n k}(x)$.
Therefore we merely square and summate the actual values and subtract from this sum the square of the grand total divided by the number of variates. The figures are

$$
\text { Total sum of squares }=9452.50-8976.27=476.23
$$

The calculation of the sum of squares for between varieties is carried out with the assistance of a similar identity

$$
\begin{equation*}
n \sum_{1}^{k}\left(\bar{x}_{i}-\bar{x}\right)^{2}=\frac{\sum_{1}^{k}\left(T_{i}^{2}\right)}{n}-\frac{T_{x}^{2}}{n k} \tag{4}
\end{equation*}
$$

where $T_{2}$ represents the total for a variety. The formula consists therefore of squaring and summating the totals, dividing by the number of variates entering into each total, and then subtracting the same term as for the total sum of squares. The figures are

$$
\text { Between varieties }=9269.16-8976.27=292.89
$$

To determine the sum of squares for within varieties we can perform a separate calculation for each variety:

$$
\begin{aligned}
& \text { Within } A=3441.12-115.6^{2} / 4=100.28 \\
& \text { " } B=4290.23-129.9^{2} / 4=71.73 \\
& \text { " } \quad C=1721.15-82.7^{2} / 4=11.33 \\
& \text { Total within. . . . . . . . . . . . . }=183.34
\end{aligned}
$$

Actually it was not necessary to calculate the last sum of squares as we could have obtained it by subtracting the sum of squares for between varieties from the total. Thus:

$$
\begin{gathered}
\text { Total Between Within } \\
476.23-292.89=183.34
\end{gathered}
$$

However, when possible it furnishes a very easy check on the calculations to obtain the error sum of squares directly and indirectly.

The third step is to set up the analysis of variance and make the tests of significance. This is performed in Table 30.

TABLE 30
Analysis of Variance

|  | Sum of Squares | Degrees <br> Freedom | Variance | $F$ | $\begin{gathered} z= \\ \frac{1}{2} \log _{\theta} F \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between varieties. | 29289 | 2 | 1464 | 7.19 | 0.9863 |
| Error. | 18334 | 9 | 2037 |  |  |
| Total. | 47623 | 11 |  |  |  |

In Fisher's tables we look up the $5 \%$ point of $z$ for $n_{1}=2$ and $n_{2}=9$. The value is 0.7242 , so that the variety differences here are quite significant. Using Snedecor's tables of $F$ (Table 96) we find that the $5 \%$ point for $F$ is 4.26 , and we of course reach exactly the same conclusion.

Example 30. Twofold Classification of Variates. In a swine-feeding experiment Dunlop (2) obtained the results given in Table 31. The three rations, $A, B$, and $C$ differed in the substances providing the vitamins. The animals were in 4 groups of 3 each, the grouping being on the basis of litter and initial weight. For our purpose we shall assume that the grouping is merely a matter of replication.

TABLE 31
Gains in Weight of Swine Fed on Rations $A, B, C$

|  |  | I | II | III | IV | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ration | A | 7.0 | 160 | 10.5 | 13.5 | 470 |
|  | B | 140 | 15.5 | 15.0 | 21.0 | 65.5 |
|  | C | 85 | 16.5 | 95 | 135 | 480 |
|  |  | 29.5 | 48.0 | 350 | 48.0 | 1605 |

The form of the analysis is

| Sum of Squares | DF |
| :---: | :---: |
| Rations. | 2 |
| Groups. | 3 |
| Error. | 6 |
| Total. | 11 |

Calculating the sums of squares we have
Total $\quad 2316.75-(160.5)^{2} / 12=2316.75-2146.6875=170.0625$
Rations $=\left(47.0^{2}+65.5^{2}+48.0^{2}\right) / 4-2146.6375=54.1250$
Groups $=\left(29.5^{2}+\cdots+48.0^{2}\right) / 3-2146.6875=87.7292$
Error $=$ remainder $=28.2083$

This gives us an analysis of variance as follows:

|  | Sum of <br> Squares | Degrees <br> Freedom | Variance | $F$ | $5 \%$ Point |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Rations. . . | 54.1250 | 2 | 27.06 | 5.76 | 5.14 |
| Groups... | 87.7292 | 3 | 29.24 | 6.22 | 4.76 |
| Error.... | 28.2083 | 6 | 4.701 |  |  |
| Total. . | 170.0625 | 11 |  |  |  |

The variance for rations is just significant. The meaning of the significance of the variance for groups depends on the manner in which the classification into groups has been made. We have assumed here that the groups are merely replications, in which case the error variance is a result of variations within groups not due to the rations. It is therefore valid to consider this variance as an error variance with which the others can be compared. The group variance, since it results from the plan of the experiment, is an expression of error control. If the arrangement had been other than in groups we would have had a simple classification into within and between rations. The variance for within rations would have been much larger than it is according to the present arrangement, and consequently the experiment would have been less precise.

Example 31. Selecting a Valid Error. A series of 5 wheat varieties were grown at 4 stations and baking tests made on the flour. A sample of each variety was taken from each station and milled into flour. Two loaves were baked from each sample. The error of determination was given, therefore, by the differences between the loaf volumes of the duplicate loaves. These data were supplied by courtesy of the Associate Committee on Grain Research of the National Research Council of Canada.

TABLE 32
Duplicate Loaf Volumes for 5 Varieties of Wheat Grown at 4 Stations (Loaf volumes in cc. -500 )/10

Stations

|  |  | I |  |  |  |  |  |  | V | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 7.5 | 4.5 | 15.5 | 14.0 | 16.5 | 14.5 | 19.0 | 18.6 | 110.0 |
|  | 2 | 12.5 | 13.2 | 20.0 | 18.5 | 15.0 | 14.0 | 23.8 | 24.4 | 141.4 |
| Varieties | 3 | 7.0 | 1.0 | 10.0 | 8.0 | 15.5 | 14.0 | 17.8 | 18.5 | 91.8 |
|  | 4 | 1.5 | 2.0 | 13.0 | 15.0 | 8.5 | 9.0 | 14.8 | 16.6 | 80.4 |
|  | 5 | 28.0 | 29.0 | 19.5 | 16.0 | 10.5 | 12.0 | 22.0 | 24.8 | 161.8 |
| Totals |  | 106.2 |  | 149.5 |  | 129.5 |  | 200.3 |  | 585.5 |

On examining the form that the analysis of variance will take, we note first that we must have a station variance represented by 3 degrees of freedom, and a variety variance represented by 4 degrees of freedom. There must also be an interaction
effect which may be regarded as the differential response of the varieties at the different stations. The rule for finding the degrees of freedom for an interaction is to multiply the degrees of freedom for the interacting factors. The interaction variance must therefore be represented by $3 \times 4=12$ degrees of freedom. There is a total of 40 determinations, so that there is a total of 39 degrees of freedom. The remaining 20 degrees of freedom must represent the error of duplicate determinations, and we have a check on this because there are 20 pairs of loaves and since each pair gives us 1 degree of freedom there must be 20 in all. The final form of the analysis is:


To obtain the sums of squares another table as given below is required. This table gives the values of $(x-y)$ and $(x+y)$, where $x$ and $y$ are taken to represent the paired values.


The first half of this table may be used for calculating the error sum of squares. A general rule for the sum of squares for differences within paired values is to use the identity

$$
\text { Total minus between pairs }=\frac{1}{2} \Sigma(x-y)^{2}
$$

The two expressions on the left are $\Sigma\left(x^{2}\right)-T_{x}^{2} / N$ and $\Sigma(x+y)^{2} / 2-T_{x}^{2} / N$. On subtracting and simplifying we obtain $\frac{1}{2} \Sigma(x-y)^{2}$. The calculations give

$$
\text { Within pairs (error) }=\frac{1}{2}(93.33)=46.66
$$

From the second half of the calculation table we determine

$$
\begin{array}{ll}
\text { Between pairs } & =\frac{20566.13}{2}-\frac{585.5^{2}}{40} \\
& =10283.065-8570.256=1712.81 \\
& =\frac{90519.03}{10}-8570.256=481.65 \\
\text { Stations } & =\frac{73186.61}{8}-8570.256=578.07 \\
\text { Varieties } & =653.09
\end{array}
$$

This procedure gives us a general rule for the calculation of interaction sums of squares. In the table considered we find the total and subtract the sum of squares for the two interacting factors. The remainder is the interaction.

The analysis of variance is as follows

|  | Sum of Squares | DF | Variance |
| :---: | :---: | :---: | :---: |
| Stations. | 481.65 | 3 | 1605 |
| Varieties | 578.07 | 4 | 144.5 |
| Interaction | 653.09 | 12 | 54.42 |
| Error | 46.66 | 20 | 2.333 |
| Total | 1759.47 |  |  |

We now have to decide whether we should use the variance from the duplicate loaf volumes or the interaction variance to test the significance of the differences between stations and varieties. If the purpose of the experiment is to determine which of the varieties will give the highest loaf volume over the whole area that the stations sample, it will be necessary to use the interaction variance because in this light the stations are merely replications of the experiment. The error from duplicate loaf volumes will give an indication merely of the accuracy of the laboratory technique. If it is large it will reduce the significance of the differences, because it raises the value of the interaction variance.

On comparing the variety variance with the interaction variance we get an $F$ value of 2.66 ; and since the $5 \%$ point is 3.26 , we must conclude that, considering the whole area being sampled, the differences in loaf volume are not significant. In other words, the variation in the order of the mean loaf volumes of the varieties, from station to station, is so great that the differences between the means for the whole area may easily be accounted for by this variation.

The interaction variance is very much higher than that arising from differences between duplicate loaf volumes. This means that the laboratory error is not an appreciable factor affecting the precision of the results in this experiment.

Since variety tests are conducted in replicated plots at each station, it follows that if loaf volume determinations had been made on each plot another measure of error could have been obtained. This error would have measured the variation due to soil heterogeneity; and, if the variety variance for the whole area was significant when compared to the pooled error due to soil heterogeneity, this would indicate that in general at each station the differences between the means of the varieties were
greater than could be accounted for by such sampling variation. This would not, however, alter our conclusion based on the test using the interaction as an error.

Example 32. Threefold Classification of Variates. In testing out a machine for molding the dough in experimental baking, Geddes, et al. (5), used 3 adjustments of the machine, designated $A, B$, and $C$, and tried them out on a series of 5 flours baked according to 2 formulae. The loaf volume data are given in Table 33.

TABLE 33
Loaf Volume Results in a Test of a Machine for Molding the Dough (Loaf volume in cc. -500 )/10

| Formula | Machine Setting | Flours |  |  |  |  | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 |  |
| Simple | A | 9.4 | 2.6 | 12.3 | 4.6 | 13.5 | 42.4 |
|  | $B$ | 96 | 3.1 | 13.0 | 4.3 | 13.8 | 43.8 |
|  | C | 9.6 | 2.7 | 12.4 | 1.8 | 13.0 | 39.5 |
|  | Flour subtotals | 28.6 | 8.4 | 37.7 | 10.7 | 40.3 | 125.7 |
| Bromate | A | 13.7 | 21.6 | 194 | 13.5 | 24.5 | 92.7 |
|  | $B$ | 12.7 | 22.6 | 206 | 10.4 | 24.3 | 90.6 |
|  | C | 12.6 | 21.8 | 20.9 | 6.8 | 23.2 | 85.3 |
|  | Flour subtotals | 39.0 | 66.0 | 60.9 | 30.7 | 72.0 | 268.6 |
|  | Flour totals | 67.6 | 74.4 | 98.6 | 41.4 | 112.3 | 3943 |

On working out the form of the analysis we find that there is an additional complication here as compared to those that have been worked out previously. The 6 rows in Table 33 represent 2 classifications, but for the present we shall consider them as 6 classes giving us a simple twofold classification. The form of the analysis is then:

| Flours | $4 D F$ |
| :---: | :---: |
| Classes. | 5 DF |
| Interaction (a). | 20 DF |
| Total | 29 D |

But the 5 degrees of freedom for classes must be split up into:

```
Machine settings ABC........ 2 DF
Formulae SB
    1 DF
Interaction ABC }\timesSBB........ 2 DF',
```

Hence interaction (a) in the first analysis is an interaction of the above three factors with the flours. Realizing this, we can then write out the form of the analysis in full:


The last interaction is known as a triple interaction. In this case it represents the degree to which the interaction of $(A B C \times S B)$ is different for the different flours. If the interaction ( $A B C \times S B$ ) is the same for each flour, the triple interaction will be zero.

To determine the sums of squares for the components set out above it is necessary to set up 3 calculation tables as below:

|  | Flours |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machine <br> Settings | 1 | 2 | 3 | 4 | 5 | Totals |
|  |  |  |  |  |  |  |
| $A$ | 23.1 | 24.2 | 31.7 | 18.1 | 38.0 | 135.1 |
| $B$ | 22.3 | 25.7 | 33.6 | 14.7 | 38.1 | 134.4 |
| $C$ | 22.2 | 24.5 | 33.3 | 8.6 | 36.2 | 124.8 |
| Totals. . | 67.6 | 74.4 | 98.6 | 41.4 | 112.3 | 394.3 |


|  | Flours |  |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: |
| Formulae | 1 |  |  |  |  | Totals |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |  |  |  |  |  |
| $S$ | 28.6 | 8.4 | 37.7 | 10.7 | 40.3 | 125.7 |  |  |  |  |
| $B$ | 39.0 | 66.0 | 60.9 | 30.7 | 72.0 | 268.6 |  |  |  |  |
| $S+B$ | 67.6 | 74.4 | 98.6 | 41.4 | 112.3 | 394.3 |  |  |  |  |
| $S-B$ | 10.4 | 57.6 | 23.2 | 20.0 | 31.7 |  |  |  |  |  |


| Machine Settings |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| Formulae | $A$ | $B$ | $C$ | Totals |
| $S$ | 42.4 | 43.8 | 39.5 | 125.7 |
| $B$ | 92.7 | 90.6 | 85.3 | 268.6 |
| $S+B$ | 135.1 | 134.4 | 124.8 | 394.3 |
| $S-B$ | 50.3 | 46.8 | 45.8 | 142.9 |
|  |  |  |  |  |

The calculations are ${ }^{1}$

| Total | $=6618.43-\frac{394.3^{2}}{30}=6618.43-5182.42=1436.01$ |  |
| :--- | :--- | ---: |
| Flours $(1 \cdots 5)$ | $=34,152.33 / 6-5182.42=$ | 509.64 |
| Settings $(A B C)$ | $=51,890.41 / 10-5182.42=$ | 6.62 |
| Formulae $S B$ | $=(268.6-125.7)^{2} / 30=$ | 680.68 |
| Interaction $(A B C \times S B)$ | $=\Sigma(S-B)^{2} / 10-680.68=6817.97 / 10-680.68=1.12$ |  |

Interaction $(1 \cdots 5) \times(A B C)$
Total for table $=11,436.57 / 2-5182.42=535.86$
Flours $(1 \cdots 5)=\quad 509.64$
Settings $(A B C)=\quad \mathbf{6 . 6 2}$

$$
\text { Remainder }(1 \cdots 5) \times(A B C)=\quad 19.60
$$

Interaction $(1 \cdots 5) \times(S B)=\Sigma(S-B)^{2} / 6-680.68=5369.05 / 6-680.68=214.16$
Interaction $(1 \cdots 5 \times A B C \times S B)=$ remainder $\quad=4.19$
The analysis of variance when set up in detail is as follows:

|  | Sums of Squares | $D F$ | Variance | $F$ | $\begin{gathered} 5 \% \\ \text { Point } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Flours ( $1 . \ldots 5$ ). | 509.64 | 4 | 127.4 | 243.1 | 3.84 |
| Formulae (SB). | 680.68 | 1 | 680.7 | 1299.0 | 5.32 |
| Interaction ( $1 \cdots 5 \times S B$ ) . . . . . . | 214.16 | 4 | 53.54 | 102.2 | 3.84 |
| Settings ( $A B C$ ). | 6.62 | 2 | 3.31 | 6.31 | 4.46 |
| Interaction ( $A B C \times S B$ ). | 1.12 | 2 | 0.560 | 1.07 | 4.46 |
| " (1..5 $\times$ ABC) ..... | 19.60 | 8 | 2.450 | 4.68 | 3.44 |
| " (1 $\ldots 5 \times A B C \times S B)$ | 4.19 | 8 | 0.524 |  |  |
| Total................... | 1436.01 | 29 |  |  |  |

It is of interest to make a detailed study of Example 32 from the standpoint of the selection of a valid error. We note first that the determinations were not made in duplicate so that we have no real measure of the error in the technique; and, if such an error is the one that should be used throughout for tests of significance, we shall have to select one of the other variances that gives us a close approximation of what the error of duplicate loaf volumes would be. In the second place it must be remembered that the primary object of the experiment is to study the differences in the loaf volumes due to the different settings of the machine and the differential responses due to these same settings. For this reason the analysis of variance has been separated into two
${ }^{1}$ Note the method used to calculate interactions for a series of paired values. This will be explained in more detail in the next example.
portions. The three effects in the first group are of no particular interest, as previous experience would have enabled the cereal chemists to predict that just such results would be obtained. The separation of these three effects into one group is not a result of the data obtained in the experiment, but was preconceived, and it was decided before the experiment was operated that this would be done.

Considering the variance due to the settings, the first question to be asked is whether or not it should be tested against a variance representing purely laboratory error or against the interaction of the settings with the flours. The answer follows from the fact that we are concerned not so much with the interaction of the settings with the flours as with attempting to find out the best single setting of the machine for all purposes; and therefore we do not anticipate that, in differentiating a set of flours, all the settings that have been tried here will be used. Actually our measure of significance in this experiment must be based on the usual experimental error of the laboratory, because, if the machine settings cause differences significantly greater than those resulting from experimental error, it is obvious that before the machine is used for general purposes the most desirable setting must be worked out. In other words we ought to see to it that the machine does not introduce a greater error into the determinations than already exists as the result of the ordinary procedures of the laboratory.

On this basis it follows that the triple interaction is the most logical error to use, as it is the least likely to represent a significant effect and is not likely to be lower than the error due to differences between duplicate loaf volumes. The latter statement is the same as saying that, if there is no actual triple interaction effect, the variance will be equal to the error that would have resulted from using duplicate determinations.

The $F$ values with their $5 \%$ points are given in the analysis, and with their aid the results may be summarized very quickly. The flour and formula differences as well as the interaction between them are very large in comparison to the experimental error and may be dismissed with that statement. The primary interest in the experiment is in the settings of the machine and the interaction of the settings with the other factors. The settings are significant in relation to experimental error, and glancing at the totals we note that this must be due to the fact that the $C$ setting gives a somewhat lower loaf volume than $A$ or $B$. The interaction of $A B C$ with the formulae ( $S B$ ) is not significant, indicating that the differences between the settings are reasonably consistent for both methods of baking. The interaction of the flours with the settings is significant, and we can conclude that the results with the flours are to a certain extent changed by the machine settings. From an inspec-
tion of the results this would seem to be due to flour 4, as for this flour the $B$ and $C$ settings depress the loaf volume to a greater extent than for the others.
7. Summary of Methods of Calculating Sums of Squares. After the form of analysis has been worked out, the greatest difficulty that confronts the student of the methods of this chapter is the calculation of the sums of squares. Most of the methods have been dealt with in the above examples, but it would seem to be desirable to summarize them under one heading.
(a) Total for a set of $n$ single variates. $x_{1}, x_{2}, \cdots x_{n}$.

$$
\sum_{1}^{n}(x-\bar{x})^{2}=\sum_{1}^{n}\left(x^{2}\right)-\frac{T_{x}^{2}}{n}
$$

We square each value and summate, then subtract the square of the total divided by the number of variates.
(b) For a set of $k$ groups when each group is made up of $n$ variates. It there are $k$ groups we can represent the totals for the groups as $T_{1}$, $T_{2}, \cdots T_{i} \cdots T_{k}$; and the means for the groups by $\bar{x}_{1}, \bar{x}_{2}, \cdots \bar{x}_{i} \cdots \bar{x}_{k}$.

$$
n \sum_{1}^{k}\left(\bar{x}_{i}-\bar{x}\right)^{2}=\frac{\sum_{1}^{k}\left(T_{1}^{2}\right)}{n}-\frac{T^{2}}{k n}
$$

We square each total, summate, and then divide by the number of variates entering into each total. From this we subtract the square of the grand total divided by the number of variates.
(c) For a set of $k$ groups when the number of variates is not the same for each group. If we represent a particular series with the corresponding number of variates in each group as follows:

| Group totals | $T_{1}, T_{2}, T_{3}, T_{4}$ |
| :--- | :--- |
| Numbers | $a, b, c, d$ |

We calculate:

$$
\frac{T_{1}^{2}}{a}+\frac{T_{2}^{2}}{b}+\frac{T_{3}^{2}}{c}+\frac{T_{4}^{2}}{d}-\frac{T^{2}}{(a+b+c+d)}
$$

In this case we square each total and divide by the number entering into it. The quotients are summated, and from this sum we subtract the square of the grand total divided by the total number of variates.
(d) For within and between pairs. If a set of paired values are represented as follows:

$$
\begin{gathered}
\\
x \\
y
\end{gathered}
$$

The sum of squares for between pairs is:

$$
\frac{\Sigma(x+y)^{2}}{2}-\frac{T^{2}}{2 n}
$$

And for within pairs it is:

$$
\frac{1}{2} \Sigma(x-y)^{2}
$$

If each $x$ and $y$ value represents $k$ variates we have:

$$
\begin{aligned}
\text { Between } & =\frac{\Sigma(x+y)^{2}}{2 k}-\frac{T^{2}}{2 k n} \\
\text { Within } & =\frac{\Sigma(x-y)^{2}}{2 k}
\end{aligned}
$$

(e) For two groups only. The totals for the groups may be $T_{x}$ and $T_{\nu}$ as above in (d). The sum of squares is:

$$
\frac{\left(T_{x}-T_{y}\right)^{2}}{N}
$$

where $N$ is the total number of variates.
( $f$ ) Simple interaction in a $2 \times n$ table. The table is as in (d), in which each value of $x$ and $y$ represents $k$ variates. The interaction $(1,2,3, \cdots n) \times(x y)$ is given by:

$$
\frac{\Sigma(x-y)^{2}}{2 k}-\frac{\left(T_{x}-T_{y}\right)^{2}}{2 k n}
$$

(g) Simple interaction for a $2 \times 2$ table. The following is a $2 \times 2$ table in which each value of $x$ is a total for $k$ variates.


The interaction ( $A B \times \mathrm{I}$ II) is given by

$$
\frac{\left[\left(x_{1}+x_{3}\right)-\left(x_{2}+x_{4}\right)\right]^{2}}{4 k}
$$

( $h$ ) Simple interaction for a $k \times n$ fold table. A table of this type is illustrated in Section 5 above, and equation (2) shows how the sums of squares and degrees of freedom are broken up. The sum of squares for within groups and classes is the same as for the interaction and can be calculated by subtracting the two terms on the right from the total. The procedure therefore is as follows:

$$
\begin{aligned}
\text { Total } & =\Sigma\left(x^{2}\right)-T_{x}^{2} / k n \\
\text { For } n \text { classes } & =\Sigma\left(T_{c}^{2}\right) / k-T_{x}^{2} / k n \\
\text { For } k \text { groups } & =\Sigma\left(T_{\square}^{2}\right) / n-T_{x}^{2} / k n \\
\hline \text { Interaction } & =\text { Difference }
\end{aligned}
$$

(i) Triple interaction. In more complex analyses it is sometimes necessary to calculate triple interactions. We shall illustrate the method for the simple case of $2 \times 2$ tables: ${ }^{1}$

| $\boldsymbol{X}$ |  |
| :---: | :---: |
| II$\boldsymbol{A}$ $B$ <br> $x_{1}$ $x_{2}$ <br> $x_{4}$ $x_{3}$ |  |


| $Y$ |
| :---: |
| II$A$ $B$ <br>  $x_{1}$ <br> $x_{4}$ $x_{2}$ <br>   |



The interaction to be calculated is ( $X Y Z \times$ I II $\times A B$ ). Assume each value to be made up of $k$ variates; then for each of the above tables we have:

$$
\text { For } \begin{aligned}
X(\mathrm{I} \mathrm{II} \times A B) & =\left(x_{1}+x_{3}-x_{2}-x_{4}\right)^{2} / 4 k \\
Y(\mathrm{I} \text { II } \times A B) & =\left(x_{1}+x_{3}-x_{2}-x_{4}\right)^{2} / 4 k \\
Z(\mathrm{III} \times A B) & =\left(x_{1}+x_{3}-x_{2}-x_{4}\right)^{2} / 4 k
\end{aligned}
$$

Summating these gives us the sum of the interactions of (III $\times A B$ ), taking each $X, Y$, and $Z$ group separately. Next we find (I II $\times A B$ ) for $X, Y$, and $Z$ combined, having set up another $2 \times 2$ table.
${ }^{1}$ If the three factors have only two levels the triple interaction is also represented by only one degree of freedom and may therefore be calculated from a difference between two correctly chosen totals. The method of building up these totals will be clear after a study of the methods of the following chapter.


For $X, Y$, and $Z$, (I II $\times A B)=\left(x_{1}+x_{3}-x_{2}-x_{4}\right)^{2} / 12 k$, which, when subtracted from the sum obtained for the three tables above, gives the triple interaction ( $X Y Z \times I I I \times A B$ ).

According to the same principle, triple interactions may be calculated for any three factors. Note that there are three different ways in which the calculations may be carried out, as repeated calculations of any one of the three simple interactions will finally give the triple interaction. Always examine the three possible methods and decide which one will require the least amount of labor.

## 8. Exercises.

1. Table 34 taken from data by Crampton and Hopkins (1) gives the gains in weight of pigs in a comparative feeding trial. The 5 lots of pigs represent 5 different treatments, and there were 10 pigs in each lot. Make an analysis of variance for the data, and test the significance of the treatment differences.

TABLE 34
Gains of Pigb in a Comparative Feeding Trial

| Replicate | Lot I | Lot II | Lot III | Lot IV | Lot V |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 165 | 168 | 164 | 185 | 201 |
| 2 | 156 | 180 | 156 | 195 | 189 |
| 3 | 159 | 180 | 189 | 186 | 173 |
| 4 | 167 | 166 | 138 | 201 | 193 |
| 5 | 170 | 170 | 153 | 165 | 164 |
| 6 | 146 | 161 | 190 | 175 | 160 |
| 7 | 130 | 171 | 160 | 187 | 200 |
| 8 | 151 | 169 | 172 | 177 | 142 |
| 9 | 164 | 179 | 142 | 166 | 184 |
| 10 | 158 | 191 | 155 | 165 | 149 |

The error variance in this experiment works out to 248.6. 2. In a study of hog prices in Iowa, Schultz and Black (9) have given prices by months, years, and districts. The districts are obtained by dividing the state into 4 . A portion of the data is given in Table 35. After completing the analysis of variance for these data, devise graphical means of illustrating the interaction of months with
years. It is not necessary in this exercise to make tests of significance of the results, as it is being used here merely to show how the technique of the analysis of variance can be used to separate out the various effects in a set of data.

Sum of squares for months $\times$ years $=89.941 \mathrm{~s}$.
3. In agronomic trials of varieties of cereal crops it is desirable to conduct the trials at various points in the area under consideration and to carry them on for a period of 2 or more years. Immer, et al. (8), have given data on barley yields at several stations in Minnesota over a period of 2 years. Table 36 gives the yields at 3 of the stations for 2 years for 6 varieties. Analyze the results.

Note that the blocks are numbered 1,2 , and 3 , but this does not mean that block 1 at University Farm has any relation to block 1 at Waseca or any other station. Consequently the sum of squares and degrees of freedom for blocks are worked out at each station and lumped together in the final analysis. A common error that beginners make in sorting out the degrees of freedom for an experiment of this kind is to regard the blocks as a factor occurring at three levels and thus they have such expressions in their analysis as these:


These expressions obviously have no meaning as the block numbers do not represent definite levels that are uniform at all stations. The correct procedure is therefore to calculate the block sum of squares for each experiment and add all these sums of squares together in order to show them in the final analysis.

The following values for the sums of squares will assist in checking the calculations.


## TABLE 35

Hog Prices Paid to Producers in Iowa 1928-29 to 1930-31

|  | 1928-29 <br> Districts |  |  |  | 1929-30 <br> Districts |  |  |  | 1930-31 <br> Districts |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | $B$ | $C$ | D | A | $B$ | C | D | A | $B$ | $C$ | D |
| Oct. | 9.48 | 9.46 | 9.47 | 9.56 | 8.79 | 8.98 | 8.90 | 9.15 | 8.84 | 8.83 | 8.80 | 8.86 |
| Nov. | 8.41 | 8.13 | 8.43 | 8.44 | 8.32 | 8.30 | 8.34 | 8.53 | 8.04 | 8.23 | 8.17 | 8.45 |
| Dec. | 7.91 | 7.85 | 7.79 | 7.96 | 8.58 | 8.50 | 8.44 | 8.54 | 7.39 | 7.31 | 7.32 | 7.34 |
| Jan. | 8.14 | 8.28 | 8.12 | 8.24 | 8.79 | 8.69 | 8.71 | 9.02 | 7.06 | 7.10 | 7.11 | 7.17 |
| Feb. | 9.14 | 9.03 | 9,00 | 9.10 | 9.84 | 9.59 | 9.63 | 0.82 | 6.44 | 6.62 | 6.63 | 6.65 |
| Mar. | 10.57 | 10.61 | 10.44 | 10.49 | 9.75 | 9.81 | 9.78 | 10.10 | 6.80 | 6.87 | 6.84 | 6.88 |
| Apr. | 10.65 | 10.53 | 10.56 | 10.67 | 9.20 | 9.22 | 9.26 | 9.42 | 6.78 | 6.86 | 6.92 | 6.92 |
| May | 10.36 | 10.20 | 10.07 | 10.14 | 9.12 | 9.10 | 9.06 | 9.26 | 6.03 | 6.10 | 6.06 | 6.30 |
| June | 9.95 | 9.86 | 9.97 | 10.03 | 9.16 | 9.17 | 9.14 | 9.33 | 5.40 | 5.39 | 5.57 | 5.60 |
| July | 10.64 | 10.47 | 10.70 | 10.54 | 8.24 | 8.11 | 8.31 | 8.60 | 6.00 | 5.85 | 6.16 | 6.24 |
| Aug. | 10.35 | 10.34 | 10.34 | 10.56 | 8.22 | 8.52 | 8.68 | 8.75 | 5.91 | 5.66 | 6.24 | 6.36 |
| Sept. | 9.37 | 9.46 | 9.40 | 9.51 | 9.52 | 9.52 | 9.64 | 9.73 | 5.07 | 5.20 | 5.26 | 5.38 |

TABLE 36
Yields in Bushels per Acre of 6 Varieties of Barley Grown at 3 Stations in Each of 2 Years

| Block <br> No. | Man- <br> churia | Gla- <br> bron | Svan- <br> sota | Velvet | Trebi | Peat- <br> land | Station | Year |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 29.2 | 44.6 | 33.9 | 36.7 | 41.2 | 38.5 |  |  |
| 2 | 25.0 | 39.1 | 39.4 | 41.0 | 31.9 | 29.6 | University Farm | 1931 |
| 3 | 26.8 | 45.5 | 32.1 | 42.0 | 36.6 | 30.2 |  |  |
| 1 | 19.7 | 28.6 | 20.1 | 20.3 | 19.3 | 22.3 |  |  |
| 2 | 31.4 | 38.3 | 30.8 | 27.5 | 22.4 | 30.8 | University Farm | 1932 |
| 3 | 29.6 | 43.5 | 31.4 | 32.6 | 45.5 | 31.1 |  |  |
| 1 | 47.5 | 55.4 | 44.5 | 56.9 | 63.9 | 41.2 |  |  |
| 2 | 52.2 | 53.4 | 46.0 | 40.6 | 63.8 | 51.5 | Waseca | 1931 |
| 3 | 46.9 | 56.8 | 51.5 | 53.2 | 63.8 | 53.0 |  |  |
| 1 | 40.8 | 44.4 | 41.0 | 44.6 | 53.5 | 39.8 |  |  |
| 2 | 29.4 | 34.9 | 41.1 | 41.4 | 44.2 | 39.2 | Waseca | 1932 |
| 3 | 30.2 | 33.9 | 33.4 | 26.2 | 50.0 | 29.1 |  |  |
| 1 | 24.0 | 27.5 | 26.5 | 27.2 | 42.1 | 24.7 |  |  |
| 1 | 24.7 | 25.5 | 21.5 | 28.0 | 42.5 | 29.5 | Morris | 1931 |
| 3 | 33.6 | 33.3 | 29.3 | 23.2 | 46.7 | 35.4 |  |  |
| 1 | 29.6 | 36.6 | 27.1 | 35.9 | 40.0 | 35.7 |  |  |
| 2 | 34.1 | 34.3 | 35.7 | 33.9 | 46.9 | 41.9 | Morris | 1932 |
| 3 | 39.4 | 34.5 | 42.3 | 46.7 | 53.0 | 52.0 |  |  |

4. Find the $5 \%$ points of $F$ for the following values of $n_{1}$ and $n_{2}$ :

| $n_{1}$ | $n_{2}$ |
| ---: | ---: |
| 3 | 51 |
| 6 | 43 |
| 4 | 92 |
| 12 | 195 |
| 7 | 36 |
| 11 | 64 |
| 16 | 39 |
| 18 | 215 |
| 17 | 19 |
| 36 | 28 |
| 28 | 154 |
| 53 | 42 |

5. Prove: (1) That $\sum_{1}^{n}\left(x^{2}\right)-T_{x}^{2} / n=\sum_{1}^{n}(x-x)^{2}$.
(2) That the interaction for a $2 \times 2$ table is given by $\left(x_{1}+x_{3}-x_{2}-\right.$ $\left.x_{4}\right)^{2} / k n$. See Section 7(g).
(3) That the sum of squares for the two subtotals $T_{a}$ and $T_{b}$ is given by $\left(T_{a}-T_{b}\right)^{2} / N$. See Section 7(e).
(4) That in a series of pairs the sum of squares for within pairs is given by $\frac{1}{2} \Sigma(x-y)^{2}$. See Section 7(d).
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## CHAPTER XII

## THE FIELD PLOT TEST

## GENERAL PRINCIPLES AND STANDARD DESIGNS

1. Soil Heterogeneity. The fact of soil heterogeneity as it affects the yields of crops has been commented on by various writers. In the agronomic test it is the chief source of error in comparing varieties, soil and fertilizer treatments, and factors of a similar type. If soil heterogeneity was practically non-existent a single pair of plots would be sufficient to make a comparison of two varieties, but even then it is doubtful whether that condition would be highly desirable. By a sufficient expenditure we might render a piece of soil completely homogeneous, but by doing so we would partly defeat the purpose of the test which is to determine the behavior of varieties and treatments under a limited range of conditions. We would have selected one particular soil type for our experiment and therefore restricted the area to which our results would apply. The ideal agronomic test is one conducted on a piece of land in which the range in soil type, etc., is the same as that in the district to which the results are to be applied. Usually agronomic tests are on soil that is much less subject to variation than the surrounding district so that in general the results from them are considered as applicable over too wide an area. This is not to argue that more variable soils should be selected, for that might again defeat the purpose of the test by rendering the results insignificant, but rather to point out the limitations of the tests as ordinarily conducted and that the ideal cannot be reached by any method of increasing the uniformity of the soil.
2. Replication. In order to obtain greater accuracy in field experiments, the most effective method is to increase the number of replications. Increasing the plot size is also effective, but increasing replication is much more so. In previous pages it has been pointed out that the standard error of a mean is given by $s / \sqrt{n}$, where $s$ is the standard error of a single determination and $n$ is the number of determinations averaged. It follows, therefore, that, in replicating field plots, the decrease in the standard error of the mean of one variety or treatment is proportional to the square root of the number of replications. This rule applies only if the variation due to the replicates themselves is removed from the error, but, as will be pointed out below, this follows naturally from the plan of the test and the use of the analysis of variance.

A most important consideration in the use of replications is that they furnish an estimate of the error of the experiment, and this estimate can be obtained in no other way. The error of the experiment arises from the differences between plots of the same variety or treatment that are not due to the average differences between the replicates. From this it is clear that, if there is only one complete set of plots of all the varieties or treatments, there is no possibility of obtaining a measure of random soil variability that can be used as an error in tests of significance. In terms of the theory which has been emphasized repeatedly in the previous pages, the variance of the variety or treatment means is subject to testing on the hypothesis that it has arisen purely from random variations in the fertility of the field. Since the only way in which we can form a reliable estimate of these random variations is to replicate the experiment, it follows that without replication there is positively no method of making a test of the significance of the variety or treatment differences.
3. Randomization. As pointed out above, the estimate of error is taken from differences between plots that are treated alike. R. A. Fisher states that " an estimate of error so derived will only be valid for its purpose if we make sure that in the plot arrangement, pairs of plots treated alike are not nearer together, or further apart than, or in any other relevant way, distinguished from pairs of plots treated differently." This point is obvious if we consider a simple replicated experiment containing, say, 4 varieties, that we shall designate as $A, B, C$, and $D$. Suppose, merely for purposes of argument, that the plots are square and the arrangement of the plots in the field is as follows:

| Replicate 1 | $A$ | $B$ | $C$ | $D$ |
| :--- | :--- | :--- | :--- | :--- |
| Replicate 2 | $A$ | $B$ | $C$ | $D$ |
| Replicate 3 | $A$ | $B$ | $C$ | $D$ |
| Replicate 4 | $A$ | $B$ | $C$ | $D$ |

The form of the analysis will be:

and now, if there are no variety differences it can be expected that on the average the variance $v$ will be equal to the error $e$, and unless our experiment is designed to make this true it is unbalanced, or in the
usual terminology it is subject to a bias. On this basis it is possible to picture the situation with respect to bias in this simple experiment, on varying the location of the plots with respect to distances between plots of the same variety and plots with different varieties. In the first place, suppose that the replicates are only 1 foot apart so that there is for example only a space of 1 foot between the plot of $A$ in the first replicate and the plot of $A$ in the second replicate. Then between the plots of different varieties there are 6 -foot buffer plots of some other crop. This situation presents a very obvious bias in that the plots of different varieties are farther apart than plots of the same variety. The result is that, if there are no differences between the varieties, the variance $v$ will on the average be larger than $e$. This very proposition was recognized by agronomists at an early stage in the development of field plot tests, and as a remedy for it suggestions were made as to the distribution of the plots in a systematic manner over the whole field. These suggestions, however, did not take into consideration the possibility of a bias in the opposite direction to that of the design outlined above. That such a bias is a distinct possibility has been shown by Tedin (10), in an extensive study of data from uniformity trials. A bias in the direction that tends to make the error too large, and the variety or treatment variance too small, is in effect just as disastrous as the opposite type of bias, as it means that, on the average, certain significant effects will be overlooked.

A systematic type of distribution of the plots might be as follows:

| $A$ | $B$ | $C$ | $D$ |
| :--- | :--- | :--- | :--- |
| $C$ | $D$ | $A$ | $B$ |
| $A$ | $B$ | $C$ | $D$ |
| $C$ | $D$ | $A$ | $B$ |

and it will be noted that the plots of the same variety are scattered widely over the field. This is the type of arrangement that is likely to result in an error that is too large, but, disregarding that point, there is another type of bias common to all systematic arrangements. This may be referred to as an intravarietal bias, in that comparisons between different pairs of varieties are not of equal precision. For example, in both of the systematic arrangements that we have outlined above, the varieties $A$ and $B$ occur on adjacent plots in every replication while the varieties $A$ and $D$ are on the average farther apart. This is a very undesirable feature of such experiments, for if a single error is used for the whole experiment it means that real differences between the varieties that are close together may be overlooked and other differences that actually do not exist may be judged significant.

From the above discussion it may appear to the reader that the field plot test is extremely complicated and difficult to set up in such a way that there is no bias. Actually, all these difficulties may be very easily overcome by the simple process of arranging the varieties at random in each replication. Thus, instead of either of the arrangements that have been outlined, we would make up one as follows, in which the positions of the varieties are determined entirely at random.

| $D$ | $C$ | $A$ | $B$ |
| :--- | :--- | :--- | :--- |
| $C$ | $B$ | $A$ | $D$ |
| $B$ | $C$ | $D$ | $A$ |
| $A$ | $D$ | $B$ | $C$ |

Then, regardless of the size or shape of the plots, it can be proved either mathematically or by actual trial that, in a series of such tests, using a different random arrangement each time, the variance $v$ will on the average be equal to the variance $e$. Details of the methods used for randomization are given in Chapter XVI.
4. Error Control. In replicated experiments, the differences between the plots of any one treatment are due in part to experimental error and in part to the average differences between the replicates. The latter is not relevant to the comparisons we wish to make, as each treatment is represented by one plot in each replicate or block. The variance due to blocks is therefore removed from the error, and, the larger the proportion of the total variability that is removed, the more accurate the experiment. This has a very important bearing on the plan of an experiment, especially in relation to the shape of the blocks and of the plots. The differences between long narrow plots, when they are placed side by side, are usually less than those between square plots, and similarly for blocks, and since we want the differences between plots as small as possible and the differences between blocks as large as possible, the ideal plan is one which combines long narrow plots with square blocks. Practical considerations limit the shape of the plots, however, and consequently limit also the shape of the blocks; but, if we keep this fundamental principle in mind in drawing up experiments, the greatest possible efficiency will be obtained.

The arrangements for error control by means of replication differ according to the plan of the experiment. There are two fundamental plans, randomized blocks, and the Latin square. Others that will be described later may be referred to as special types in that they are to a certain extent modifications of the fundamental types, and especially adapted to certain purposes.
5. Randomized Blocks. This plan is the simplest of all the types in which any measure of error control is obtained. It is illustrated in the following diagram, which represents an experiment with 8 treatments in 4 blocks.

I | $G$ | $A$ | $H$ | $D$ | $E$ | $D$ | $H$ | $A$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $F$ | $B$ | $C$ | $E$ | $G$ | $C$ | $F$ | $B$ |
| $B$ | $H$ | $D$ | $F$ | $G$ | $F$ | $C$ | $A$ |
| $C$ | $E$ | $A$ | $G$ | $E$ | $D$ | $B$ | $H$ |
|  | III |  |  |  |  |  |  |

In the general case let $k$ represent the number of blocks and $n$ the number of treatments. Then the equation for sums of squares is:

$$
\sum_{1}^{n k}(x-\bar{x})^{2}=n \sum_{1}^{k}\left(\bar{x}_{b}-\bar{x}\right)^{2}+k \sum_{1}^{n}\left(\bar{x}_{v}-\bar{x}\right)^{2}+\sum_{1}^{n k}\left(d^{2}\right)
$$

where $\bar{x}_{b}$ is the mean of a block and $\bar{x}_{v}$ is the mean of a treatment. The last term on the right is actually $\sum_{1}^{n k}\left(x-\bar{x}_{b}-\bar{x}_{v}+\bar{x}\right)^{2}$, but is abbreviated for convenience. The corresponding equation for degrees of freedom is:

$$
\stackrel{(1)}{-1} \stackrel{(2)}{(k-1)}+(n \stackrel{(3)}{-1})+(n-1)(k-1)
$$

In calculating the sums of squares the following formulae are the most convenient.
(1) Total

$$
\sum_{1}^{n k}(x-\bar{x})^{2}=\sum_{1}^{n k}\left(x^{2}\right)-T^{2} / n k
$$

$$
\begin{aligned}
T= & \text { grand total } \\
& \text { for all plots }
\end{aligned}
$$

(2) Blocks $\quad n \sum_{1}^{k}\left(\bar{x}_{b}-\bar{x}\right)^{2}=\sum_{1}^{k}\left(T_{b}^{2}\right) / n-T^{2} / n k \quad T_{b}=\begin{gathered}\text { total for } \\ \text { one block }\end{gathered}$
(3) Treatments $k \sum_{1}^{n}\left(\bar{x}_{v}-\bar{x}\right)^{2}=\sum_{1}^{n}\left(T_{v}^{2}\right) / k-T^{2} / n k$

$$
T_{v}=\text { total for }
$$

(4) Error

$$
\sum_{1}^{n k}\left(d^{2}\right)=(1)-(2)-(3)
$$ one treatment

Subtract blocks and treatments from total.

The analysis of variance is set up in the usual way.
The standard error of the experiment is given by

$$
\begin{equation*}
s=\sqrt{\frac{\Sigma\left(d^{2}\right)}{(k-1)(n-1)}} \tag{3}
\end{equation*}
$$

and for the mean of one treatment

$$
\begin{equation*}
s_{m}=\frac{s}{\sqrt{k}} \tag{4}
\end{equation*}
$$

6. The Latin Square. The following diagram illustrates a $5 \times 5$ Latin square where the letters represent the treatments.

| $E$ | $B$ | $C$ | $D$ | $A$ |
| :--- | :--- | :--- | :--- | :--- |
| $A$ | $C$ | $D$ | $E$ | $B$ |
| $D$ | $E$ | $B$ | $A$ | $C$ |
| $C$ | $D$ | $A$ | $B$ | $E$ |
| $B$ | $A$ | $E$ | $C$ | $D$ |

Note that the plots are arranged in 5 rows and 5 columns, and that there must be the same number of treatments as rows and colurnns. The treatments are placed at random, subject to the restriction that a treatment can occur only once in any row or column.

Let $n$ represent the number of rows, columns, and treatments, and the equations for the sums of squares and degrees of freedom are as follows:
$\sum_{1}^{n^{2}}(x-\bar{x})^{2}=n \sum_{1}^{n}\left(\bar{x}_{r}-\bar{x}\right)^{2}+n \sum_{1}^{n}\left(\bar{x}_{c}-\bar{x}\right)^{2}+n \sum_{1}^{n}\left(\bar{x}_{v}-\bar{x}\right)^{2}+\sum_{1}^{n^{2}}\left(d^{2}\right)$
where $\bar{x}_{r}$ and $\bar{x}_{c}$ represent the means of rows and columns respectively.

$$
\begin{equation*}
\left(n^{2}-1\right)=(n-1)+(n-1)+(n-1)+(n-2)(n-1) \tag{6}
\end{equation*}
$$

The calculations for sums of squares are:
(1) Total $\quad \sum_{1}^{n^{2}}(x-\bar{x})^{2}=\sum_{1}^{n^{2}}\left(x^{2}\right)-T^{2} / n^{2} \quad T=\begin{gathered}\text { grand total of } \\ \text { all plots }\end{gathered}$
(2) Rows $n \sum_{1}^{n}\left(\bar{x}_{r}-\bar{x}\right)^{2}=\sum_{1}^{n}\left(T_{r}^{2}\right) / n-T^{2} / n^{2} \quad T_{r}=$ total for one
(3) Columns $n \sum_{1}^{n}\left(\bar{x}_{c}-\bar{x}\right)^{2}=\sum_{1}^{n}\left(T_{c}^{2}\right) / n-T^{2} / n^{2} \quad T_{c}=\begin{gathered}\text { total for one } \\ \text { column }\end{gathered}$
(4) Treatments $n \sum_{1}^{n}\left(\bar{x}_{v}-\bar{x}\right)^{2}=\sum_{1}^{n}\left(T_{v}^{2}\right) / n-T^{2} / n^{2} \quad T_{v}=\begin{aligned} & \text { total for one } \\ & \text { treatment }\end{aligned}$
(5) Error

$$
\sum_{1}^{n k}\left(d^{2}\right)=(1)-(2)-(3)-(4)
$$

Subtract, rows, columns, and treatments from the total.
The standard error in a Latin square is given by

$$
\begin{equation*}
s=\sqrt{\frac{\Sigma\left(d^{2}\right)}{(n-2)(n-1)}} \tag{7}
\end{equation*}
$$

And for the mean of one treatment

$$
\begin{equation*}
s_{m}=\frac{s}{\sqrt{n}} \tag{8}
\end{equation*}
$$

The Latin square gives error control in two directions across the field, so that soil gradients are always taken care of. For a few treatments it is a very efficient type of experiment, and it is very doubtful that a better one can be devised. When the number of treatments are more than 8 the Latin square is cumbersome and a point is soon reached where the increase in accuracy does not warrant the added labor. Moreover, as the number of treatments are increased the rows and columns become longer in proportion to their width and a point is reached finally where further accuracy through error control is not obtained.

Example 33. Randomized Blocks. Table 37 gives the yields of 6 wheat varieties obtained in an experiment consisting of 4 randomized blocks. The marginal totals are given in the table so as to facilitate calculation.

TABLE 37
Yields in Bushels per Acre by Blocks of 6 Wheat Varieties

|  |  | Blocks |  |  |  | Variety Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 |  |
|  | A | 27.8 | 27.3 | 28.5 | 38.5 | 122.1 |
|  | B | 30.6 | 28.8 | 31.0 | 39.5 | 129.9 |
|  | C | 27.7 | 22.7 | 34.9 | 36.8 | 122.1 |
| Varieties | D | 16.2 | 15.0 | 14.1 | 19.6 | 64.9 |
|  | E | 16.2 | 170 | 17.7 | 15.4 | 66.3 |
|  | $\boldsymbol{F}$ | 24.9 | 22.5 | 22.7 | 26.3 | 96.4 |
| Block To | cals | 143.4 | 133.3 | 148.9 | 176.1 | 601.7 |

Calculating the sums of squares we have:

| Total $\Sigma\left(x^{2}\right)-T^{2} / n k$ | $=16,460.05-15,085.12$ | $=1374.93$ |
| :--- | ---: | :--- | ---: |
| Blocks $\Sigma\left(T_{b}{ }^{2}\right) / n-T^{2} / n k$ | $=15,252.48-15,085.12$ | $=167.36$ |
| Varieties $\Sigma\left(T_{v}{ }^{2}\right) / k-T^{2} / n k$ | $=16,147.87-15,085.12$ | $=1062.75$ |
| Error | $=1,374.93-167.36-1062.75$ | $=144.82$ |

The analysis of variance is then as follows:

|  | Sum of Squares | DF | Variance | $F$ | $\begin{aligned} & 5 \% \text { Point } \\ & \text { of } F \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Blocks. | 167.36 | 3 | 55.79 | 5.78 | 3.29 |
| Varieties. | 1062.75 | 5 | 212.50 | 22.0 | 2.90 |
| Error. | 144.82 | 15 | 9.655 |  |  |
| Total | 1374.93 | 23 |  |  |  |

The block and variety differences are seen to be significant, and if we wish to compare any two varieties we make use of the standard error.

$$
s=\sqrt{9.655}=3.122 \quad s_{m}=\frac{3.122}{\sqrt{4}}=1.561
$$

The standard error of a difference between the means of any 2 varieties is then $1.561 \times \sqrt{2}=2.21$. Now suppose that we wished to compare varieties $D$ and $F$ for which the means are 16.2 and 24.1 respectively. The difference is 7.9 and we have

$$
t=\frac{7.9}{2.21}=3.57
$$

From Table 94 we note that for 15 degrees of freedom $t=2.95$ at the $1 \%$ point, so that the difference between the 2 varieties is very significant. We take $t$ for 15 degrees of freedom corresponding to the number of degrees of freedom available for estimating the error variance. Unless the degrees of freedom are decidedly limited a short cut can be employed for testing significance. From Table 94 we note that $t$ at the $5 \%$ point is approximately 2 . Therefore a significant difference will be $2 \times \sqrt{2} \times s_{m}=2.82 s_{m}$. Roughly a significant difference is $3 s_{m}$.

Example 34. The Latin Square. The following is a plan of a Latin square which was used to test the efficiency of different methods of dusting with sulphur in order to control stem rust of wheat. The key to the treatments is given with the piar.

|  |  | Columns |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 |
|  | I | B | D | $E$ | A | C |
|  | II | C | A | B | E | D |
| Rows | III | D | C | A | B | $E$ |
|  | IV | E | B | C | D | A |
|  | V | A | E | D | C | B |

## Key to Treatments

$A=$ Dusted before rains.
$B=$ Dusted after rains.
$C=$ Dusted once each week.
$D=$ Drifting once each week.
$E=$ Check (undusted).

All applications were 30 pounds to the acre at each treatment. Drifting means that the dust was allowed to settle down over the plants from above. In the ordinary procedure the sulphur is forced down among the plants by a blast of air.

The plot yields in bushels per acre are given in Table 38. The figures in the table correspond with the position of the plots in the above plan.

TABLE 38

|  | Plot Yields in Bushels per Acre |  |  |  |  |  | Treatment Totals |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Columns |  |  |  |  | Row <br> Totals |  |  |
|  | 1 | 2 | 3 | 4 | 5 |  |  |  |
|  |  |  |  |  |  |  | A | 34.2 |
| I | 4.9 | 6.4 | 3.3 | 9.5 | 11.8 | 35.9 | B | 323 |
| II | 9.3 | 4.0 | 6.2 | 5.1 | 5.4 | 30.0 | B | 32.3 |
| Rows III | 7.6 | 15.4 | 6.5 | 6.0 | 4.6 | 40.1 | $C$ | 65.6 |
| IV | 6.3 | 7.6 | 13.2 | 8.6 | 4.9 | 39.6 | D |  |
| V | 9.3 | 6.3 | 11.8 | 15.9 | 7.6 | 50.9 | D | $39.8$ |
| Column <br> Totals | 36.4 | 39.7 | 41.0 | 45.1 | 34.3 | 196.5 |  |  |

In order to obtain the treatment totals we must select the yields according to the position of the treatments in the plan. Thus for treatment $B$ we have $4.9+7.6$ $+6.2+6.0+7.6=32.3$. Finally we have all the treatment totals as given in Table 38.

The calculations are as given below:
(1) Total

$$
\begin{aligned}
\sum_{1}^{2}\left(x^{2}\right)-T^{2} / n^{2} & =1829.83-1544.49=285.34 \\
\sum_{1}^{n}\left(T_{r}^{2}\right) / n-T^{2} / n^{2} & =1591.16-1544.49=46.67 \\
\sum_{1}^{n}\left(T_{c}^{2}\right) / n-T^{2} / n^{2} & =1558.51-1544.49=14.02 \\
\sum_{1}^{n}\left(T_{v}^{2}\right) / n-T^{2} / n^{2} & =1741.10-1544.49=196.61 \\
& =(1)-(2)-(3)-(4)=28.04
\end{aligned}
$$

(2) Rows
(3) Columns
(4) Treatments
(5) Error

Then the analysis of variance is:

|  | Sum of Squares | DF | Variance | $\boldsymbol{F}$ | $\begin{aligned} & 5 \% \text { Point } \\ & \text { of } F \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Rows. | 46.67 | 4 | 11.67 | 4.99 | 3.26 |
| Columns. | - 14.02 | 4 | 3.50 | 1.50 | 3.26 |
| Treatments | 196.61 | 4 | 48.62 | 20.8 | 3.26 |
| Error. | 28.04 | 12 | 2.34 |  |  |
| Total. | 285.34 |  |  |  |  |

7. Factorial Experiments. As the name denotes, in factorial experiments, an attempt is made to study the various treatment factors. Thus an experiment designed to study, at the same time, rate and depth of seeding of a cereal crop would be a factorial experiment in which the 2 factors, rate and depth of seeding, are represented at 2 or more levels. We may use, for example, 3 rates and 3 depths, giving us in all 9 treatment combinations. Usually, there are more than 2 factors, as it is easily seen that the greater the number of factors the greater the scope. and inductive value of the experiment. The experiment on rates and depths, for example, might well be conducted with more than 1 variety, as it is conceivable that results obtained with 1 variety might not apply to others. In factorial experimentation, therefore, the study of the interactions is a very important consideration and, until the advent of the development of a suitable technique, was very frequently completely overlooked.

The introduction of factors is of course limited by space and the cost of experimentation, and, in addition, it is easy to add so many factors that the analysis becomes rather complex. If we have to study all the possible combinations in an experiment with 4 factors at 3 levels each, we must have 81 different combinations. The addition of another factor at 3 levels would increase the number of combinations to 243 , at which point the experiment would become extremely unwieldy, and since the blocks would be very large, error contral would not be highly efficient.

If all the factors are of equal importance, the obvious method is to make up the total number of combinations and randomize them indiscriminately in each block. We shall see later that with this plan considerable increases in precision can be obtained by a process of splitting up the replicates into smaller units and confounding with these smaller blocks certain relatively unimportant degrees of freedom. In many cases the factors are not of equal importance and very efficient use can be made of the split plot design, in which more than one error variance is obtained, each one appropriate for testing certain comparisons.
8. Split Plot Experiments. An experiment was conducted in 1932 on the experimental field of the Dominion Rust Research Laboratory, which is a good example of the split plot type. This particular study was designed to determine the effect on the incidence of root rot, of variety of wheat, kinds of dust for seed treatment, method of application of the dust, and efficacy of soil inoculation with the root-rot organism.

The plan of the experiment with the key to the treatments is given below and is sufficient to indicate how the experiment was worked out. Two varieties of wheat, Marquis and Mindum, were used. These varieties were planted in 4 blocks, half of each block being sown to one variety
and half to the other. The strips were then divided into 10 plots each. With 5 different kinds of dust and 2 methods of application, dry and wet, there were 10 different treatments, and one of these was assigned at random to each plot in each strip. The plots were then divided lengthwise and on one half the seed was sown with inoculated soil and on the other half with uninoculated soil. The final result was as shown in the plan of the experiment. It will be noted that the disposition of varieties, dust treatments, and soil treatments is purely at random throughout the experiment.

In order to analyze this experiment it is necessary to sort out the degrees of freedom corresponding to the various components of the test. In the first place, for the 160 plots there is a total of 159 degrees of freedom. The 160 plots are in pairs, one of each pair being inoculated (I), and one uninoculated (U). A convenient initial classification of the degrees of freedom ( $D F$ ) is to consider the field as made up of 80 pairs of plots, and since there is one $D F$ within each pair, we have

| Between | 80 pairs | 79 DF |
| :---: | :---: | :---: |
| Within | " | 80 DF |
|  |  | 159 DF |

Then, proceeding to the splitting up of the $D F$ of these two components, and dealing first with the $79 D F$ for briween pairs, we note that the units now are plots exactly twice the size of the original plots, and the $D F$ can be analyzed out without any reference whatsoever to the fact that the plots are divided into $I$ and $U$ portions. If the experiment is considered first as a test of 10 treatments replicated 8 times, the analysis would be as follows:

| Blocks | $7 D F$ |
| :--- | ---: |
| Treatments | $9 D F$ |
| Error | $63 D F$ |

But the experiment is not actually replicated 8 times, as 4 of these blocks
Plan of a Split Plot Experiment

| Marquis | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 | 4 | 3 | 8 | 7 | 1 | 9 | 10 | 2 | 6 |
|  | U I | U I | U I | U I | I U | U I | I U | U I | I U | I U |
| Mindum | 6 | 2 | 8 | 10 | 3 | 4 | 1 | 7 | 5 | 9 |
|  | I U | U I | U I | I U | U I | I U | I U | U I | I U | U I |

## Plan of a Split Plot Experimint-Continued



Key to Treatments
$\mathrm{I}=$ Inoculated soil.
$\mathrm{U}=$ Uninoculated soil.

1. Dry, Ceresan.
2. " Semesan.
3. " DuBay.
4. " Check.
5. " CaCos.
6. Wet, Ceresan.
7. " Semesan.
8. " DuBay.
9. " Check.
10. " $\mathrm{CaCo}_{3}$.
are sown to Marquis wheat and 4 to Mindum wheat. The $7 D F$ for blocks contain, therefore, $1 D F$ for varieties and $3 D F$ for the interaction of varieties with blocks, where the blocks consist now of two sets of all the treatments, one set with Marquis wheat and one set with Mindum wheat. The $3 D F$ for the interaction of varieties with blocks obviously represent the error for determining the significance of the differences between the varieties. The final disposition of the $7 D F$ as given in (10) is therefore:

| Blocks | $3 D F$ |
| :--- | :--- |
| Varieties | $1 D F$ |
| Error (1) | $3 D F$ |

We take next the $9 D F$ as given in (10) for treatments. The key to treatments shows that there are 4 different dusts and 1 check, so that
we have $4 D F$ for treatments. Then each dust is applied dry (D) and applied wet ( W ), so that we must have $1 D F$ for D W . The remaining $4 D F$ represent the interaction of dusts with DW , so that the $9 D F$ are finally split up as follows:
$\left.\begin{array}{ll}\text { Dusts } & 4 D F \\ \text { D W } & 1 D F \\ \text { Interaction } & 4 D F\end{array}\right\}$

The effect of the varieties (V) on the factors given in (12) must also be considered; therefore we must have in the $63 D F$ for error given in (10) :

| $\mathrm{V} \times$ Dusts | $4 D F$ |
| :--- | :--- |
| $\mathrm{~V} \times \mathrm{D} \mathrm{W}$ | $1 D F$ |
| $\mathrm{~V} \times$ Dusts $\times \mathrm{DW}$ | $4 D F$ |$|$

The $9 D F$ represented in (13) must obviously come out of the $63 D F$ for error as given in (10), so that there are actually only $54 D F$ representing true error. Finally the complete disposition of the 79 DF for between pairs of plots can be shown as follows:
$\left.\begin{array}{lr}\text { Blocks } & 3 D F \\ \text { Varieties } & 10 D F \\ \text { Error (1) } & 3 D F\end{array}\right\}$ Group (1)

Error (2) is applicable to all the factors in the second group.

$$
\text { TABLE } 39
$$

Plot Yields in a Split Plot Experiment

| 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |  | 8 |  | 9 |  | 10 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 64 | 68 | 68 | 71 | 62 | 73 | 56 | 67 | 78 | 69 | 67 | 66 | 71 | 64 | 64 | 75 | 70 | 66 | 67 | 65 |
| 76 | 69 | 66 | 72 | 75 | 81 | 72 | 71 | 70 | 72 | 73 | 67 | 72 | 70 | 72 | 85 | 76 | 70 | 71 | 74 |


| 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |  | 8 |  | 9 |  | 10 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 66 | 63 | 63 | 51 | 58 | 64 | 60 | 57 | 55 | 60 | 53 | 61 | 73 | 56 | 59 | 55 | 47 | 58 | 64 | 55 |
| 54 | 74 | 73 | 72 | 73 | 64 | 79 | 68 | 68 | 72 | 76 | 69 | 66 | 78 | 67 | 63 | 69 | 74 | 73 | 76 |


| 83 | 73 | 68 | 60 | 82 | 79 | 73 | 81 | 84 | 94 | 77 | 76 | 74 | 77 | 76 | 73 | 69 | 70 | 75 | 88 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 51 | 59 | 57 | 57 | 63 | 60 | 57 | 61 | 63 | 65 | 64 | 61 | 60 | 65 | 56 | 67 | 61 | 74 | 73 | 55 |


| 63 | 72 | 72 | 83 | 78 | 69 | 70 | 66 | 60 | 66 | 68 | 70 | 63 | 68 | 64 | 61 | 59 | 63 | 65 | 77 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 60 | 69 | 60 | 67 | 67 | 52 | 61 | 56 | 61 | 69 | 58 | 62 | 60 | 72 | 57 | 54 | 58 | 58 | 64 | 65 |

Considering now the $80 D F$ for within pairs, the first point to note is that, since these $80 D F$ represent only differences between members of pairs of adjacent plots, they do not contain any direct effects due to blocks, varieties, or dust treatments. The differences between such plots do represent, however, the effect of $I$ and $U$ corresponding to $1 D F$. The first split up of the $80 D F$ is therefore:
$\left.\begin{array}{lrr}\text { I U } & & 1 \mathrm{DF} \\ \text { Remainder } & & 79 D F \\ & & \text { Total } \\ & & 80 \mathrm{DF}\end{array}\right\}$

The $79 D F$ for the remainder must contain the $D F$ representing the interaction of I U with all the other factors as given in Groups (1) and (2); hence we can set these down in order.

| $\mathrm{I} \mathbf{U} \times \mathrm{V}$ | 1 DF |
| :---: | :---: |
| $\mathrm{I} \mathbf{U} \times$ Dusts | $4 D F$ |
| IU $\times$ D W | 1 DF |
| IU $\times$ Dusts $\times$ D W | $4 D F$ |
| $\mathrm{IU} \times \mathrm{V} \times$ Dusts | $4 D F$ |
| $\mathbf{I U} \times \mathrm{V} \times \mathrm{DW}$ | 1 DF |
| Total | $15 D F$ |

Note that we have left out (I $\mathrm{U} \times$ Blocks) and the quadruple interaction (I U $\times \mathrm{V} \times$ Dusts $\times \mathrm{D}$ W). The former belongs to error, and the latter is very unlikely to be significant, and even if it might turn out significant, its interpretation would probably be too complex to have any practical
bearing on the use of the treatments. The final analysis of the 80 DF for within pairs can now be written down:

| I U | $1 D F$ |
| :---: | :---: |
| IU $\times$ V | $1 D F$ |
| I U $\times$ Dusts | $4 D F$ |
| I U $\times$ D W | 1 DF |
| I U $\times$ Dusts $\times$ D W | $4 D F$ |
| $\mathrm{I} \mathrm{U} \times \mathrm{V} \times$ Dusts | $4 D F$ |
| $\mathbf{I} \mathbf{U} \times \mathrm{V} \times \mathrm{D} \mathbf{W}$ | 1 DF |
| Error (3) | $64 D F$ |
| Total | 80 DF ] |

(Group (3)

The three groups may be placed together as one complete analysis or dealt with separately. It will usually be found most convenient in checking calculations to consider the three groups together in one complete analysis.

After completing the sorting out of the $D F$ the next step is to draw up the tables from the actual data that are necessary for calculation of the sums of squares. In the first place a table such as Table 39 is required, giving the data for the individual plots in a plan corresponding to the plan of the experiment. Comparing the table and the plan we can then draw up Table 40, which is a series of small tables required for calculating the sums of squares.

The following is an outline of the analysis of variance for the whole experiment, with figures in the fifth column indicating the calculation tables from which the corresponding sums of squares are obtained.

From Table 39 we calculate the total sum of squares for all the plots. Then from the calculation Table 12, for the differences within pairs of plots, we determine the sum of squares for the 80 DF representing within pairs. Subtracting this from the total sum of squares gives the sum of squares for $79 D F$ representing Groups (1) and (2).

We proceed next to calculate, from the tables, the sums of squares as indicated in the outline of the analysis of variance, leaving items error (2) and error (3) to the last. From the sum of squares representing within pairs for $80 D F$, we subtract the first seven items in Group (3). The remainder is the sum of squares for error (3). From the sum of squares for between pairs ( $79 D F$ ) we subtract the total for group (1) and the first six items in Group (2). The remainder is the sum of squares for error (2).

The method of calculation of triple interactions has been described in a previous chapter.

|  | Sums of Squares | DF | Variance or Mean Square | Calculation Table |
| :---: | :---: | :---: | :---: | :---: |
| Blocks. | 989.6 | 3 | 329.9 | 1 |
| Varieties (V). | 3638.6 | 1 | 3638.6 | 1 |
| Error (1). | 647.6 | 3 | 215.9 | 1 |
| Dusts. | 987.6 | 4 | 246.9 | 2 |
| Dry vs. Wet (D W) | 117.3 | 1 | 117.3 | 2 |
| Dusts $\times$ D W . | 46.2 | 4 | 11.6 | 2 |
| $\mathrm{V} \times$ Dusts. | 146.7 | 4 | 36.7 | 3 |
| $\mathrm{V} \times \mathrm{DW}$. | 91.5 | 1 | 91.5 | 4 |
| V $\times$ Dusts $\times$ D W | 148.1 | 4 | 37.0 | 5 |
| Error (2). | 1059.1 | 54 | 19.6 |  |
| Inoculated vs. Uninoculated (I U). . | 965.3 | 1 | 965.3 | 6 |
| $\mathbf{I} \mathbf{U} \times \mathrm{V}$ | 0.3 | 1 | 0.3 | 6 |
| I U $\times$ Dusts | 379.8 | 4 | 95.0 | 7 |
| IU $\times$ D W | 68.9 | 1 | 68.9 | 8 |
| I U $\times$ Dusts $\times$ D W | 25.8 | 4 | 6.4 | 9 |
| $\mathrm{I} \mathrm{U} \times \mathrm{V} \times$ Dusts | 119.4 | 4 | 29.8 | 10 |
| $\mathbf{I} \mathbf{U} \times \mathrm{V} \times \mathrm{D} \mathbf{W}$ | 3.9 | 1 | 3.9 | 11 |
| Error (3). | 931.1 | 64 | 14.5 |  |
| Total. | 10,366.8 | 159 |  |  |

TABLE 40
Series of Subtables for Calculating Sums of Squares
Number
Blocks
(1)

|  | I | II | III | IV |
| :--- | ---: | ---: | :---: | :---: |
|  |  |  |  |  |
| Ma | 1351 | 1178 | 1229 |  |
| Mi | 1454 | 1408 |  |  |
| $\mathrm{Ma}+\mathrm{Mi}$ | 2805 | 2586 |  |  |
| $\mathrm{Ma}-\mathrm{Mi}$ | -103 | -230 |  |  |
|  |  |  |  |  |

(2)

(3)

|  | Ce | Se | Du | Ch | Ca |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | 970 | 988 | 967 |  |  |
| Ma | 1113 | 1116 |  |  |  |
| Mi | 2083 | 2104 |  |  |  |
| $\mathrm{Ma}+\mathrm{Mi}$ | 20,739 |  |  |  |  |
| $\mathrm{Ma}-\mathrm{Mi}$ | -143 | -128 |  |  |  |

TABLE 40-(Continued)

## Series of Subtables for Calculating Sums of Squakes

Number
Blocks
(4)

|  | D | W |  |
| :---: | :---: | :---: | :---: |
| Ma | 2498 |  |  |
| Mi | 2940 |  |  |
| $\overline{\mathrm{Ma}+\mathrm{Mi}}$ | 5438 |  | 10,739 |

(5)

|  |  | Ce | Se | Du | Ch | Ca | 4,988 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [ Ma |  | 482 | 487 | 480 |  |  |  |
|  | W | 488 | 501 |  |  |  |  |
|  | D + W | 970 | 988 |  |  |  |  |
|  | D-W | -6 | -14 |  |  |  |  |
| Mi | D | 562 | 572 | 582 |  |  | 5,751 |
|  | W | 551 | 544 |  |  |  |  |
|  | D+W | 1113 | 1116 |  |  |  |  |
|  | D - W | 11 | 28 |  |  |  |  |

(6)

|  | Ma | Mi |  |
| :---: | :---: | :---: | :---: |
| I | 2594 |  |  |
| U | 2394 |  |  |
| $\mathrm{I}+\mathrm{U}$ | 4988 |  | 10,739 |

(7)

|  | Ce | Se | Du | Ch | Ca |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1069 | 1070 | 1054 |  |  |  |
| U | 1014 | 1034 |  |  |  |  |
| $\mathrm{I}+\mathrm{U}$ | 2083 | 2104 |  |  |  | 10,739 |
| $\mathrm{I}-\mathrm{U}$ | 55 | 36 |  |  |  |  |

(8)

|  | $D$ | $W$ |
| :--- | :---: | :---: |
| I | 2791 |  |
| U | \begin{tabular}{\|c|}
\hline
\end{tabular} |  |
| $\mathbf{2 6 4 7}$ |  |  |

(9)

|  |  | Ce | Se | Du | Ch | Ca | 5,438 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (D | I | 531 | 535 | 533 |  |  |  |
|  | U | 513 | 524 |  |  |  |  |
|  | $\mathrm{I}+\mathrm{U}$ | 1044 | 1059 |  |  |  |  |
|  | $\mathrm{I}-\mathrm{U}$ | 18 | 11 |  |  |  |  |
| W | I | 538 | 535 | 521 |  |  |  |
|  | U | 501 | 510 |  |  |  |  |
|  | $\mathrm{I}+\mathrm{U}$ | 1039 | 1045 |  |  |  | 5,301 |
|  | $\mathrm{I}-\mathrm{U}$ | 37 | 25 |  |  |  |  |

TABLE 40-(Continued)
Seribs of Subtables for Calculating Sums of Squares
Number
Blocks

Differences between Pairs of Plots
(12)

| 4 | 3 | 11 | 11 | 9 | 1 | 7 | 11 | 4 | 2 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 7 | 6 | 6 | 1 | 2 | 6 | 2 | 13 | 6 | 3 |
| 3 | 12 | 6 | 3 | 5 | 8 | 17 | 4 | 11 | 9 |
| 20 | 1 | 9 | 11 | 4 |  |  |  |  |  |

## Abbreviations

## Dusts:

Ce (Ceresan)
Se (Semesan)
Du (DuBay)
Ch (Check)
Ca (Calciupa carbonate)

## Varieties

Ma (Marquis)
Mi (Mindum)
Method of Applying Dust
D (Dry)
W (Wet)

Soil Treatment
I (Inoculated)
U (Uninoculated)

## CONFOUNDING IN FACTORIAL EXPERIMENTS

9. Orthogonality and Confounding. F. Yates (16) has given the following definition of orthogonality. It is " that property of the design which ensures that the different classes of effects shall be capable of direct and separate estimation without any entanglement." Thus, in a randomized block experiment, the treatments are orthogonal with blocks in that the effects of each are capable of direct and separate estimation. This orthogonality is accomplished in the design by seeing to it that each block contains the same kind and number of treatments. If by any chance some of the plots in one or more of the blocks are lost, non-orthogonality is introduced, and special methods may be required in order to separate the treatment and block effects. These methods, which have been worked out and described in some detail by Yates, require additional computation, and sometimes the whole procedure may be rather laborious. Consequently in designing an experiment we make every effort to keep within the requirements of orthogonality. In simple experiments this presents no difficulty, but in more complex ones for which a new design is being worked out it is quite easy unwittingly to introduce an element of non-orthogonality. New designs, therefore, require careful scrutiny before they are put into practice.

In factorial experiments involving a fairly large number of combinations, non-orthogonality is sometimes introduced deliberately, and this process is now referred to as confounding. The purnose of confounding in general, as we shall see later in more detail, is to increase the accuracy of the more important comparisons at the expense of the comparisons of lesser importance. In many instances, however, although a certain portion of the information concerning the comparisons of lesser importance is sacrificed, the precision with which all the effects are estimated is increased to a point such that even the partially confounded comparisons are more accurately estimated.

The student should at this point make quite certain of the meaning of confounding, and a few elementary illustrations may be of assistance. Suppose that three fertilizers $N, P$, and $K$ are being compared at 2 levels of each, so that we have 8 different combinations that we shall designate by $N_{0} P_{0} K_{0}, N_{0} P_{0} K_{1}, N_{0} P_{1} K_{0}, N_{1} P_{0} K_{0}, N_{0} P_{1} K_{1}, N_{1} P_{0} K_{1}, N_{1} P_{1} K_{0}$, and $N_{1} P_{1} K_{1}$, where the subscript numbers refer to the amounts or dosage of each kind of fertilizer. Since $N_{0} P_{0} K_{0}$ means that no fertilizer is applied, and $N_{0} P_{0} K_{1}$ means that only $K$ is applied, these terms may be abbreviated to $O, K, P, N, P K, N K, N P$, and $N P K$. In these 8 combinations it will be noted that we have 4 without $N$ and 4 with $N$. If
now we divide the blocks ordinarily containing 8 plots into halves such that one half contains the treatments $0, K, P, P K$ and the other half $N, N K, N P, N P K$, then the effect of $N$ which may be represented algebraically by $\left(N_{1}-N_{0}\right)$ is completely confounded with block effects. The other main effects are still orthogonal with the blocks. For example, in each block we have 2 plots containing $P$ and 2 plots that do not contain $P$. We would not consider a design of this type in actual practice, as it defeats what is obviously one of the main purposes of the experiment. Assuming, however, that accuracy can be gained by reducing the size of the blocks, it may be worth while to examine all the comparisons to see whether certain of these may be deemed sufficiently unimportant to be sacrificed in order to increase the precision of the remaining comparisons.

The treatment effects may be set out as follows with the corresponding degrees of freedom.

| $N$ | $1 D F$ |  |
| :--- | :--- | :--- |
| $P$ | $1 D F$ | Main effects, 3 $D F$ |
| $K$ | $1 D F$ |  |
| $N \times P$ | $1 D F$ |  |
| $N \times K$ | $1 D F$ | Simple interactions, $3 D F$ |
| $P \times K$ | $1 D F$ |  |
| $N \times P \times K$ | $1 D F$ | Triple interaction, $1 D F$ |

To the best of our judgment the triple interaction $N \times P \times K$ would seem to be the least important. At least, even if significant in effect it is the most difficult to interpret in terms of actual fertilizer practice. We shall decide, therefore, to confound this one degree of freedom with blocks, and it remains only to determine the distribution of the treatments in the blocks in a manner which will confound this one comparison and leave all the others intact. Algebraically, all the treatment effects can be represented as follows-

$$
\begin{aligned}
N & =\left(N_{1}-N_{0}\right)\left(K_{1}+K_{0}\right)\left(P_{1}+P_{0}\right) \\
P & =\left(N_{1}+N_{0}\right)\left(K_{1}+K_{0}\right)\left(P_{1}-P_{0}\right) \\
K & =\left(N_{1}+N_{0}\right)\left(K_{1}-K_{0}\right)\left(P_{1}+P_{0}\right) \\
N \times P & =\left(N_{1}-N_{0}\right)\left(K_{1}+K_{0}\right)\left(P_{1}-P_{0}\right) \\
N \times K & =\left(N_{1}-N_{0}\right)\left(K_{1}-K_{0}\right)\left(P_{1}+P_{0}\right) \\
P \times K & =\left(N_{1}+N_{0}\right)\left(K_{1}-K_{0}\right)\left(P_{1}-P_{0}\right) \\
N \times P \times K & =\left(N_{1}-N_{0}\right)\left(K_{1}-K_{0}\right)\left(P_{1}-P_{0}\right)
\end{aligned}
$$

and on expanding the last expression we have-
or

$$
\begin{aligned}
N \times P \times K= & \left\{\begin{array}{l}
+N_{0} P_{0} K_{1}+N_{1} P_{1} K_{1}+N_{0} P_{1} K_{0}+N_{1} P_{0} K_{0} \\
-N_{0} P_{0} K_{0}-N_{1} P_{1} K_{0}-N_{0} P_{1} K_{1}-N_{1} P_{0} K_{1}
\end{array}\right\} \\
& \left\{\begin{array}{l}
+K+N P K+P+N \\
-O-N P-P K-N K
\end{array}\right\}
\end{aligned}
$$

This means simply that, if we let the symbols represent the actual yields from the corresponding plots, the sum of squares for the triple interaction will be given by

$$
\frac{1}{2 k}[(N+P+K+N P K)-(O+N P+P K+N K)]^{2}
$$

where $k$ is the number of plots represented in each total such as $(O+N P$ $+P K+N K)$. Now if we divide each replication into 2 blocks and in one of these put the treatments $O, N P, P K, N K$, and in the other, $N, P, K, N P K$, then the above sum of squares will contain not only the triple interaction effect but also the effect of the blocks. The 1 degree of freedom for triple interaction will have been completely confounded with blocks. The analysis of variance for the experiment, assuming 4 replications, will be of the form

| Blocks. | 7 DF |
| :---: | :---: |
| Main effects. | 3 DF |
| Simple interactions | 3 DF |
| Error. | 18 DF |
| Total. | 31 DF |

Since 7 DF have been utilized for error control instead of 3 as in an ordinary randomized block experiment, with a moderate degree of soil heterogeneity, it may be expected that the remaining effects will be estimated more accurately by the confounded experiment than by the randomized blocks.
10. Partial Confounding and Recovery of Information. The procedure illustrated above resulted in the complete sacrifice of the information on the triple interaction, and it may be argued that, regardless of the apparent unimportance of the information sacrificed, this is not good experimental procedure in that the experimenter is taking too much for granted in attempting to forecast a result on which he has no previous information, and using this as a basis for the experimental design. The difficulty can be overcome by a process known as partial confounding, which amounts to confounding different degrees of freedom in different replications and using the results from the blocks in which the particular
effects are not confounded to recover a portion of the information desired. In order to partially confound the experiment described above and at the same time recover a portion of the information on all the comparisons, we shall require at least 4 replications. In each replication we can confound with blocks a degree of freedom from one of the interactions. The method of laying out the treatments in the blocks is obvious if we expand algebraically each of the expressions for the interactions. Thus

$$
\begin{aligned}
& \text { I }(N \times P \times K)=\left(N_{1}-N_{0}\right)\left(P_{1}-P_{0}\right)\left(K_{1}-K_{0}\right)=\left(\begin{array}{lr}
+K+N P K+ & P+ \\
-O-N P-P K-N K
\end{array}\right) \\
& \text { II } \quad(N \times P)=\left(N_{1}-N_{0}\right)\left(P_{1}-P_{0}\right)\left(K_{1}+K_{0}\right)=\left(\begin{array}{ll}
+O+ & N P+ \\
-N+N P K \\
-N & P-N K-. P K
\end{array}\right) \\
& \text { III } \quad(N \times K)=\left(N_{1}-N_{0}\right)\left(P_{1}+P_{0}\right)\left(K_{1}-K_{0}\right)=\left(\begin{array}{cc}
+O+N K+P+N P K \\
-N- & K-N P-P K
\end{array}\right) \\
& \text { IV } \quad(P \times K) \quad=\left(N_{1}+N_{0}\right)\left(P_{1}-P_{0}\right)\left(K_{1}-K_{0}\right)=\left(\begin{array}{cc}
+O+ & P K+N+N P K \\
-P-N-N P-N K
\end{array}\right)
\end{aligned}
$$

Then in the first replication we can confound the triple interaction and conserve it in all the remaining replications. In the second replication we can confound the simple interaction $N \times P$ and conserve it in all the remaining replications. With 4 replications we can confound each interaction in 1 replication and conserve it in all the others.

In recovering information with respect to the interactions it will, of course, be necessary to make the desired comparisons only in those replications in which the particular interaction is not confounded. Thus if we are computing the sum of squares for $N \times P$ we omit replication II entirely and make up our totals from the other three. The final analysis will be of the form:

| Blocks. | 7 DF |
| :---: | :---: |
| Main effects | 3 DF |
| Simple interactions | 3 DF |
| Triple interactions. | 1 DF |
| Error. | 17 DF |
| Total. | 31 DF |

The result of this procedure is to sacrifice one-quarter of the information on each interaction, but the main effects and that portion of the information with respect to the interactions that is recovered may be estimated with greater accuracy.

Using a set of figures from uniformity data the procedure for designing and analyzing a partially confounded $2 \times 2 \times 2$ experiment is illustrated in Example 35.

Example 35. Partial Confounding in a $2 \times 2 \times 2$ Experiment.

TABLE 41
Plan of Field Showing Location of Treatments and Corresponding Yields, for a Partially Confounded $2 \times 2 \times 2$ Experiment

| Replication No. | Treatment | Yield | Treatment | Yield | Treatment | Yield | Treatment | Yield |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | $N K$ | 159 | $P$ | 153 | 0 | 145 | $K$ | 189 | 3,095 |
|  | 0 | 179 | $N P K$ | 202 | $P K$ | 191 | $P$ | 272 |  |
|  | $P K$ | 135 | $N$ | 153 | $N K$ | 300 | $N$ | 160 |  |
|  | $N P$ | 130 | $K$ | 182 | NP | 240 | NPK | 305 |  |
|  |  | 603 |  | 690 |  | 876 |  | 926 |  |
| II | NPK | 155 | $N$ | 191 | 0 | 226 | $P$ | 266 |  |
|  | $N P$ | 129 | NK | 138 | $K$ | 159 | NK | 300 |  |
|  | $K$ | 151 | $P$ | 188 | $N P K$ | 240 | PK | 233 |  |
|  | 0 | 159 | $P K$ | 210 | $N P$ | 182 | $N$ | 278 |  |
|  |  | 594 |  | 727 |  | 807 |  | 1077 | 3,205 |
| III | $P$ | 154 | $K$ | 143 | $P$ | 186 | $N$ | 209 | 2,520 |
|  | $N K$ | 77 | NP | 119 | NPK | 173 | $\boldsymbol{K}$ | 93 |  |
|  | 0 | 92 | $N$ | 115 | 0 | 170 | $P K$ | 224 |  |
|  | NPK | 128 | $P K$ | 179 | $N K$ | 213 | $N P$ | 245 |  |
|  |  | 451 |  | 556 |  | 742 |  | 771 |  |
| IV | $N$ | 113 | $\boldsymbol{P}$ | 136 | $P K$ | 182 | $K$ | 293 |  |
|  | $P K$ | 127 | $N K$ | 197 | 0 | 175 | $N K$ | 226 |  |
|  | NPK | 185 | $K$ | 182 | $N P K$ | 156 | $N P$ | 248 |  |
|  | 0 | 148 | $N P$ | 212 | $N$ | 183 | $P$ | 269 |  |
|  |  | 573 |  | 727 |  | 696 |  | 1036 | 3,032 |
|  |  |  |  |  |  |  |  |  | 11,852 |

Table 41 gives the location of the treatments in the field and the corresponding yields. The latter were taken from uniformity data as the results from an actual experiment were not available. Note that the replicate numbers (actually two replicates) correspond with the numbers given opposite the expansion of the interactions on page 163. Thus in replicate I the triple interaction $N \times P \times K$ is confounded with blocks, and so forth for the other interactions in the remaining replications. Within each block the treatments are assigned to the plots at random.

In Table 42 the treatment totals are arranged in a convenient form for the calculation of sums of squares. For example, in calculating the triple interaction
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TABLE 42
Treatment Totalis Required for Calculation of Sums of Squares

| Treatment | All <br> Replications | Minus <br> Replication <br> I | Minus <br> Replication <br> II | Minus <br> Replication <br> III | Minus <br> Replication <br> IV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $O$ | 1294 | 970 | 909 | 1032 | 971 |
| $N$ | 1402 | 1089. | 933 | 1078 | 1106 |
| $P$ | 1624 | 1199. | 1170 | 1284 | 1219 |
| $K$ | 1392 | 1021. | 1082 | 1156 | 917 |
| $N P$ | 1505 | 1135 | 1194 | 1141 | 1045 |
| $N K$ | 1610 | 1151 | 1172 | 1320 | 1187 |
| $P K$ | 1481 | 1155 | 1038 | 1078 | 1172 |
| $N P K$ | 1544 | 1037. | 1149 | 1243 | 1203 |

$N \times P \times K$ we must use the totals from the replicates in which this interaction is not confounded. These are given in the third column, and we find
$N \times P \times K=(1021+1037+1199+1089-970-1135-1155-1151)^{2} / 48=88$
Similarly the interaction $P \times K$ is calculated from the totals in the sixth column $P \times K=(1219+917+1045+1187-971-1172-1106-1203)^{2} / 48=147$

The main effects are of course calculated from all the replicates, so we make use of the totals in the second column.

TABLE 43
Completti Analysis for Partially Confounded $2 \times 2 \times 2$ Experiment

|  | Sums of Squares | $D F$ | Mean Square |
| :---: | :---: | :---: | :---: |
| Blocks. | 112,462 | 15 | 7,497 |
| $N$. | 1,139 | 1 | 1,139 |
| $P$. | 3,249 | 1 | 3,249 |
| $K$. | 638 | 1 | 638 |
| $N \times P$ | 9 | 1 | 9 |
| $N \times K$ | 3,781 | 1 | 3,781 |
| $P \times K$. | 147 | 1 | 147 |
| $N \times P \times K$ | 88 | 1 | 88 |
| Error. | 61,895 | 41 | 1,510 |
| Total. | 183,408 | 63 |  |

11. Splitting up Degrees of Freedom into Orthogonal Components. Before considering the problem of confounding in experiments of a more complex type, the student should acquaint himself with the methods of separating effects representing more than 1 degree of freedom into component parts that are mutually independent and therefore may be separately estimated from the data. Thus if we have 3 levels of nitrogen in a fertilizer experiment, there are 2 degrees of freedom representing the effect of nitrogen. These 2 degrees of freedom may be separated with their appropriate sums of squares in an infinite number of ways, but unless the separation is a purely formal one we will probably wish to separate them in some way such that they will represent definite facts relative to the interpretation of the experiment. In the case of the 3 levels of nitrogen $N_{1}, N_{2}$, and $N_{3}$, the 2 degrees of freedom can be expressed by

$$
\begin{equation*}
N_{3}-N_{1} \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
2 N_{2}-N_{1}-N_{3} \tag{b}
\end{equation*}
$$

and in this form (a) represents the linear effect of $N$ on yield, and (b) the quadratic effect. If the yields are represented graphically, (b) will be zero if the 3 points lie exactly on a straight line. These two expressions merely bring out the fact that any 2 points can be fitted by a straight line function, and any 3 points by a quadratic function. Any other division of the degrees of freedom that we might make would probably not have as valuable a meaning as this one, although if one felt quite certain that $N_{3}$ was a decided overdose of nitrogen one might wish to measure the linear effect by $N_{2}-N_{1}$, and the quadratic effect by $2 N_{3}-N_{1}-N_{2}$. In general, however, the expressions such as (a) and (b) are the most useful.

If we have 4 levels of nitrogen the 3 degrees of freedom may be divided:
(c) $3 N_{4}+N_{3}-N_{2}-3 N_{1}$
(d) $N_{4}-N_{3}-N_{2}+N_{1}$
(e) $N_{4}-3 N_{3}+3 N_{2}-N_{1}$

Linear term
Quadratic term
Cubic term

The rule for writing out the expressions for the division of degrees of freedom is to see to it that in each expression the sum of the coefficients is zero, and for any pair of expressions the sum of the products of the
corresponding coefficients is zero. Thus, in the set immediately above, the sums of the coefficients are

$$
\begin{equation*}
3+1-1-3=0 \tag{c}
\end{equation*}
$$

$$
\begin{equation*}
1-1-1+1=0 \tag{d}
\end{equation*}
$$

$$
\begin{equation*}
1-3+3-1=0 \tag{e}
\end{equation*}
$$

Then multiplying the coefficients:
$(c \times d)$

$$
3-1+1-3=0
$$

$(c \times e)$
$3-3-3+3=0$
$(d \times e)$
$1+3-3-1=0$
We must remember, however, that if we wish to write the polynomial expressions as has been done here there is only one set that can be written.

The sum of squares for any one of the above expressions may be calculated by means of a simple rule. For example, if we have the expressions (a) and (b) the sums of squares are
(a) $\frac{1}{2 k}\left(N_{3}-N_{1}\right)^{2}$
(b) $\frac{1}{6 k}\left(2 N_{2}-N_{1}-N_{3}\right)^{2}$
where the numerical portion of the divisor comes from summing the squares of the coefficients within the bracket. The value of $k$ comes from the number of units entering into each subtotal. For example, in (b), $N_{1}, N_{2}$, and $N_{3}$ may represent subtotals from 8 plots, whence the complete divisor is 48 .

An actual example of the division of 3 degrees of freedom according to the scheme outlined above is given by Yates (17). The figures are for response to nitrogen, and the results of the analysis are reproduced below:

|  | $D F$ | SS |
| :---: | :---: | :---: |
| Linear term. | 1 | 19,536.4 |
| Quadratic term | 1 | 480.5 |
| Cubic term. | 1 | 3.6 |
| Total. | 3 | 20,020.5 |

When compared with the error of the experiment, the quadratic term turned out to be insignificant, and the cubic term was below expectation. Undoubtedly, this type of result is quite usual in agricultural experiments, and since we can separate out not only main effects in the
above manner but also interaction effects, it follows that if a portion of the degrees of freedom for an interaction effect is to be sacrificed by confounding it is desirable in general to sacrifice that portion that is least likely to be significant. At any rate, it may be wise to ensure that at least the interaction between linear effects may be partially recovered from the confounded experiment.

If the interaction between nitrogen at 2 levels and potash at 2 levels can be represented by $\left(N_{2}-N_{1}\right)\left(K_{2}-K_{1}\right)$ it follows that, if there are 3 levels of nitrogen, the interaction $N \times K$ can be broken up into two parts:

$$
\left(K_{2}-K_{1}\right)\left(N_{3}-N_{1}\right) \quad \text { and } \quad\left(K_{2}-K_{1}\right)\left(2 N_{2}-N_{1}-N_{3}\right)
$$

where the second expression represents the interaction of the quadratic effect of nitrogen with potash. This point may be more obvious if we consider ( $2 N_{2}-N_{1}-N_{3}$ ) as representing deviations from linear regression instead of the quadratic response, and hence the interaction may be written as $K$ regression $\times N$ deviation or $K_{r} \times N_{d}$. Now if we have 3 levels of potash as well as 3 levels of nitrogen the 4 degrees of freedom for the interaction $N \times K$ may be broken up as follows:

| $N_{r} \times K_{r}$ | $\left(N_{8}-N_{1}\right)\left(K_{8}-K_{1}\right)$ | $1 D F$ |
| :--- | :--- | :--- |
| $N_{r} \times K_{d}$ | $\left(N_{8}-N_{1}\right)\left(2 K_{2}-K_{1}-K_{3}\right)$ | $1 D F$ |
| $N_{d} \times K_{r}$ | $\left(2 N_{2}-N_{1}-N_{3}\right)\left(K_{3}-K_{1}\right)$ | $1 D F$ |
| $N_{d} \times K_{d}$ | $\left(2 N_{2}-N_{1}-N_{3}\right)\left(2 K_{2}-K_{1}-K_{3}\right)$ | $1 D F$ |
| $N \times K$ |  | $4 D F$ |

and it may be of interest to do this from the standpoint of obtaining complete information with respect to the interaction. Yates (17) has given a useful table for calculating the sums of squares, which is reproduced below in Table 44.

## TABLE 44

## Guide for Calculating Sums of Squares for the <br> Interactions in a $3 \times 3$ Table

|  | $\begin{gathered} N_{r} \times K_{r} \\ K_{1} \quad K_{2} \quad K_{3} \end{gathered}$ |  |  | $\begin{gathered} N_{r} \times K_{d} \\ K_{1} \quad K_{2} \quad K_{3} \end{gathered}$ |  | $\begin{gathered} N_{d} \times K_{r} \\ K_{1} \quad K_{2} \quad K_{3} \end{gathered}$ |  |  | $\begin{gathered} N_{d} \times K_{d} \\ K_{1} K_{2} K_{z} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{1}$ | +1 | -1 | $N_{1}$ | $-1+2-1$ | $N_{1}$ | -1 | +1 | $N_{1}$ | +1-2+1 |
| $N_{2}$ |  |  | $\mathrm{N}_{2}$ |  | $\mathrm{N}_{2}$ | +2 | -2 | $N_{2}$ | $-2+4-2$ |
| $N_{8}$ | -1 | +1 | $N_{3}$ | +1-2+1 | $\mathrm{N}_{3}$ | -1 | +1 | $\mathrm{N}_{3}$ | +1-2+1 |
|  | r |  |  | 12k |  |  |  |  | 36k |

$k=$ Number of units in each cell.
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To use the table it is necessary to set up a table of subtotals in the same form as the above squares. The subtotals are added or subtracted according to the signs in the appropriate table. Thus if the subtotals are represented by

| $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :--- | :--- | :--- |
| $y_{1}$ | $y_{2}$ | $y_{3}$ |
| $z_{1}$ | $z_{2}$ | $z_{3}$ |

we get the sum of squares for $N_{d} \times K_{r}$ by

$$
\frac{1}{12 k}\left(2 y_{1}+x_{3}+z_{3}-x_{1}-z_{1}-2 y_{3}\right)^{2}
$$

In certain cases it may not be necessary to divide up the degrees of freedom into orthogonal components that have any definite meaning, in which case we refer to the division as a purely formal one. A $3 \times 3$ table, for example, may be represented as follows:

|  | $\begin{array}{ll}P_{1} & P_{2}\end{array}$ | $P_{3}$ |
| :---: | :---: | :---: |
| $N_{1}$ | $11 \quad 12$ | 13 |
| $N_{2}$ | $21 \quad 22$ | 23 |
| $N_{8}$ | $31 \quad 32$ | 33 |

and from knowledge that has been derived from a study of the properties of the Latin square, Fisher, (2), it can be shown that the 4 degrees of freedom representing the interaction $N \times P$ can be split up into two orthogonal components by making up totals from the diagonals of the above square. Thus 2 degrees of freedom of the interaction is represented by the differences between the totals $(11+22+33),(21+32+$ 13), $(31+12+23)$, and the other 2 by the differences between the totals $(11+32+23),(21+12+33),(31+22+13)$. As a matter of fact this provides a very useful method of calculating the interaction in a $3 \times 3$ table as it is a direct method and the total sum of squares calculated independently from the same table may be used to obtain a perfect check on all the calculations. ${ }^{1}$ The division of the 4 degrees of freedom is, however, purely formal. In other words, we would expect that on the average the two components would give us equal estimates of the interaction variance.

[^6]12. Confounding in a $3 \times 3 \times 3$ Experiment. We shall now consider the possibilities of confounding in a $3 \times 3 \times 3$ experiment. The 3 main factors can be represented by $N, K$, and $P$, and since each of these occurs at 3 levels there are 27 different combinations. The 26 degrees of freedom for treatments can be subdivided at first as follows:

| $N$ | 2 DF |  |
| :---: | :---: | :---: |
| K | $2 D F$ | Main effects 6 DF |
| $\boldsymbol{P}$ | $2 D F$ |  |
| $N \times K$ | $4 D F$ |  |
| $N \times P$ | 4 DF | Simple interactions 12 DF |
| $K \times P$ | 4 DF |  |
| $N \times K \times P$ | 8 DF | Triple interaction 8 DF |

Now if we wish to conserve the main effects and the simple interactions we must have at least 9 plots in each block. That is, the 3 levels of each fertilizer must each be represented by 3 plots, and the 9 combinations of each pair of fertilizers must each be represented by 1 plot. The required combinations to fulfill these conditions are given by a $3 \times 3$ Latin square in which the rows may be taken to represent the 3 levels of nitrogen, the columns the 3 levels of potash, and the Latin letters (here replaced by numbers) the 3 levels of phosphate. R. A. Fisher, in introducing this solution, points out that there are only 12 solutions of this $3 \times 3$ square and that these 12 fall into 4 sets such that in any one set the other 2 may be generated by cyclic substitution of the numbers in the square. The entire 12 solutions are reproduced below.


To make the meaning of these squares perfectly clear, suppose that we consider the treatments represented by the square I (a). These are, $N_{1} K_{1} P_{1}, N_{1} K_{2} P_{2}, N_{1} K_{3} P_{3}, N_{2} K_{1} P_{2}, N_{2} K_{2} P_{3}$, etc. In any one replica-
tion we must have all the treatments of one complete set such as I, II, III, or IV, and within the replication the division of the treatments into blocks is according to the division of the sets into (a), (b), and (c). In a single replication we have 2 degrees of freedom for blocks, and these must represent 2 degrees of freedom of the triple interaction that have been confounded, as we have seen to it that the main effects and the simple interactions have all been conserved. It follows also that it is impossible, if the main effects and the simple interactions are conserved, to confound more than 2 out of the 8 degrees of freedom of the triple interaction. Such being the case, we shall still have, after confounding, 6 degrees of freedom for the triple interaction, which we may use to test the significance of the residual portion of this effect.

The actual procedure of confounding in an experiment of this kind is to set up the treatments and divide them into blocks according to one of the cyclic sets. The same division of the treatments into blocks is retained throughout the remaining replications. In analyzing the results, if set I has been used for confounding, then sets II, III, and IV are used to build up the treatment totals from which the sum of squares for the triple interaction is calculated. The details of this are given in Example 36.
13. Partial Confounding in a $3 \times 3 \times 3$ Experiment. By the methods described above we are able to divide the 8 degrees of freedom for the triple interaction into 4 sets of 2 that are mutually independent and therefore may be separately estimated from the data. But these sets represent purely formal differences, and although we confound only 2 of them and conserve 6, we are not able to separate out particular effects such as that represented by $N_{r} \times K_{r} \times P_{r}$ for particular study. To do this we must adopt the method of partial confounding which results from using each of the cyclic sets once, one for each replication. We require therefore a minimum of 4 replications. Space is inadequate here to go into detail regarding the method of separating out the particular components, but the student interested in these further aspects of confounding will be able to obtain further information from R. A. Fisher's "The Design of Experiments," and from the monograph by F. Yates, "Factorial Experimentation."

Example 36. A Confounded $3 \times 3 \times 3$ Experiment. In the preparation of this example, data from a uniformity trial have been used. It serves therefore merely to show the technique of setting up and analyzing a $3 \times 3 \times 3$ experiment in which 2 degrees of freedom from the triple interaction have been confounded with blocks.

As indicated in Table 45 giving the treatment numbers and the corresponding yields, the distribution of the treatments into the 3 blocks of each replication is according to cyclic set I as described above. In order to abbreviate, only the subscript numbers of the treatments are given, it being assumed that the three ingredients
such as $N K P$ are in the same order in each case. Within the blocks the treatments are, of course, randomized.

Table 46 is obtained by collecting the plot yields from Table 45. It is used for calculating the main effects and the simple interactions. At the foot of this table are given the treatment totals from which the sum of squares for the 6 degrees of freedom for the triple interaction is calculated. These treatment totals may be obtained very quickly by the combined use of the cyclic sets as given on page 170 and the $3 \times 3$ tables for $N$ and $K$, one for each level of $P$. Knowing that set I has been used for confounding, we obtain our treatment totals for calculating the triple interaction, from the application of sets II, III, and IV, to the data given in Table 46. For example, taking set II we note that the 1's in group (a) correspond in Table 46 (a) with 1604, 1523, and 1912; the 2's correspond in Table 46 (b) with 1893, 2030, and 1845; and the 3's in Table 46 (c) with 1741, 1838, and 1917. Adding all these values, we obtain 16,303 . Then to obtain the next total the same process is repeated, using the square indicated by II (b), and finally the third square, II (c), gives the third total. The sets III and IV are then used in a similar manner to obtain the remaining totals. The sum of squares is calculated for each set of 3 totals and these are added to give the sum of squares for the 6 degrees of freedom of the triple interaction.

Mainly as an exercise, the sums of squares for the individual degrees of freedom as represented by the regression and deviation from regression effects have all been calculated and are shown in the analysis of variance Table 47. These calculations are very simple if one makes use of Yates's diagram as given on page 168. A few of the calculations are reproduced below for further guidance:

$$
\begin{array}{lrr}
N_{r} \quad(15,393-16,900)^{2} / 144 & =15,771.17 \\
N_{r} \times K_{r}(5403+5706-5376-4894)^{2} / 96 & = & 7,332.51 \\
N_{d} \times P_{r}(2 \times 5244+5057+5596-4812-5667-2 \times 5297)^{2} / 288 & = & 16.06 \\
N_{d} \times K_{d}(5403+5376+4 \times 5436+4894+5706-2 \times 5520 & \\
r 2 \times 5096-2 \times 5818-2 \times 5074)^{2} / 864 & = & 13.25
\end{array}
$$

## METHODS FOR TESTING A LARGE NUMBER OF VARIETIES

14. General Principles. In factorial experiments, when the total number of combinations is fairly large, we have seen that greater accuracy can be obtained by confounding with blocks certain of the degrees of freedom for the higher-order interactions. In variety experiments the numbers are frequently quite large and we again meet with the problem of insufficient accuracy owing to the large size of the blocks. In order to overcome this difficulty Yates has developed methods that, by a procedure analogous to confounding in factorial experiments, enables us to divide up the replications into much smaller blocks, and these are used as error control units. Since the small blocks contain only a fraction of the total number of varieties, they are referred to as incomplete blocks. Yates (20) in a preliminary examination of uniformity data concluded that incomplete block experiments would give increases in efficiency over randomized blocks of 20 to $50 \%$. Goulden (6) arrived at practically the same conclusion after a fairly extensive study.

TABLE 45
Treatment Numbers and Corresponding Plot Yidlds for $3 \times 3 \times 3$ Expmerment. The Same Two Degrees of Freedom from tee Triple Interaction Confounded in All heplicates

| Treatment No. | Yield | Treatment No. | Yield | Treatment No. | Yield | Treatment No. | Yield | Treatment No. | Yield | Treatment No. | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 212 | 159 | 131 | 153 | 121 | 145 | 111 | 189 | 232 | 153 | 233 | 210 |
| 321 | 179 | 311 | 202 | 233 | 191 | 122 | 272 | 112 | 226 | 132 | 225 |
| 231 | 135 | 232 | 153 | 323 | 300 | 212 | 160 | 131 | 122 | 121 | 290 |
| 133 | 130 | 333 | 182 | 331 | 240 | 313 | 305 | 311 | 281 | 312 | 262 |
| 313 | 155 | 213 | 191 | 211 | 226 | 223 | 266 | 213 | 334 | 211 | 369 |
| 111 | 129 | 112 | 138 | 312 | 159 | 321 | 300 | 333 | 208 | 331 | 150 |
| 223 | 151 | 221 | 188 | 222 | 240 | 231 | 233 | 221 | 276 | 113 | 267 |
| 332 | 159 | 123 | 210 | 113 | 182 | 332 | 278 | 322 | 355 | 222 | 338 |
| 122 | 154 | 322 | 143 | 132 | 186 | 133 | 209 | 123 | 247 | 323 | 323 |
| Block totala | 1351 |  | 1560 |  | 1869 |  | 2212 |  | 2202 |  | 2434 |
| 122 | 77 | 213 | 119 | 233 | 173 | 133 | 93 | 131 | 303 | 132 | 271 |
| 313 | 92 | 112 | 115 | 132 | 170 | 321 | 224 | 221 | 221 | 331 | 251 |
| 133 | 128 | 333 | 179 | 113 | 213 | 332 | 245 | 213 | 216 | 211 | 199 |
| 321 | 113 | 123 | 136 | 323 | 182 | 313 | 293 | 232 | 319 | 121 | 129 |
| 231 | 127 | 311 | 197 | 312 | 175 | 122 | 226 | 311 | 269 | 323 | 237 |
| 111 | 185 | 131 | 182 | 121 | 156 | 231 | 248 | 123 | 221 | 113 | 282 |
| 212 | 148 | 322 | 212 | 211 | 183 | 223 | 269 | 333 | 359 | 312 | 303 |
| 332 | 215 | 221 | 120 | 222 | 138 | 111 | 228 | 322 | 319 | 233 | 300 |
| 223 | 132 | 232 | 162 | 331 | 192 | 212 | 326 | 112 | 314 | 222 | 247 |
| Block totals | 1217 |  | 1422 |  | 1582 |  | 2152 |  | 2541 |  | 2219 |
| 231 | 102 | 131 | 105 | 121 | 154 | 223 | 154 | 112 | 233 | 132 | 269 |
| 212 | 143 | 333 | 227 | 233 | 145 | 133 | 197 | 311 | 297 | 323 | 283 |
| 313 | 171 | 123 | 218 | 312 | 214 | 332 | 197 | 232 | 318 | 312 | 179 |
| 321 | 190 | 112 | 180 | 331 | 219 | 321 | 227 | 131 | 250 | 233 | 191 |
| 111 | 159 | 213 | 165 | 211 | 186 | 212 | 222 | 221 | 227 | 121 | 137 |
| 122 | 279 | 232 | 173 | 132 | 187 | 111 | 230 | 123 | 197 | 331 | 179 |
| 223 | 125 | 311 | 156 | 323 | 148 | 231 | 204 | 322 | 161 | 211 | 162 |
| 332 | 150 | 322 | 212 | 222 | 309 | 122 | 201 | 213 | 228 | 113 | 202 |
| 133 | 104 | 221 | 234 | 113 | 246 | 313 | 251 | 333 | 247 | 222 | 250 |
| Block totals | 1423 |  | 1670 |  | 1808 |  | 1883 |  | 2158 |  | 1852 |
| 313 | 124 | 213 | 276 | 323 | 276 | 212 | 228 | 221 | 260 | 233 | 388 |
| 133 | 136 | 333 | 269 | 132 | 225 | 313 | 295 | 311 | 166 | 222 | 228 |
| 122 | 297 | 131 | 255 | 331 | 343 | 111 | 304 | 213 | 309 | 323 | 244 |
| 212 | 265 | 221 | 164 | 233 | 145 | 231 | - 212 | 333 | 246 | 121 | 324 |
| 223 | 209 | 112 | 264 | 113 | 258 | 122 | 320 | 131 | 309 | 211 | 421 |
| 111 | 180 | 311 | 277 | 121 | 194 | 133 | 325 | 322 | 252 | 113 | 344 |
| 332 | 259 | 232 | 283 | 222 | 280 | 321 | 464 | 112 | 335 | 331 | 336 |
| 321 | 215 | 322 | 259 | 312 | 304 | 332 | 376 | 232 | 247 | 312 | 249 |
| 231 | 262 | 123 | 243 | 211 | 285 | 223 | 410 | 123 | 269 | 132 | 360 |
| Block totals | 1947 |  | 2290 |  | 2310 |  | 2934 |  | 2393 |  | 2894 |

TABLE 46
Treatment Totals Collected from Table 45 for Calcolation of Sums of Squares


TABLE 47
Analysis of Variance for $3 \times 3 \times 3$ Experiment Showing Sums of Squares for Individual Treatment Degrees of Freedom

|  | DF | $S S$ | $S S$ | DF | MS | $F$ | $\begin{aligned} & 5 \% \\ & \text { Point } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Blocks. | 23 | 548,407 | 548,407 | 23 | 23,844 | 8.83 | 1.59 |
| $N_{r}$. | 1 | 15,771 | 15,897 | 2 | 7,948 | 2.94 | 3.05 |
| $N_{d}$. | 1 | 126 | 15,897 | 2 | 7,048 | 2.94 | 3.05 |
| $P_{r} \ldots \ldots \ldots .$. | 1 | $\left.\begin{array}{r}358 \\ 6,188\end{array}\right\}$ | 6,485 | 2 | 3,243 | 1.20 | 3.05 |
| $P_{\text {d }} \ldots \ldots . . .$. | 1 | 6,128 | 6,485 | 2 | 3,243 | 1.20 | 3.05 |
| $K_{r} \ldots \ldots \ldots \ldots$. | 1 | 2,713 $\}$ | 3,936 | 2 | 1,968 | 0.73 | 3.05 |
| $K_{d} \ldots \ldots \ldots \ldots$. | 1 | 1,223 | 3,936 | 2 | 1,068 |  |  |
| $N_{r} \times P_{r}$ | 1 | 1,040 |  |  |  |  |  |
| $N_{r} \times P_{d} \ldots \ldots$. | 1 | 4,737 | 5,909 | 4 | 1,477 | 055 | 2.43 |
| $N_{d} \times P_{r} \ldots \ldots$. | 1 | 16 | 5,509 | 4 | 1,47 |  |  |
| $N_{d} \times P_{\text {d }} \ldots \ldots$. | 1 | 116 |  |  |  |  |  |
| $N_{r} \times K_{r} \ldots .$. | 1 | 7,332 |  |  |  |  |  |
| $N_{r} \times K_{d} \ldots .$. | 1 | 1,508 | 10,619 | 4 | 2,655 | 0.98 | 2.43 |
| $N_{d} \times K_{r} \ldots$ | 1 | 1,765 | 10,619 | 4 | 2,655 |  |  |
| $\boldsymbol{N}_{\boldsymbol{d}} \times K_{\text {d }} \ldots \ldots$ | 1 | 13 |  |  |  |  |  |
| $\boldsymbol{P}_{\boldsymbol{r}} \times K_{r} \ldots \ldots .$. | 1 | 294 |  |  |  |  |  |
| $P_{r} \times K_{d} \ldots \ldots$ | 1 | 1,850 | 11,357 | 4 | 2,839 | 1.05 | 2.43 |
| $\boldsymbol{P}_{\boldsymbol{d}} \times K_{r} \ldots \ldots$ | 1 | 7,422 | 11,357 | 4 | 2,839 | 1.05 | 2.43 |
| $\boldsymbol{P}_{\boldsymbol{d}} \times K_{\text {d }} \ldots \ldots$ | 1 | 1,791 |  |  |  |  |  |
|  | (2 | 3,131 |  |  |  |  |  |
| $N \times P \times K \ldots$ | 2 | 3,452 | 14,631 | 6 | 2,438 | 090 | 2.15 |
|  | 2 | 8,048 |  |  |  |  |  |
| Error | 168 | 453,509 | 453,509 | 168 | 2,699 |  |  |
|  | 215 | 1,070,750 |  |  |  |  |  |

15. Incomplete Block Experiments. There are a number of different types of incomplete block experiments, and only those are described here that would seem to be of the greatest practical value in agronomic tests. The type which can probably be regarded as the most elementary is known as the two-dimensional quasi-factorial with two groups of sets. By extending this type to three groups of sets we have a somewhat greater degree of complexity, and this complexity continues to increase with the number of groups of sets until we reach the point of using all possible groups of sets, wherein the entire process of analysis suddenly becomes very much simplified. The latter type may be referred to as a symmetrical incomplete block experiment. Quasi-factorial experiments of the
three-dimensional type are also possible, and one of the simplest of these will be described.

In discussing the general principles involved in incomplete block experiments we shall consider an hypothetical experiment with only 9 varieties. With such a small number of varieties it would probably not be worth while to use these methods, but a small example of this kind will be quite sufficient to illustrate the general principles. First, we take 9 numbers to represent the varieties and write them down in the form of a square. These are two-figure numbers, the first figure representing the row and the second the column of the square.

| 11 | 12 | 13 |
| :--- | :--- | :--- |
| 21 | 22 | 23 |
| 31 | 32 | 33 |

If we suppose now that this square represents, instead of 9 different varieties, 9 combinations of 2 factors at 3 levels as in a simple $3 \times 3$ factorial experiment, the degrees of freedom can be divided as follows:
$A$ (factor for which levels are indicated by first figure of two-figure numbers) $2 D F$
$B$ (factor for which levels are indicated by second figure of two-figure numbers) $2 D F$
$A \times B$ (interaction)
$4 D F$

Furthermore, since the $4 D F$ for the interaction can be separated into two orthogonal components, each represented by $2 D F$, the total of $8 D F$ can be split up into 4 pairs. Then if the 9 combinations making up a complete replication are divided into 3 blocks, either one of the above pairs of degrees of freedom may be confounded with blocks. If we should decide to confound the $A$ factor with blocks, the degrees of freedom for one replication will be apportioned as follows:

| Blocks. $\ldots \ldots \ldots \ldots \ldots \ldots$ | $2 D F$ |
| :--- | :--- |
| $B \ldots \ldots \ldots \ldots \ldots$ | $2 D F$ |
| $A \times B \ldots \ldots \ldots \ldots$ | $4 D F$ |

and the method of confounding would be merely to put the treatments together in the same block that occur in the rows of the square given above. Similarly the $B$ factor may be confounded by putting the treatments in the same block that occur in the columns of the square. Then from our knowledge of the properties of a Latin square it is clear that if the interaction $A \times B$ is to be confounded it is only necessary to put the treatments together in the same block that occur in the diagonals of the square. In one replication we can confound only 2 out of the 4
degrees of freedom. For example, in one replication the arrangement of the treatments in the blocks might be as follows:

| Block $1 \ldots \ldots \ldots$ | 11 | 22 | 33 |  |
| :--- | :--- | :--- | :--- | :--- |
| Block $2 \ldots \ldots \ldots$ | $\ldots$ | 21 | 32 | 13 |
| Block 3. . . . . . . . . . . | 31 | 12 | 23 |  |

and the degrees of freedom will be divided in the following manner:

| Blocks. | 2 DF |
| :---: | :---: |
| A | $2 D F$ |
| $B$. | $2 D F$ |
| $A \times B$. | $2 D F$ |

Alternative to the above scheme 2 degrees of freedom from the interaction may be confounded with blocks by this arrangement:

| Block 1. . . . . . . . | 11 | 32 | 23 |
| :--- | :--- | :--- | :--- |
| Block 2. . . . . . . | 21 | 12 | 33 |
| Block 3 . . . . . . . | 31 | 22 | 13 |

Finally, it works out that in each replication a different pair of degrees of freedom may be confounded with blocks, in which case the analysis of variance will be of the following form:

| Blocks | 11 DF |
| :---: | :---: |
| A | $2 D F$ |
| B | $2 D F$ |
| $A \times B$. | $4 D F$ |
| Error | 16 DF |

By a process of partial confounding all the degrees of freedom for the 9 treatment combinations can be recovered, and at the same time error control has been improved by the use of smaller blocks. The loss of information due to partial confounding is seen to be exactly $\frac{1}{4}$, since each pair of degrees of freedom has been confounded in 1 replication and conserved in 3. In other words, both the main factors and the interaction are determined with $\frac{3}{4}$ of the precision that would have resulted if there had not been any confounding. The presumption, of course, is that the error will be sufficiently reduced by confounding to more than make up for the loss in precision.

Returning now to the testing of 9 different varieties, it should be obvious that, if the varieties are designated by numbers and arranged in a square as above, we can go through the same procedure of partial confounding as has been outlined above for a $3 \times 3$ factorial experiment, and theoretically the same increase in accuracy due to confounding will be obtained. The method of analysis will also be clear from these con-
siderations, as we work it out in the first place as though it is a factorial experiment and, after finding the sums of squares for the imaginary factors and their interaction, we combine these to form the variety sum of squares.

The fact that the variety numbers are first arranged in the form of a square simulating a two-factor experiment is the basis of the term " twodimensional." The number of groups of sets is based on the number of groups of degrees of freedom that are confounded with blocks. In the quasi-factorial $3 \times 3$ experiment, for example, the $8 D F$ for the 9 treatments can be divided orthogonally into 4 pairs, and if we confound only 2 of these pairs, the experiment is said to consist of " two groups of sets." With 9 varieties we have seen that 4 pairs of degrees of freedom can be confounded, in which case we might refer to the experiment as one with "four groups of sets," but as pointed out above it is usual to refer to experiments of this type as symmetrical incomplete block experiments.

In a quasi-factorial experiment with only two groups of sets it will be obvious that all comparisons are not made with the same precision. Suppose, for example, that the blocks are made up out of the rows and columns of the square, in which case the analogous factorial experiment would be outlined as follows:

| Blocks. | 5 DF (assuming 2 replicates only) |
| :---: | :---: |
| A | 2 DF |
| $B$. | 2 DF |
| $\boldsymbol{A} \times$ B. | $4 D F$ |
| Error. | $4 D F$ |

In which the imaginary factors $A$ and $B$ are confounded in one replicate and conserved in the other, while the interaction $A \times B$ is conserved in both replicates. The main factors $A$ and $B$ are determined with only $\frac{1}{2}$ the precision with which the interaction is determined, and transferring these ideas to a variety experiment it becomes clear that the varieties that occur in the same row and in the same column are compared more accurately than those that do not occur at all in the same block.

Another point that we should note here is that in estimating the result for any one treatment combination of the partially confounded factorial experiment, or of one variety in the quasi-factorial experiment, it will be necessary to make a correction for the blocks in which they occur. The actual totals are partially confounded with blocks. One variety may occur mainly in low-yielding blocks and another one in highyielding blocks, and therefore the actual yield of the first variety must be increased and the yield of the second variety lowered, in order to make the two variety yields comparable. The details of this method of correction are given below.
16. Two-Dimensional Quasi-Factorials with Two Groups of Sets. Assuming that only 9 varieties are to be tested, the first step is to take 9 numbers to represent the varieties, as pointed out above, and arrange them in the form of a square. The next step is to arrange the varieties in sets according to the rows and columns of the square. These are given below and the first group of sets is referred to as group $X$ and the second group of sets as group $Y$.

| Group $X$ |  |  |
| :---: | :---: | :---: |
| 11 | 12 | 13 |
| 21 | 22 | 23 |
| 31 | 32 | 33 |


| Group $Y$ |  |  |
| :---: | :---: | :---: |
| 11 | 21 | 31 |
| 12 | 22 | 32 |
| 13 | 23 | 33 |

The varieties in the sets are those that are assigned to the incomplete blocks, and each group makes up a complete replication. The varieties occurring in the same block are, of course, those that are between the same set of parallel lines in the above figure. The groups can now be repeated as many times as we wish in order to bring up the replicates to the required number. The varieties are randomized within each block, but the blocks themselves may be placed in any order. ${ }^{1}$

Figure 11 illustrates diagrammatically the set up of the experiment assuming 4 complete replications. The yields may be arranged in a form somewhat similar to this for convenience in calculation. After setting up the original yields they must be combined for each group and then for both groups. The marginal totals are then obtained for each group and for both groups combined, and we are ready to proceed with the calculation of the sums of squares and the corrected variety means.

The calculation of the variety sum of squares follows from the analogy to a factorial experiment.

|  |  | DF |
| :---: | :---: | :---: |
| In Group $Y$ | $A=\Sigma\left(Y_{u}^{2}\right) / n p-Y^{2} . . / n p^{2}$ | p-1 |
| In Group $X$ | $B=\Sigma\left(X^{2}{ }_{0}\right) / n p-X^{2} . . / n p^{2}$ | $p-1$ |
| Group $X$ | $\begin{aligned} B) & =\Sigma\left(T_{u)}^{2}\right) / 2 n-\Sigma\left(T_{u}^{2}\right) / 2 n p \\ & -\Sigma\left(T^{2}\right) / 2 n p+T^{2} \ldots / 2 n p^{2} \end{aligned}$ | $(p-1)^{2}$ |

${ }^{1}$ In certain cases the experimenter may decide, even after conducting the experiment as a quasi-factorial, to use the actual yields or some other character of the varieties, without correction. For example, he may wish to make quality or other tests on composite samples made up from all the replicates. For this purpose it is somewhat better to have the incomplete blocks randomized within each replication.

Group $X$


Group $Y$

$\left[\begin{array}{ccc|c}- & & & T_{u} . \\ T_{11} & T_{12} & T_{13} & T_{1 .} \\ T_{21} & T_{22} & T_{23} & T_{2 .} \\ T_{31} & T_{32} & T_{33} & T_{3 .} \\ \hline T_{.1} & T_{.2} & T_{.3} & T . .\end{array}\right.$

Fig. 11. Representation of a miniature example of a two-dimensional quasi-factorial experiment with two groups of sets.
where $p$ is the number of varieties in one set and $n$ is the number of repetitions of each group.

Yates (20) gives a direct method of calculating the sum of squares for varieties which is probably quicker than the one used above. Yates's formula is
$\operatorname{Varieties}(S S)=\Sigma\left(T_{u v}^{2}\right) / 2 n+\Sigma\left(X_{u} .-Y_{u} .\right)^{2} / 2 n p+\Sigma\left(X_{. v}-Y_{. v}\right)^{2} / 2 n p$ $-(X . .-Y . .)^{2} / 2 n p^{2}-\left[\Sigma\left(X_{u .}^{2}\right)+\Sigma\left(Y^{2}{ }_{0}\right)\right] / n p$
We next calculate the total sum of squares for all the plots and for the blocks, and obtain the error sum of squares by subtraction. The summarized analysis is of the form

|  | DF |
| :---: | :---: |
| Blocks. | $2 n p-1$ |
| Varieties. | $p^{2}-1$ |
| Error. | ( $p-1$ ) $(2 n p-p-1)$ |
| Total | 9nn ${ }^{2}$ - |

Just as in the factorial experiments that have been confounded all comparisons must be made within blocks. This means that to compare 2 varieties directly we cannot use the actual variety totals but must prepare for these varieties ratings based on their behavior as compared to other varieties in the same blocks. The least squares method gives us as the best rating for any variety $u v$, the following expression which we shall refer to as a corrected variety mean.

$$
t_{u v}=\frac{T_{u v}}{2 n}+\frac{1}{2 n p}\left(X_{. v}-Y_{. v}\right)+\frac{1}{2 n p}\left(Y_{u .}-X_{u .}\right)
$$

If a large table of yields is to be corrected it may save time to set up the corresponding portions of the correction in the margins of the table. If
we let $C_{. v}=\frac{1}{2 n p}\left(X_{. v}-Y_{. v}\right)$ and $C_{u}=\frac{1}{2 n p}\left(Y_{u}-X_{u}\right)$, then $C_{.1}$ will be
the portion to be added to all the variety means in the first column, and $C_{1}$. will be the portion to be added to all the variety means in the first row.

In this as in all other quasi-factorial arrangements the error variance must be multiplied by a factor depending on the type of experiment, to give the variance for comparing 2 varieties by their corrected means. If $s^{2}$ is the error variance, the variance of the difference between the corrected means of 2 varieties that occur in the same set is

$$
V\left(t_{21}-t_{11}\right)=\frac{s^{2}}{n}\left(\frac{p+1}{p}\right)
$$

For 2 varieties not having a set in common the variance of the difference is

$$
V\left(t_{22}-t_{11}\right)=\frac{s^{2}}{n}\left(\frac{p+2}{p}\right)
$$

The mean variance of all comparisons is

$$
V_{m}=\frac{s^{2}}{n}\left(\frac{p+3}{p+1}\right)
$$

and when $p$ is not too small we may use the latter variance for all comparisons without appreciable error.

[^7]example has been worked through in detail in order to show the methods of calculation. Setting up first the specifications of the test:

| Varieties in each set (p)................................ $=5$ Varieties $(v)=p^{2}$ |  |
| :---: | :---: |
|  |  |
| Sets ( 8 ) $=2 p$ |  |
| Replications of each group ( | $=2$ |
| Replications ( $r$ ) $=2 n$ |  |
|  |  |
| Total number of plots ( $N$ ) = 2np ${ }^{2}$ |  |

The variety numbers are first written down in the form of a square:

| 11 | 12 | 13 | 14 | 15 |
| :--- | :--- | :--- | :--- | :--- |
| 21 | 22 | 23 | 24 | 25 |
| 31 | 32 | 33 | 34 | 35 |
| 41 | $\mathbf{4 2}$ | $\mathbf{4 3}$ | 44 | 45 |
| 51 | 52 | 53 | 54 | 55 |

and the 10 sets in 2 groups of 5 taken from the rows and columns of the square. The varieties in these sets are then randomized in the blocks as indicated in Table 49. Here the groups are repeated twice so that ( $n=2$ ) and ( $r=4$ ), and the groups are separated in the field. It might be wise if there is a marked difference in variability in different parts of the field to randomize the blocks over the whole field instead of keeping them together as complete replications, but in general this would seem to be unnecessary and it is a decided convenience from the standpoint of making observations on the plots to have all the plots in one replication together.

After obtaining the block totals and the grand total the next step is to set up Table 50, the construction of which should present no difficulty. Note that the marginal totals $X_{u}$, and $Y_{. v}$ are those in which variety and block effects are confounded.

By the shortest method the sum of squares for varieties is calculated as follows-


The total sum of squares for all plots is $630,266.00$ and for blocks is $467,586.00$. Having obtained these, we can set up the analysis of variance.

TABLE 48
Analysis of Variance
Two Dimenbional Quasi-Factorial-Two Groups of Sets

|  | SS | $D F$ | MS | $F$ | 5\% Point |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Blocks. | 467,586.00 | 19 | 24,609.8 | 12.3 | 1.78 |
| Varieties. | 50,741.50 | 24 | 2,114.2 | 1.06 | 1.72 |
| Error. | 111,938.50 | 56 | 1,998.9 |  |  |
| Total. . | 630,266.00 | 99 |  |  |  |

In order to obtain the corrected variety yields we calculate

$$
\begin{aligned}
& C_{\cdot v}=\frac{1}{2 n p}\left(X_{\cdot v}-Y_{\cdot v}\right) \text { for } v=1,2,3,4,5 \\
& C_{u \cdot}=\frac{1}{2 n p}\left(Y_{u \cdot}-X_{u \cdot}\right) \text { for } u=1,2,3,4,5
\end{aligned}
$$

These are entered in the margins of a $(5 \times 5)$ table as in Table 51 and added to the actual means of corresponding cells in the table.

To obtain a further check on the sums of squares for varieties we can now calculate it in another way using the formula

$$
\text { Varieties }(S S)=\Sigma\left(t_{u v} \cdot T_{u v}\right)-\Sigma\left(t_{u \cdot} \cdot X_{u \cdot}\right)-\Sigma\left(t_{\cdot v} \cdot Y_{\cdot v}\right)
$$

where $t_{1}$., for example, is the mean of all the $t_{u v}$ values in the first row of Table 51 and $t .1$ is the mean of the first column.

To make comparisons between the corrected means we may if we wish to be exact take into consideration whether or not the varieties being compared occur in the same set. To compare varieties 21 and 22 , for example, we calculate the variance according to the formula

$$
\begin{aligned}
V\left(t_{21}-t_{22}\right) & =\frac{8^{2}}{n}\left(\frac{p+1}{p}\right)=\left(\frac{1998.9}{2} \times \frac{6}{5}\right)=1199.3 \\
S E\left(t_{21}-t_{22}\right) & =\sqrt{1199.3}=34.63 \\
t^{*} & =\frac{161.50-123.75}{34.63}=1.09
\end{aligned}
$$

To compare varieties 11 and 54 we would have

$$
\begin{aligned}
V\left(t_{11}-t_{54}\right) & =\frac{s^{2}}{n}\left(\frac{p+2}{p}\right)=\left(\frac{1998.9}{2} \times \frac{7}{5}\right)=1399.23 \\
S E\left(t_{11}-t_{54}\right) & =\sqrt{1399.23}=37.41 \\
& =\frac{135.25-170.25}{37.41}=0.94
\end{aligned}
$$

We would obviously not be very far wrong, even with a $p$ value as low as 5 , to use for all comparisons the mean variance for the difference between 2 varieties. This would be

$$
\begin{aligned}
V_{m} & =\frac{s^{2}}{n}\left(\frac{p+3}{p+1}\right)=\left(\frac{1998.9}{2} \times \frac{8}{6}\right)=1332.6 \\
S E_{m} & =\sqrt{1332.6}=36.50
\end{aligned}
$$

[^8]
## TABLE 49

Position of Varieties in the Field and Corresponding Plot Yields.
Two-Dimensional Quasi-Factorial Experiment
with Two Groups of Sets

| $\begin{aligned} & \text { Set } \\ & \text { No. } \end{aligned}$ | $\begin{array}{\|l\|l} \text { Vari- } \\ \text { ety } \\ \text { No. } \end{array}$ | Yield | $\begin{array}{\|l} \text { Vari- } \\ \text { ety } \\ \text { No. } \end{array}$ | Yield | $\begin{array}{\|l} \text { Vari- } \\ \text { ety } \\ \text { No. } \end{array}$ | Yield | $\begin{aligned} & \text { Vari- } \\ & \text { ety } \\ & \text { No. } \end{aligned}$ | Yield | $\begin{array}{\|l} \text { Vari- } \\ \text { ety } \\ \text { No. } \end{array}$ | Yield | Block <br> Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 y | 31 | 215 | 21 | 300 | 51 | 255 | 41 | 185 | 11 | 145 | 1,100 |
| 2 y | 22 | 150 | 12 | 50 | 52 | 45 | 32 | 105 | 42 | 155 | 505 |
| 5 y | 55 | 125 | 35 | 30 | 15 | 65 | 25 | 130 | 45 | 55 | 405 |
| 4y | 14 | 85 | 34 | 55 | 54 | 110 | 24 | 130 | 44 | 40 | 420 |
| 3 y | 53 | 45 | 43 | 45 | 13 | 60 | 23 | 15 | 33 | -5 | 160 |
| 1y | 11 | 210 | 21 | 290 | 41 | 325 | 31 | 230 | 51 | 220 | 1,275 |
| 2 y | 12 | 310 | 32 | 230 | 22 | 155 | 52 | 195 | 42 | 245 | 1,135 |
| 5 y | 15 | 315 | 45 | 215 | 55 | 160 | 25 | 285 | 35 | 230 | 1,205 |
| 3y | 53 | 185 | 43 | 220 | 33 | 175 | 13 | 275 | 23 | 185 | 1,040 |
| 4 y | 14 | 130 | 24 | 190 | 34 | 160 | 44 | 110 | 54 | 155 | 745 |
| 1x | 14 | 140 | 15 | 165 | 11 | 265 | 13 | 150 | 12 | 180 | 900 |
| 4 x | 41 | 190 | 42 | 135 | 45 | 100 | 43 | 145 | 44 | 205 | 775 |
| 3x | 33 | 250 | 31 | 150 | 35 | 150 | 34 | 195 | 32 | 155 | 900 |
| 2x | 22 | 75 | 21 | 105 | 25 | 130 | 23 | 180 | 24 | 90 | 580 |
| 5 x | 55 | 40 | 54 | 155 | 53 | 65 | 52 | 60 | 51 | 40 | 360 |
| 5 x | 55 | 115 | 54 | 185 | 53 | 240 | 51 | 120 | 52 | 125 | 785 |
| 1 x | 11 | 145 | 13 | 105 | 14 | 50 | 15 | 130 | 12 | 135 | 565 |
| 3x | 32 | 150 | 33 | 115 | 34 | 60 | 35 | 110 | 31 | 25 | 460 |
| 2 x | 21 | 5 | 24 | 65 | 25 | 70 | 23 | 60 | 22 | 20 | 220 |
| 4x | 41 | 30 | 42 | 50 | 43 | 35 | 45 | 20 | 44 | 50 | 185 |
|  |  |  |  |  |  |  |  | Grand Total $=$ |  |  | 13,720 |

TABLE 50
Yields of Varieties by Groups, and Total Yields for Both Groups
Values of $x_{\text {wv }}$

| Group X | $u^{v}$ | 1 | 2 | 3 | 4 | 5 | $X u$. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 410 | 315 | 25.5 | 190 | 295 | 1,465 |
|  | 2 | 110 | 95 | 240 | 155 | 200 | 800 |
|  | 3 | 175 | 305 | 365 | 255 | 260 | 1,360 |
|  | 4 | 220 | 185 | 180 | 255 | 120 | ,960 |
|  | 5 | 160 | 185 | 305 | 340 | 155 | 1,145 |
| $X_{\text {X }} .1075$ |  |  | 1085 | 1345 | 1195 | 1030 | 5,730 |

TABLE 50-Continued
Values of $y_{u v}$

| Group $Y$ | $u{ }^{v}$ | 1 | 2 | 3 | 4 | 5 | $Y_{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 355 | 360 | 335 | 215 | 380 | 1,645 |
|  | 2 | 590 | 305 | 200 | 320 | 415 | 1,830 |
|  | 3 | 445 | 335 | 170 | 215 | 260 | 1,425 |
|  | 4 | 510 | 400 | 265 | 150 | 270 | 1,595 |
|  | 5 | 475 | 240 | 230 | 265 | 285 | 1,495 |
| $Y_{\cdot v} 2375$ |  |  | 1640 | 1200 | 1165 | 1610 | 7,890 |

Values of $T_{w v}$

| $\begin{aligned} & \text { Group } X \\ & \text { Group } Y \end{aligned}$ | $u \nu^{v}$ | 1 | 2 | 3 | 4 | 5 | $T_{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 765 | 675 | 590 | 405 | 675 | 3,110 |
|  | 2 | 700 | 400 | 440 | 475 | 615 | 2,630 |
|  | 3 | 620 | 640 | 535 | 470 | 520 | 2,785 |
|  | 4 | 730 | 585 | 445 | 405 | 390 | 2,555 |
|  | 5 | 635 | 425 | 535 | 605 | 440 | 2,640 |
| T.0 3450 |  |  | 2725 | 2545 | 2360 | 2640 | 13,720 |


| $v$ | $X_{. v}-Y_{. v}$ | $u$ | $Y_{\mathbf{w} \cdot}-X_{\mathbf{u} .}$ |
| ---: | ---: | ---: | ---: |
| 1 | -1300 | 1 | 180 |
| 2 | -555 | 2 | 1030 |
| 3 | 145 | 3 | 65 |
| 4 | 30 | 4 | 635 |
| 5 | -580 | 5 | 350 |
| $(X . .-Y .)$. | $=-2260$ | $(Y . .-X .)=$. | 2260 |

TABLE 51
Calculation of Corrected Variety Means ( $t_{u v}$ )

| $u$ | 1 | 2 | 3 | 4 | 5 | $C_{u}$. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 135.25 | 150.00 | 163.75 | 111.75 | 148.75 | 9.00 |
| 2 | 161.50 | 123.75 | 168.75 | 171.75 | 176.25 | 51.50 |
| 3 | 93.25 | 135.50 | 144.25 | 122.25 | 104.25 | 3.25 |
| 4 | 149.25 | 150.25 | 150.25 | 134.50 | 100.25 | 31.75 |
| 5 | 111.25 | 96.00 | 158.50 | 170.25 | 98.50 | 17.50 |
| C.v | -65.00 | -27.75 | 7.25 | 1.50 | $-29.00$ | 0 |
| $C .1=-1300 / 20=-65.00$ |  |  |  |  |  |  |
| $C_{1}=180 / 20=9.00$ |  |  |  |  |  |  |

17. Two-Dimensional Quasi-Factorials with Three Groups of Sets. A possible criticism of the quasi-factorial method with two groups of sets as described above is that there is too great a discrepancy between the estimates of the error variance for comparing varieties in the same and in different sets. This can be partly overcome by increasing the
number of groups, and hence the type with three groups of sets is theoretically an improvement over the previous type. It requires, however, more computation, and the number of replications must be a multiple of 3 . Details for setting up and analyzing such experiments may be found in the reference of Yates (20).
18. Three-Dimensional Quasi-Factorials with Three Groups of Sets. In the two-dimensional types the varieties were represented by twofigure numbers corresponding to the two dimensions of a square. In the three-dimensional types the varieties are represented by three-figure numbers (uvw) corresponding to the three dimensions of a cube. Thus in a cube with $p$ numbers on a side we can represent $p^{3}$ varieties, and taking these numbers in sets of $p$ by slicing in three directions we can make up $3 p^{2}$ sets. There will be three groups of $p^{2}$ sets, each one corresponding to a direction in which the cube is sliced. At this point the student should draw up a cube, put in the numbers, and practice writing out the sets. It will then be noted that the sets can be written out directly for any value of $p$ by expanding the sets given below for $p=3$.

When the number of varieties is very large, say 216 or more, there are decided advantages in using this type of experiment, as with any other type the blocks would still be rather large.

The details of setting up and analyzing a three-dimensional experiment may be obtained from Example 38.

Example 38. Three-Dimensional Quasi-Factorial Experiment with Three Groups of Sets. The specifications are:

| Varieties (v) | $=p^{8}=27$ |
| :--- | :--- |
| Sets (s) | $=3 p^{2}=27$ |
| Replications of each group $(n)$ | $=3$ |
| Complete replications $(r)$ | $=3$ |
| Total number of blocks $(b)$ | $=3 n p^{2}=54$ |
| Total number of plots $(N)$ | $=3 n p^{8}=162$ |

After forming the ( $3 \times 3 \times 3$ ) cube we can write out the sets as follows:

| Group $X(\cdot v w)$ |  |  |  | Group $Y(u \cdot w)$ |  |  |  | Group Z (uv.) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set No. |  |  |  | Set No. |  |  |  | Set No. |  |  |  |
| 1 | 111 | 211 | 311 | 1 | 111 | 121 | 131 | 1 | 111 | 112 | 113 |
| 2 | 112 | 212 | 312 | 2 | 211 | 221 | 231 | 2 | 121 | 122 | 123 |
| 3 | 113 | 213 | 313 | 3 | 311 | 321 | 331 | 3 | 131 | 132 | 133 |
| 4 | 121 | 221 | 321 | 4 | 112 | 122 | 132 | 4 | 211 | 212 | 213 |
| 5 | 122 | 222 | 322 | 5 | 212 | 222 | 232 | 5 | 221 | 222 | 223 |
| 6 | 123 | 223 | 323 | 6 | 312 | 322 | 332 | 6 | 231 | 232 | 233 |
| 7 | 131 | 231 | 331 | 7 | 113 | 123 | 133 | 7 | 311 | 312 | 313 |
| 8 | 132 | 232 | 332 | 8 | 213 | 223 | 233 | 8 | 321 | 322 | 323 |
| 9 | 133 | 233 | 333 | 9 | 313 | 323 | 333 | 9 | 331 | 332 | 333 |

After the distribution of the blocks over the field and the randomization of the varieties within the blocks we have such an arrangement as is shown in Table 53, in which the individual plot yields corresponding to the varieties are given. In this case the blocks are distributed at random over the whole field, but it would have been more convenient to keep them together in complete replications.

The calculations are carried out in tabular form in Table 54. The data are first collected by groups so that the yield of any one variety in one group will be a total of $n$ plots. The marginal totals are obtained as indicated in three directions, and it will be noted that $X_{\cdot v v}, Y_{u \cdot v}$, and $Z_{u v}$. represent the totals for the sets. The complete variety totals represented by $T_{u v}$ are entered next and all the marginal totals of these obtained.

For calculating the corrected variety means ( $t_{u v w}$ ) the most convenient formula is

$$
t_{u v v}=\frac{T_{u v w}}{3 n}+C_{\cdot v v}+C_{u \cdot v}+C_{u v} .
$$

where

$$
\begin{aligned}
& C_{\cdot v v}=\frac{1}{6 n p^{2}}\left(p T_{\cdot v w}-3 p X_{\cdot v v}-T \cdot \cdot \cdot+3 Y_{\cdot v \cdot}\right) \\
& C_{u \cdot v}=\frac{1}{6 n p^{2}}\left(p T_{u \cdot v}-3 p Y_{u \cdot v}-T \cdot \cdot v+3 Z \cdot \cdot w\right) \\
& C_{u v \cdot}=\frac{1}{6 n p^{2}}\left(p T_{u v \cdot}-3 p Z_{u v \cdot}-T_{u \cdot \cdot}+3 X_{u \cdot \cdot}\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
& C_{.11}=\frac{1}{108}(3 \times 2735-9 \times 340-9875+3 \times 3635)=57.176 \\
& C_{1.1}=\frac{1}{108}(3 \times 3330-9 \times 1385-9645+3 \times 3105)=-25.972 \\
& C_{11 .}=\frac{1}{108}(3 \times 3305-9 \times 1185-9470+3 \times 3180)=-6.296
\end{aligned}
$$

Having obtained all the correction terms, we check by obtaining the total, which in this case comes to +0.001 . This is a sufficiently close check.

The corrected means are obtained by adding the corresponding correction terms to the actual means. For example, $t_{111}=151.667+57.176-25.972-6.296=176.575$.

To obtain the sum of squares for varieties we first average the corrected means in three directions to give $t_{. v v}, t_{u \cdot w}$, and $t_{u v}$. To illustrate this:

$$
\begin{aligned}
& t_{.11}=\frac{1}{3}(176.575+190.001+164.723)=177.100 \\
& t_{1 \cdot 1}=\frac{1}{3}(176.575+192.222+224.028)=197.608 \\
& t_{11}=\frac{1}{3}(176.575+180.556+197.917)=185.016
\end{aligned}
$$

The sum of squares for varieties is then given by

$$
\text { Varieties }(S S)=\Sigma\left(t_{u v v} \cdot T_{u v w}\right)-\Sigma\left(X_{\cdot v w} \cdot t_{\cdot v w}\right)-\Sigma\left(Y_{u \cdot w} \cdot t_{u \cdot w}\right)-\Sigma\left(Z_{u v} \cdot t_{u v \cdot}\right)
$$

which in this case is

$$
5,847,432.06-5,754,971.44=92,460.62
$$

Then after calculating the total and block sum of squares from Table 53, we can set up the analysis of variance.

## TABLE 52

Analysis of Variance
Three-Dimensional Quabi-Factorial Experiment with Three Groups of Sets

|  | SS | DF | MS | $F$ | 5\% Point |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Blocks. | 1,154,025 | 53 |  |  |  |
| Varieties. | 92,461 | 26 | 3556 | 1.23 | 1.62 |
| Error. | 236,872 | 82 | 2889 |  |  |
| Total | 1,483,358 | 161 |  |  |  |

The variances and standard errors for comparing the varieties are as follows. It will be noted that such comparisons now fall into three groups that can be determined from the variety numbers.

$$
\begin{array}{ll}
V\left(t_{211}-t_{111}\right)=\frac{2 s^{2}}{3 n p^{2}}\left(p^{2}+p+1\right)=\frac{2 \times 2889}{54} \times 13=1391 & S E=\sqrt{1391}=37.30 \\
V\left(t_{122}-t_{111}\right)=\frac{s^{2}}{3 n p^{2}}\left(2 p^{2}+3 p+4\right)=\frac{2889}{54} \times 31=1658 & S E=\sqrt{1658}=40.72 \\
V\left(t_{222}-t_{111}\right)=\frac{s^{2}}{3 n p^{2}}\left(2 p^{2}+3 p+6\right)=\frac{2889}{54} \times 33=1766 & S E=\sqrt{1766}=42.02
\end{array}
$$

And the mean variance of all comparisons is

$$
V_{m}=\frac{8^{2}}{3 n}\left(\frac{2 p^{2}+5 p+11}{p^{2}+p+1}\right)=\left(\frac{2889}{6} \times \frac{44}{13}\right)=1630 \quad S E=\sqrt{1630}=40.37
$$

19. Symmetrical Incomplete Block Experiments. It will be remembered from the discussion of Section 15 that, if all the possible groups of degrees of freedom are not confounded, certain of the comparisons are determined with less precision than others. For this reason in using the quasi-factorials we have two or more standard errors depending on the "dimensions" of the experiment. This difficulty can be overcome by confounding all the possible groups of degrees of freedom or in other words by using all the possible groups of sets. We then have a design that is perfectly symmetrical and not only do we have equal precision for all comparisons but also the calculations are considerably simplified.

The chief problem in setting up the design of a symmetrical experiment is in writing out the sets. For this purpose we can conveniently

## TABLE 53

Position of Varieties in the Field and Corresponding Plot Yiblds ThremDimensional Quasi-Factorial Experiment with Three Groups of Sits

| $\begin{aligned} & \text { Set } \\ & \text { No. } \end{aligned}$ | $\left\lvert\, \begin{aligned} & \text { Vari- } \\ & \text { ety } \end{aligned}\right.$ | Yield | Variety | Yield | Variety | Yield | Block <br> Totals | $\begin{array}{\|c\|} \hline \text { Set } \\ \text { No. } \end{array}$ | Varioty | Yield | Variety | Yield | Variety | Yield | Block Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2x | 212 | 315 | 312 | 370 | 112 | 360 | 1045 | 4 y | 122 | 195 | 112 | 310 | 132 | 315 | 820 |
| 5y | 222 | 265 | 232 | 355 | 212 | 345 | 985 | 6z | 233 | 215 | 231 | 330 | 232 | 270 | 815 |
| 6y | 322 | 245 | 312 | 185 | 332 | 160 | 590 | 9y | 333 | 290 | 313 | 95 | 323 | 140 | 525 |
| 8 y | 223 | 285 | 233 | 355 | 213 | 240 | 880 | 7 x | 231 | 330 | 131 | 410 | 331 | 235 | 975 |
| 2y | 211 | 325 | 221 | 315 | 231 | 300 | 940 | 6y | 312 | 255 | 322 | 375 | 332 | 305 | 935 |
| 6 x | 122 | 240 | 322 | 220 | 222 | 350 | 810 | 4x | 421 | 255 | 321 | 235 | 221 | 230 | 720 |
| 2x | 212 | 360 | 312 | 230 | 112 | 225 | 815 | by | 232 | 275 | 222 | 245 | 212 | 140 | 660 |
| 3 y | 331 | 270 | 311 | 255 | 321 | 170 | 695 | 58 | 223 | 270 | 222 | 230 | 221 | 135 | 635 |
| 6x | 323 | 175 | 123 | 290 | 223 | 330 | 795 | 58 | 222 | 95 | 221 | 245 | 223 | 330 | 670 |
| 6x | 323 | 180 | 123 | 275 | 223 | 290 | 745 | 98 | 332 | 215 | 333 | 300 | 331 | 255 | 770 |
| 3y | 321 | 155 | 331 | 180 | 311 | 160 | 495 | 3x | 213 | 185 | 313 | 145 | 113 | 150 | 480 |
| 9y | 323 | 120 | 313 | 70 | 333 | 100 | 290 | 9x | 333 | 50 | 133 | 45 | 233 | 105 | 200 |
| 7 y | 113 | 100 | 123 | 170 | 133 | 65 | 335 | 8 z | 322 | 155 | 323 | 125 | 321 | 30 | 310 |
| 98 | 233 | 55 | 333 | 145 | 133 | 40 | 240 | 7x | 131 | 65 | 331 | 130 | 231 | 55 | 250 |
| 18 | 111 | 35 | 311 | 45 | 211 | 55 | 135 | 2x | 122 | 85 | 123 | 55 | 121 | 110 | 250 |
| 7y | 123 | 140 | 133 | 45 | 113 | 15 | 200 | 9z | 331 | 130 | 332 | 40 | 333 | 45 | 215 |
| 12 | 111 | 85 | 211 | 65 | 311 | 55 | 205 | 3s | 131 | 45 | 132 | 60 | 133 | 15 | 120 |
| 18 | 112 | 80 | 111 | 115 | 113 | 165 | 360 | 3x | 313 | 0 | 213 | 70 | 113 | 65 | 135 |
| 15 | 121 | 180 | 111 | 255 | 131 | 290 | 725 | 8y | 223 | 285 | 213 | 270 | 233 | 185 | 740 |
| 88 | 222 | 150 | 122 | 55 | 322 | 50 | 255 | 1y | 111 | 210 | 131 | 265 | 121 | 185 | 660 |
| 8 x | 332 | 130 | 132 | 215 | 232 | 155 | 500 | 2y | 211 | 95 | 221 | 95 | 231 | 155 | 345 |
| 4 x | 121 | 210 | 221 | 90 | 321 | 95 | 395 | 48 | 213 | 160 | 212 | 140 | 211 | 125 | 425 |
| 7s | 311 | 140 | 312 | 195 | 313 | 310 | 645 | 1s | 111 | 210 | 112 | 290 | 113 | 325 | 825 |
| 4 y | 132 | 230 | 122 | 220 | 112 | 310 | 760 | 48 | 211 | 230 | 213 | 155 | 212 | 195 | 580 |
| 38 | 132 | 245 | 133 | 315 | 131 | 215 | 775 | 8x | 132 | 160 | 232 | 285 | 332 | 230 | 675 |
| 63 | 232 | 185 | 233 | 220 | 231 | 175 | 580 | 7s | 311 | 275 | 313 | 185 | 312 | 130 | 590 |
| 2x | 121 | 190 | 122 | 160 | 123 | 110 | 460 | 8s | 323 | 155 | 321 | 150 | 322 | 240 | 545 |

divide such experiments into two types: (1) where the number of varieties $(v)=p^{2}$; and (2) where $v=p^{2}-p+1$. There are, of course, other types, but the two mentioned are likely to be of the most value in field experiments. Considering the first type, $\left(v=p^{2}\right)$, it is obvious that the variety numbers can be written in the form of a square. Suppose that we have 9 varieties; then the square is

| 11 | 12 | 13 |
| :--- | :--- | :--- |
| 21 | 22 | 23 |
| 31 | 32 | 33 |

The first two groups of sets are written as for a two-dimensional quasifactorial, from the rows and columns of the square. Two more groups may then be written from the diagonals of the above square. These are

| 11 | 22 | 33 | 11 | 32 | 23 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 21 | 32 | 13 | 21 | 12 | 33 |
| 31 | 12 | 23 | 31 | 22 | 13 |

Yields of Varietirs Collected by Groups and for All Groups and Calculation of Corrected Variety Means.

| $v=$ | 1 |  |  |  | 2 |  |  |  | 3 |  |  |  | $\boldsymbol{X}_{\text {uv }}$. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | $X_{\text {.vw }}$ | 1 | 2 | 3 | $\boldsymbol{X}$.vw | 1 | 2 | 3 | $\boldsymbol{X}$.vw | 1 | 2 | 3 | $\boldsymbol{X} . \boldsymbol{\nu}$. |
|  | 120 | 120 | 100 | 340 | 585 | 675 | 600 | 1,860 | 215 | 255 | 145 | 615 | 920 | 1,050 | 845 | 2,815 |
|  | 465 | 320 | 330 | 1,115 | 295 | 500 | 270 | 1,065 | 565 | 620 | 355 | 1,540 | 1,325 | 1,440 | 955 | 3,720 |
|  | 475 | 385 | 365 | 1,225 | 375 | 440 | 360. | 1,175 | 85 | 160 | 195 | 440 | 935 | 985 | 920 | 2,840 |
| $\mathbf{X}_{\mathbf{s c o s e}}$ | 1,060 | 825 | 795 | $\begin{gathered} 2,680 \\ Y_{\text {-ow }} \end{gathered}$ | 1,255 | 1,615 | 1,230 | $\begin{array}{r} 4,100 \\ Y_{. v w} \end{array}$ | 865 | 1,035 | 695 | $\begin{array}{r} 2,595 \\ \boldsymbol{Y}_{\cdot v v} \end{array}$ | 3,180 | $\begin{gathered} 3,475 \\ Y_{u v} . \end{gathered}$ | 2,720 | $\begin{gathered} 9,375 \\ Y_{. v .} \end{gathered}$ |
| $Y \begin{array}{r} 1 \\ 2 \\ 3 \end{array}$ | 465 | 420 | 415 | 1,300 | 620 | 485 | 440 | 1,545 | 115 | 510 | 165 | 790 | 1,200 | 1,415 | 1,020 | 3,635 |
|  | 365 | 410 | 325 | 1,100 | 415 | 510 | 620 | 1.545 | 310 | 570 | 260 | 1,140 | 1,090 | 1,490 | 1,205 | 3,785 |
|  | 555 | 455 | 450 | 1,460 | 545 | 630 | 465 | 1,640 | 110 | 540 | 390 | 1,040 | 1,210 | 1,625 | 1,305 | 4,140 |
| $\boldsymbol{Y}_{\mathbf{m} \cdot \mathbf{w}}$ | 1,385 | 1,285 | 1,190 | $\begin{array}{r} 3,860 \\ Z . v v p \end{array}$ | 1,580 | 1,625 | 1,525 | $\begin{gathered} 4,730 \\ Z_{\cdot v w} \end{gathered}$ | 535 | 1,620 | 815 | $\begin{array}{r} 2,970 \\ Z_{. v w} \end{array}$ | 3,500 | $\begin{array}{r} \mathbf{4 , 5 3 0} \\ Z_{\boldsymbol{u v}} \end{array}$ | 3,530 | $\begin{gathered} 11,560 \\ Z_{\cdot v .} \end{gathered}$ |
| $\because \begin{aligned} & 1 \\ & 2 \\ & 3 \end{aligned}$ | 325 | 355 | 415 | 1,095 | 370 | 335 | 325 | 1,030 | 490 | 315 | 495 | 1,300 | 1,185 | 1,005 | 1,235 | 3,425 |
|  | 300 | 380 | 180 | 860 | 245 | 325 | 395 | . 965 | 165 | 600 | 280 | 2,345 | 710 | 1,305 | 855 | 2,870 |
|  | 260 | 505 | 385 | 1,150 | 305 | 455 | 255 | 1,015 | 330 | 435 | 345 | 1,110 | 895 | 1,395 | 985 | 3,275 |
| $\boldsymbol{Z}_{\mathbf{4} \cdot \boldsymbol{0}}$ |  |  |  | 3,105 | $\begin{array}{ccc}920 & 1,115 & 975 \\ & T_{\text {แข\% }} & \end{array}$ |  |  | 3,010 | $985 \begin{array}{cc}1,350 \\ & T_{\text {uvv }}\end{array}$ |  |  | 3,455 | 2,790 | $3,705$ | 3,075 | 9,570 |
|  |  |  |  | T-vข0 |  |  |  | T.vo |  |  |  | T.vw | $T_{u v} .$ |  |  | $\boldsymbol{T}$.v. |
| $\begin{array}{ll} X & 1 \\ Y & 2 \\ Z & 3 \end{array}$ | 910 | 895 | 930 | 2,735 | 1,575 | 1,495 | 1,365 | 4,435 | 820 | 1,080 | 805 | 2.705 | 3,305 | 3,470 | 3,100 | 9,875 |
|  | 1,130 | 1,110 | 835 | 3,075 | 955 | 1,335 | 1,285 | 3,575 | 1,040 | 1,790 | 895 | 3,725 | 3,125 | 4,235 | 3,015 | 10,375 |
|  | 1,290 | 1,345 | 1,200 | 3,835 | 1,225 | 1,525 | 1,080 | 3,830 | 525 | 1,135 | 930 | 2,590 | 3,040 | 4,005 | 3,210 | 10,255 |
| $\boldsymbol{T}_{\text {\%-w }}$ | 3,330 |  | 2,965 | 9,645 | 3,755 | 4,355 | 3,730 | 11,840 | 2,385 | 4,005 | 2,630 | 9,020 | 9,470 | 11.710 | 9,325 | 30,505 |
|  | $T_{\text {uvvo }} / 3 n$ |  |  | C.vo | $T_{\text {wvw }} / 3 n$ |  |  | C.vo | $T_{\text {นvข\% }} / 3 n$ |  |  | C.vo | $C_{\text {wv. }}$ |  |  |  |
| 123$C_{u-ข}$ |  | 149.167 | 155.000 | +57.176 | 282.500 | 249.167 | 227.500 | -22.268 | 136.667 | 180.000 | 134.167 | +33.426 | -6.296 | 0.741 | -27.592 |  |
|  | 188.333 | 185.000 | 139.167 | + 1.574 | 159.167 | 222.500 | 214.167 | +19.630 | 173.333 | 298.333 | 149.167 | $-15.787$ | +28.287 | $-3.009$ | +1.713 |  |
|  | 215.000 | 224.167 | 200.000 | $+24.491$ | 204.167 | 254.167 | 180.000 | +28.518 | 87.500 | 189.167 | 155.000 | +55.324 | $\underline{+10.509}$ | -16.898 | $-3.704$ |  |
|  | $\left\lvert\, \begin{gathered} -25.972-17.083-19.861 \\ t_{\text {uvvo }} \end{gathered}\right.$ |  |  |  | $-53.380-40.463-49.491$ |  |  |  | $+34.120-11.296+17.592$ |  |  |  |  |  |  |  |
|  |  |  |  | t-ve | $t_{\text {uvvo }}$ |  |  | t.vw | tuvo |  |  | t.vw | $t_{\text {uv }}$. |  |  |  |
| 123 |  | 190.001 | 164.723 | 177.100 | 180.556 | 187.177 | 128.149 | 165.294 | 197.917 | 202.871 | 157.593 | 186.127 | 185.016 | 193.350 | 150.155 |  |
|  | 192.222 | 166.482 | 122.593 | 160.432 | 153.704 | 198.658 | 186.019 | 179.460 | 219.953 | 268.241 | 152.685 | 213.626 | 188.626 | 211.127 | 153.766 |  |
|  | 224.028 | 214.677 | 200.926 | 213.210 | 189.814 | 225.324 | 155.323 | 190.154 | 187.453 | 216.297 | 224.212 | 209.321 | 200.432 | 218.766 | 193.487 |  |
| 4000 | 197.608 | 190.387 | 162.747 |  | 174.691 | 203.720 | 156.497 |  | 201.774 | 229.136 | 178.163 |  |  |  |  |  |

the second one being written from the diagonals of the first. This must be all the groups, as we know from a study of the degrees of freedom in a Latin square, and also from the fact that, if we repeat the process on the last square written, the original square is regenerated. The maximum number of groups that can be written is always $p+1$. On examining these sets we note that each variety occurs once and once only in the same set with any other variety. Taking variety 11 the sets in which it occurs are

$$
\left(\begin{array}{lll}
11 & 12 & 13
\end{array}\right),\left(\begin{array}{lll}
11 & 21 & 31
\end{array}\right),\left(\begin{array}{lll}
11 & 22 & 33
\end{array}\right),\left(\begin{array}{lll}
11 & 32 & 23
\end{array}\right),
$$

and in these four sets all the other varieties have occurred once.
If $p$ is a prime number the above method of writing out the sets will work for the type ( $v=p^{2}$ ). If $p$ is not a prime number we must makn, use of a completely orthogonalized square, if such a square can be prepared. For $p=6$ the orthogonalized square is impossible, so that we cannot write more than three groups of sets. This is the same as saying that a Latin square is possible for any number of rows and columns, but Graeco-Latin squares are impossible for certain numbers, Fisher (2). A completely orthogonalized $4 \times 4$ square is given below, and further squares are given in R. A. Fisher's "Design of Experiments," 1937.

| Completely | Orthogonalized $4 \times 4$ Square |  |  |
| :---: | :---: | :---: | :---: |
| 111 | 234 | 342 | 423 |
| 222 | 143 | 431 | 314 |
| 333 | 412 | 124 | 241 |
| 444 | 321 | 213 | 132 |

This square may be used to show how the sets for 16 varicties can be made up.

The first two groups of sets are obtained from the rows and columns of the square of variety numbers in the usual way, and the orthogonalized square is used to write out the remaining groups. Assuming that the square of variety numbers is as follows:

| 11 | 12 | 13 | 14 |
| :--- | :--- | :--- | :--- |
| 21 | 22 | 23 | 24 |
| 31 | 32 | 33 | 34 |
| 41 | 42 | 43 | 44 |

and is superimposed on the orthogonalized square, we note, considering the first of the three-digit numbers only, that 1 corresponds with the variety numbers $11,22,33,44 ; 2$ with the numbers $21,12,43,34 ; 3$ with $31,42,13,24$; and 4 with $41,32,23,14$. These are the sets for the third group, and we make up two more groups by using the second and third figures of the orthogonalized square.

To write the sets for the type $v=p^{2}-p+1$, it is only necessary to modify the above procedure. Suppose that $v=13$; then $p=4$ and $\boldsymbol{p}-\mathbf{1}=3$. A convenient method of designating the varieties is as follows:

| 01 | 02 | 03 | 04 |
| :--- | :--- | :--- | :--- |
|  | 11 | 12 | 13 |
|  | 21 | 22 | 23 |
|  | 31 | 32 | 33, |

and if the sets are written for the 9 numbers in the square, the sets for the 13 varieties are obtained by making one set out of $01,02,03,04$, and the remaining sets by adding one of these to the sets of each group formed by the other 9 numbers. The sets finally are as follows:

| 01 | 02 | 03 | 04 |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 01 | 11 | 12 | 13 | 02 | 11 | 21 | 31 | 03 | 11 | 22 | 33 | 04 | 11 | 32 | 23 |
| 01 | 21 | 22 | 23 | 02 | 12 | 22 | 32 | 03 | 21 | 32 | 13 | 04 | 21 | 12 | 33 |
| 01 | 31 | 32 | 33 | 02 | 13 | 23 | 33 | 03 | 31 | 12 | 23 | 04 | 31 | 22 | 13 |

If the number of varieties is 21 , the numbers would be written out as below:

| 01 | 02 | 03 | 04 | 05 |
| :--- | :--- | :--- | :--- | :--- |
|  | 11 | 12 | 13 | 14 |
|  | 21 | 22 | 23 | 24 |
|  | 31 | 32 | 33 | 34 |
|  | 41 | 42 | 43 | 44 |

and we would have to use a completely orthogonalized $4 \times 4$ square in order to make up the 20 sets for the 16 numbers in the square, to which the remaining numbers would be added as described above.

Special mention should be made of the fact that, as the sets are written out by the methods described above for the $v=p^{2}-p+1$ type, the blocks cannot be arranged so that they form complete replications. There is a method of making up the sets (Youden's square) by means of which all the blocks are placed side by side and all the plots in a single row from one end of the field to the other would form a complete replication. This method is likely to be of considerable value in laboratory experiments, but in field plot experiments it is not likely that the long narrow strips one plot wide would be of any value in error control.

[^9]the block totals. The variety totals are obtained by collecting the individual yields as in Table 56. These are denoted by $T_{u v}$. The figures in the column headed $\Sigma_{u v}$ are obtained by adding for any one variety the totals for all the blocks in which that variety occurs. Thus from Table 55 for variety 11 we have
$$
\Sigma_{11}=257+181+177+265+271+303=1454
$$

The second last column is obtained as indicated, and this can be checked by adding, as the total for all the ( $p T_{u v}-\Sigma_{u v}$ ) values is zero. The last column gives the corrected variety means ( $t_{u v}$ ) which are given by the formula

$$
t_{u v}=\frac{p T_{u v}-\Sigma_{u v}}{v}+m
$$

where $m$ is the general mean of the whole experiment and $v$ is the number of varieties.
The sum of squares for varieties is given simply by

$$
\text { Varieties }(S S)=\frac{\Sigma\left(p T_{u v}-\Sigma_{u v}\right)^{2}}{p v}
$$

The analysis of variance can then be set up as at the foot of Table 56. The method is also given for calculating the variance of a difference between two corrected means. The general formula is

$$
V_{m}=\frac{2 s^{2}}{r}\left(\frac{p+1}{p}\right)
$$

where $r$ is the number of replications.

TABLE 55
Location of the Varieties in the Field and Corresponding Yields. Symmetrical Incomplete Block Experiment for 31 Varieties and 6 Replications

Replicate VI


| Plot No. | $\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$ | $\begin{array}{llllll}6 & 7 & 8 & 9 & 10\end{array}$ | $\begin{array}{lllll}11 & 12 & 13 & 14 & 15\end{array}$ | $\begin{array}{lllll}16 & 17 & 18 & 19 & 20\end{array}$ | $\begin{array}{lllll}21 & 22 & 23 & 24 & 25\end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variety | $\begin{array}{llllll}35 & 23 & 42 & 54 & 11\end{array}$ | $\begin{array}{llllll}33 & 52 & 14 & 21 & 45\end{array}$ | $\begin{array}{lllllll}55 & 12 & 43 & 24 & 31\end{array}$ | $\begin{array}{lllllll}41 & 53 & 15 & 34 & 22\end{array}$ | $\begin{array}{lllllll}25 & 44 & 32 & 13 & 51\end{array}$ |
| Yields | $\begin{array}{lllllll}54 & 39 & 28 & 40 & 20\end{array}$ | $\begin{array}{llllllll}14 & 11 & 10 & 24 & 19\end{array}$ | $\begin{array}{llllll}30 & 42 & 32 & 28 & 30\end{array}$ | $\begin{array}{lllllll}32 & 38 & 26 & 16 & 20\end{array}$ | $\begin{array}{llllll}19 & 24 & 8 & 12 & 26\end{array}$ |
| Block totals | 181 | 78 | 162 | 132 | 89 |

Replicate IV

| Plot No. | $\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$ | $\begin{array}{llllll}6 & 7 & 8 & 9 & 10\end{array}$ | $\begin{array}{llllll}11 & 12 & 13 & 14 & 15\end{array}$ | $\begin{array}{llllll}16 & 17 & 18 & 19 & 20\end{array}$ | $\begin{array}{lllll}21 & 22 & 23 & 24 & 25\end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variety | $\begin{array}{llllll}32 & 24 & 45 & 53 & 11\end{array}$ | $\begin{array}{llllll}34 & 13 & 21 & 42 & 55\end{array}$ | $\begin{array}{lllllll}52 & 23 & 15 & 31 & 44\end{array}$ |  | $\begin{array}{llllll}35 & 22 & 51 & 43 & 14\end{array}$ |
| Yields | $\begin{array}{llllll}57 & 39 & 25 & 32 & 24\end{array}$ | $\begin{array}{lllll}7 & 23 & 18 & 24 & 24\end{array}$ | $\begin{array}{llllllll}30 & 42 & 16 & 16 & 23\end{array}$ | 25 | $\begin{array}{lllllllllllllllll}20 & 23 & 15 & 16 & 27\end{array}$ |
| Block totals | 177 | 96 | 127 | 138 | 101 |


|  | Replicate III $\quad$ Replicate total $=639$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Plot No. | $\begin{array}{llllll}1 & 2 & 3 & 4 & 5\end{array}$ | $\begin{array}{llllll}6 & 7 & 8 & 9 & 10\end{array}$ | $\begin{array}{lllll}11 & 12 & 13 & 14 & 15\end{array}$ | $\begin{array}{llllll}16 & 17 & 18 & 19 & 20\end{array}$ | $\begin{array}{llllll}21 & 22 & 23 & 24 & 25\end{array}$ |
| Variety | $\begin{array}{llllll}33 & 44 & 22 & 55 & 11\end{array}$ | 15432435421 | $14 \begin{array}{llllll}14 & 53 & 31 & 25 & 42\end{array}$ | $\begin{array}{lllllll}13 & 35 & 24 & 52 & 41\end{array}$ | $\begin{array}{llllll}12 & 23 & 34 & 51 & 45\end{array}$ |
| Yields | $\begin{array}{lllllll}74 & 57 & 34 & 49 & 51\end{array}$ |  | $\begin{array}{llllll}41 & 36 & 28 & 8 & 16\end{array}$ | $19 \quad 30 \quad 23 \quad 22 \quad 35$ | $\begin{array}{llllll}25 & 31 & 19 & 23 & 27\end{array}$ |
| Block totals | 265 | 203 | 129 | 129 | 125 |

Rephicate II

| Plot No. | $\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$ | $\begin{array}{llllll}6 & 7 & 8 & 9 & 10\end{array}$ | $11 \begin{array}{lllll}12 & 13 & 14 & 15\end{array}$ | $\begin{array}{llllll}16 & 17 & 18 & 19 & 20\end{array}$ | $\begin{array}{lllll}21 & 22 & 23 & 24 & 25\end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variety | $11 \begin{array}{llllll}11 & 31 & 51 & 21 & 41\end{array}$ | $\begin{array}{lllllll}22 & 12 & 42 & 52 & 32\end{array}$ | 13 | $14 \begin{array}{llllll}14 & 54 & 24 & 34\end{array}$ | 45 |
| Yields | $\begin{array}{lllllll}52 & 57 & 40 & 79 & 43\end{array}$ | $\begin{array}{lllllllllll}36 & 33 & 24 & 44 & 32\end{array}$ | $\begin{array}{llllll}22 & 27 & 11 & 18 & 32\end{array}$ | $\begin{array}{lllllll}37 & 29 & 24 & 37 & 32\end{array}$ | $22 \begin{array}{lllll}29 & 21 & 29 & 26\end{array}$ |
| Bleck totals | 271 |  | 110 | 159 | 117 |

Replicate I

| Plot No. | $\begin{array}{llllll}1 & 2 & 3 & 4 & 5\end{array}$ | $\begin{array}{lllllll}6 & 7 & 8 & 9 & 10\end{array}$ | $\begin{array}{llllll}11 & 12 & 13 & 14 & 15\end{array}$ | $\begin{array}{lllll}16 & 17 & 18 & 18 & 20\end{array}$ | $\begin{array}{llllll}21 & 22 & 23 & 24 & 25\end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variety | $1 \begin{array}{llllll}12 & 14 & 15 & 13 & 11\end{array}$ | $\begin{array}{llllll}23 & 22 & 21 & 24 & 25\end{array}$ | $\begin{array}{lllllll}34 & 35 & 32 & 31 & 33\end{array}$ |  | $\begin{array}{lllllll}53 & 51 & 52 & 55 & 54\end{array}$ |
| Yields | $\begin{array}{ll}74 & 65 \\ 54 & 66\end{array} 44$ | $48 \quad 57 \quad 374455$ |  | $\begin{array}{llllll}46 & 72 & 57 & 62 & 89\end{array}$ |  |
| Block totals | 303 | 241 | 173 | 326 | 344 |

TABLE 56
Yields of Single Plots by Varieties, Variety Totals, Values of $\Sigma_{\text {uj }}$ and the Corrected Means ( $t_{\text {u }}$ ). Symmetrical Incomplete Block Experiment for 25 Varieties and 6 Replications

| Vari- <br> ties | VI | V | IV | III | II | I | $T_{u v}$ | $\Sigma_{\boldsymbol{u v}}$ | $p T_{\boldsymbol{u v}}-\Sigma_{\mathbf{w v}}$ | $\frac{p T_{u v}-\Sigma_{u v}}{t_{u v}=}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 60 | 20 | 24 | 51 | 52 | 44 | 251 | 1,454 | -199 | 27.33 |
| 12 | 31 | 42 | 35 | 25 | 33 | 74 | 240 | 1,043 | 157 | 41.57 |
| 13 | 40 | 12 | 23 | 19 | 22 | 66 | 182 | 860 | 50 | 37.79 |
| 14 | 35 | 10 | 27 | 41 | 37 | 65 | 215 | 932 | 143 | 41.01 |
| 15 | 44 | 26 | 16 | 45 | 29 | 54 | 214 | 1,133 | -63 | 32.77 |
| 21 | 32 | 24 | 18 | 40 | 79 | 37 | 230 | 1,035 | 115 | 39.89 |
| 22 | 20 | 20 | 23 | 34 | 36 | 57 | 190 | 1,041 | -91 | 31.65 |
| 23 | 19 | 39 | 42 | 31 | 32 | 48 | 211 | 946 | 109 | 3965 |
| 24 | 68 | 28 | 39 | 23 | 37 | 44 | 239 | 1,119 | 76 | 38.33 |
| 25 | 38 | 19 | 21 | 8 | 26 | 55 | 167 | 971 | -136 | 29.85 |
| 31 | 24 | 30 | 16 | 28 | 57 | 38 | 193 | 995 | -30 | 34.09 |
| 32 | 32 | 8 | 57 | 43 | 32 | 37 | 209 | 973 | 72 | 38.17 |
| 33 | 36 | 14 | 39 | 74 | 18 | 30 | 211 | 1,015 | 40 | 3689 |
| 34 | 52 | 16 | 7 | 19 | 32 | 33 | 159 | 942 | -147 | 2941 |
| 35 | 28 | 54 | 20 | 30 | 21 | 35 | 188 | 847 | 93 | 3901 |
| 41 | 40 | 32 | 18 | 35 | 43 | 57 | 225 | 1,158 | -33 | 33.97 |
| 42 | 57 | 28 | 24 | 16 | 24 | 89 | 238 | 1,152 | 38 | 36.81 |
| 43 | 50 | 32 | 16 | 31 | 11 | 46 | 186 | 1,159 | -229 | 26.13 |
| 44 | 31 | 24 | 23 | 57 | 29 | 72 | 236 | 1,112 | 68 | 38.01 |
| 45 | 30 | 19 | 25 | 27 | 22 | 62 | 185 | 956 | -31 | 3405 |
| 51 | 46 | 11 | 15 | 23 | 40 | 54 | 189 | 1,181 | -236 | 25.85 |
| 52 | 57 | 26 | 30 | 22 | 44 | 55 | 234 | 1,104 | 66 | 3793 |
| 53 | 24 | 38 | 32 | 36 | 27 | 76 | 233 | 1,038 | 127 | 4037 |
| 54 | 19 | 40 | 25 | 44 | 24 | 84 | 236 | 1,158 | 22 | 36.17 |
| 55 | 36 | 30 | 24 | 49 | 19 | 75 | 233 | 1,146 | 19 | 3605 |
| Totals | 949 | 642 | 639 | 851 | 826 | 1387 | 5294 | 26,470 | 0 |  |

$$
\frac{\Sigma\left(p T_{u v}-\Sigma_{u v}\right)^{2}}{p v}=\frac{324,354}{125}=2594.83
$$

| Replications $\Sigma\left(x^{2}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I 83,531 |  | $\begin{aligned} \Sigma\left(T_{b}^{2}\right) / 5 & =1,088,496 / 5= \\ & = \end{aligned}$ |  |  |  |
| III 34,039 |  |  |  |  |  |
| IV 19,029 Blocks |  |  |  |  |  |
| V 19,568 |  |  |  |  |  |
| VI 40,36 |  |  |  |  |  |
| $\begin{aligned} \text { Total } & =228,762.00 \\ C T & =186,842.91 \end{aligned}$ |  |  |  |  |  |
| $\Sigma(x-\bar{x})^{2}=\overline{41,919.09}$ Analysis of Variance |  |  |  |  |  |
|  | SS | DF | MS | $F$ | 5\% Pt. |
| Blocks.... | 30,856.29 | 29 |  |  |  |
| Varieties... | 2,594.83 | 24 | 108.12 | 1.22 | 1.63 |
| Error.. | 8,467.97 | 96 | 88.21 |  |  |
| Total.... | 41,919.09 | 149 |  |  |  |

$$
m=\frac{5294}{150}=35.29
$$

$$
\begin{aligned}
& V_{m d}=\frac{2 \times 88.21}{6} \times\left(\frac{6}{5}\right) \\
&=35.28 \\
& S E_{m d}=\sqrt{35.28}
\end{aligned}=5.94
$$

1
Example 40. A Symmetrical Incomplete Block Experiment for 31 Varieties in 6 Replications. The sets were written out by setting up the variety numbers as follows:

| 01 | 02 | 03 | 04 | 05 | 06 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 11 | 12 | 13 | 14 | 15 |
|  | 21 | 22 | 23 | 24 | 25 |
|  | 31 | 32 | 33 | 34 | 35 |
|  | 41 | 42 | 43 | 44 | 45 |
|  | 51 | 52 | 53 | 54 | 55, |

writing out the 6 groups of sets for the $5 \times 5$ square and adding, to each, one of the numbers in the first row. An additional set was then made up from the numbers in the first row, giving 31 sets in all. The blocks were arranged as indicated in Table 58 , after randomizing the varieties within the blocks. The variety totals are collected as in Table 59, and it is convenient for this purpose and for obtaining the values of $\boldsymbol{\Sigma}_{u v}$ to make up a table similar to Table 60 giving the sets with their corresponding numbers and block totals. Then, to collect the yields of, say, variety 23, we can locate it in each group, note the numbers of the sets, and then proceed from the table of individual yields to obtain the total. Similarly to obtain $\Sigma_{23}$ we add the block totals in the same line as 23 throughout the table.

From this point the calculations are exactly as in Example 39 for 25 varieties, except that, since this experiment is of the $v=p^{2}-p+1$ type, the variance for the difference between two corrected variety means is

$$
V_{m}=\frac{2 s^{2}}{r}\left(\frac{p^{2}}{p^{2}-p+1}\right)
$$

The analysis of variance is given in Table 57.

TABLE 57
Analysis of Variance
Incomplete Block Experiment for 31 Varieties in 6 Replications

|  | SS | $D F$ | $M S$ | $F$ | 5\% Point |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Blocks. | 1,083,491 | 30 | 36,116 | 10.5 | 1.53 |
| Varieties. | 103,977 | 30 | 3,466 | 1.01 | 1.53 |
| Error. | 429,756 | 125 | 3,438 |  |  |
| Total. | 1,617,224 | 185 |  |  |  |

## TABLE 58

Location of the Varieties in the Field, Corresponding Plot Yields, and Block Totals. Symmetrical Incomplete Block Experiment with 31 Varieties and 6 Replications

| Set <br> No. | $\begin{aligned} & \text { Vari- } \\ & \text { ety } \end{aligned}$ | Yield | $\begin{aligned} & \text { Vari- } \\ & \text { ety } \end{aligned}$ | Yield | Variety | Yield | Vari- <br> ety | Yiald | Variety | Yield | Variety | Yield | Block <br> Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 11 | 315 | 13 | 370 | 01 | 360 | 14 | 265 | 12 | 355 | 15 | 345 | 2,010 |
| 2 | 23 | 245 | 22 | 185 | 21 | 160 | 01 | 285 | 24 | 355 | 25 | 240 | 1,470 |
| 3 | 01 | 325 | 33 | 315 | 32 | 300 | 35 | 240 | 31 | 220 | 34 | 350 | 1,750 |
| 4 | 45 | 360 | 43 | 230 | 42 | 225 | 01 | 270 | 41 | 255 | 44 | 170 | 1,510 |
| 5 | 01 | 175 | 53 | 290 | 51 | 330 | 54 | 220 | 52 | 220 | 55 | 265 | 1,500 |
| 6 | 31 | 195 | 11 | 310 | 21 | 315 | 02 | 215 | 41 | 330 | 51 | 270 | 1,635 |
| 7 | 22 | 290 | 52 | 95 | 02 | 140 | 32 | 330 | 12 | 410 | 42 | 235 | 1,500 |
| 8 | 13 | 255 | 23 | 375 | 43 | 305 | 33 | 255 | 02 | 235 | 53 | 230 | 1,655 |
| 9 | 54 | 275 | 44 | 245 | 34 | 140 | 24 | 270 | 14 | 230 | 02 | 135 | 1,295 |
| 10 | 45 | 95 | 35 | 245 | 02 | 330 | 25 | 235 | 15 | 200 | 55 | 285 | 1,390 |
| 11 | 44 | 180 | 11 | 275 | 33 | 290 | 55 | 155 | 03 | 180 | 22 | 160 | 1,240 |
| 12 | 03 | 120 | 32 | 70 | 21 | 100 | 15 | 100 | 43 | 170 | 54 | 65 | 625 |
| 13 | 53 | 55 | 42 | 145 | 31 | 40 | 25 | 35 | 03 | 45 | 14 | 55 | 375 |
| 14 | 24 | 140 | 13 | 45 | 35 | 15 | 03 | 85 | 52 | 65 | 41 | 55 | 405 |
| 15 | 45 | 80 | 23 | 115 | 34 | 165 | 03 | 85 | 51 | 55 | 12 | 120 | 620 |
| 16 | 32 | 215 | 11 | 300 | 45 | 255 | 24 | 185 | 04 | 145 | 53 | 150 | 1,250 |
| 17 | 13 | 50 | 34 | 45 | 55 | 105 | 42 | 155 | 21 | 125 | 04 | 30 | 510 |
| 18 | 23 | 65 | 15 | 130 | 44 | 55 | 31 | 85 | 04 | 55 | 52 | 110 | 500 |
| 19 | 25 | 130 | 33 | 40 | 41 | 45 | 12 | 45 | 54 | 60 | 04 | 15 | 335 |
| 20 | 35 | -5 | 04 | 70 | 22 | 65 | 43 | 35 | 14 | 255 | 51 | 80 | 500 |
| 21 | 05 | 180 | 11 | 255 | 23 | 290 | 42 | 285 | 35 | 270 | 54 | 185 | 1,465 |
| 22 | 21 | 150 | 52 | 55 | 14 | 50 | 45 | 210 | 33 | 265 | 05 | 185 | 915 |
| 23 | 55 | 130 | 24 | 215 | 12 | 155 | 31 | 95 | 05 | 85 | 43 | 155 | 845 |
| 24 | 15 | 210 | 41 | 90 | 53 | 95 | 22 | 160 | 05 | 140 | 34 | 125 | 820 |
| 25 | 32 | 140 | 05 | 195 | 13 | 310 | 51 | 195 | 25 | 130 | 44 | 285 | 1,255 |
| 26 | 11 | 210 | 34 | 290 | 43 | 325 | 25 | 230 | 52 | 220 | 06 | 310 | 1,585 |
| 27 | 12 | 230 | 44 | 155 | 35 | 185 | 53 | 245 | 06 | 315 | 21 | 215 | 1,355 |
| 28 | 13 | 160 | 31 | 285 | 54 | 230 | 22 | 185 | 45 | 220 | 06 | 175 | 1,255 |
| 29 | 14 | 275 | 55 | 185 | 06 | 130 | 32 | 190 | 41 | 160 | 23 | 110 | 1,050 |
| 30 | 15 | 155 | 42 | 150 | 24 | 240 | 06 | 130 | 33 | 145 | 51 | 125 | 945 |
| 31 | 01 | 220 | 05 | 215 | 06 | 195 | 03 | 240 | 02 | 295 | 04 | 230 | 1,395 |
|  |  |  |  |  |  |  |  |  |  |  |  |  | 34,960 |

TABLE 59
Yields of Single Plots by Varieties, Variety Totals, Values of $\Sigma_{\text {wi }}$, and the Corrected Means $t_{u v}$. Symmetrical Incomplete Block Experiment with 31 Varieties and 6 Replications

| $\begin{aligned} & \text { Vari- } \\ & \text { ety } \\ & \text { No. } \end{aligned}$ | Single Plot Yields |  |  |  |  |  | $T_{\text {uv }}$ | $\Sigma_{u v}$ | $p T_{u v}-\Sigma_{u v}$ | $t_{\text {w }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01 | 360 | 285 | 325 | 270 | 175 | 220 | 1,635 | 9,635 | 175 | 193.6 |
| 02 | 215 | 140 | 235 | 135 | 330 | 295 | 1,350 | 8,870 | -770 | 163.2 |
| 03 | 180 | 120 | 45 | 85 | 85 | 240 | 755 | 4,660 | -130 | 183.8 |
| 04 | 145 | 30 | 55 | 15 | 70 | 230 | 545 | 4,490 | -1220 | 148.6 |
| 05 | 180 | 185 | 95 | 140 | 195 | 215 | 1,010 | 6,695 | -635 | 167.5 |
| 06 | 310 | 315 | 175 | 130 | 130 | 195 | 1,255 | 7,585 | -55 | 186.2 |
| 11 | 315 | 310 | 275 | 300 | 255 | 210 | 1,665 | 9,185 | 805 | 214.0 |
| 12 | 355 | 410 | 120 | 45 | 155 | 230 | 1,315 | 6,665 | 1225 | 227.5 |
| 13 | 370 | 255 | 45 | 50 | 310 | 160 | 1,190 | 7,090 | 50 | 189.6 |
| 14 | 265 | 230 | 55 | 255 | 50 | 275 | 1,130 | 6,145 | 635 | 208.5 |
| 15 | 345 | 200 | 100 | 130 | 210 | 155 | 1,140 | 6,290 | 550 | 205.7 |
| 21 | 160 | 315 | 100 | 125 | 150 | 215 | 1,065 | 6,510 | -120 | 184.1 |
| 22 | 185 | 290 | 160 | 65 | 160 | 185 | 1,045 | 6,785 | -515 | 171.4 |
| 23 | 245 | 375 | 115 | 65 | 290 | 110 | 1,200 | 6,760 | 440 | 202.2 |
| 24 | 355 | 270 | 140 | 185 | 215 | 240 | 1,405 | 6,210 | 2220 | 259.6 |
| 25 | 240 | 235 | 35 | 130 | 130 | 230 | 1,000 | 6,410 | -410 | 174.8 |
| 31 | 220 | 195 | 40 | 85 | 95 | 285 | 920 | 6,360 | -840 | 160.9 |
| 32 | 300 | 330 | 70 | 215 | 140 | 190 | 1,245 | 7,430 | 40 | 189.3 |
| 33 | 315 | 255 | 290 | 40 | 265 | 145 | 1,310 | 6,840 | 1020 | 220.9 |
| 34 | 350 | 140 | 165 | 45 | 125 | 290 | 1,115 | 6,580 | 110 | 191.9 |
| 35 | 240 | 245 | 15 | -5 | 270 | 195 | 960 | 6,865 | $-1105$ | 152.4 |
| 41 | 255 | 330 | 55 | 45 | 90 | 160 | 935 | 5,755 | -145 | 183.3 |
| 42 | 225 | 235 | 145 | 155 | 285 | 150 | 1,195 | 6,305 | 865 | 215.9 |
| 43 | 230 | 305 | 170 | 35 | 155 | 325 | 1,220 | 6,720 | 600 | 207.4 |
| 44 | 170 | 245 | 180 | 55 | 285 | 155 | 1,090 | 7,155 | -615 | 168.2 |
| 45 | 360 | 95 | 80 | 255 | 210 | 220 | 1,220 | 6,940 | 380 | 200.3 |
| 51 | 330 | 270 | 55 | 80 | 195 | 125 | 1,055 | 6,455 | -125 | 184.0 |
| 52 | 220 | 95 | 65 | 110 | 55 | 220 | 765 | 6,405 | -1815 | 129.4 |
| 53 | 290 | 230 | 55 | 150 | 95 | 245 | 1,065 | 6,955 | -565 | 169.8 |
| 54 | 220 | 275 | 65 | 60 | 185 | 230 | 1,035 | 6,475 | -265 | 179.4 |
| 55 | 265 | 285 | 155 | 105 | 130 | 185 | 1,125 | 6,535 | 215 | 194.9 |
|  | 8215 | $\begin{aligned} & 7495 \\ & m=3 \end{aligned}$ |  | $\begin{aligned} & 3555 \\ & 188.0 \end{aligned}$ | 5490 | 6525 | 34,960 | 209,760 | 0 |  |

TABLE 60
Sets Arranged in Order of Numbers with Corresponding Block Totals. Incomplete Randomized Block Experiment

20. Choosing the Best Type of Incomplete Block Experiment for a Given Test. After a study of the various incomplete block experiments it will be noted that each has certain limitations. On account of general simplicity the symmetrical incomplete blocks are to be preferred to the quasi-factorials, and in addition all comparisons are made with equal precision. However, for the symmetrical types we must have, when $v=p^{2}, p+1$ replications, and when $v=p^{2}-p+1, p$ replications. For a test of 121 or 133 varieties we require 12 replications, and if the number of varieties is greater than this it is obvious that in general the test will be more expensive than is usually warranted in such cases. At a certain point, therefore, it would seem that the quasi-factorials should be extremely useful. On account of its relative simplicity the twodimensional quasi-factorial with two groups of sets is preferable to the three-dimensional type, but the latter will probably be the most efficient if the number of varieties is quite large. These points can now be used as a basis for setting up a general schedule as to the type of experiment best suited to a given number of varieties. For this purpose Table 61 has been prepared, taking as a basis the number of varieties that can be tested by at least one of three types.

In Table 61 the dotted lines indicate the range through which the methods are generally recommended. The two-dimensional quasifactorial can be used at the point where the number of replications for the symmetrical type becomes too large. For very large numbers the three-dimensional quasi-factorial is probably the most efficient, but, since it can be applied easily only to numbers that are cubes, the twodimensional type must be extended to include fairly high numbers.

A possible objection to incomplete block experiments in general may be that certain numbers of varieties cannot be tested and hence the experimenter may feel that it is still necessary to use randomized blocks. However, it would seem to be desirable where possible to suit the number of varieties to the experiment even if it involves using "dummy" varieties. Also, for those who wish definitely to use other numbers than those listed here, Yates (20), has developed methods for laying out and analyzing quasi-factorials in which the dimensions are not equal. Thus instead of a $12 \times 12$ quasi-factorial for 144 varieties we might use a $12 \times 11$ for 132 varieties. These modifications, however, require additional computations and will be avoided if possible.

TABLE 61
Values of $p$ and $r$ Required for Different Numbers of Varieties and Ranges through which the Three General Types of Incomplete Block Experiments are Recommended

| No. of Varieties | Symmetrical Incomplete Blocks |  | Two-Dimensional Quasi-Factorial |  | Three-Dimensional Quasi-Factorial |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p^{*}$ | $r$ | $p$ | r | $p$ | $r$ |
| 13 | 4 | 4 |  |  |  |  |
| 16 | 4 | 5 | 4 | $2 n$ | 2 | $3 n$ |
| 21 | 5 | 5 |  |  |  |  |
| 25 | 5 | 6 | 5 | $2 n$ |  |  |
| 27 |  |  |  |  | 3 | $3 n$ |
| 31 | 6 | 6 |  |  |  |  |
| 36 |  |  | 6 | $2 n$ |  |  |
| 49 | 7 | 8 | 7 | $2 n$ |  |  |
| 57 | 8 | 8 |  |  |  |  |
| 64 | 8 | 9 | 8 | $2 n$ | 4 | $3 n$ |
| 73 | 9 | 9 |  |  |  |  |
| 81 | 9 | $10 \dagger$ | 9 | $2 n$ |  |  |
| 91 | 10 | 10 |  |  |  |  |
| 100 | 10 | 11 | 10 | $2 n$ |  |  |
| 111 | 11 | 11 |  |  |  |  |
| 121 | 11 | 12 | 11 | $2 n$ |  |  |
| 125 |  |  |  |  | 5 | $3 n$ |
| 133 | 12 | 12 |  |  |  |  |
| 144 | 12 | 13 | 12 | $2 n$ |  |  |
| 157 | 13 | 13 |  |  |  |  |
| 169 | 13 | 14 | 13 | $2 n$ |  |  |
| 183 | 14 | 14 |  |  |  |  |
| 196 | 14 | 15 | 14 | $2 n$ |  |  |
| 211 | 15 | 15 |  |  |  |  |
| 216 |  |  |  |  | 6 | $3 n$ |
| 225 | 15 | 16 | 15 | $2 n$ |  |  |
| etc. |  |  |  |  |  |  |

* $p=$ number of plots in one block.
$r=$ number of replications.
$\dagger$ Completely orthogonalized squares greater than ( $9 \times 9$ ) have not yet been written, and therefore we cannot if we wished go beyond this point at the present time.

TABLE 62
Yirids of Oat Varieties in an Experiment on the Effect of Soil Inoculation with a Root Rot Organigm

| Variety | Soil <br> Treatment | Replicates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 |
| I | $I$ | 24.1 | 16.1 | 31.6 | 28.9 |
|  | $\boldsymbol{U}$ | 65.4 | 49.3 | 39.8 | 48.4 |
| II | $I$ | 30.6 | 51.7 | 51.7 | 42.5 |
|  | $U$ | 51.8 | 74.8 | 76.5 | 56.6 |
| III | I | 39.1 | 47.4 | 36.9 | 28.9 |
|  | $U$ | 68.7 | 42.0 | 81.6 | 57.3 |
| IV | I | 120.1 | 69.5 | 96.2 | 69.7 |
|  | $U$ | 112.2 | 88.6 | 102.8 | 85.0 |
| V | I | 118.7 | 24.1 | 45.9 | 10.4 |
|  | $U$ | 58.5 | 68.0 | 77.7 | 54.7 |
| VI | $I$ | 76.2 | 66.3 | 77.7 | 65.3 |
|  | $U$ | 109.1 | 91.5 | 124.1 | 96.9 |
| VII | $I$ | 57.8 | 45.9 | 29.7 | 56.4 |
|  | $U$ | 112.2 | 95.9 | 91.1 | 77.3 |
| VIII | $I$ | 58.0 | 40.1 | 47.6 | 38.4 |
|  | $U$ | 127.3 | 66.3 | 77.0 | 63.4 |
| IX | I | 81.8 | 23.6 | 31.6 | 32.1 |
|  | $U$ | 1003 | 73.8 | 81.4 | 52.7 |
| X | $I$ | 85.3 | 78.2 | 99.4 | 85.0 |
|  | $U$ | 81.6 | 94.3 | 96.4 | 77.2 |

## 21. Exercises.

1. The results of a randomized block experiment are given in Table 62. Ten varieties of oats were tested for their reaction to root rot. The plots were arranged in pairs of which one plot was inoculated with the root-rotting organism and one plot uninoculated. Analyze the results. State in words the meaning of a significant interaction between varieties and the soil inoculation.

|  | DF | MS |
| :---: | :---: | :---: |
| Replicates | 3 | 2,042.08 |
| Varieties. | 9 | 2,654.19 |
| Error (1). | 27 | 270.54 |
| Treatments. |  | 12,226.51 |
| Varieties $\times$ Treatments. | 9 | 401.32 |
| Error (2).. | . 30 | 232.30 |

2. In a fertilizer experiment conducted in an $8 \times 8$ Latin square, the yields of wheat given in Table 63 were obtained. The fertilizer combinations are designated $N, P, K, N P, N K, N P K, O$. In the table the yields are in the exact position of the plots in the field, and above each yield figure is the fertilizer treatment which the plot received. Work out the analysis of variance for this experiment, and, by means of the standard error, compare:
(a) Yields for plots receiving $N$ with those receiving no $N$.
(b) Yields for plots receiving $K$ with those receiving no $K$.
(c) Yields for plots receiving $P$ with those receiving no $P$.

The results for the sums of squares are given below to provide a check on the work, but the sum of squares for the treatments must be split up to correspond to individual degrees of freedom.

|  | SS | DF |
| :---: | :---: | :---: |
| Rows | . 102.20 | 7 |
| Columns. | 84.24 | 7 |
| Treatments. | . 513.79 | 7 |
| Error. . . . | 91.99 | 42 |

3. Complete the analysis of the split plot experiment described in Section 8, above. Assume that the plan of this experiment is to be rearranged so that the most accurate comparison is to be between $D$ and $W$, and make the plan accordingly.

The sums of squares for the three errors as given below will provide a complete check on the calculations.

Error (1) $647.6 \quad$ Error (2) $1059.1 \quad$ Error (3) 931.1
4. Assuming that the following sets of figures represent the response to fertilizer at 4 levels, for each set work out the sums of squares for the total and then for the linear, quadratic, and cubic responses. Graph the actual yield results as given below, and then point out the relation between the shape of these graphs and the results obtained for the sums of squares.

|  | $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| (a) | 22 | 65 | 54 | 78 |
| (b) | 19 | 61 | 58 | 27 |
| (c) | 24 | 58 | 13 | 41 |

The sums of squares are

|  | $(a)$ | $(b)$ | $(c)$ |
| :--- | ---: | ---: | ---: |
| Linear............ | 1232.45 | 22.05 | 1.80 |
| Quadratic........ | 90.25 | 1332.25 | 9.00 |
| Cubic............. | 396.05 | 14.45 | 1155.20 |
|  |  |  |  |

5. Table 64 gives the plan of a field for a $3 \times 3 \times 3$ confounded experiment, with treatment numbers and plot yields. The numbers such as 123 and 321 represent $N_{1} K_{2} P_{3}$ and $N_{3} K_{2} P_{1}$. Cyclic set II was used to confound 2 degrees of the triple interaction $N \times K \times P$ with blocks. Work out the complete analysis of variance for this experiment giving the results for treatment effects by individual degrees of freedom.

The following excerpts from the results for the sums of squares will assist in checking the calculations.

6. Table 65 gives the plan of the field with variety numbers and corresponding plot yields for a two-dimensional quasi-factorial experiment with two groups of sets. Make a complete analysis of the results.

The variety sum of squares is 253,538 .
7. Table 66 gives the plan of the field with variety numbers and corresponding plot yields for an incomplete block experiment with 21 varieties. Analyze the results, and make a test of the significance of the mean difference between the varieties 01 and 04.
8. Prepare plans for the layout of:
(a) Two-dimensional quasi-factorial experiment to test 36 varieties.
(b) Symmetrical incomplete block experiment to test 31 varieties.
(c) Three-dimensional quasi-factorial experiment to test 125 varieties.

TABLE 63
Yields of Wheat in an $8 \times 8$ Iatin Square Fertilizer Experiment

| $P$ | $N$ | $N P$ | $K$ | $N K$ | $O$ | $N P K$ | $P K$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 188 | 12.2 | 18.3 | 15.8 | 11.4 | 11.5 | 19.4 | 18.9 |
| $N$ | $N K$ | $P K$ | $N P K$ | $P$ | $K$ | $N P$ | $O$ |
| 12.9 | 7.3 | 17.4 | 17.2 | 19.7 | 12.0 | 19.0 | 15.6 |
| $N K$ | $N P$ | $N$ | $P$ | $O$ | $N P K$ | $P K$ | $K$ |
| 10.7 | 17.5 | 10.4 | 18.0 | 9.8 | 16.6 | 17.5 | 14.3 |
| $P K$ | $K$ | $N P K$ | $O$ | $N$ | $N P$ | $P$ | $N K$ |
| 18.3 | 12.6 | 14.2 | 12.2 | 11.4 | 145 | 16.9 | 16.1 |
| $N P$ | $O$ | $N K$ | $N$ | $P K$ | $P$ | $K$ | $N P K$ |
| 179 | 12.8 | 13.3 | 113 | 16.5 | 156 | 10.9 | 16.7 |
| $K$ | $P K$ | $O$ | $N P$ | $N P K$ | $N$ | $N K$ | $P$ |
| 14.9 | 18.2 | 12.8 | 17.1 | 15.8 | 9.5 | 8.9 | 20.6 |
| $N P K$ | $P$ | $K$ | $P K$ | $N P$ | $N K$ | $O$ | $N$ |
| 19.0 | 189 | 11.2 | 17.1 | 17.9 | 8.6 | 102 | 145 |
| $O$ | $N P K$ | $P$ | $N K$ | $K$ | $P K$ | $N$ | $N P$ |
| 17.5 | 20.4 | 20.8 | 16.4 | 16.8 | 18.5 | 13.6 | 23.0 |
|  |  |  |  |  |  |  |  |

TABLE 64
Plan of Field and Plot Yields for a ( $3 \times 3 \times 3$ ) Confounded Experiment

| Variety | Yield | Variety | Yield | Variety | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 111 | 465 | 112 | 364 | 113 | 549 |
| 123 | 395 | 121 | 348 | 122 | 348 |
| 132 | 556 | 133 | 421 | 131 | 463 |
| 213 | 343 | 211 | 455 | 212 | 346 |
| 222 | 413 | 223 | 374 | 221 | 394 |
| 231 | 408 | 232 | 507 | 233 | 363 |
| 312 | 337 | 313 | 421 | 311 | 449 |
| 321 | 421 | 322 | 374 | 323 | 217 |
| 333 | 308 | 331 | 334 | 332 | 355 |
| 333 | 353 | 121 | 381 | 332 | 244 |
| 312 | 486 | 133 | 403 | 323 | 246 |
| 213 | 219 | 313 | 75 | 113 | 82 |
| 321 | 544 | 211 | 325 | 122 | 280 |
| 123 | 478 | 331 | 141 | 221 | 195 |
| 231 | 391 | 112 | 259 | 131 | 196 |
| 222 | 311 | 223 | 254 | 311 | 178 |
| 111 | 302 | 322 | 259 | 212 | 222 |
| 132 | 542 | 232 | 398 | 233 | 309 |
| 222 | 374 | 133 | 299 | 311 | 196 |
| 321 | 358 | 331 | 273 | 131 | 259 |
| 213 | 468 | 232 | 437 | 122 | 361 |
| 231 | 316 | 322 | 485 | 233 | 345 |
| 111 | 307 | 121 | 311 | 221 | 207 |
| 333 | 570 | 313 | 343 | 113 | 16 |
| 312 | 427 | 211 | 353 | 323 | 199 |
| 123 | 380 | 112 | 454 | 212 | 114 |
| 132 | 400 | 223 | 251 | 332 | 240 |
| 132 | 611 | 121 | 403 | 113 | 302 |
| 123 | 444 | 331 | 338 | 323 | 256 |
| 312 | 550 | 322 | 405 | 311 | 367 |
| 333 | 573 | 223 | 331 | 131 | 268 |
| 213 | 706 | 313 | 522 | 221 | 400 |
| 111 | 423 | 211 | 319 | 332 | 446 |
| 321 | 749 | 232 | 383 | 233 | 515 |
| 231 | 529 | 133 | 292 | 212 | 420 |
| 222 | 424 | 112 | 554 | 122 | 384 |

TABLE 65
Plan of a Field with Variety Numbers and Corresponding Plot Yields for a Two-Dimensional Quasi-Factorial Experiment with 49 Varieties

|  | Variety | Yield | $\begin{aligned} & \text { Vari- } \\ & \text { ety } \end{aligned}$ | Yield | $\begin{aligned} & \text { Vari- } \\ & \text { ety } \end{aligned}$ | Yield | Variety | Yield | Variety | Yield | Vari ety | Yield | Variety | Yıeld |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Replicate I Group X | 12 | 189 | 15 | 284 | 13 | 218 | 14 | 392 | 11 | 211 | 17 | 304 | 16 | 182 |
|  | 28 | 289 | 25 | 342 | 27 | 345 | 23 | 214 | 21 | 327 | 22 | 270 | 24 | 320 |
|  | 32 | 300 | 34 | 357 | 36 | 298 | 31 | 366 | 37 | 356 | 35 | 283 | 33 | 292 |
|  | 45 | 132 | 44 | 250 | 46 | 292 | 43 | 384 | 42 | 279 | 41 | 197 | 47 | 214 |
|  | 56 | 50 | 52 | 42 | 51 | 339 | 54 | 283 | 53 | 128 | 57 | 82 | 55 | 37 |
|  | 65 | 153 | 66 | 310 | 63 | 306 | 64 | 303 | 61 | 182 | 67 | 121 | 62 | 197 |
|  | 72 | 214 | 71 | 380 | 77 | 345 | 74 | 363 | 75 | 274 | 76 | 330 | 73 | 242 |
| $\begin{gathered} \text { Repli- } \\ \text { cate II } \\ \text { Group } Y \end{gathered}$ | 71 | 234 | 11 | 283 | 51 | 125 | 41 | 336 | 31 | 233 | 61 | 339 | 21 | 269 |
|  | 32 | 280 | 62 | 367 | 72 | 305 | 12 | 309 | 52 | 148 | 22 | 252 | 42 | 147 |
|  | 73 | 414 | 23 | 399 | 33 | 381 | 43 | 184 | 13 | 162 | 63 | 191 | 53 | 62 |
|  | 44 | 217 | 54 | 331 | 24 | 295 | 64 | 277 | 34 | 273 | 14 | 307 | 74 | 287 |
|  | 35 | 144 | 15 | 202 | 25 | 196 | 45 | 375 | 55 | 329 | 65 | 221 | 75 | 141 |
|  | 26 | 161 | 16 | 204 | 56 | 214 | 46 | 450 | 66 | 165 | 76 | 203 | 36 | 197 |
|  | 27 | 278 | 47 | 291 | 67 | 214 | 17 | 316 | 57 | 243 | 37 | 134 | 77 | 169 |
| $\begin{gathered} \text { Repli- } \\ \text { cate III } \\ \text { Group } X \end{gathered}$ | 15 | 263 | 16 | 111 | 12 | 255 | 14 | 201 | 17 | 150 | 11 | 95 | 13 | 259 |
|  | 22 | 129 | 21 | 156 | 24 | 192 | 28 | 173 | 25 | 133 | 27 | 371 | 23 | 255 |
|  | 31 | 284 | 34 | 240 | 32 | 214 | 35 | 325 | 33 | 149 | 37 | 254 | 36 | 194 |
|  | 42 | 130 | 47 | 206 | 45 | 234 | 43 | 290 | 44 | 211 | 41 | 225 | 46 | 358 |
|  | 54 | 165 | 57 | 93 | 52 | 267 | 51 | 242 | 53 | 158 | 55 | 102 | 56 | 339 |
|  | 65 | 259 | 66 | 11 | 64 | 285 | 62 | 312 | 67 | 165 | 61 | 196 | 63 | 301 |
|  | 73 | 307 | 74 | 168 | 71 | 245 | 75 | 301 | 76 | 223 | 72 | 265 | 77 | 361 |
| $\begin{gathered} \text { Repli- } \\ \text { cate IV } \\ \text { Group } Y \end{gathered}$ | 71 | 139 | 61 | 169 | 31 | 268 | 41 | 173 | 51 | 188 | 11 | 29 | 21 | 79 |
|  | 72 | 126 | 52 | 142 | 42 | 180 | 12 | -16 | 22 | -8 | 32 | -63 | 62 | 52 |
|  | 63 | 187 | 23 | 254 | 53 | 100 | 43 | -29 | 33 | 65 | 73 | 10 | 13 | 199 |
|  | 44 | 257 | 64 | 159 | 74 | 118 | 24 | 209 | 34 | 174 | 14 | 112 | 54 | 108 |
|  | 15 | 254 | 35 | 289 | 65 | 244 | 55 | 191 | 25 | 142 | 75 | 395 | 45 | 265 |
|  | 36 | 249 | 76 | 201 | 16 | 140 | 26 | 248 | 56 | 235 | 46 | 235 | 66 | 176 |
|  | 67 | 216 | 27 | 186 | 77 | 209 | 37 | 336 | 57 | 233 | 17 | 105 | 47 | 27 |

TABLE 66
Plan of Field with Variety Numbers and Corresponding Plot Yields for a Symmetrical Incomplete Block Experiment with 21 Varieties

| Vari- <br> ety | Yield | Vari- <br> ety | Yield | Vari- <br> ety | Yield | Vari- <br> ety | Yield | Vari- <br> ety | Yield | Block <br> Totals |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13 | 465 | 11 | 393 | 14 | 556 | 01 | 343 | 12 | 413 | 2170 |
| 22 | 408 | 21 | 337 | 24 | 421 | 23 | 308 | 01 | 353 | 1827 |
| 31 | 486 | 01 | 219 | 34 | 544 | 32 | 478 | 33 | 391 | 2118 |
| 01 | 311 | 44 | 302 | 43 | 542 | 42 | 374 | 41 | 358 | 1887 |
| 41 | 468 | 21 | 316 | 02 | 307 | 11 | 570 | 31 | 427 | 2088 |
| 02 | 380 | 32 | 400 | 42 | 611 | 12 | 444 | 22 | 550 | 2385 |
| 43 | 573 | 13 | 706 | 23 | 423 | 02 | 749 | 33 | 529 | 2980 |
| 44 | 424 | 02 | 638 | 24 | 736 | 14 | 488 | 34 | 758 | 3044 |
| 22 | 364 | 11 | 348 | 44 | 421 | 33 | 455 | 03 | 374 | 1962 |
| 12 | 507 | 34 | 421 | 43 | 374 | 21 | 334 | 03 | 381 | 2017 |
| 24 | 403 | 42 | 75 | 13 | 325 | 31 | 141 | 03 | 259 | 1203 |
| 32 | 254 | 23 | 259 | 03 | 398 | 14 | 299 | 41 | 273 | 1483 |
| 24 | 437 | 11 | 485 | 32 | 311 | 04 | 343 | 43 | 353 | 1929 |
| 14 | 454 | 33 | 251 | 21 | 403 | 42 | 338 | 04 | 405 | 1851 |
| 31 | 331 | 04 | 522 | 44 | 319 | 12 | 383 | 23 | 292 | 1847 |
| 22 | 554 | 04 | 626 | 41 | 753 | 34 | 505 | 13 | 668 | 3106 |
| 42 | 549 | 34 | 348 | 05 | 463 | 11 | 346 | 23 | 394 | 2100 |
| 05 | 363 | 21 | 449 | 13 | 217 | 44 | 355 | 32 | 244 | 1628 |
| 43 | 246 | 31 | 82 | 14 | 280 | 22 | 195 | 05 | 196 | 999 |
| 41 | 178 | 05 | 222 | 24 | 309 | 12 | 196 | 33 | 259 | 1164 |
| 02 | 361 | 04 | 345 | 01 | 207 | 05 | 16 | 03 | 199 | 1128 |
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## CHAPTER XIII

## THE ANALYSIS OF VARIANCE APPLIED TO LINEAR REGRESSION FORMULAE

1. Significance of the Regression Function. If, in a series of paired values, $y$ is the dependent and $x$ is the independent variable, the regression of $y$ on $x$ is represented by the linear equation $Y=\bar{y}+b(x-\bar{x})$, where $b$ is the regression coefficient and $Y_{i}$ is a value of $y$ estimated from the equation for $x=x_{i}$. Now if the equation is used to estimate each value of $y$ from the corresponding values of $x$, it can be shown that

$$
\left.\begin{array}{rl}
\left(1-r^{2}\right) \Sigma(y-\bar{y})^{2} & =\Sigma(y-Y)^{2}  \tag{1}\\
r^{2} \Sigma(y-\bar{y})^{2} & =\Sigma(Y-\bar{y})^{2}
\end{array}\right\}
$$

And since $\Sigma(y-\bar{y})^{2}=\left(1-r^{2}\right) \Sigma(y-\bar{y})^{2}+r^{2} \Sigma(y-\bar{y})^{2}$, it is obvious that, if the total sum of squares for the dependent variable is broken up into two parts, one part $\Sigma(y-Y)^{2}$, representing deviations from the regression function, and another part $\Sigma(Y-\bar{y})^{2}$, representing that portion of the total variability that is accounted for by the regression function, these two parts are proportional to $\left(1-r^{2}\right)$ and $r^{2}$, respectively. It should be clear that $\Sigma(y-Y)^{2}$ represents deviations from the regression function because for each value of $y$ we are taking the square of the deviation of that value from the corresponding $Y$ value on the regression line. Similarly $\Sigma(Y-\bar{y})^{2}$ represents the regression function itself because for each value of $y$ we take the square of the difference between $\bar{y}$ and the corresponding point on the regression line. As the slope of the regression line increases, $\Sigma(Y-\bar{y})^{2}$ must increase also, and as the $y$ values approach more closely to the regression line the value of $\Sigma(y-Y)^{2}$ decreases correspondingly.

The direct relation between $\Sigma(Y-\bar{y})^{2}$ and the regression equation may be shown by equating it to

$$
\begin{equation*}
\Sigma(Y-\bar{y})^{2}=\Sigma\{\bar{y}+b(x-\bar{x})-\bar{y}\}^{2}=b^{2} \Sigma(x-\bar{x})^{2} \tag{2}
\end{equation*}
$$

In the expression on the right $\Sigma(x-\bar{x})^{2}$ is obviously independent of the correlation so that any variations in $\Sigma(Y-\bar{y})^{2}$ are due entirely to $b$. This is an important concept as it shows that, since the value of
$\boldsymbol{\Sigma}(Y-\ddot{y})^{2}$ for any given distribution of $y$ is dependent on a single statistic $b$, it must represent only 1 degree of freedom. Hence the analysis of variance corresponding to equation (1) will be:

|  | Sum of Squares | D F | Mean Square |
| :---: | :---: | :---: | :---: |
| Regression function. . | $b^{2} \Sigma(x-\bar{x})^{2}$ | 1 | $b^{2} \Sigma(x-\bar{x})^{2}$ |
| Deviations from regression function. | $\Sigma(y-Y)^{2}$ | $n^{\prime}-2$ | $\Sigma(y-Y)^{2} / n^{\prime}-2$ |
| Total . . . . . . . . . . | $\Sigma(y-\bar{y})^{2}$ | $n^{\prime}-1$ |  |

where $n^{\prime}$ is the number of pairs of values of $x$ and $y$.
In calculating the sum of squares $b^{2} \Sigma(x-x)^{2}$ it is frequently convenient to make use of the equality

$$
\begin{equation*}
b^{2} \Sigma(x-\bar{x})^{2}=\frac{[\Sigma y(x-\bar{x})]^{2}}{\Sigma(x-\bar{x})^{2}} \tag{3}
\end{equation*}
$$

If $b$ has already been obtained it is of course just as convenient to multiply $\Sigma(x-\bar{x})^{2}$ by $b^{2}$.

If the correlation coefficient has been determined, a short method of determining the significance of $r_{x y}$ which is exactly comparable to determining the significance of $b_{y x}$ arises from the substitution of $\left(1-r^{2}\right) \Sigma(y-\bar{y})^{2}$ for $\Sigma(y-Y)^{2}$, and $r^{2} \Sigma(y-\bar{y})^{2}$ for $b^{2} \Sigma(x-\bar{x})^{2}$, in the sum of squares column of the analysis of variance. Then $F$ works out to $r^{2}\left(n^{\prime}-2\right) / 1-r^{2}$, and this is all the calculation necessary. In other words, for a total correlation or a regression coefficient, $F=t^{2}$, and tables either of $F$ or of $t$ may be used to test their significance. Refer here to Chapter VII, equation (11), and note that $F=v_{b} / v_{c}$.
2. Test for Non-Linearity. When correlation data are set up in the form of a correlation table the total sum of squares may be split up into two portions, one part representing differences between the means of arrays and the other representing differences between values within arrays. The equation is
where $n_{p}$ is the number in an array and $\bar{y}_{p}$ is the mean of an array. The second summation in the term on the right means that the sums of squares are first computed for each array and these are summated.

The equation for the corresponding degrees of freedom is as follows:

$$
\begin{equation*}
n^{\prime}-1=(q-1)+\left(n^{\prime}-q\right) \tag{5}
\end{equation*}
$$

where $q$ is the number of arrays in the table.
If we picture the sum of squares for between arrays as being due to a set of means running diagonally across the table following in general the regression straight line, it is obvious that the sum of squares for between arrays includes the sum of squares $b^{2} \Sigma(x-\bar{x})^{2}$, worked out above for deviations due to the regression function, and that the remainder will be due to deviations of the means of arrays from the regression line. The equation is

If the means of arrays fall directly on the regression line, $\Sigma n_{p}\left(\bar{y}_{p}-Y\right)^{2}$ will be zero, and correspondingly its value will increase as the trend of the mean values gets farther away from the trend of the straight regression line. Then since the sum of squares for within arrays measures the random variability in the values of $y$ a comparison of the estimates of variance obtained from $\Sigma n_{p}\left(\bar{y}_{p}-Y\right)^{2}$ and $\Sigma \Sigma\left(y-\bar{y}_{p}\right)^{2}$ should provide a measure of the linearity of regression, or the goodness of fit of the regression straight line to the data in question.

The equation for the degrees of freedom corresponding to equation (6) will be $(q-1)=(q-2)+1$.

The complete analysis of variance may be represented as follows:

|  | Sum of Squares |  | $D F$ | Sum of Squares |
| :--- | :---: | :---: | :---: | :---: |
| Between arrays | $\Sigma n_{p}\left(\bar{y}_{p}-\bar{y}\right)^{2}$ | $D F$ |  |  |
| Within arrays | $\Sigma \Sigma$Zinear <br> regression <br> Deviations, <br> means of arrays <br> from regression <br> line <br> $n^{\prime}-q$ | $\Sigma n_{p}\left(\bar{y}_{p}-Y\right)^{2}$ | $q-2$ |  |
| Total..... | $\Sigma \Sigma(y-\bar{y})^{2}$ | $n^{\prime}-1$ | 1 |  |

For the purpose of testing linearity, however, it suffices to set up:

|  | Sum of Squares | $D F$ | Variance |
| ---: | :---: | :---: | :---: |
| Deviations, means of arrays <br> from regression line...... | $\Sigma n_{p}\left(\bar{y}_{p}-Y\right)^{2}$ | $q-2$ | $\Sigma n_{p}\left(\bar{y}_{p}-Y\right)^{2} / q-2$ |
| Within arrays........... | $\Sigma \Sigma\left(y-\bar{y}_{p}\right)^{2}$ | $n^{\prime}-q$ | $\Sigma \Sigma\left(y-\bar{y}_{p}\right)^{2} / n^{\prime}-q$ |
| Total....................... | $\Sigma(y-Y)^{2}$ | $n^{\prime}-2$ |  |

There are various methods of obtaining the sums of squares for the above analysis, but one of the most convenient and direct is first to calculate $\Sigma n_{p}\left(\bar{y}_{p}-\bar{y}\right)^{2}$, making use of the identity

$$
\begin{equation*}
\Sigma n_{p}\left(\bar{y}_{p}-\bar{y}\right)^{2}=\Sigma\left(\frac{T_{p}^{2}}{n_{p}}\right)-\frac{T_{\nu}^{2}}{n^{\prime}} \tag{7}
\end{equation*}
$$

We square the total of each array and divide by the number in the array. These are summated, and from the sum we subtract the square of the $y$ total divided by the number of paired values. Then we calculate $b^{2} \Sigma(x-\bar{x})^{2}$ and, $\Sigma(y-\bar{y})^{2}$ being known, the two sums of squares required can be obtained by subtraction. The procedure is obvious by reference to the outline of the analysis of variance above.

Example 41. Significance of a Regression Function. In Chapter VII, Example 13, we determined the correlation coefficient for the yields of adjacent barley plots and in Chapter VI, Example 11, no determined the regression line. Using the same data and the analysis of variance to test the significance of the regression function we should get a similar result. The sums of squares are

$$
\begin{aligned}
& \Sigma(x-\bar{x})^{2}=3952-850^{2} / 200=339.50 \\
& b^{2} \Sigma(x-\bar{x})^{2}=0.4492^{2} \times 339.50=68.50 \\
& \Sigma(y-\bar{y})^{2}=8180-1246^{2} / 200=417.42 \\
& \Sigma(y-Y)^{2}=417.42-68.50=348.92
\end{aligned}
$$

Then the analysis of variance is an follows:

|  | Sum of <br> Squares | $D F$ | Variance | $F$ | $1 \%$ Point |
| ---: | ---: | :---: | :---: | :---: | :---: |
| Regression function....... <br> Deviations from regression | 348.92 | 1 <br> 198 | 68.50 <br> 1.762 | 38.9 | 6.76 |
| Total...................... | $417.4 \overline{2}$ | 199 |  |  |  |

The $F$ value is well beyond its $5 \%$ point, indicating a high degree of significance.

Example 42. The Test for Non-Linearity. We shall again use the data of Chapter VI, Table 12, for this test. Since we already have $\Sigma(y-\bar{y})^{2}$ (Example 41, above) the first step is to calculate $\Sigma n_{p}\left(\bar{y}_{p}-\bar{y}\right)^{2}$. In Chapter VI, Table 13, the totals for the $y$ arrays are given, so we proceed as follows:

| Between arrays. | $20^{2} / 4+60^{2} / 13+\cdots+42^{2} / 6$ | $=78.70$ |
| :---: | :---: | :---: |
| Linear regression. | $b^{2} \Sigma(x-\bar{x})^{2}=0.4492^{2} \times 339.50$ | $=68.50$ |
| Deviations from regression $\qquad$ | $\Sigma n_{p}\left(\bar{y}_{p}-Y\right)^{2}=$ Difference | $=10.20$ |
| Total. | $\Sigma(y-\bar{y})^{2}$ | $=417.42$ |
| Between arrays....... | $\Sigma n_{p}\left(\bar{y}_{p}-\bar{y}\right)^{2}$ | $=78.70$ |
| Within arrays........ | $\Sigma \Sigma\left(y-\bar{y}_{p}\right)^{2}=$ Difference | $=338.72$ |

Setting up the analysis of variance, we have:

|  | Sum of <br> Squares | $D F$ | Variance | $F$ | $5 \%$ Point |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Deviation means of arrays <br> from regression line..... | 10.20 | 5 | 2.040 | 1.16 | 2.26 |
| Within arrays........... | 338.72 | 193 | 1.755 |  |  |

The $\boldsymbol{F}$ value does not approach its $5 \%$ point, so we conclude that there is no evidence of non-linear regression.
3. Significance of Multiple Correlations. In multiple correlation where $x_{1}$ represents the dependent variable and $x_{2}$ and $x_{3}$ two independent variables the regression equation is

$$
\begin{equation*}
x_{1}=\bar{x}_{1}+b_{12}\left(x_{2}-\bar{x}_{2}\right)+b_{13}\left(x_{3}-\bar{x}_{3}\right) \tag{8}
\end{equation*}
$$

and this may of course be extended for any number of variates. The normal equations corresponding to (8) are

$$
\left.\begin{array}{l}
\Sigma x_{1}\left(x_{2}-\bar{x}_{2}\right)=b_{12} \Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}+b_{13} \Sigma x_{2}\left(x_{3}-\bar{x}_{3}\right)  \tag{9}\\
\Sigma x_{1}\left(x_{3}-\bar{x}_{3}\right)=b_{12} \Sigma x_{2}\left(x_{3}-\bar{x}_{3}\right)+b_{13} \Sigma\left(x_{3}-\bar{x}_{3}\right)^{2}
\end{array}\right\}
$$

and from these we can derive the solution
$\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}=\Sigma\left(x_{1}-X_{1}\right)^{2}+b_{12} \Sigma x_{1}\left(x_{2}-\bar{x}_{2}\right)+b_{13} \Sigma x_{1}\left(x_{3}-\bar{x}_{3}\right)$
This equation corresponds to (1) above where the first term on the right represents the portion of the sum of squares for $x_{1}$ that is independent of $x_{2}$ and $x_{3}$. The other two terms on the right represent the portion of the sum of squares for $x_{1}$ that is dependent on $x_{2}$ and $x_{3}$. These terms may of course be written $b_{12}^{2} \Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}$ and $b_{13}^{2} \Sigma\left(x_{3}-\bar{x}_{3}\right)^{2}$, in which
form they correspond to $b^{2} \Sigma(x-\bar{x})^{2}$ as above in equation (2). Equation (10) may also be written

$$
\begin{equation*}
\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}=\left(1-R^{2}\right) \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}+R^{2} \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2} \tag{11}
\end{equation*}
$$

where $R$ is the multiple correlation coefficient. Also

$$
\begin{aligned}
& \left(1-R^{2}\right) \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}=\Sigma\left(x_{1}-X_{1}\right)^{2}, \text { and } R^{2} \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2} \\
& =b_{12} \Sigma x_{1}\left(x_{2}-\bar{x}_{2}\right)+b_{13} \Sigma x_{1}\left(x_{3}-\bar{x}_{3}\right) .
\end{aligned}
$$

It follows from (10) and (11) that a multiple regression can be expressed as an analysis of variance as follows:

|  | Sum of Squares | $D F$ | Variance | $F$ |
| :--- | :---: | :---: | :---: | :---: |
| Regression <br> function | $R^{2} \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}$ | $p$ | $R^{2} \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2} / p$ | $\left(\frac{R^{2}}{1-R^{2}}\right)\left(\frac{n^{\prime}-p-1}{p}\right)$ |
| Deviations <br> from <br> regression <br> function | $\left(1-R^{2}\right) \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}$ | $n^{\prime}-n-1$ | $\frac{\left(1-R^{2}\right) \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}}{n^{\prime}-p-1}$ |  |
| Total | $\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}$ | $n^{\prime}-1$ |  |  |

where $p$ is the number of independent variables. To test the significance of a multiple correlation therefore it is only necessary to find

$$
\begin{equation*}
F=\left(\frac{R^{2}}{1-R^{2}}\right)\left(\frac{n^{\prime}-p-1}{p}\right) \tag{12}
\end{equation*}
$$

and look up the $5 \%$ point of $F$ corresponding to $n_{1}=p$ and $n_{2}=n^{\prime}-p-1$.

Example 43. The Significance of a Multiple Correlation. Let $R_{1.2345}=0.6457$, and it has been obtained from a series of 84 values of $x_{1}, x_{2}, x_{3}, x_{4}$, ind $x_{5}$. We have

$$
F=\left(\frac{0.416928}{0.583072}\right)\left(\frac{79}{4}\right)=14.1
$$

For $p=4$ and $n^{\prime}-p-1=79$, the $1 \%$ point of $F$ is 3.56 , so that the multiple correlation is highly significant.
4. Special Applications. The analysis of variance can be used to determine the significance of the additional information obtained in calculating multiple correlation coefficients. This method was used by Geddes and Goulden (2) in a practical problem in cereal chemistry. Correlations were first determined between loaf volume of wheat flour and the percentage of protein. In later studies the protein was separated into two portions, peptized and non-peptized, and using these two
portions as variables the multiple correlation for their combined effect on loaf volume was calculated. If the proportions of the two kinds of protein have an important effect on loaf volume the multiple correlation should be significantly higher than the simple correlation for total protein and loaf volume. A method of comparing the two correlations would determine therefore the practical significance, for purposes of predicting flour quality, of knowing the amounts of peptized and nonpeptized protein in addition to the total protein.

If we let $x_{1}$ represent loaf volume, $x_{2}$ the peptized protein, $x_{3}$ the non-peptized protein, and $x_{p}$ the total protein, the corresponding simple and multiple correlation coefficients are $r_{1 p}$ and $R_{1.23}$. The total protein is of course ( $x_{2}+x_{3}$ ), the sum of the two fractions.

Assuming these correlations to be determined from 20 pairs of values, the sums of squares representing deviations from the regression function are proportional to ( $1-r_{1 p}^{2}$ ) and ( $1-R_{1.23}^{2}$ ), respectively, and the corresponding degrees of freedom are 18 and 17 . The effect of using more variables to estimate $x_{1}$ as in the case of multiple regression is to decrease the sum of squares due to deviations from the regression function, but for each additional variable introduced 1 degree of freedom is lost and unless the reduction of the sum of squares is more than proportional to the loss in degrees of freedom there is no gain in precision. An analysis may therefore be set up as follows:

|  | Sum of Squares | $D F$ | Variance |
| :---: | :---: | :---: | :---: |
| Deviations from regression of <br> $x_{p}$ on $x_{1} \ldots \ldots \ldots \ldots \ldots \ldots$. | $1-r_{1 p}^{2}$ | 18 |  |
| Devistions from regression of <br> $x_{2}$ and $x_{3}$ on $x_{1}, \ldots \ldots .$. | $1-R_{1.23}^{2}$ <br> Additional degree of freedom | 17 | (1) |

Applying the $z$ test to the mean squares (1) and (2), using (1) as an error, we can determine the significance of the gain in information due to the addition of another variable.

In one actual experiment for a series of 20 flours from No. 2 Northern wheat $r_{1 p}=0.511$ and $R_{1.23}=0.732$. The analysis gives:

| Sum of Squares |  | $D F$ | Variance | $F$ | $1 \%$ Point |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $1-r_{1 p}^{2}$ | 0.738879 | 18 |  |  |  |
| $1-R_{1.23}^{2}$ | 0.464176 | 17 | 0.02730 |  |  |
| Difference | 0.274703 | 1 | 0.2747 | 10.06 | 8.40 |

In this case there was a decided gain in information owing to the separation of the protein into two components.

In the general case to which this method may be applied note that ( $1-r^{2}$ ) represents ( $n^{\prime}-2$ ) degrees of freedom and ( $1-R^{2}$ ), $\left(n^{\prime}-p-1\right)$ degrees of freedom. The difference between the two sums of squares will be represented therefore by $\left(n^{\prime}-2\right)-$ $\left(n^{\prime}-p-1\right)=(p-1)$ degrees of freedom.

## 5. Exercises.

1. For the data in Chapter VI, Table 15, determine the significance of the regression function by means of the analysis of variance, where the flour carotene is taken as the dependent variable.

$$
F=159.5 .
$$

2. For the same data as in Exercise 1 above, test for linearity of regression.

$$
F=3.21 .
$$

3. Apply the test for non-linearity to the data in Table 67 for the relation between loaf volume according to a standard baking formula and the percentage protein of wheat flour. If there is evidence of non-linearity calculate the regression equation and make a graph showing the regression line and the means of the arrays.

TABLE 67
Correlation Surface for Relation Between Protein and Loaf Volume

## Protein in Percentage

$\begin{array}{llllllllll}11.0 & 11.5 & 12.0 & 12.5 & 13.0 & 13.5 & 14.0 & 14.5 & 15.0 & 15.5\end{array}$
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4. For $n^{\prime}=40$, determine the multiple correlation $R_{1.234}$ that is just significant.
5. Determine the significance of the gain in information through the calculation of multiple correlations in the examples given below. For each comparison, state your conclusion in words.

| $n^{\prime}=40$ | $r_{12}=0.7643$ | $R_{1.234}=0.8031$ |
| :--- | :--- | :--- |
| $n^{\prime}=62$ | $r_{12}=0.8744$ | $R_{1.2345}=0.9664$ |
| $n^{\prime}=20$ | $r_{12}=0.7621$ | $R_{1.23}=0.7635$ |
| $n^{\prime}=20$ | $r_{12}=0.7316$ | $R_{1.23456}=0.7329$ |
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## CHAPTER XIV

## NON-LINEAR REGRESSION

1. An Example of Non-Linear Regression. In Chapter XIII, Section 5, Exercise 3, a test for non-linearity was applied to a correlation surface for the relation between protein and loaf volume of wheat flour in a baking experiment. The non-linearity is significant, and on plotting the means of the arrays we find that with increasing protein there is at first a very rapid increase in the loaf volume, but with higher protein flours the increase in loaf volume is slower and finally there are indications that the loaf volume is actually decreasing. Here we have a typical example of non-linearity, and it is obvious that, in such cases, methods for the prediction of values of the dependent variable from specific values of the independent variable cannot be based on a straightline equation.
2. The Correlation Ratio. In cases of non-linear regression the correlation ratio (1) is sometimes used to represent the relation between the two variables. The correlation ratio is defined by

$$
\begin{equation*}
\eta_{\nu x}^{2}=\frac{\Sigma n_{p}\left(\bar{y}_{p}-\bar{y}\right)^{2}}{\Sigma(y-\bar{y})^{2}} \tag{1}
\end{equation*}
$$

and its relation to the correlation coefficient will be obvious from the outline of the analysis of variance of Chapter XIII, Section 2. The correlation coefficient may be defined as follows if we take into account its numerical value only:

$$
\begin{equation*}
r_{\nu x}^{2}=\frac{\Sigma(Y-\bar{y})^{2}}{\Sigma(y-\bar{y})^{2}} \tag{2}
\end{equation*}
$$

and it is clear that in the correlation ratio the numerator contains the sum of squares $\Sigma(Y-\bar{y})^{2}$ plus the sum of squares due to deviations of means of arrays from the regression line. Hence $\eta^{2}$ is always greater than $r^{2}$ unless the means of the arrays fall exactly on the regression line. The correlation ratio measures the total variability of the means of arrays, and this may be due in part either to a linear relation between the variables or to some other type of relation. It does not, however, represent a relation that can be expressed by a mathematical equation, either
linear or curvilinear. The correlation ratio is therefore not a very satisfactory statistic as it cannot be used to predict one variable from another. Its use must be confined to a measurement of the significance of the total variability of the means of the arrays and in this respect must be interpreted in terms of the analysis of variance. Thus in Chapter XIII, Section 2, the analysis of variance test will involve a comparison of the variance between arrays with the variance within arrays.

The popularity of the correlation ratio was occasioned partly by the use of Blakeman's criterion ( $\eta^{2}-r^{2}$ ) as a test for linearity (1). R. A. Fisher (3) has shown that this test is not satisfactory and that the analysis of variance can be used as described in Chapter XIII to provide an accurate test. The correlation ratio as such is therefore not much used at the present time. It may frequently be necessary to apply a test of significance to the variance for the means of arrays in a correlation surface, but this does not necessitate the actual calculation of the correlation ratio. Elaborate methods have been developed for testing the significance of the correlation ratio, but these are now unnecessary as the problem has been completely solved by Fisher's $z$ distribution and the analysis of variance. The test, as we have noted in the previous chapter, is now quite simple.
3. Types of Regression Equations. The procedure in making a critical study of the relation between two variables when this relation is non-linear is to endeavor to find some type of mathematical equation that will give a good fit. This is obviously not always a simple problem as there are a number of types of equations to choose from and in each case the method of making an accurate test of the goodness of fit must be considered. The first step is to examine the trend of the values in the regression graph and from its general characteristics decide as to the type of equation to be used. After the type has been selected the actual equation must be determined by direct methods.

The simple straight-line equation that we have dealt with previously is

$$
Y=\bar{y}+\dot{b}_{y z}(x-\bar{x})=\bar{y}-b_{y x} \bar{x}+b_{y x} x
$$

and since $\bar{y}-b_{y x} \bar{x}$ is a constant we can write this equation in the form

$$
Y=c_{0}+c_{1} x
$$

where $c_{0}=y-b_{y x} \bar{x}$ and $c_{1}=b_{y x}$, the regression coefficient. This is a convenient form with which to represent the various kinds of regression equations, which in general are of two types: (1) polynomials, and (2) logarithmic. Typical examples are as follows:

$$
\begin{gathered}
\text { Polynomials } \\
Y=c_{0}+c_{1} x \\
Y=c_{0}+c_{1} x+c_{2} x^{2} \\
Y=c_{0}+c_{1} x+c_{2} x^{2}+c_{8} x^{3} \\
\text { etc. }
\end{gathered}
$$

Logarithmic

$$
\begin{aligned}
Y= & c_{0}+c_{1} \log x \\
\log Y= & c_{0}+c_{1} x \\
\log Y= & c_{0}+c_{1} \log x \\
& \text { etc. }
\end{aligned}
$$

Of the polynomials the first is the simple straight-line equation, the second is the simple parabola or quadratic, and the third is the cubic. The simple parabola has only one maximum or minimum point, and there are no points of inflection. The cubic has both a maximum and a minimum point and one point of inflection. Curves of higher degree have more maximum and minimum points and tend to twist oftener and more rapidly. A most interesting characteristic of the polynomial equations is one that has already been noted in Chapter XII, in dealing with the separation of sums of squares corresponding to individual degrees of freedom. The effects represented by the polynomials of different degree are independent, and we refer to them as the orthogonal polynomials. This property is of particular value in curve fitting as it simplifies materially the problem of testing the goodness of fit at each stage of fitting.

Logarithmic curves may be regarded as modifications of the other types. Thus the straight-line equation $Y=c_{0}+c_{1} x$ may be changed to a logarithmic equation by replacing $x$ by $\log x$. The result of this change is a crowding together of the $x$ ordinates farthest away from zero. A straight line with a positive slope is changed therefore to a curved line which has a very decided slope at the origin but changes rapidly as $x$ increases and reaches a point finally where the slope is fairly constant but much less than that of the original straight line. Logarithmic curves, in addition, cannot be used to represent negative values, and in this respect are therefore much more limited in their application than the polynomials.

The characteristics of the different types of equations are most easily learned by working out the $Y$ values for some imaginary equations and plotting the curves on graph paper.
4. A General Method of Fitting Polynomials. With the data such as those of Table 67, Chapter XIII, before us in the form of a correlation surface, we may inquire as to the possibility of expressing the relation between protein and loaf volume by some simple mathematical equation, the end result of our inquiry being to obtain the best method available for predicting the loaf volume that will be obtained from the flours of a given protein content. The selection of the best type of equation is fairly easy in this case. First we prepare a graph of the means of the $y$ arrays as in Fig. 12, connecting the points with a dotted
line. The general trend of the points seems to follow fairly closely the first half of the second degree parabola, or of the portion of a thirddegree curve up to the maximum point. There is very little resemblance to a logarithmic curve as the first portion of it is nearly straight and with


Fig. 12.-Graph of means of $y$ arrays; data of Table 67.
a greater curvature towards the end. Of course polynomials of higher degree may give a better fit than those of the second degree or third degree, and the problem resolves itself therefore into the selection of a polynomial that will give the greatest degree of precision in predicting $y$ from particular values of $x$.

## SELECTION OF EQUATION GIVING THE BEST FIT

The problem of selecting an equation of the degree that gives the greatest precision for prediction purposes is of paramount importance in curve fitting and one which may easily be overlooked in a maze of technical details leading to the fitting of curves of a high order. Unless we can be sure that a curve fits better than a straight line it would be better not to use the curve. In certain cases the improvement in fit due to one equation over another is clearly visible by inspection, but this is certainly not generally true. For example, in comparing second and third-degree curves, the latter often appear to fit better than the former, but a critical test may show that the situation is definitely otherwise.

In the methods of curve fitting described below, particular attention is given to the problem of determining goodness of fit. We begin by fitting a straight line or a curve of low degree and follow up with additional stages of fitting. At each stage one degree of freedom is utilized in fitting, and the variance represented by this degree of freedom is tested against the error of regression. As a general rule, when a curve has been obtained that passes reasonably well through the points, and if in making use of an additional degree of freedom there is no gain in precision, the curve of lower degree fitted previously is taken as giving the best fit.

## METHOD

The fitting of polynomials is an application of the method of least squares. Where $Y$ represents the values of $y$ estimated from the regression equation for given values of $x$, the type regression equation is as follows:

$$
\begin{equation*}
Y=c_{0}+c_{1} x+c_{2} x^{2}+\cdots+c_{m} x^{m} \tag{3}
\end{equation*}
$$

and consequently the error of estimation is given by

$$
\begin{equation*}
\Sigma(y-Y)=\Sigma\left(y-c_{0}-c_{1} x-c_{2} x^{2}-\cdots-c_{m} x^{m}\right)^{2} \tag{4}
\end{equation*}
$$

The best values for substitution in the equation for $c_{0}, c_{1}, c_{2}, \cdots c_{m}$ are taken as those that give a minimum value to $\Sigma(y-Y)^{2}$. Minimizing the expression on the right in (4) we obtain a set of $m+1$ simultaneous equations, where $m+1$ is the number of unknowns and $m$ is the highest power of $x$ in the polynomial equation to be derived. These simultaneous equations are known as the normal equations, owing to the symmetrical nature of the coefficients. For the general case they are as follows, where $x$ and $y$ are measured from their means:

$$
\begin{array}{cccc}
n^{\prime} c_{0}+\Sigma(x) c_{1} & +\Sigma\left(x^{2}\right) c_{2} & +\cdots+\Sigma\left(x^{m}\right) c_{m} & =\Sigma(y) \\
\Sigma(x) c_{0}+\Sigma\left(x^{2}\right) c_{1} & +\Sigma\left(x^{3}\right) c_{2} & +\cdots+\Sigma\left(x^{m+1}\right) c_{m} & =\Sigma(x y) \\
\Sigma\left(x^{2}\right) c_{0}+\Sigma\left(x^{3}\right) c_{1} & +\Sigma \Sigma\left(x^{4}\right) c_{2} & +\cdots+\Sigma\left(x^{m+2}\right) c_{m} & =\Sigma\left(x^{2} y\right)  \tag{5}\\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\Sigma & \cdot & \cdot & \cdot \\
\Sigma\left(x^{m}\right) c_{0}+\Sigma\left(x^{m+1}\right) c_{1}+\Sigma\left(x^{m+2}\right) c_{2}+\cdots+\Sigma\left(x^{2 m}\right) c_{m} & =\Sigma\left(x^{m} y\right)
\end{array}
$$

The symmetrical nature of the coefficients allows for a method of solution commonly known as the Doolittle method wherein the total amount of calculation involved is very considerably reduced as compared with the ordinary method of solving a set of simultaneous equations. After $c_{0}, c_{1}, c_{2}, \cdots c_{m}$ have been solved for, the setting up of the
regression equation is merely a matter of substituting the values of these statistics in equation (3)

## testing the goodness of fit

The method of testing the significance of the variance corresponding to each degree of freedom used in fitting is merely an extension of the method described in Chapter XIII for testing the significance of a straight-line regression function.

Let $R_{0}=\Sigma(y-\bar{y})^{2}, R_{1}=\Sigma\left(y-Y_{1}\right)^{2}$, and $\Sigma\left(Y_{1}-\bar{y}\right)^{2}$ is the sum of squares due to the regression function for one degree of fitting. The analysis is of the form:

|  | SS | D F |
| :---: | :---: | :---: |
| Regression function First residual........ | $\begin{aligned} & \Sigma\left(Y_{1}-\bar{y}\right)^{2} \\ R_{1}= & \Sigma\left(y-Y_{1}\right)^{2} \end{aligned}$ | $\stackrel{1}{n^{\prime}-2}$ |
| Total. | $R_{0}=\Sigma(y-\bar{y})^{2}$ | $n^{\prime}-1$ |

If a second statistic is fitted the residual $R_{1}$ will be reduced by an amount equal to the difference between the sums of squares for the two regression functions, i.e., by $\Sigma\left(Y_{2}-\bar{y}\right)^{2}-\Sigma\left(Y_{1}-\bar{y}\right)^{2}$, which for convenience we will put equal to $\Sigma\left(Y_{1}-Y_{2}\right)^{2}$. The new residual may be represented by $R_{2}$, and the analysis will be:

|  | SS | D F |
| :---: | :---: | :---: |
| Difference, regression functions. <br> Residual | $\underset{R_{2}}{\Sigma\left(Y_{1}-Y_{2}\right)^{2}}$ | $\stackrel{1}{n^{\prime}-3}$ |
| First residual..... | $R_{1}$ | $n^{\prime}-2$ |

Obviously this process can be continued indefinitely, providing at each stage a test of the significance of the additional statistic fitted in the regression equation. Isserliss has shown how the sums of squares for each regression coefficient can be obtained simultaneously with the solution of the equations for the unknowns. His method involves solving for the regression coefficients $c_{0}, c_{1}, \cdots c_{m}$, by means of algebraical formulae, and since this method appears to be somewhat laborious, the work in the following examples is performed in tables by a technique
similar to that used in solving the equations for partial regression and correlation coefficients. It is shown also how the sums of squares required for the tests of significance may be obtained directly from these tables.

The analysis of variance test as used here should not be confused with the test for non-linearity as described in Chapter XIII. The regression straight line may not be a good fit, but, if it is a better fit than the horizontal line representing the mean of $y$, the test we use here will show it to be significant. At the same time, the test for non-linearity will indicate significant deviations of the means of the $y$ arrays from the regression line. As a matter of fact, after fitting a straight line it is desirable to apply the test for linearity. If there is no evidence of non-linearity there is no object in proceeding to the fitting of a curve of higher degree.

Example 44. For this example we shall use the data of Table 67 and fit polynomials by successive stages up to the third degree.

The first step in the procedure of fitting regression lines is to obtain the values of the coefficients for the normal equations. These are best obtained as in Table 68, which is divided into sections, each section representing the data necessary for calculating one additional constant. Thus Section $A$ is necessary for fitting a straight line; if we wish to fit a second-degree curve we proceed with Section $B$, and so forth. This is continued until it is obvious that further fitting is unnecessary. In actual practice we will probably not have to go beyond fitting to the third degree.

Note that the actual classes for both $y$ and $x$ are replaced by $1,2,3, \ldots 9$. This reduces the labor a great deal, and, when the $Y$ values have finally been calculated for drawing the curve, they may be converted to actual values by the method described in Chapter II, Section 8, for converting means; or the whole equation may be converted to actual values by methods similar to those described in Chapter VI, Section 5.

The easiest method for calculating the sum of the powers of $x$ is by continuous multiplication. First, $N_{x y} x$ is calculated for each array, and to obtain the figures in $N_{x y} x^{2}$ we simply multiply each of the $N_{x y} x$ values by $x$. When we reach the last column of one section it is good practice to check this column using a table of powers of $x$. This checks all the previous calculations of the powers of $x$.

Having carried out the calculations as in Table 68, Section A, we write the normal equations for fitting a straight line. For the general case these are

$$
\begin{align*}
n^{\prime} c_{0}+\Sigma(x) c_{1} & =\Sigma(y) \\
\Sigma(x) c_{0}+\Sigma\left(x^{2}\right) c_{1} & =\Sigma(x y) \tag{6}
\end{align*}
$$

and substituting the actual coefficients we have

$$
\begin{aligned}
& 164 c_{0}+851 c_{1}=1014 \\
& 851 c_{0}+5181 c_{1}=5695
\end{aligned}
$$

TABLE 68
Calculation of Coefficients for Fitting a Polynomial up to the Third Degree

Section A

| $y$ | Frequency of $y$ for $x$ Arrays $N_{\nu x}$ | Totals for $y$ Arrays $T_{\nu x}$ | Means <br> for $y$ <br> Arrays <br> $\bar{y}_{x}$ | $x$ | Frequency of $x$ for $y$ Arrays $N_{x y}$ | $N_{x y} x$ | $N_{x y} x^{2}$ | $\left\lvert\, \begin{aligned} & x T_{y x}= \\ & N_{x y} x \bar{y}_{x} \end{aligned}\right.$ | $T_{y x}^{2} / N_{x y}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 13 | 2.6000 | 1 | 5 | 5 | 5 | 13 | 338000 |
| 2 | 2 | 43 | 3.3077 | 2 | 13 | 26 | 52 | 86 | 142.2308 |
| 3 | 12 | 115 | 50000 | 3 | 23 | 69 | 207 | 345 | 575.0000 |
| 4 | 11 | 137 | 59565 | 4 | 23 | 92 | 368 | 548 | 816.0435 |
| 5 | 13 | 234 | 6.6857 | 5 | 35 | 175 | 875 | 1170 | 1564.4571 |
| 6 | 50 | 100 | 66667 | 6 | 15 | 90 | 540 | 600 | 666.6667 |
| 7 | 45 | 115 | 7.1875 | 7 | 16 | 112 | 784 | 805 | 826.5625 |
| 8 | 22 | 199 | 7.6538 | 8 | 26 | 208 | 1664 | 1592 | 1523.1154 |
| 9 | 7 | 44 | 7.3333 | 9 | 6 | 54 | 486 | 396 | 322.6667 |
| 10 | 1 | 14 | 7.0000 | 10 | 2 | 20 | 200 | 140 | 98.0000 |
|  | 164 | 1014 |  |  | 164 | 851 | 5181 | 5695 | 6568.5427 |


| Section B |  |  | Section C |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{x y} x^{3}$ | $N_{x y} x^{4}$ | $\begin{aligned} & x^{2} T_{y x}= \\ & N_{x y} x^{2} \bar{y}_{x} \end{aligned}$ | $N_{x y} x^{5}$ | $N_{x y} x^{6}$ | $\begin{aligned} & x^{3} T_{y x}= \\ & N_{x y} x^{3} \bar{y}_{x} \end{aligned}$ |
| 5 | 5 | 13 | 5 | 5 | 13 |
| 104 | 208 | 172 | 416 | 832 | 344 |
| 621 | 1,863 | 1,035 | 5,589 | 16,767 | 3,105 |
| 1,472 | 5,888 | 2,192 | 23,552 | 94,208 | 8,768 |
| 4,375 | 21,875 | 5,850 | 109,375 | 546,875 | 29,250 |
| 3,240 | 19,440 | 3,600 | 116,640 | 699,840 | 21,600 |
| 5,488 | 38,416 | 5,635 | 268,912 | 1,882,384 | 39,445 |
| 13,312 | 106,496 | 12,736 | 851,968 | 6,815,744 | 101,888 |
| 4,374 | 39,366 | 3,564 | 354,294 | 3,188,646 | 32,076 |
| 2,000 | 20,000 | 1,400 | 200,000 | 2,000,000 | 14,000 |
| 34,991 | 253,557 | 36,197 | 1,930,751 | 15,245,301 | 250,489 |

Summary of Coefficients

| Section A | Section B | Section C |
| :---: | :---: | :---: |
| $n^{\prime}=164$ | $\Sigma\left(x^{3}\right)=34,991$ | $\Sigma\left(x^{5}\right)=1,930,751$ |
| $\Sigma(x)=851$ | $\Sigma\left(x^{4}\right)=253,557$ | $\Sigma\left(x^{6}\right)=15,245,301$ |
| $\Sigma(y)=1,014$ | $\Sigma\left(x^{2} y\right)=36,197$ | $\Sigma\left(x^{3} y\right)=250,489$ |
| $\Sigma\left(x^{2}\right)=5,181$ |  |  |
| $\Sigma(x y)=5,695$ |  |  |
| $\Sigma\left(T_{y x}^{2} / N_{x y}=6,568.54\right.$ |  |  |
| $\Sigma(y-\bar{y})^{2}=428.512$ |  |  |

The solution of these equations is carried out as in Table 69, the method being identical with that described in Chapter VIII for partial regression and correlation coefficients. Note the "check sum" column, which is used for checking the calculations as you proceed, and in addition the "check line" just below the "reverse," that gives a complete check on all the calculations including those in the reverse. In Table 69 the check line is obtained as follows:

$$
164 \times 3.244,175+851 \times 0.566,340=1014
$$

It is merely a substitution of the statistics $c_{0}$ and $c_{1}$ in the first equation of (6).
At the foot of Table 69 we have the analysis of variance for testing the significance of the degree of freedom due to the regression straight line. $R_{0}=\Sigma(y-\bar{y})^{2}$ is obtained from Table 68, using the equality

$$
\Sigma(y-\bar{y})^{2}=\Sigma\left(y^{2}\right)-\frac{T_{\nu}^{2}}{n^{\prime}}
$$

$\Sigma\left(Y_{1}-\bar{y}\right)^{2}$ is then obtained from the solution of the normal equations by multiplying the figure in line 5 , column $1(5,1)$, by the square of the figure in line 6 , column $K(6, K)^{2}$. The difference is the sum of squares $\Sigma\left(y-Y_{1}\right)^{2}=R_{1}$, and may be taken to represent the error of regression and is therefore appropriate for testing the significance of the variance due to the regression line. In the example, we find that the regression is decidedly significant but we proceed to the second stage in order to determine whether or not greater accuracy can be obtained.

Proceeding to the fitting of a polynomial of the form $Y=c_{0}+c_{1} x+c_{2} x^{2}$, we write the normal equations

$$
\begin{align*}
n^{\prime} c_{0}+\Sigma(x) c_{1}+\Sigma\left(x^{2}\right) c_{2} & =\Sigma(y) \\
\Sigma(x) c_{0}+\Sigma\left(x^{2}\right) c_{1}+\Sigma\left(x^{3}\right) c_{2} & =\Sigma(x y)  \tag{7}\\
\Sigma\left(x^{2}\right) c_{0}+\Sigma\left(x^{3}\right) c_{1}+\Sigma\left(x^{4}\right) c_{2} & =\Sigma\left(x^{2} y\right)
\end{align*}
$$

and the necessary data for solving the equations are obtained as in section $B$ of Table 68. The solution of the equations is performed according to Table 70, and note that in this table columns ( 0 ) and (1) can be copied directly from Table 69, and column $K$ can be copied as far as line 6. The reverse and the check line are calculated in the usual way. For the analysis of variance $R_{1}$ is brought forward from Table 69, and $\Sigma\left(Y_{1}-Y_{2}\right)^{2}$ is calculated by multiplying (10,2) by ( $\left.11, K\right)^{2}$, where the numbers in

## TABLE 69

Solution of Normal Equations for Fitting a Straight Line

the brackets correspond to line and column respectively. The difference between the two sums of squares is $R_{2}$, which can now be taken to represent the error of regression. In the example we find that the variance due to the additional degree of freedom used in calculating the second-degree curve is quite significant, so we can conclude that a real gain in precision has been made.

If the method of procedure up to this point has been thoroughly understood it will be found that the fitting of additional statistics can be carried forward without difficulty. The work involved in fitting to the third degree in the present example has been performed in Table 71. Note that the columns 0 , 1 , and 2, can be copied directly from previous calculations and that column $K$ can be copied as far as line 11.

The analysis of variance indicates that the variance due to the additional degree of freedom used in fitting a polynomial of the third degree is insignificant. It is, in fact, less than the variance due to error of regression. The conclusion is that the third-degree curve, although it fits the data satisfactorily, is less useful for predicting loaf volume from protein than the second-degree curve. In making use of another degree of freedom to determine a new regression function, precision has actually been lost.
TABLE 70

| Line | 0 | 1 | 2 | $K$ | Sum |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 2 | $\begin{aligned} & 164 \\ & -1.0000 \end{aligned}$ | $\begin{aligned} & 851 \\ & -5.189,024 \end{aligned}$ | $\begin{aligned} & 5,181 \\ & -31.591,46 \end{aligned}$ | $\begin{aligned} & 1,014 \\ & -6.182,927 \end{aligned}$ | $\begin{aligned} & 7,210 \\ & -43.96341 \end{aligned}$ |
| 3 4 5 6 |  | $\begin{array}{r} 5181 \\ -4415.8594 \\ 765.1406 \\ -1.0000 \end{array}$ | $\begin{array}{r} 34,991 \\ -26,884.333 \\ 8,106.667 \\ -10.595 \end{array}$ | $\begin{array}{r} 5,695 \\ -5,261.6703 \\ 433.3297 \\ -0.566,340 \end{array}$ | $\begin{aligned} & 46,718 \\ & 37,412.86 \\ & 9,035.14 \\ & -12.16135 \end{aligned}$ |
| 7 8 9 10 11 |  |  | $\begin{array}{r} 253,557 \\ -163,675.35 \\ -85,890.14 \\ 3,991.51 \\ -1.000 \end{array}$ | $\begin{array}{r} 36,197 \\ -32,033.740 \\ -4,591.128 \\ -427.868 \\ 0.107,194 \end{array}$ | $\begin{array}{r} 329,926 \\ -227,774.43 \\ -98,587.96 \\ 3,563.61 \end{array}$ |
| $\begin{array}{lll}  & \Phi \\ c_{2}=-0.107,194 & 0 \\ c_{1} & 1 \\ c_{1}=+1.702,060 & \stackrel{0}{0} & 2 \\ c_{0}=+0.737,312 & \text { 世4 } & 3 \end{array}$ | +0.737,312 | $\begin{aligned} & +1.702,060 \\ & -8.832,030 \end{aligned}$ | $\begin{array}{r} -0.107,194 \\ +1.135,720 \\ +3.386,415 \end{array}$ | $\begin{array}{r} -0.107,194 \\ +0.566,340 \\ +6.182,927 \end{array}$ |  |
| Check | 120.9192 | +1448.4531 | -555.3721 | $=1014.0002$ |  |
|  | $S$ (sq.) | D F | Variance | $F$ | 5\% Point |
| $\begin{aligned} & R_{1} \\ & (10,2) \times(11, K)^{2} \\ & R_{2} \end{aligned}$ | $\begin{array}{r} 183.100 \\ 45.865 \\ 137.235 \end{array}$ | 162 1 161 | $\begin{aligned} & 45.86 \\ & 0.8524 \end{aligned}$ | 53.8 | 3.90 |

TABLE 71

5. Fitting Logarithmic Curves. The procedure is best illustrated by means of an example.

Example 45. The data given in Table 72, and presented graphically in Fig. 13, were obtained in a study by Geddes (4), of the effect of time of heating on the baking quality of wheat flour.


Fig. 13.-Relation between time of heating and baking quality of wheat flour.
From an examination of Fig. 13 it is obvious that a straight line cannot give a good fit to the results. It is also obvious by inspection that a polynomial cannot be expected to give a good fit as the curve tends to flatten out and run parallel to the

TABLE 72
Influence of the Time of Heating at $170^{\circ}$ F. on the Baking Quality of Straight Grade Flour

| Time in Hours | Baking Quality <br> Single Feature Estimate |
| :---: | :---: |
| 0.25 | 93 |
| 050 | 71 |
| 0.75 | 63 |
| 1.0 | 54 |
| 1.5 | 43 |
| 2.0 | 38 |
| 3.0 | 29 |
| 4.0 | 26 |
| 6.0 | 22 |
| 8.0 | 20 |

zero axes at both ends. From $x=0$ to $x=4$, the curve might be fitted fairly well by a second-degree polynomial, but as $x$ increases from that point, the curve flattens out and runs almost parallel to the $x$ axis. This is typical of logarithmic curves and
decidedly not typical of polynomials. We decide therefore that a logarithmic curve will give the best fit.

The next step is to examine the three principal types of logarithmic curves, as given on page 221, and make a preliminary determination of their goodness of fit to the results by plotting the three pairs of variables, $y$ and $\log y, \log y$ and $x, \log y$ and $\log x$, against each other in a rough graph and noting which of the three give points that fall most nearly in a straight line. As illustrated in Fig. 14, the set of points falling most nearly in a straight line are those given by $\log y$ and $\log x$, so we proceed to fit a curve of the type $\log Y=c_{0}+c_{1} \log x$.

The calculations, using $\log y$ and $\log x$ as variables, are exactly the same as in fitting a straight line. These are given in Tables 73 and 74, together with the analysis of variance to determine the significance of the fit of the regression line.


Fig. 14.-Result of preliminary test to determine the logarithmic equation giving the best fit to the data of Table 72.

Note that the goodness of fit is determined on the basis of the logarithms of $y$ and $Y$, and not on the basis of the actual values. Thus the error of regression is given by $\Sigma(\log y-\log Y)^{2}$. This can be taken as a general rule, i. e., that when the regression equation gives logarithmic values, the test of goodness of fit must be in terms of the logarithms estimated. It arises from the fact that logarithms express the relative differences between numbers and not their absolute differences. With two numbers such as $a$ and $b$, their absolute difference is $a-b$, but $\log a-\log b$ is $\log a / b$, and if $a$ and $b$ are variables and a given percentage increase in $a$ results in a similar percentage increase in $b, \log a / b$ is constant and the relation between the logarithms can be expressed by a straight-line equation. To test this fact it is essential that we deal with logarithms throughout and not with actual values.

For graphical purposes it is suitable to express the results of fitting a logarithmic equation as in Fig. 15, where the actual values of $x$ are plotted against the antilogarithms of $\log Y$, and a smooth curve drawn through the points. The small circles in Fig. 15 represent the original values of $y$ and $x$.


Fig. 15.-Logarithmic curve for the equation
$\log Y=c_{0}+c_{1} \log x$,
fitted to the data of Table 72.

TABLE 73
Calculation of Coefficients for the Curve Log $Y=c_{0}+c_{1} \log x$

| $x$ <br> Time in Hours | $y$ Baking Quality | $\begin{aligned} & x_{1} \\ & =\log x \end{aligned}$ | $=\stackrel{y_{1}}{\log y}$ | Log $Y$ | $\boldsymbol{Y}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | 93 | -0.6021 | 1.9685 | 1.9937 | 98.6 |
| 0.50 | 71 | -0.3010 | 1.8513 | 1.8528 | 712 |
| 0.75 | 63 | -0.1249 | 1.7993 | 1.7704 | 589 |
| 1.0 | 54 | 0.0000 | 1.7324 | 1.7120 | 515 |
| 1.5 | 43 | 0.1761 | 1.6355 | 1.6296 | 42.6 |
| 2.0 | 38 | 0.3010 | 1.5798 | 1.5711 | 37.2 |
| 3.0 | 29 | 0.4771 | 1.4624 | 1.4887 | 30.8 |
| 4.0 | 26 | 0.6021 | 1.4150 | 1.4302 | 26.9 |
| 6.0 | 22 | 0.7782 | 1.3424 | 1.3478 | 223 |
| 8.0 | 20 | 0.9031 | 1.3010 | 1.2893 | 19.5 |
| $\begin{aligned} & \Sigma\left(x_{1}\right)=2.209,600 \\ & \Sigma\left(x_{1}{ }^{2}\right)=2.601,671 \\ & \Sigma\left(y_{1}\right)^{*}=6.085,600 \\ & \Sigma\left(x_{1} y_{1}\right)=0.355,642,8 \end{aligned}$ |  |  | $\Sigma\left(y_{1}\right)^{2} \quad=4.169,362$ |  |  |
|  |  |  | $\left[\Sigma\left(y_{1}\right)\right]^{2} / 10=3.703,453$ |  |  |
|  |  |  | $\Sigma(y-\bar{y})^{2}=0.465,909=R_{0}$ |  |  |
|  |  |  |  |  |  |

* $y_{1}$ coded by subtracting 1 .


## TABLE 74

Calculation of Statistics and Test of Goodness of Fit for the Curve $\log Y=\infty+c_{1} \log x$

|  | Line | 0 | 1 | $K$ | $S$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 2 | $\begin{gathered} 10 \\ -1.0 \end{gathered}$ | $\begin{gathered} 2.2096 \\ -0.22096 \end{gathered}$ | $\begin{gathered} 6.0856 \\ -0.60856 \end{gathered}$ | $\begin{gathered} 18.2952 \\ -1.82952 \end{gathered}$ |
|  | 3 4 5 6 |  | $\begin{array}{r} 2.60167 \\ -0.48823 \\ 2.11344 \\ -1.0000 \end{array}$ | $\begin{gathered} 0.355,643 \\ -1.344,674 \\ -0.989,031 \\ 0.46797 \end{gathered}$ | $\begin{array}{r} 5.16691 \\ -4.04251 \\ 1.12440 \end{array}$ |
| $\begin{aligned} & c_{1}=-0.46797 \\ & c_{0}=+0.71196 \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \end{aligned}$ | +0.71196 | $\begin{aligned} & -0.46797 \\ & +0.10340 \end{aligned}$ | $\begin{aligned} & -0.46797 \\ & +0.60856 \end{aligned}$ |  |
| Check Line |  | 7.1196 | -1.0340 | $=6.0856$ |  |
| $S$ (sq.) |  | D F | Variance | $F$ | 1\% Point |
| $\begin{aligned} R_{0} & =0.465,909 \\ (5,1) \times(6, K)^{2} & =0.462,835 \\ R_{1} & =0.003,074 \end{aligned}$ |  | $\begin{aligned} & 9 \\ & 1 \\ & 8 \end{aligned}$ | $\begin{aligned} & 0.4628 \\ & 0.000384 \end{aligned}$ | 1205 | 11.26 |

Equation $\log Y=1.71196-0.46797 \log x$.
6. Fisher's Summation Method of Fitting Polynomials. When the $y$ values are, or can be assumed to be, of equal weight and are given for equal intervals ${ }^{1}$ of $x$, the method of fitting polynomials developed by R. A. Fisher provides a very decided short cut from the actual to the theoretical polynomial values. The arithmetical labor is likewise easy as it consists largely of a process of continuous summation. The procedure will be illustrated by an example.

A summary of formulae for fitting polynomials is given below, and in Tables 79, 80, and 81 the constant factors in the formulae have been calculated for $n=5$ to 20 and $r=0$ to 6 , where $r$ represents the degree of fitting.

[^10]Summary of Formulae for Fitting Polynomials by the Summation Method

1. $S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6} \cdots S_{r+1}$ (by summation)
2. $a=\frac{1}{n} S_{1}$

$$
a^{\prime}=a
$$

$$
\begin{aligned}
b & =\frac{2}{n(n+1)} S_{2} & b^{\prime}=a-b \\
c & =\frac{6}{n(n+1)(n+2)} S_{3} & c^{\prime}=a-3 b+2 c
\end{aligned}
$$

$$
d=\frac{24}{n(n+1) \cdots(n+3)} S_{4} \quad d^{\prime}=a-6 b+10 c-5 d
$$

$$
e=\frac{120}{n(n+1) \cdots(n+4)} S_{5} \quad e^{\prime}=a-10 b+30 c-35 d+14 e
$$

$$
f=\frac{720}{n(n+1) \cdots(n+5)} S_{0} \quad f^{\prime}=a-15 b+70 c-140 d+126 e-42 f
$$

$$
=\frac{12.3 \cdots(r+1)}{n(n+1) \cdots(n+r)} S_{r+1} \quad \begin{aligned}
& \text { where the rule for the formation of the coeffi- } \\
& \text { cients is to multiply successively by } \\
& \frac{r(r+1)}{1.2}, \frac{(r-1)(r+2)}{2.3}, \frac{(r-2)(\mathrm{r}+3)}{3.4}
\end{aligned}
$$

and so on, until the series terminates.
3.

## Coefficients

$$
\begin{array}{rl}
Y_{1} & =+1 \times\left(a^{\prime}+3 b^{\prime}+5 c^{\prime}+7 d^{\prime}+9 e^{\prime}+11 f^{\prime}\right) \\
1 & 1 \\
3 & 3 \\
5 & 5 \\
\hline
\end{array}
$$

Each formula is seen to be composed of two parts that are best calculated separately. For the component on the right Fisher gives the coefficients for fitting curves to the tenth degree. They are reproduced here for fitting up to the fifth degree. The factors on the left are of
alternate positive and negative signs and in generalized form are as follows:
$\frac{-2.3}{n-1}, \frac{3.4 .5}{(n-1)(n-2)}, \frac{-4.56 .7}{(n-1)(n-2)(n-3)}, \cdots+\frac{(r+1)(r+2) \cdots(2 r+1)}{(n-1)(n-2) \cdots(n-4)}$

## 4. Polynomial values $Y_{1} Y_{2} Y_{3}$, etc., by process of summation. ${ }^{1}$

Example 46. The $y$ values in Table 75 represent the percentages of cars of smutty wheat graded at Winnipeg, Manitoba, for the years 1925 to 1933 (6). The $x$ values are therefore years and can be replaced by the numerals 1 to 9 . We shall use these data in order to show the procedure of fitting a curve of the fifth degree. Such a curve would probably be of very little practical value for analyzing data of this kind but it is quite suitable as a numerical example. Summing the $y$ values from top to bottom we write down the sum showing on the machine after each value is added. This process is repeated in succeeding columns, the sums of the columns being designated $S_{1}, S_{2}$, etc., and if we are fitting a curve to the fifth degree we must go as far as $S_{6}$. At this point the summations must be very carefully checked. This is accomplished simply by adding all the columns and noting that the last figure in any one column must correspond with the sum of the column on the left.

The second step is to calculate values that are denoted by the letters $a, b, c, d, e$, $f$, and from these obtain $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}$, and $f^{\prime}$. The formulae for these calculations are given on page 235. In our example we have

$$
\begin{array}{lll}
a=53.1 / 9 & =5.900,000 & a^{\prime}=5.900,000 \\
b=253.3 / 45 & =5.628,889 & b^{\prime}=0.271,111 \\
c=790.8 / 165=4.792,727 & c^{\prime}=-1.401,213 \\
d=2020.8 / 495=4.082,424 & d^{\prime}=-0.358,184 \\
e=4577.5 / 1287=3.556,721 & e^{\prime}=0.302,174 \\
f=9543.6 / 3003=3.178,022 & f^{\prime}=0.088,117
\end{array}
$$

The third step is the calculation of $Y_{1}$ the polynomial value of $y$ corresponding to $x=9$, and five other values known as the first, second, third, fourth, and fifth differences. From $Y_{1}$ and the differences represented by the symbols

$$
D^{1} Y_{1}, D^{2} Y_{1}, D^{3} Y_{1}, D^{4} Y_{1}, D^{5} Y_{1}
$$

the polynomial values are built up by a process of summation as illustrated in Table 76. For $Y$ and the differences we get

$$
\begin{aligned}
& Y_{1}=1.000,000 \times 0.888,833=0.888,833 \\
& D^{1} Y_{1}=-0.750,000 \times 2.162,125=-1.621,594 \\
& D^{2} Y_{1}=1.071,428 \times 11.035,206=11.823,429 \\
& D^{3} Y_{1}=-2.500,000 \times 6.238,530=-15.596,325 \\
& D^{4} Y_{1}=9.000,000 \times 1.271,461=11.443,149 \\
& D^{5} Y_{1}=-49.500,000 \times 0.088,117=-4.361,792
\end{aligned}
$$

${ }^{1}$ If necessary the actual equation may be written. Details of the calculations are given by Snedecor in "Statistical Methods."

The summation process as illustrated in Table 76 is started in the lower righthand corner. Beginning with $D^{4} Y_{1}$ we add successively the value of $D^{5} Y_{1}$. The other columns are then built up merely by starting with the first figure at the bottom and adding the figures in the same row in the column to the right. The values in the last column on the left are the calculated polynomial values of $y$. Note that in the second column only five values are required but we require one more in each column as we proceed to the left and also that if only two decimal places are required for the polynomial values the number of decimal places are reduced by one for each column after the second. A final check on all the work following the calculation of $S_{1}, S_{2}, \cdots S_{6}$ is to add the last column. This should give us $S$, the total for all the values of $y$.

The summation method is particularly well adapted to fitting by successive stages and to the application of the analysis of variance at each stage. Assuming at the outset that fitting wiil probably be carried to the fifth degree we first calculate $S_{1}, S_{2} \cdots S_{6}$ as in Table 75 and the constants $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}$. For each stage of fitting we require only $Y_{1}$ and the corresponding differences. If desirable we can determine the significance of each degree of frecdom used in fitting before we go to the trouble of actually calculating the polynomial values and in this way save ourselves the labor of calculations that are not going to be of any value. The formulae for the sums of squares represented by each additional degree of freedom used in fitting are as follows:

| Degree of Fitting ( $r$ ) | Sum of Squares |  |
| :---: | :---: | :---: |
| 0 | $S_{1}^{2} / n$ | $n a^{\prime 2}$ (Represents fitting of the mean) |
| 1 | $\Sigma\left(y-Y_{1}\right)^{2}$ | $3 \frac{n(n+1)}{(n-1)} b^{\prime 2}$ |
| 2 | $\Sigma\left(Y_{1}-Y_{2}\right)^{2}$ | $5 \frac{n(n+1)(n+2)}{(n-1)(n-2)} c^{\prime 2}$ |
| 3 | $\Sigma\left(Y_{2}-Y_{3}\right)^{2}$ | $7 \frac{n(n+1) \cdots(n+3)}{(n-1)(n-2)(n-3)} d^{2}$ |
| 4 | $\Sigma\left(Y_{3}-Y_{4}\right)^{2}$ | $9 \frac{n(n+1) \cdots(n+4)}{(n-1)(n-2) \cdots(n-4)} e^{\prime 2}$ |
| 5 | $\Sigma\left(Y_{4}-Y_{5}\right)^{2}$. | $11 \frac{n(n+1) \cdots(n+5)}{(n-1)(n-2) \cdots(n-5)} f^{\prime 2}$ |
| - | - | - |
| - | . | . |
| $r$ | $\Sigma\left(Y_{r-1}-Y_{r}\right)^{2}(2$ | $(2 r+1) \frac{n(n+1) \cdots(n+r)}{(n-1)(n-2) \cdots(n-r)}(\text { constant })^{2}$ |

For the exarrple that has already been fitted to the fifth degree the sums of squares and corresponding analyses of variance are given in Table 77. After fitting to the second degree there is no further gain in precision, consequently in actual practise
we would proceed direct to the calculation of the polynomial values for a seconddegree curve. This calculation is given at the foot of Table 77.

TABLE 75
Calculation of $S_{1}, S_{2}, S_{3}, S_{4}, S_{5}$, and $S_{6}$ for Fitting a Polynomial of the Fifth Degree by the Summation Method

| $y$ |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |
| 1 | 2.2 | 2.2 | 2.2 | 2.2 | 2.2 | 2.2 |
| 2 | 1.2 | 3.4 | 5.6 | 7.8 | 10.0 | 12.2 |
| 3 | 2.6 | 6.0 | 11.6 | 19.4 | 29.4 | 41.6 |
| 4 | 5.5 | 11.5 | 23.1 | 42.5 | 71.9 | 113.5 |
| 5 | 16.5 | 28.0 | 51.1 | 93.6 | 165.5 | 279.0 |
| 6 | 17.0 | 45.0 | 96.1 | 189.7 | 355.2 | 634.2 |
| 7 | 6.5 | 51.5 | 147.6 | 337.3 | 692.5 | 1326.7 |
| 8 | 1.1 | 52.6 | 200.2 | 537.5 | 1230.0 | 2556.7 |
| 9 | 0.5 | 53.1 | 253.3 | 790.8 | 2020.8 | 4577.5 |
|  | 53.1 | 253.3 | 790.8 | 2020.8 | 4577.5 | 9543.6 |
|  | $=S_{1}$ | $=S_{2}$ | $=S_{3}$ | $=S_{4}$ | $=S_{5}$ | $=S_{6}$ |
|  |  |  |  |  |  |  |

TABLE 76
Calculation of Polynomial Values

|  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2.34 |  |  |  |  |  |
| 2 | 0.87 | 1.467 |  |  |  |  |
| 3 | 2.06 | -1.190 | $2.265,7$ |  |  |  |
| 4 | 7.91 | -5.845 | $4.655,4$ | $-1.998,50$ |  |  |
| 5 | 14.40 | -6.495 | $0.649,9$ | $4.005,52$ | $-6.004,019$ |  |
| 6 | 15.90 | -1.497 | $-4.997,9$ | $5.647,75$ | $-1.642,227$ |  |
| 7 | 9.47 | 6.429 | $-7.926,1$ | $2.928,18$ | $2.719,565$ |  |
| 8 | -0.73 | 10.202 | $-3.772,9$ | $-4.153,18$ | $7.081,357$ |  |
| 9 | 0.889 | -1.6216 | $11.823,43$ | $-15.596,325$ | $11.443,149$ | $-4.361,792$ |

Example 47. The whole process of fitting by successive stages may be carried out in tabular form as in Table 78. The data are for the relation between $p \mathrm{H}$ and the activity of the enzyme asparaginase (5). Note that three columns are required for fitting to the first degree and thereafter each additional column provides the data for fitting one additional constant. Lines 14 and 15 determine the degree to which the curve should be fitted. In the example it is obvious that the fitting should be carried to the fourth degree; consequently, the remainder of the work applies to a fourth-degree curve only.

TABLE 77
Analyses of Variance - Significance of Degrees of Freedom Used in Fitting to the Fifth Degree in Successive Stages

| Degree of <br> Fitting |  | Sums of Squares | Degrees of Freedom | Variance | $F$ | 5\% Point |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Total <br> Regression <br> Error | $\begin{array}{r} 334.96 \\ 2.48 \\ 33248 \end{array}$ | $\begin{aligned} & 8 \\ & 1 \\ & 7 \end{aligned}$ | $\begin{array}{r} 2.48 \\ 47.50 \end{array}$ |  |  |
| 2 | Regression Error | $\begin{aligned} & 173.55 \\ & 158.93 \end{aligned}$ | $\begin{aligned} & 1 \\ & 6 \end{aligned}$ | $\begin{gathered} 173.6 \\ 26.49 \end{gathered}$ | 6.55 | 599 |
| 3 | Regression <br> Error | $\begin{array}{r} 31.75 \\ 127.18 \end{array}$ | $\begin{aligned} & 1 \\ & 5 \end{aligned}$ | $\begin{aligned} & 31.75 \\ & 2544 \end{aligned}$ | 1.25 | 661 |
| 4 | Regression <br> Error | $\begin{aligned} & 7554 \\ & 5164 \end{aligned}$ | $4$ | $\begin{array}{ll} 75 & 54 \\ 12 \quad 91 \end{array}$ | 5.85 | 7.71 |
| 5 | Regression <br> Error | $\begin{array}{ll} 27 & 48 \\ 94 & 16 \end{array}$ | $\begin{aligned} & 1 \\ & 3 \end{aligned}$ | $\begin{array}{r} 27.48 \\ 8053 \end{array}$ | 3.41 | 1013 |

$Y_{1}=1 \times(5.900,000+3 \times 0.271,111-5 \times 1.401,213)=-0.292,732$
$\begin{array}{ll}D^{1} Y_{1}=-0.75 \times(0.271,111-5 \times 1.401,213) & =5.051,216 \\ D^{2} Y_{1}=1.071,428 \times-1.401,213 & =-1.501,299\end{array}$

| $x$ |  |
| :--- | :--- |
| 1 |  |
| 2 |  |
| 3 |  |
| 4 |  |
| 5 |  |
| 6 |  |
| 7 |  |
| 8 |  |
| 9 | $-1.501,30$ |


|  | Polynomial <br> Values |
| :--- | :---: |
|  | -1.92 |
| -5.458 | 3.54 |
| -3.957 | 7.50 |
| -2.455 | 9.95 |
| -0.954 | 10.90 |
| 0.547 | 10.36 |
| 2.049 | 8.31 |
| 3.550 | 4.76 |
| 5.0512 | -0.293 |
| Total $=$ | 53.1 |

TABLE 78-Complete Tabular Method for Fitting by the Summation Method in Successive Stages

| Degree of Fitting (r) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | $y$ | 1 | 2 | 3 | 4 | 5 |
| 1 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| 2 | 0.4 | 0.6 | 0.8 | 1.0 | 1.2 | 1.4 |
| 3 | 1.4 | 2.0 | 2.8 | 3.8 | 5.0 | 6.4 |
| 4 | 4.1 | 6.1 | 8.9 | 12.7 | 17.7 | 24.1 |
| 5 | 6.6 | 12.7 | 21.6 | 34.3 | 52.0 | 76.1 |
| 6 | 8.7 | 21.4 | 43.0 | 77.3 | 129.3 | 205.4 |
| 7 | 9.8 | 31.2 | 74.2 | 151.5 | 280.8 | 486.2 |
| 8 | 9.9 | 41.1 | 115.3 | 266.8 | 547.6 | 1,033.8 |
| 9 | 9.5 | 50.6 | 165.9 | 432.7 | 980.3 | 2,014.1 |
| 10 | 8.2 | 58.8 | 224.7 | 657.4 | 1637.7 | 3,651.8 |
| 11 | 6.4 | 65.2 | 289.9 | 947.3 | 2585.0 | 6.236.8 |
| 12 | 3.3 | 68.5 | 358.4 | 1305.7 | 3890.7 | 10,127.5 |
| 13 | 0.3 | 68.8 | 427.2 | 1732.9 | 5623.6 | 15,751.1 |
| 14 | 0.1 | 68.9 | 496.1 | 2229.0 | 7852.6 | 23,603.7 |
| $1 S_{1}, S_{2} \ldots \ldots \ldots$ | 68.9 | 496.1 | 2229.0 | 7852.6 | 23603.7 | $63,218.6$ |
| 2 Divisor (Table 79). | 14 | 105 | 560 | 2380 | 8568754867 | $27,132$ |
| $3 \mathrm{a}, \mathrm{b}, c, \cdots \ldots \ldots \ldots$. | 4.921,428 | 4.724,762 | 3.980,357 | $3.299,412$ -0.120 | $2.754,867$ $+0.173,236$ | $2.330,038$ +0.008954 |
| $4{ }^{4} a^{\prime}, b^{\prime}, c^{\prime}, \ldots \ldots \ldots \ldots$ | $+4.921,428$ $\mathbf{2 4 . 2 2 0 , 4 5 4}$ | $+0.196,666$ $0.038,677,5$ | $-1.292,144$ $1.669,636$ | $-0.120,634$ $0.014,552,6$ | $+0.173,236$ $0.030,010,7$ | $+0.008,954$ $0.000,080,17$ |
| 6 Factor (Table 80)... | 14.0 | 48.4615 | 107.6923 | 233.007 | 539.245 | 1,391.38 |
| $7 S\left(\mathrm{sq}_{2}\right) \ldots \ldots \ldots \ldots$ | 339.0864 | 1.8744 | 179.8069 | 3.3909 | 16.1831 | 0.1115 |
| ${ }_{9}^{8} \Sigma \Sigma(y)^{2} \ldots \ldots \dddot{Y}^{2} \ldots \cdots$ | 541.7100 339.0864 |  |  |  |  |  |
| 9 $10 \Sigma\left(Y_{r-1}-Y_{r} \underline{Y}_{r}\right)^{2} \ldots \ldots$ | 339.0864 202.6236 | 1.8744 200.7492 | 179.8069 20.9423 | 3.3909 17.5514 | 16.1831 1.3683 | 0.1115 |
| $10{ }_{11} \mathrm{D}\left(\boldsymbol{y} \boldsymbol{F}\right.$ (error) $\boldsymbol{Y}_{\boldsymbol{r}}{ }^{2} \ldots \ldots \ldots .$. | 202.6236 | 200.7492 | ${ }_{11} 20.9423$ | 10 | ${ }_{9} .368$ | 8 |
| $12 v_{1} \ldots . . . .$. |  | 1.874 | 179.8 | 3.391 | 16.18 | 0.1115 |
| $13 v_{2}$ |  | 16.73 | 1.904 | 1.755 | 0.1520 | 0.1571 |
| 14 F................. |  |  | 94.4 | 1.93 | 10.6 |  |
| $155 \%$ point... ..... |  |  | 4.84 | 4.96 | 5.12 |  |
| $16 a^{\prime}+3 b^{\prime}$, etc........ | 1 0.234,608 | -2.755,850 | + 2.540,790 | +1.438,490 | +0.173,236 |  |
| 17 Factor (Table 81)... | +1.0 | -0.461,538 | +0.384,615 | -0.489,510 | +0.881,119 |  |
| $18 Y_{1}, D^{1} Y_{1}$, etc...... | -0.234,608 | +1.271,929 | +0.977,226 | -0.704,155 | +0.152,642 |  |

(1) $S_{r+1}$ values entered as columns are summated.
(2) Divisor for $S_{r+1}$ values, taken from Table 79.
(3) Division of line 1 by line 2 gives the constants $a, b, c, d, \ldots$
(4) The constants $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, \ldots$ are calculated from $a, b, c, d, \ldots$ as indicated in summary on page 235 .
(5) Squares of $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, \ldots$.
(6) Factor taken from Table 80.
(7) Line 5 multiplied by line 6 gives the sum of squares $\Sigma\left(Y_{r-1}-Y_{r}\right)^{2}$ represented by $1 D F$. For each $D F$ utilized in fitting this is the reduction in the sum of squares due to error of regression.
(8) Enter $\Sigma(y)^{2}$ in first column.
(9) Repeat $\Sigma\left(Y_{r-1}-Y_{r}\right)^{2}$ values.
(10) Subtracting 9 from 8 in the first column gives the remainder in line 10. Then subtract the values in line 9 successively, putting down the remainders in line 10.
(11) The $D F$ for error of regression are entered here. The $D F$ for the sums of squares in line 9 is 1 in each case so that they do not need to be entered.
(12) Line 9 repeated, reducing to 4 -figure accuracy.
(13) Line 10 divided by line 11.
(14) $F=v_{1} / v_{2}$.
(15) Enter $5 \%$ points from Table 96
(16) Calculate as in section 3 of summary of formulae.
(17) Enter factors from Table 81.
(18) Line 16 multiplied by line 17.

Calculation of Poifnomial Values for Fourth-Degree Curve

|  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 0.2748 |  |  |  |  |
| 2 | 0.1691 | $0.105,651$ |  |  |  |
| 3 | 1.6903 | $-1.521,180$ | $1.626,831$ |  |  |
| 4 | 4.0161 | $-2.325,746$ | $0.804,566$ | $0.822,265$ |  |
| 5 | 6.4768 | $-2.460,689$ | $0.134,943$ | $0.669,623$ |  |
| 6 | 8.5554 | $-2.078,651$ | $-0.382,038$ | $0.516,981$ |  |
| 7 | 9.8877 | $-1.332,274$ | $-0.746,377$ | $0.364,339$ |  |
| 8 | 10.2619 | $-0.374,200$ | $-0.958,074$ | $0.211,697$ |  |
| 9 | 9.6190 | $0.642,929$ | $-1.017,129$ | $0.059,055$ |  |
| 10 | 8.0525 | $1.566,471$ | $-0.923,542$ | $-0.093,587$ |  |
| 11 | 5.8087 | $2.243,584$ | $-0.677,313$ | $-0.246,229$ |  |
| 12 | 3.2865 | $2.522,226$ | $-0.278,442$ | $-0.398,871$ |  |
| 13 | 1.0373 | $2.249,155$ | $0.273,071$ | $-0.551,513$ | $0.0 .152,642$ |
| 14 | $-0.234,608$ | $1.271,929$ | $0.977,226$ | $-0.704,155$ | 0.1 |

## 7. Exercises.

1. Calculate the correlation ratio for the data of Table 67, Chapter XIII, and by means of the analysis of variance test the significance of the variance for the means of the arrays.

TABLE 79
$\frac{n(n+1) \cdots(n+r)}{1 \cdot 2 \cdot 3 \cdots(r+1)}$ for Use in Calculation of $a, b, c, d, e, f \cdots$
Degree of Fitting ( $r$ )

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | 15 | 35 | 70 | 126 | 210 | 330 |
| 6 | 6 | 21 | 56 | 126 | 252 | 462 | 792 |
| 7 | 7 | 28 | 84 | 210 | 462 | 924 | 1,716 |
| 8 | 8 | 36 | 120 | 330 | 792 | 1,716 | 3,432 |
| 9 | 9 | 45 | 165 | 495 | 1,287 | 3,003 | 6,435 |
| 10 | 10 | 55 | 220 | 715 | 2,002 | 5,005 | 11,440 |
| 11 | 11 | 66 | 286 | 1001 | 3,003 | 8,008 | 19,448 |
| 12 | 12 | 78 | 364 | 1365 | 4,368 | 12,376 | 31,824 |
| 13 | 13 | 91 | 455 | 1820 | 6,188 | 18,564 | 50,388 |
| 14 | 14 | 105 | 560 | 2380 | 8,568 | 27,132 | 77,520 |
| 15 | 15 | 120 | 680 | 3060 | 11,628 | 38,760 | 116,280 |
| 16 | 16 | 136 | 816 | 3876 | 15,504 | 54,264 | 170,544 |
| 17 | 17 | 153 | 969 | 4845 | 20,349 | 74,613 | 245,157 |
| 18 | 18 | 171 | 1140 | 5985 | 26,334 | 100,947 | 346,104 |
| 19 | 19 | 190 | 1330 | 7315 | 33,649 | 134,596 | 480,700 |
| 20 | 20 | 210 | 1540 | 8855 | 42,504 | 177,100 | 657,800 |

TABLE 80
$(2 r+1)\left[\frac{n(n+1)(n+2) \cdots(n+r)}{(n-1)(n-2) \cdots(n-r)}\right]$ for Calculation of Sums of Squares
Degree of Fitting ( $r$ )

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 50 | 22.5000 | 87.5000 | 490.000 | 5670.000 |  |  |
| 6 | 6.0 | 25.2000 | 84.0000 | 352.800 | 2268.000 | 30,492.00 |  |
| 7 | 70 | 28.0000 | 84.0000 | 294.000 | 1386.000 | 10,164.00 | 156,156.00 |
| 8 | 80 | 30.8571 | 85.7143 | 264.000 | 1018.286 | 5,393.14 | 44,616.00 |
| 9 | 9.0 | 33.7500 | 88.3928 | 247.500 | 827.357 | 3,539.25 | 20,913.75 |
| 10 | 10.0 | 36.6667 | 91.6667 | 238.333 | 715.000 | 2,621.67 | 12,393.33 |
| 11 | 110 | 396000 | 95.3333 | 233.567 | 643.500 | 2,097.33 | 8,427.47 |
| 12 | 120 | 42.5454 | 99.2727 | 231.636 | 595.636 | 1,768.00 | 6,268.36 |
| 13 | 130 | 45.5000 | 103.4091 | 231.636 | 562.545 | 1,547.00 | 4,962.45 |
| 14 | 14.0 | 48.4615 | 107.6923 | 233.007 | 539.245 | 1,391.38 | 4,110.91 |
| 15 | 150 | 51.4286 | 112.0879 | 235.385 | 522.737 | 1,277.80 | 3,523.64 |
| 16 | 160 | 54.4000 | 116.5714 | 238.523 | 511.121 | 1,192.62 | 3,100.80 |
| 17 | 17.0 | 57.3750 | 121.1250 | 242.250 | 503.135 | 1,127.39 | 2,785.88 |
| 18 | 18.0 | 60.3529 | 125.7353 | 246.441 | 497.912 | 1,076.68 | 2,544.88 |
| 19 | 19.0 | 63.3333 | 130.3922 | 251.005 | 494.838 | 1,036.80 | 2,356.37 |
| 20 | 200 | 66.3158 | 135.0877 | 255.872 | 493.467 | 1,005.21 | 2,206.24 |

## TABLE 81

$\frac{ \pm(r+1)(r+2) \cdots(2 r+1)}{(n-1)(n-2) \cdots(n-r)}$ for Calculation of $Y_{1}$ and "Differences"

## Degree of Fitting (r)

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | + | - | $+$ | - | $+$ | - | + |
| 5 | 1 | 1.5 | 5.0 | 35.0 | 630.0 |  |  |
| 6 | 1 | 1.2 | 3.0 | 14.0 | 126.0 | 2772.0 |  |
| 7 | 1 | 1.0 | 2.0 | 7.0 | 42.0 | 462.0 | 12,012.0 |
| 8 | 1 | 0.8571,4286 | 1.4285,7143 | 4.0 | 18.0 | 132.0 | 1,716.0 |
| 9 | 1 | 0.75 | 1.0714,2857 | 2.5 | 9.0 | 49.5 | 429.0 |
| 10 | 1 | 0.6666,6867 | 0.8333,3333 | 1.6666,6667 | 5.0 | 22.0 | 143.0 |
| 11 | 1 | 0.60 | 0.6666,6867 | 1.1686,6667 | 3.0 | 11.0 | 57.2 |
| 12 | 1 | 0.5454,5454 | 0.5454,5454 | 0.8484,8485 | 1.9090,9091 | 6.0 | 26.0 |
| 13 | 1 | 0.50 | 0.4545,4545 | 0.6363,6364 | 1.2727,2727 | 3.5 | 13.0 |
| 14 | 1 | 0.4615,3846 | 0.3846,1538 | 0.4895,1049 | 0.8811,1888 | 2.1538,4615 | 7.0 |
| 15 | 1 | 0.4285,7143 | 0.3296,7033 | 0.3846,1538 | 0.6293,7063 | 1.3846,1538 | 4.0 |
| 16 | 1 | 0.40 | 0.2857,1428 | 0.3076,9231 | 0.4615,3846 | 0.9230,7692 | 2.4 |
| 17 | 1 | 0.375 | 0.25 | 0.25 | 0.3461,5385 | 0.6346,1538 | 1.5 |
| 18 | 1 | 0.3529,4118 | 0.2205.8824 | 0.2058,8235 | 0.2647,0588 | 0.4479,6380 | 0.9705,8824 |
| 19 | 1 | 0.3333,3333 | 0.1960,7843 | 0.1715,6863 | 0.2058,8235 | 0.3235,2941 | 0.6470,5882 |
| 20 | 1 | 0.3157,8947 | 0.1754,3860 | 0.1444,7884 | 0.1625,3870 | 0.2383,9009 | 0.4427,2446 |

2. For the following equations, calculate the values of $Y$ for $x=1$ to $x=20$, and plot the curves on graph paper.
(a)
(b)
(c)

$$
Y=2.58+0.84 x
$$

$$
Y=2.58+8.4 \log x
$$

$\log Y=0.258+0.058 x$
$\log Y=0.213+0.662 \log x$

Describe the effect of the logarithmic transformation of equation (a) into equations (b) and (c).
3. Using the data given in Table 85, determine the type of logarithmic curve that should be fitted to the data. Having selected the type of curve proceed with the fitting as in Tables 73 and 74. Prepare two graphs, one showing the fit of the straight-line logarithmic equation to the logarithms of $y$, and another showing the curve for the actual values of $Y$ estimated from the regression equation. Table 82 may be used for a similar exercise.
4. Table 83 gives the values of $y, N_{y x}$, and $T_{y x}$ from a correlation surface for the area and head length of 500 bull spermatozoa, Isa (7). The three columns are similar to the first three columns of Table 68 and provide all the data necessary for calculating polynomial regression equations. Find the regression equation that gives the best fit to the data. Then calculate the $Y$ values and construct a graph similar to Fig. 15, showing the means of the arrays and the regression line.
5. Using the data for $x$ and $y$ given below, determine the goodness of fit of curves up to the sixth degree. Select the curve to which the data should be fitted, and proceed accordingly to the calculation of the polynomial values. Graph your results.

| $x$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 12.6 | 13.8 | 14.1 | 13.9 | 12.3 | 7.2 | 4.8 | 2.8 | 2.4 | 2.1 | 3.7 | 5.3 | 7.8 | 8.3 |

6. In economic analysis, methods of curve fitting are very frequently utilized in order to study secular trend in a time series. Secular trend means the smooth long-term movement of a series of statistical values and is entirely distinct from seasonal and cyclical fluctuations. Cyclical fluctuations are not as periodical as the seasonal ones but as a general rule have sufficient regularity to show definite swings above and below the normal through periods of depression and prosperity. Curve fitting may, on the one hand, be used to measure the secular trend of a statistical series, and, on the other hand, using the fitted curve as a normal, we can plot the deviations from the normal in such a way as to bring out the characteristics of cyclical fluctuations.

Take the data given in Table 84 of the bank clearings in New York City for the years 1860 to 1923 and combining them in 4 year groups obtain 16 points to which a curve may be fitted. Determine the best-fitting polynomial and graph your results on a large sheet of graph paper giving the 16 calculated values and the actual bank clearings for individual years. Measure off the deviations of the values for individual years from a smooth curve drawn through the 16 calculated points, and graph these deviations on another sheet showing them as deviations from a straight horizontal line.

TABLE 82
Heat of Hydration in Calories and Water Imbibed per Gram of Flour

| Cc. <br> Water Imbibed | Heat of <br> Hydration |
| :---: | :---: |
| 0.012 | 2.3 |
| 0.025 | 5.7 |
| 0.039 | 7.4 |
| 0.049 | 9.2 |
| 0.064 | 10.7 |
| 0.073 | 12.4 |
| 0.091 | 14.6 |
| 0.099 | 15.1 |
| 0.123 | 16.8 |
| 0.146 | 17.8 |

TABLE 83
Data from Correlation Surface for Area (y) and Head Length ( $x$ ) of 500 Bull Sperms

|  | Frequency <br> of $y$ for <br> $x$ Arrays | Totals for |
| ---: | :---: | :---: |
| $y$ | $N_{y z}$ | $y$ Arrays |
| 1 | 2 | $T_{y x}$ |
| 2 | 0 | 6 |
| 3 | 7 | 24 |
| 4 | 7 | 63 |
| 5 | 14 | 247 |
| 6 | 12 | 618 |
| 7 | 22 | 939 |
| 8 | 36 | 1038 |
| 9 | 70 | 897 |
| 10 | 112 | 557 |
| 11 | 133 | 311 |
| 12 | 69 | 82 |
| 13 | 2 | 29 |
| 14 | 2 | 41 |
| 15 | 1 | 29 |
|  |  | 7 |

## TABLE 84

Bank Clearings in New York City (1860-1923)
Figures in thousands of millions

|  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1860 | 7.2 | 1876 | 21.6 | 1892 | 36.7 | 1908 | 79.3 |
| 61 | 5.9 | 77 | 23.3 | 93 | 31.2 | 09 | 103.6 |
| 62 | 6.9 | 78 | 19.9 | 94 | 24.4 | 10 | 97.3 |
| 63 | 14.9 | 79 | 29.2 | 95 | 29.9 | 11 | 92.4 |
| 64 | 24.1 | 80 | 38.6 | 96 | 28.8 | 12 | 100.7 |
| 65 | 26.0 | 81 | 49.4 | 97 | 33.4 | 13 | 94.6 |
| 66 | 28.7 | 82 | 46.9 | 98 | 42.0 | 14 | 83.0 |
| 67 | 28.7 | 83 | 37.4 | 99 | 60.8 | 15 | 110.6 |
| 68 | 28.5 | 84 | 31.0 | 1900 | 52.7 | 16 | 159.6 |
| 69 | 37.4 | 85 | 28.2 | 01 | 79.4 | 17 | 177.4 |
| 70 | 27.8 | 86 | 33.7 | 02 | 76.3 | 18 | 178.6 |
| 71 | 29.3 | 87 | 33.4 | 03 | 66.0 | 19 | 235.8 |
| 72 | 33.8 | 88 | 31.1 | 04 | 68.6 | 20 | 243.2 |
| 73 | 35.5 | 89 | 35.9 | 05 | 93.8 | 21 | 194.4 |
| 74 | 22.9 | 90 | 37.4 | 06 | 104.7 | 22 | 217.9 |
| 75 | 25.1 | 91 | 33.7 | 07 | 87.2 | 23 | 214.0 |

TABLE 85
Moisture Content and Heat of Hydration of Fifth Middlings Flour (6)

| Per Cent | Heat of <br> Hydration <br> Moisture |
| :---: | :---: |
| $(y)$ | $(x)$ |
| 1.7 | 18.3 |
| 2.9 | 16.0 |
| 4.2 | 12.6 |
| 5.6 | 10.9 |
| 6.6 | 9.1 |
| 8.1 | 7.6 |
| 9.0 | 5.9 |
| 10.8 | 3.7 |
| 11.6 | 3.2 |
| 14.0 | 1.5 |
| 16.3 | 0.5 |
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## CHAPTER XV

## THE ANALYSIS OF COVARIANCE

1. The Heterogeneity of Covariation and the Principle of Covariance Analysis. We have noted from our study of the analysis of variance that for a single variable the variation is frequently heterogeneous and may be sorted out into components determined largely by the way in which the data are taken. The same is true for the correlated variability or covariation of two variables, and the mechanism for sorting out the covariance effects is known as the analysis of covariance. In order to think in terms of actual values, we may suppose that the two variables are yields of grain and straw from cereal plots. The total covariance for grain and straw yields is made up in part by the covariance for the means of the treatments and in part by the covariance within the plots of the same variety. The degree of correlation may be different for the two components and hence the total correlation is heterogeneous. In the same way we may consider the covariance for the replicate means as another component. In fact the components may be taken as exactly equivalent to those according to which the data may be classified for an analysis of variance of either variable.
2. Division of Sums of Products and Degrees of Freedom. Just as the analysis of variance arises from the fact that the sums of squares and degrees of freedom may be subdivided according to the way in which the data are classified, the analysis of covariance arises from the fact that the sums of products of the deviations and corresponding degrees of freedom can be subdivided in the same manner.

Representing a set of data for two variables as follows:

$$
k \text { groups }\left\{\begin{array}{cccc}
x_{11} y_{11} & x_{12} y_{12} & \cdots & x_{1 n} y_{1 n} \\
x_{21} y_{21} & x_{22} y_{22} & \cdots & x_{2 n} y_{2 n} \\
\vdots & \vdots & & \vdots \\
x_{k 1} y_{k 1} & x_{k 2} y_{k 2} & \cdots & x_{k n} y_{k n}
\end{array}\right.
$$

in which there are $k$ groups of $n$ pairs of variates of $x$ and $y$. Then
and

$$
\left(x_{11}-\bar{x}\right)=\left(x_{11}-\bar{x}_{1}\right)+\left(\bar{x}_{1}-\bar{x}\right)
$$

$$
\left(y_{11}-\bar{y}\right)=\underset{247}{\left(y_{11}-\bar{y}_{1}\right)}+\left(\bar{y}_{1}-y\right)
$$

Multiplying to obtain a single product of the deviations:

$$
\begin{aligned}
\left(x_{11}-\bar{x}\right)\left(y_{11}-\bar{y}\right)= & \left(x_{11}-\bar{x}_{1}\right)\left(y_{11}-\bar{y}_{1}\right)+\left(\bar{x}_{1}-\bar{x}\right)\left(\bar{y}_{1}-\bar{y}\right) \\
& +\left(x_{11}-\bar{x}_{1}\right)\left(\bar{y}_{1}-\bar{y}\right)+\left(\bar{x}_{1}-\bar{x}\right)\left(y_{11}-\bar{y}_{1}\right)
\end{aligned}
$$

On summating for all the pairs in the first group the last two terms disappear and we have:

$$
\left.\stackrel{n}{\Sigma}(x-\bar{x})(y-\bar{y})=\stackrel{n}{\Sigma} x-\bar{x}_{1}\right)\left(y-\bar{y}_{1}\right)+n\left(\bar{x}_{1}-\bar{x}\right)\left(\bar{y}_{1}-\bar{y}\right)
$$

Then summating over the $k$ groups:
${ }^{n \boldsymbol{n}}(x-\bar{x})(y-\bar{y})=\Sigma^{\boldsymbol{\Sigma}}\left[\stackrel{n}{\Sigma}\left(x-\bar{x}_{\boldsymbol{g}}\right)\left(y-\bar{y}_{\varepsilon}\right)\right]+n \stackrel{\kappa}{\Sigma}\left(\bar{x}_{\varepsilon}-\bar{x}\right)\left(\bar{y}_{g}-\bar{y}\right)$
where $\bar{x}_{g}$ and $\bar{y}_{g}$ are group means for $x$ and $y$. This is the fundamental equation for the sums of products on which the analysis of covariance is based. If the same data are divided into $n$ classes as well as $k$ groups, the equations for sums of products and degrees of freedom are:

$$
\begin{align*}
{ }^{n k}(x-\bar{x})(y-\bar{y}) & =\begin{array}{c}
n k \\
(n k-1) \\
\\
=
\end{array} \quad\left(n-\bar{x}_{z}-\bar{x}_{c}+\bar{x}\right)\left(y-\bar{y}_{s}-\bar{y}_{c}+\bar{y}\right) \\
& +n \stackrel{k}{\Sigma}\left(\bar{x}_{\varepsilon}-\bar{x}\right)\left(\bar{y}_{\varepsilon}-\bar{y}\right)+k \Sigma \Sigma\left(\bar{x}_{c}-\bar{x}\right)\left(\bar{y}_{c}-\bar{y}\right) \\
& +\quad(k-1)+\quad(n-1) \tag{2}
\end{align*}
$$

The method of calculating the sums of products is not according to these formulae but by means of equalities similar to those used for calculating sums of squares. These equalities are described below under Example 48.

## 3. Coefficients of Correlation Corresponding to Sums of Products

 and Squares. Considering the simple classification of the pairs of variates into $k$ groups of $n$ pairs, we have the sums of products and corresponding sums of squares of $x$ and $y$ as follows:It is now clear that each vertical set represents the factors necessary to calculate correlation or regression coefficients. Hence we can write:

$$
\begin{align*}
& r_{x y}(\text { total })=\frac{\sum_{\Sigma}^{n k}(x-\bar{x})(y-\bar{y})}{\sqrt{{ }^{n k}(x-\bar{x})^{2} \Sigma(y-\bar{y})^{2}}} \\
& b_{y x}=\frac{\sum_{\Sigma}^{n t}(x-\bar{x})(y-\bar{y})}{\stackrel{n k}{\Sigma}(x-\bar{x})^{2}} \\
& D F=n k-2 \\
& r_{x y}(\text { within })=\frac{\sum_{\Sigma}^{n k}\left(x-\bar{x}_{g}\right)\left(y-\bar{y}_{g}\right)}{\sqrt{n_{\Sigma}^{n k}\left(x-\bar{x}_{g}\right)^{2 n} \Sigma\left(y-\bar{y}_{g}\right)^{2}}} \\
& b_{y x}=\frac{\sum_{\Sigma}\left(x-\bar{x}_{g}\right)\left(y-\bar{y}_{g}\right)}{\sum_{\Sigma}^{n k}\left(x-\bar{x}_{g}\right)^{2}}  \tag{5}\\
& D F=k(n-1)-1 \\
& r_{x y} \text { (between) }=\frac{n \Sigma^{k}\left(\bar{x}_{g}-\bar{x}\right)\left(\bar{y}_{\varepsilon}-\bar{y}\right)}{\sqrt{n^{\kappa}\left(\bar{x}_{g}-\bar{x}\right)^{2} n{ }^{\kappa}\left(\bar{y}_{z}-\bar{y}\right)^{2}}} \\
& b_{x \nu}=\frac{n \stackrel{\star}{\Sigma}\left(\bar{x}_{\varepsilon}-\bar{x}\right)\left(\bar{y}_{\varepsilon}-\bar{y}\right)}{n{ }^{\boldsymbol{\Sigma}}\left(\bar{x}_{\varepsilon}-\bar{x}\right)^{2}} \\
& D F=k-2
\end{align*}
$$

Note that for each component the degrees of freedom for estimating the coefficients are one less than for the corresponding estimates of the variance.

Since it can be proved that the variances and covariances for between and within groups are unbiassed estimates of the true values for the population sampled, it follows that the corresponding coefficients of correlation and regression are also unbiassed estimates of the correlation and regression parameters of the population. They can be used, therefore, to test the significance of the covariance effects represented by the various components for which they are calculated. One practical application of this principle will be seen at once. Total correlation coefficients are obviously incapable of definite interpretation if they represent heterogeneous covariance effects, and tests of significance
applied to them cannot give a clear-cut answer. The coefficients calculated from each component, however, are capable of definite interpretation. In the simple case of covariance within and between groups, if the total covariance is made up largely of the covariance between the means of the groups, the total correlation is often referred to as containing a spurious effect. By the covariance method this effect is taken care of in the calculation of the covariance between the means and is completely removed from the covariance within the groups. Thus the so-called spurious effect is not only removed but completely evaluated as a distinct component of the total.
4. Applications of the Covariance Method to the Control of Error. One of the most important applications of the analysis of covariance is in the control of errors that arise at random throughout the experiment and cannot be taken care of by replication. In the case, for example, of number of plants per plot for such crops as mangels and sugar beets, the variations in number of plants arise at random throughout the experiment and, so far as they affect the yields of single plots, add to the experimental error. Correction of the yields on the basis that yield is directly proportional to the number of plants is a frequent practice, but it is not difficult to demonstrate that yield is rarely if ever proportional to the number of plants per plot, and that such an adjustment is likely to exaggerate the yields of plots in which plants are missing. Correction on the basis of the exact relation between yield and number of plots as indicated by the data is, however, perfectly justifiable, and the method of making such a correction is a natural development of the covariance technique. Numerous applications of the same method will undoubtedly occur to workers in other fields.

In order to demonstrate the control of error by the covariance method, we shall represent a covariance analysis algebraically as follows, in which the experiment is presumed to be a randomized block field plot test.

|  | $D F$ | $\Sigma\left(x^{2}\right)$ | $\Sigma(x y)$ | $\Sigma\left(y^{2}\right)$ | $b_{y x}$ | $b_{y x} \Sigma(x y)$ | $\Sigma\left(y^{\prime 2}\right)$ | $D F$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Blocks. . | $p$ | $A_{0}$ | $B_{0}$ | $C_{0}$ |  |  |  |  |
| Treat- |  |  |  |  |  |  |  |  |
| ments | $q$ | $A_{1}$ | $B_{1}$ | $C_{1}$ | $b_{1}=B_{1} / A_{1}$ | $b_{1} B_{1}$ | $C_{1}-b_{1} B_{1}$ | $q-1$ |
| Error... | $n$ | $A_{2}$ | $B_{2}$ | $C_{2}$ | $b_{2}=B_{2} / A_{2}$ | $b_{2} B_{2}$ | $C_{2}-b_{2} B_{2}$ | $n-1$ |
| $T+E$. | $n+q$ | $A_{t}$ | $B_{t}$ | $C_{t}$ | $b_{t}=B_{t} / A_{t}$ | $b_{t} B_{t}$ | $C_{t}-b_{t} B_{t}$ | $n+q-1$ |

In the column headings, $x$ is written for $(x-\bar{x}), y$ for $(y-\bar{y}), b_{y x}$ for the regression coefficient of $y$ on $x$, and $\Sigma\left(y^{\prime 2}\right)$ indicates a sum of squares for $y$ adjusted by the regression coefficient in the same line.

The calculations are complete in each line of the table. The regression coefficient is $B / A$, and the adjustment in the sum of squares for $y$ is $b B$ or $B^{2} / A$. In the last line we are considering only treatments and error so that $A_{t}=A_{1}+A_{2}, B_{t}=B_{1}+B_{2}$ and $C_{t}=C_{1}+C_{2}$.

The second step in the procedure is indicated as follows:

|  | $D F$ | $S(\mathrm{sq})$. | Variance |
| :---: | :---: | :---: | :---: |
| $T+E$ | $n+q-1$ | $C_{t}-b_{t} B_{t}$ |  |
| $E$ | $n-1$ | $C_{2}-b_{2} B_{2}$ | $V_{2}$ |
| $T$ | $q$ | $C_{1}+b_{2} B_{2}-b_{t} B_{t}$ | $V_{1}$ |
| $T$ | $q-1$ | $C_{1}-b_{1} B_{1}$ | $V_{3}$ |
| $\left(b_{1}-b_{2}\right)$ | 1 | $b_{1} B_{1}+b_{2} B_{2}-b_{t} B_{t}$ | $V_{4}$ |

The first sum of squares for treatments is obtained by differences and, since it has not been adjusted by the treatment regression coefficient, is still represented by $q$ degrees of freedom. The second treatment sum of squares is written down from the first table and is represented by $q-1$ degrees of freedom, as it has been adjusted by the treatment coefficient. On subtracting the second treatment sum of squares from the first, we have a sum of squares given by $b_{1} B_{1}+b_{2} B_{2}-b_{t} B_{t}$, and it is not difficult to prove the following equality:
$b_{1} B_{1}+b_{2} B_{2}-b_{t} B_{t}=b_{1}^{2} A_{1}+b_{2}^{2} A_{2}-b_{t}^{2} A_{t}=\frac{A_{1} A_{2}}{A_{1}+A_{2}}\left(b_{1}-b_{2}\right)^{2}$
It follows that when $b_{1}=b_{2}$ this sum of squares is zero, and that a test of significance of the corresponding variance $\left(V_{4}\right)$ is a test of the significance of the difference between the error and treatment regression coefficients.

The test of significance of the treatment differences after adjustment for the regression of $y$ on $x$ involves a comparison of the variances $V_{2}$ and $V_{1}$. The fact that $V_{1}$ may contain a significant effect due to $\left(b_{1}-b_{2}\right)$ does not vitiate the meaning of the test, as such an effect is obviously due to some factor characteristic of the treatments. In the case of yield and number of plants per plot, the variety regression coefficient $\left(b_{1}\right)$ might be higher than ( $b_{2}$ ), and this will contribute to the significance of $V_{1}$, but $b_{2}$ represents the regression of yield on number of plants within varieties, and may be taken as a true measure of the effect of number of plants on yield. If the treatment regression coefficient is higher this probably reflects an additional genetic relationship, and one that should contribute to the significance of the differences between the varieties. A further
test may be applied, however, to $V_{3}$, and by a comparison of the significance of $V_{3}$ and $V_{4}$ a complete picture of the variety effects is obtained. The value of such an analysis, if, for example, number of roots has a significant effect on yield, is that the error variance and variety variance will be reduced proportionately with a consequent increase in the significance of the variety differences, if such differences exist. If the analysis of the unadjusted yields shows significant differences when the adjusted yields do not, this simply means that the original differences were due to number of roots and not to the yielding characteristics of the varieties as measured by average yield per root.
R. A. Fisher (4) has pointed out that an appropriate scale for measuring the effectiveness of methods of reducing the error is the inverse of the variance. This is sometimes called the invariance and is represented by $1 / V$. In measuring the reduction of error by means of the covariance analysis, this scale is particularly useful. Example 48 is a good illustration of this point. The original error variance is about three times as large as the final error variance obtained by adjusting the sums of squares for two associated variables. In other words, in the original form without any adjustment about three times as many replications would be required to give the same accuracy as the adjusted values. One should not reason from this that the significance of the differences between the treatments will be increased accordingly, as it must be remembered that at the same time differences between the treatments due to the associated variables are also being removed.

The test of significance having been applied as outlined, the next step is to make an actual correction of the variety means. Since the regression coefficient in the error line may be considered as representing the actual effect of number of roots on yield, this regression coefficient should be used for making corrections. The corrected means should then be the best possible estimates of what the means would have been if they had not been affected by variations in number of roots. The regression equation will be of the form:

$$
\begin{equation*}
Y_{1}=\bar{y}_{1}-b_{y x}\left(\bar{x}_{1}-\bar{x}\right) \tag{7}
\end{equation*}
$$

where $\bar{x}_{1}$ is the mean of $x$ for one variety, $\bar{y}_{1}$ is the mean of $y$ for the same variety, $b_{y z}$ is the regression of $y$ on $x$ in the error line, and $Y_{1}$ is the estimated mean of the variety.

To compare two corrected means such as $Y_{p}$ and $Y_{q}$ we must use for the standard error of the difference between two means

$$
s^{2}\left\{\frac{2}{r}+\frac{\left(\bar{x}_{p}-\bar{x}_{q}\right)^{2}}{A}\right\}
$$

where $s^{2}$ is the variance in the error line of the analysis of covariance table (for example, in Table 87 it will be $7681.3 / 35=219.5$ ), $A$ is the sum of squares for $x$ in the same line, $r$ is the number of replications, and ( $\bar{x}_{p}-\bar{x}_{q}$ ) is the difference between the two means used in the two expressions for calculating $Y_{p}$ and $Y_{q}$. Thus

$$
Y_{p}=\bar{y}_{p}-b_{y x}\left(\bar{x}_{p}-\bar{x}\right) \quad \text { and } \quad Y_{q}=\bar{y}_{q}-b_{y x}\left(\bar{x}_{q}-\bar{x}\right)
$$

In comparing two means corrected for two variables $x_{1}$ and $x_{2}$ we calculate the standard error of a mean difference as follows

$$
s^{2}\left\{\frac{2}{r}+\frac{u^{2} B-2 u v P+v^{2} A}{A B-P^{2}}\right\}
$$

where $A$ and $B$ are the sums of squares in the error line for $x_{1}$ and $x_{2}$.
$P$ is the sum of products for $x_{1}$ and $x_{2}$ in the error line.

$$
\begin{aligned}
& u=\left(\bar{x}_{1 p}-\bar{x}_{1 q}\right), \text { difference between } x_{1} \text { means. } \\
& v=\left(\bar{x}_{2 p}-\bar{x}_{2 q}\right), \text { difference between } x_{2} \text { means. }
\end{aligned}
$$

The method of error control by means of two or more associated variables is described in Example 48.
5. A Test of the Heterogeneity of a Series of Regression Coefficients. The analysis of covariance provides a unique technique for testing the significance of the differences between two or more regression cocfficients. Using the same symbolism as in the previous section, the procedure is as given below.

| Group | $D F$ | $\Sigma\left(x^{2}\right)$ | $\Sigma(x y)$ | $\Sigma\left(y^{2}\right)$ | $b_{y x}$ | $b_{y x} \Sigma(x y)$ | $\Sigma\left(y^{\prime 2}\right)$ | $D F$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | $q$ | $A_{1}$ | $B_{1}$ | $C_{1}$ | $b_{1}=B_{1} / A_{1}$ | $b_{1} B_{1}$ | $C_{1}-b_{1} B_{1}$ | $q-1$ |
| $\mathbf{2}$ | $q$ | $A_{2}$ | $B_{2}$ | $C_{2}$ | $b_{2}=B_{2} / A_{2}$ | $b_{2} B_{2}$ | $C_{2}-b_{2} B_{2}$ | $q-1$ |
| 3 | $q$ | $A_{3}$ | $B_{3}$ | $C_{3}$ | $b_{3}=B_{3} / A_{3}$ | $b_{3} B_{3}$ | $C_{3}-b_{3} B_{3}$ | $q-:$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $p$ | $q$ | $A_{p}$ | $B_{p}$ | $C_{p}$ | $b_{p}=B_{p} / A_{p}$ | $b_{p} B_{p}$ | $C_{p}-b_{p} B_{p}$ | $q-1$ |
| Total | $p q$ | $A_{t}$ | $B_{t}$ | $C_{t}$ | $b_{t}=B_{t} / A_{t}$ | $b_{t} B_{t}$ | $C_{t}-b_{t} B_{t}$ | $p q-1$ |


|  | DF | $\Sigma\left(y^{\prime 2}\right)$ |  | Variance |
| :---: | :---: | :---: | :---: | :---: |
| Total <br> Within groups. | $\begin{gathered} p q-1 \\ p(q-1) \end{gathered}$ | $\begin{aligned} & C_{t}-b_{t} B_{t} \\ & \stackrel{p}{\Sigma}(C-b B) \end{aligned}$ | $V_{1}$ | error variance |
| Difference.... . | $(p-1)$ | ${ }^{\nu}(b B)-b_{t} B_{t}$ | $V_{2}$ | due to differences between regression coefficients |

The last sum of squares may be shown to be

$$
\Sigma^{p}(b B)-b_{t} B_{t}=\sum^{p C_{2}}\left(\frac{A_{j} A_{k}\left(b_{j}-b_{k}\right)^{2}}{A_{1}+A_{2}+\cdots+A_{p}}\right)
$$

where $b_{j}$ and $b_{k}$ represent all possible pairs of the regression coefficients and $A_{j}$ and $A_{k}$ all possible pairs of the corresponding sums of squares for $x$.

The comparison of $V_{1}$ and $V_{2}$ by means of the $z$ test furnishes therefore the required test of the heterogeneity of the regression coefficient.

Example 48. For the sake of brevity this one example will be used to demonstrate most of the important applications of the covariance technique. Data are given by Crampton and Hopkins (1) on weights, gains, and feed consumption in a comparative feeding trial. These data are reproduced in Table 86 for initial weight, feed eaten, and final weight. The analysis is concerned with expressing the results for final weight corrected for variations in initial weight, corrected for variations in feed eaten, and corrected for initial weight and feed eaten. The last is an application of the method of partial regression which is described in detail in the paper by Crampton and Hopkins. In addition a test will be illustrated of the significance of the differences between the regression coefficients for each treatment.
(1) Effect of Initial Weight on Final Weight. The analysis of covariance is set up in the form shown in Table 87. In performing the calculations for such a table, it is recommended that the sums of squares, sums of products, and totals be obtained by treatments, as it is necessary to keep these separate if certain tests are to be employed at a later stage. In obtaining the sums of products it should be noted that a procedure may be followed exactly analogous to that for obtaining sums of squares. With $k$ replications of $n$ treatments, the sums of products are given as follows:
Total. ...................... $\quad \sum_{\Sigma}^{n k}(x-\bar{x})(y-\bar{y})=\sum_{\Sigma}^{n k}(x y)-T_{x} T_{y} / N$
Between means of treatments $k \sum^{n}\left(\bar{x}_{t}-\bar{x}\right)\left(\bar{y}_{t}-\bar{y}\right)=\stackrel{n}{\Sigma}\left(T_{t x} T_{t y}\right) / k-T_{x} T_{y} / N$
Between means of replicates $n \Sigma^{k}\left(\bar{x}_{r}-\bar{x}\right)\left(\bar{y}_{r}-\bar{y}\right)={ }^{\boldsymbol{k}}\left(T_{r x} T_{r y}\right) / n-T_{x} T_{y} / N$
Residual or error..... . . . . Total-(treatments)-(replicates).
Where $T_{t x}$ and $T_{t y}$ are treatment subtotals for $x$ and $y$ and $T_{r x}$ and $T_{r y}$ are replicate subtotals for $x$ and $y$.
TABLE 86

| $\begin{aligned} & \text { Repli- } \\ & \text { cate } \end{aligned}$ | Lot I |  |  | Lot II |  |  | Lot III |  |  | Lot IV |  |  | Lот V |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Initial Weight | Feed <br> Eaten | Final Weight | Initial Weight | Feed Eaten | Final Weight | Initial Weight | Feed Eaten | Final <br> Weight | Initial <br> Weight | Feed Eaten | Final <br> Weight | Initial Weight | Feed <br> Eaten | Final Weight |
| 1 | 30 | 674 | 195 | 26 | 699 | 194 | 39 | 708 | 203 | 41 | 716 | 226 | 41 | 831 | 242 |
| 2 | 21 | 628 | 177 | 24 | 626 | 204 | 34 | 614 | 190 | 35 | 769 | 230 | 36 | 754 | 225 |
| 3 | 21 | 661 | 180 | 20 | 668 | 200 | 32 | 733 | 221 | 32 | 733 | 218 | 32 | 722 | 205 |
| 4 | 33 | 694 | 200 | 35 | 668 | 201 | 35 | 663 | 173 | 34 | 742 | 235 | 35 | 728 | 228 |
| 5 | 27 | 713 | 197 | 25 | 707 | 195 | 32 | 607 | 185 | 32 | 624 | 197 | 32 | 646 | 196 |
| 6 | 24 | 585 | 170 | 26 | 651 | 187 | 35 | 745 | 225 | 35 | 710 | 210 | 36 | 678 | 196 |
| 7 | 20 | 575 | 150 | 20 | 672 | 191 | 30 | 637 | 190 | 30 | 742 | 217 | 30 | 763 | 230 |
| 8 | 29 | 638 | 180 | 31 | 660 | 200 | 29 | 662 | 201 | 28 | 648 | 205 | 28 | 625 | 170 |
| 9 | 28 | 632 | 192 | 29 | 769 | 208 | 32 | 609 | 174 | 34 | 628 | 200 | 32 | 710 | 216 |
| 10 | 26 | 637 | 184 | 27 | 666 | 218 | 25 | 596 | 180 | 26 | 601 | 191 | 26 | 651 | 175 |

## TABLE 87

Analysis of Covariance-Final Weight and Initial Weight
$x_{3}=$ initial weight
$x_{1}=$ final weight

|  | $\begin{aligned} & (1) \\ & D F \end{aligned}$ | $\stackrel{(2)}{\Sigma\left(x_{3}^{2}\right)}$ | $\begin{gathered} (3) \\ \Sigma\left(x_{1} x_{3}\right) \end{gathered}$ | $\begin{gathered} (4) \\ \Sigma\left(x_{1}^{2}\right) \end{gathered}$ | $\begin{aligned} & (5) \\ & b_{13} \end{aligned}$ | $\begin{gathered} (6) \\ b_{13} \Sigma\left(x_{1} x_{3}\right) \end{gathered}$ | $\begin{gathered} (7) \\ \Sigma\left(y^{\prime 2}\right) \end{gathered}$ | (8) DF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Replicates. | 9 | 454.4 | 752.0 | 2,487.2 | 1.6549 | 1,244.5 | 1,242.7 | 8 | 0.7075 |
| Treatments | 4 | 509.2 | 1,172.2 | 5,741.7 | 2.3016 | 2,697.9 | 3,043.8 | 3 | 0.6854 |
| Error. | 36 | 368.4 | 1,001.8 | 10,405.5 | 27193 | 2,724 2 | 7,681.3 | 35 | 0.5117 |
| Treatments + Error | 40 | 877.6 | 2,173.8 | 16,147.2 | 2.4770 | 5,384.5 | 10,762.7 | 39 |  |

(1) $D F$ for unadjusted sums of squares.
(5) $b_{13}=$ item in col. (3) divided by item in col. (2).
(6) $b_{18} \Sigma\left(x_{1} x_{3}\right)=$ col. (5) $\times$ col. (3) or col. (3) ${ }^{2} / \mathrm{col}$. (2).
(7) $\Sigma\left(y^{\prime 2}\right)=$ adjusted sums of squares $=$ col. (4) - col. (6).
(8) $D F$ for adjusted sums of squares.
(9) Correlation coefficient (unnecessary for tests of significance).

From Table 87 we can proceed to the test of significance of the treatment differences adjusted for initial weight and of the difference between the treatment and error regression coefficients

|  | DF | $S$ (sq.) | Variance | $F$ | 5\% Point |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Treatments }+ \text { Error...... } \\ & \text { Error..... } \end{aligned}$ | $\begin{aligned} & 39 \\ & 35 \end{aligned}$ | $\begin{array}{r} 10,762.7 \\ 7,681.3 \end{array}$ | 219.5 |  |  |
| $\begin{aligned} & \text { Difference }= \text { Treatments } \\ & \text { Treatments } \end{aligned}$ | $\begin{aligned} & 4 \\ & 3 \end{aligned}$ | $\begin{aligned} & 3,081.4 \\ & 3,043.8 \end{aligned}$ | $\begin{array}{r} 770.4 \\ 1,014.7 \end{array}$ | 351 | 264 |
| Difference $=b_{s}-b_{t}$. | 1 | 37.6 | 37.6 |  |  |

Since the difference between the error and treatment regression coefficients ( $b_{\boldsymbol{c}}-b_{t}$ ) is obviously insignificant the tests of significance are not carried any further.

To adjust the means of the treatment final weights for the initial weights we use the equation given above which in terms of the symbols now being used will be

$$
\bar{x}_{t 1}=\tilde{x}_{t 1}-b_{13}\left(\bar{x}_{t 3}-\bar{x}_{3}\right)
$$

(2) Effect of Feed Eaten on Final Weight. The procedure is exactly the same as above so will be given in tabular form only.

## TABLE 88

Analysis of Covariance-Feed Eaten and Final Weight
$x_{2}=$ feed eaten $\quad x_{1}=$ final weight


There is an indication here of a difference between the regression coefficients for treatments and error but it is hardly significant.
(3) Effect of Initral Weight and Feed Eaten on Final Weight. After obtaining the separate sums of squares for each variable and the sums of products for the three ways in which the variables can be paired the next step is to determine the partial regression coefficients. For three variables the sums of squares and products give two simultaneous equations as illustrated in Chapter VIII. These equations contain the partial regression coefficients as unknowns and can be most easily solved by the normal equation method, also described in Chapter VIII. The remainder of the calculations are as in Table 89.

$$
\text { TABLE } 89
$$

Analygis of Covariance--Effect of Initial Weiget and Feed Eaten on Final Weight

|  | $\Sigma\left(x_{1}^{2}\right)$ | $D F$ | ${ }_{3} b_{12} \Sigma\left(x_{1} x_{2}\right)$ | ${ }_{2} b_{13} \Sigma\left(x_{1} x_{3}\right)$ | $\Sigma\left(y^{\prime 2}\right)$ | $D F$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Replicates | 2,487.2 | 9 |  |  |  |  |
| Treatments. | 5,741.7 | 4 | 4002.8 | 960.0 | 778.9 | 2 |
| Error. | 10,405.5 | 36 | 5910.9 | 988.7 | 3505.9 | 34 |
| Treatments + Error | 16,147.2 | 40 | 9411.5 | 2264.0 | 4471.7 | 38 |

TABLE 89-Continued
Analysis of Covariance-Effect of Initial Weight and Feed Eaten on Final Weighi

|  | $\Sigma\left(y^{\prime 2}\right)$ | $D F$ | Variance | $F$ | $5 \%$ Point |
| ---: | ---: | ---: | :---: | :---: | :---: |
| Treatments + Error...... | $4,471.7$ | 38 |  |  |  |
| Error..... | $3,505.9$ | 34 | 103.1 |  |  |
| Difference $=$ Treatments | 965.8 | 4 | 2414 | 234 | 264 <br> Treatments |
| 778.9 | 2 | 3894 | 378 | 326 |  |
| Difference.............. | 1869 | 2 | 934 |  |  |

The final result is rather unusual in that the treatment variance corrected by its own regression coefficient is significant while the treatment variance as obtained by differences is insignificant. This seems to be traceable to the relations between $x_{1}$ and $x_{3}$ where, as will be noted in Table 87, the difference between the regression coefficients is much less than would be expected on the basis of random sampling.

The equation for correcting the mean final weights will now be

$$
\bar{X}_{t 1}=\bar{x}_{t 1}-{ }_{3} b_{12}\left(\bar{x}_{t 2}-\bar{x}_{2}\right)-{ }_{2} b_{13}\left(\bar{x}_{t 3}-\bar{x}_{3}\right)
$$

where ${ }_{3} b_{12}$ and ${ }_{2} b_{13}$ are the partial regression coefficients for the error covariance.
(4) Test of Heterogeneity of Covariation or the Significance of the Differences between Regression Coefficients Calculated for Each Group. If for the above example we have kept our raw sums of squares and products separate for each treatment we can very quickly set up the results as in Table 90, showing the sums of squares and products for $x_{1}$ and $x_{3}$, the regression coefficients for each group, and finally the adjusted sums of squares for $x_{1}$.

TABLE 90
Test of Heterogeneity of Regression between Treatments

|  | DF | $\Sigma\left(x_{3}^{2}\right)$ | $\Sigma\left(x_{1} x_{3}\right)$ | $\Sigma\left(x_{1}^{2}\right)$ | $b_{13}$ | $b_{13} \Sigma\left(x_{1} x_{3}\right)$ | $\Sigma\left(y^{\prime 2}\right)$ | DF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lot I . . | 9 | 168.9 | 4585 | 2,020.5 | 2.7146 | 1244.6 | 7759 | 8 |
| Lot II | 9 | 192.1 | 1026 | 7156 | 053410 | 54.8 | 6608 | 8 |
| Lot III | 9 | 132.1 | 169.4 | 2,869.6 | 1.2824 | 2172 | 27524 | 8 |
| Lot IV. | 9 | 158.1 | 333.7 | 1,964 9 | 2.1107 | 7043 | 12606 | 8 |
| Lot V. | 9 | 191.6. | 689.6 | 5,722 1 | 3.5992 | 24820 | 2740.1 | 8 |
| Total. | 45 | 842.8 | 1753.8 | 12,892 7 | 20809 | 36495 | 92432 | 44 |

## TABLE 90-Continued

Test of Heterogeneity of Regression between Treatments

|  | DF | $\Sigma\left(y^{\prime 2}\right)$ | Variance | F | 5\% Point |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Total. | 44 | 92432 |  |  |  |
| Treatments. | 40 | 81898 | 204.7 | 1.29 | 2.61 |
| Difference. | 4 | 10534 | 2634 |  |  |

For the test of significance we summate the adjusted sums of squares for each treatment and subtracting from the total obtain a sum of squares corresponding to 4 degrees of freedom representing differences between the 5 regression coefficients. In this example there is no evidence of significant heterogeneity of regression.

## 6. Exercises.

1. The data given in Table 91 are grain and straw yields given by Eden and Fisher (2) for 8 manurial treatments and 8 replicates of each. Calculate the correlation and regression coefficients for treatments, replicates, and residual. Test the significance of the grain yield differences for the treatments after correction for straw yield. Test the significance of the difference between the regression coefficients for treatments and residual, and apply the test for heterogeneity to the regression coefficients calculated for each treatment.
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TABLE 91

|  | Blocs 1 |  | Brock 2 |  | BLock 3 |  | BLocr 4 |  | Brock 5 |  | BLock 6 |  | Block 7 |  | BLock 8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treat- ments | Straw | Grain | Straw | Grain | Straw | Grain | Straw | Grain | Straw | Grain | Straw | Grain | Straw | Grain | Straw | Grain |
| ${ }^{\text {A }}$ | 242 | 620 | 321 | 646 | 261 | 681 | 317 | 644 | 255 | 706 | 331 | 615 | 216 | 552 | 295 | 726 |
| ${ }^{B}$ | 267 | 644 | 382 | 745 | 201 | 542 | 316 | 711 | 280 | 705 | 285 | 637 | 200 | 543 | 309 | 646 |
| ${ }^{c}$ | 215 | 523 | 330 | 713 | 298 | 686 | 381 | 688 | 300 | 692 | 294 | 612 | 256 | 635 | 284 | 748 |
| D | 212 | 601 | 292 | 693 | 265 | 685 | 255 | 714 | 238 | 699 | 309 | 697 | 283 | 701 | 324 | 746 |
| $E$ | 322 | 664 | 370 | 693 | 284 | 666 | 323 | 516 | 232 | 656 | 393 | 663 | 351 | 657 | 363 | 683 |
| $F$ | 200 | 514 | 261 | 637 | 259 | 697 | 361 | 710 | 234 | 633 | 258 | 595 | 306 | 697 | 376 | 712 |
| ${ }^{G}$ | 260 | 550 | 318 | 708 | 266 | 663 | 340 | 673 | 362 | 671 | 400 | 626 | 276 | 655 | 385 | 671 |
| ${ }_{H}$ | 203 | 521 | 275 | 661 | 207 | 594 | 331 | 730 | 229 | 625 | 266 | 644 | 276 | 745 | 328 | 747 |

## CHAPTER XVI

## MISCELLANEOUS APPLICATIONS

## I. THE ESTIMATION OF MISSING VALUES

1. Reasons for Estimating Missing Values and Principles of Estimation. In most experimental work, and especially in field plot studies, the results of one or more observations are occasionally lost or distorted by some disturbing factor in such a way as to make the particular observations useless. In the laboratory it may be possible to repeat a portion of the experiment and obtain new values for those that are missing, but in field experiments repetition is impossible and one has to make the best of the results available. In other biological experiments it is frequently impossible to repeat under the identical conditions of the original experiment, and methods of estimating missing or distorted values are preferable to discarding the whole or a portion of the data.

A method of estimating the yields of missing plots in field experiments on a strictly statistical basis was first developed by Allan and Wishart (1). Their methods were developed for the estimation of one missing yield; but more recently Yates (3) has extended their methods to the estimation of the yields of several missing plots. Since the methods developed by Yates are of general application, we shall use them throughout, although for single missing plots they are identical with those of Allan and Wishart. The mathematical basis of the method of estimating missing values is the substitution of a value for the one missing that will make the sum of the squares of the deviations from the mean a minimum. Equations are written for the sum of squares substituting $x$ for the missing value; and after minimizing, the equations are solved for $x$.
2. Estimation of Missing Yields in Randomized Block Experiments. The data are first arranged in a table according to treatments and blocks. Table 92 is an example of an experiment with 6 treatments in 4 randomized blocks, and 1 plot of treatment $B$ of block II is missing.

TABLE 92
Treatments

| Blocks | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ | Total |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I... | 185 | 15.7 | 162 | 141 | 13.0 | 136 | 91.1 |
| II.. | 11.7 | $\ldots$ | 12.9 | 144 | 16.9 | 125 | $684=Q$ |
| III.. | 15.4 | 16.6 | 15.5 | 20 | 3 | 184 | 21.6 |
| IV. .. | 165 | 18.6 | 12.7 | 15.7 | 165 | 18.0 | 98.0 |
| Total. . | 62.1 | 50.9 | 57.3 | 645 | 64.8 | 65.7 | $3653=T$ |
| $P$ |  |  |  |  |  |  |  |

In the generalized formula for $x$, the yield of the missing plot:

$$
p=\text { number of treatments, }
$$

$q=$ number of blocks,
$P=$ total of all the plots receiving the same treatment as the missing plot,
$Q=$ total of all the plots in the same block as the missing plot, $T=$ total of all plots.

The formula is:

$$
\begin{equation*}
x=\frac{p P+q Q-T}{(p-1)(q-1)} \tag{1}
\end{equation*}
$$

In Table 93 we have the same data as in Table 92 except that now three plots are missing.

$$
\text { TABLE } 93
$$

Treatments

| Blocks | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I..... | 18.5 | 15.7 | 16.2 | 14.1 | 13.0 | 136 | 91.1 |
| II. ... | 11.7 | $B$ | 12.9 | $D$ | 16.9 | 12.5 | 54.0 |
| III.... | 15.4 | 166 | 15 | 5 | 20.3 | 18.4 | 21.6 |
| IV.... | $A$ | 18.6 | 127 | 15.7 | 16.5 | 18.0 | 81.5 |
| Total. . | 45.6 | 50.9 | 57.3 | 50.1 | 64.8 | 65.7 | 334.4 |

The procedure in such an example where more than one observation is missing is first to substitute approximate values for all the missing values except the one to be estimated. We then apply the missingplot formula as given above. The same process is in turn applied to all the missing plots. The results given are first approximations, and the
whole process is repeated until the estimated values become practically constant.

The methods are illustrated below for the estimation of the missing values in Table 93.

## First Approximation

Average yield $=334.4 / 21=15.9$,
The $T=(334.4+2 \times 15.9)=366.2$.
Here the average yield of the plots is used as an approximation of the yields of two of the three missing plots.

$$
\begin{aligned}
& \text { A. } P=45.6 \quad Q=81.5 \\
& x=(6 \times 45.6+4 \times 81.5-366.2)_{/} 15=15.6 \\
& \text { B. } P=50.9 \quad Q=(54.0+15.9)=69.9 \\
& x=(6 \times 50.9+4 \times 69.9-366.2) / 15=14.6
\end{aligned}
$$

Note that here we have to substitute a value for $D$ and that the mean of all the plots is taken as the best approximation.

$$
\text { D. } \begin{aligned}
P & =50.1 \quad Q=(54.0+14.6)=68.6 \\
x & =(6 \times 50.1+4 \times 68.6-366.2) / 15=13.9
\end{aligned}
$$

Here we have to substitute a value for $B$, and the previously estimated value is taken as the best approximation.

## Second Approximation

$$
\begin{aligned}
A . & T=(333.4+14.6+13.9)=362.9 ; \quad P=45.6 ; \quad Q=81.5 ; \\
& x=(6 \times 45.6+4 \times 81.5-362.9) / 15=15.8 .
\end{aligned}
$$

In all the approximations after the first a new value for $T$ is worked out for the estimate of each plot, using the estimates from the previous approximation. To get $P$ and $Q$ it is best to substitute for the missing plot values where necessary, the latest values obtained.
3. Estimation of Missing Yields in a Latin Square. The best arrangement of the data is in a table such that the positions of the figures correspond with the positions of the plots in the field. The treatments should also be indicated on the table in the exact positions that they occur.

The formula for estimating $x$ the yield of a missing plot is:

$$
\begin{equation*}
x=\frac{p\left(P_{r}+P_{c}+P_{t}\right)-2 T}{(p-1)(p-2)} \tag{2}
\end{equation*}
$$

where $P_{r}=$ total of row containing the missing plot.
$P_{c}=$ total of column containing the missing plot.
$P_{t}=$ total of treatment containing the missing plot.
$T=$ total of all plots.
$p=$ number, of rows, columns, and treatments.
If more than one plot is missing, we proceed exactly as for randomized blocks, substituting approximate values for the plots not being estimated and making continuous applications of formula (2).
4. Correction to Analysis of Variance Due to Estimation of Missing Values. The estimation of missing values for a set of results introduces a complication in the analysis of variance. In the first place, one DF must be removed from the total for each missing value; and in the second place a correction must be applied to the sums of squares for treatments or any other component in the analysis, the significance of which is to be tested against the error. An exact mathematical solution of this problem for all cases has been provided by Yates (3), but except for randomized block experiments, and for Latin square experiments with only one missing plot, it is rather complicated for general practice.

In a randomized block experiment as in Table 93, for which three of the missing plot yields were estimated, the following scheme for the analysis of variance shows how the correction is applied to the treatment variance. In this scheme the "original" values refers to those for the 21 plots as given in Table 93, and the "completed" values refers to those in Table 93 with the addition of the three that were estimated.

|  | DF | Sum of Squares Calculated from |
| :---: | :---: | :---: |
| Total. . | 20 | Original yields |
| Error. . | 12 | Completed yields |
| $\begin{aligned} \text { Difference }= & \text { Blocks }+ \text { Treatments. . } \\ & \text { Blocks. . . . . . . . . . . } \end{aligned}$ | $\begin{aligned} & 8 \\ & 5 \end{aligned}$ | Original yields |
| Difference $=$ Treatments $\ldots \ldots . . .$. | 3 |  |

The procedure for calculation is as follows:
(a) Obtain the sums of squares for blocks, treatments, and error from the completed yields.
(b) Obtain total sum of squares for original yields.
(c) Obtain sum of squares for blocks from original yields, noting that not all the blocks contain 6 plots.
(d) Set up the analysis of variance as above, obtaining the sums of squares first for blocks + treatments and then for treatments by subtraction from the known quantities.

For Latin square experiments with only one plot missing the simplest method of determining the correction to the treatment sum of squares is to use the formula

$$
\frac{1}{(p-1)^{2}(p-2)^{2}}\left[(p-1) P_{t}-P_{r}-P_{c}-T\right]^{2}
$$

which gives the correction directly The scheme of analysis using a $6 \times 6$ Latin square would then be as follows:

DF
Sum of Squares Calculated from

| Total | 34 | Original values |
| :---: | :---: | :---: |
| Error. | 19 | Completed values |
| Difference $=$ Rows - Columns Treatments. | 15 |  |
| Treatments - Correction | 5 | Calculate from complete values and subtract correction |

5. Correction of Treatment Means and Standard Errors. The treatment means that contain estimated values for missing plots are in effect corrected means and further corrections are not required. The standard errors of such means, however, require a definite correction, and for methods of doing this accurately the reader should refer to the paper by Yates (3). For general purposes it is probably sufficient to make a correction for the number of plots averaged, i.e., if there are $r$ replications and one plot is missing the standard error of the mean of the treatment containing the missing plot will be

$$
s_{m}=\sqrt{\frac{s^{2}}{r-1}}
$$

## II. METHODS OF RANDOMIZATION

Randomization can be effected by tossing coins, drawing cards out of a shuffled deck, throwing dice, etc., but these methods are too slow and in general too inaccurate for actual practice. The problem has been
greatly simplified by the preparation of Tippett's "Random Sampling Numbers" (2), and these numbers are now in general use.*

If we have a series of numbers $1,2,3, \cdots n$, the problem of randomization is to arrange these numbers in such a way that in forming the arrangement any one of the numbers has an equal chance with any other number of being placed in a given position. A procedure that is frequently followed in arranging field plot tests may now be described briefly.

Suppose that the numbers representing the varieties are $1,2,3,4,5$, $6,7,8,9$. Turning to page XI of Tippett's "Tables" (the usual practice being to open the book more or less at random), we find that beginning at the upper left-hand corner we can take a series of random twofigure numbers as follows, $40,81,89,58,87,74$, etc. Assume now that there are 9 places to be filled up by the numbers 1 to 9 , and the first one is selected by dividing the first two-figure number by 9 and taking the remainder. Thus for $40 / 9$, the remainder is 4 , and number 9 is placed in the fourth place. The second number to be placed is 8 and we divide the second two-figure number by $8 ; 81 / 8$ gives a remainder of 1 , and 8 is placed in the first place. The third number is 7 , and dividing it into 89 the remainder is 5 , and 7 is placed in the fifth space counting only those that are empty. This procedure is followed until all the numbers have been placed and we get finally the following arrangement:

$$
8, \quad 3, \quad 5, \quad 9, \quad 4, \quad 6, \quad 7, \quad 2, \quad 1
$$

The same procedure can be modified for application to a Latin square, but in that case it is only necessary, starting with a given Latin square which may be made up systematically, to randomize the rows, columns, and treatments.
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## TABLES

TABLE 94
Table of $t^{*}$

| Degrees of Freedom | Probability |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.50 | 0.10 | 0.05 | 0.02 | 0.01 |
| 1 | 1.000 | 6.34 | 12.71 | 31.82 | 63.66 |
| 2 | 0.816 | 2.92 | 4.30 | 6.96 | 9.92 |
| 3 | . 765 | 2.35 | 318 | 4.54 | 5.84 |
| 4 | . 741 | 2.13 | 2.78 | 3.75 | 4.60 |
| 5 | . 727 | 2.02 | 257 | 3.36 | 4.03 |
| 6 | . 718 | 1.94 | 245 | 3.14 | 3.71 |
| 7 | 711 | 1.90 | 2.36 | 3.00 | 3.50 |
| 8 | 706 | 1.86 | 2.31 | 2.90 | 3.36 |
| 9 | . 703 | 1.83 | 226 | 2.82 | 325 |
| 10 | . 700 | 1.81 | 223 | 2.76 | 3.17 |
| 11 | . 697 | 1.80 | 2.20 | 2.72 | 3.11 |
| 12 | . 695 | 1.78 | 2.18 | 2.68 | 3.06 |
| 13 | . 694 | 1.77 | 2.16 | 2.65 | 3.01 |
| 14 | . 692 | 1.76 | 2.14 | 262 | 2.98 |
| 15 | . 691 | 1.75 | 213 | 2.60 | 295 |
| 16 | . 690 | 1.75 | 2.12 | 2.58 | 292 |
| 17 | . 689 | 1.74 | 2.11 | 2.57 | 2.90 |
| 18 | . 688 | 1.73 | 2.10 | 255 | 2.88 |
| 19 | . 688 | 1.73 | 209 | 2.54 | 2.86 |
| 20 | . 687 | 1.72 | 209 | 253 | 2.84 |
| 21 | . 686 | 1.72 | 2.08 | 2.52 | 283 |
| 22 | . 686 | 1.72 | 207 | 2.51 | 282 |
| 23 | . 685 | 1.71 | 2.07 | 2.50 | 2.81 |
| 24 | . 685 | 1.71 | 2.06 | 2.49 | 2.80 |
| 25 | . 684 | 1.71 | 206 | 2.48 | 2.79 |
| 26 | . 684 | 1.71 | 206 | 2.48 | 278 |
| 27 | . 684 | 1.70 | 205 | 247 | 277 |
| 28 | . 683 | 170 | 2.05 | 2.47 | 2.76 |
| 29 | . 683 | 1.70 | 204 | 246 | 276 |
| 30 | . 683 | 1.70 | 2.04 | 246 | 2.75 |
| 35 | . 682 | 1.69 | 2.03 | 2.44 | 2.72 |
| 40 | . 681 | 1.68 | 2.02 | 242 | 271 |
| 45 | . 680 | 1.68 | 2.02 | 241 | 2.69 |
| 50 | . 679 | 1.68 | 2.01 | 2.40 | 2.68 |
| 60 | . 678 | 1.67 | 2.00 | 2.39 | 2.66 |
| 70 | . 678 | 1.67 | 200 | 2.38 | 265 |
| 80 | . 677 | 1.66 | 1.99 | 2.38 | 2.64 |
| 90 | . 677 | 1.66 | 1.99 | 2.37 | 263 |
| 100 125 | .677 .676 | 1.66 1.66 | 1.98 1.98 | 2.36 2.36 | 2.63 262 |
| 150 | . 676 | 1.66 | 1.98 | 2.35 | 2.61 |
| 200 | . 675 | 1.65 | 1.97 | 2.35 | 2.60 |
| 300 | . 675 | 1.65 | 1.97 | 2.34 | 2.59 |
| 400 | . 675 | 1.65 | 1.97 | 2.34 | 2.59 |
| 500 | . 674 | 1.65 | 1.96 | 2.33 | 2.59 |
| 1000 | . 674 | 1.65 | 1.96 | 2.33 | 2.58 |
| $\infty$ | . 674 | 1.64 | 1.96 | 2.33 | 2.58 |

* The greater portion of this table taken from R. A Fisher's "Statistical Methods for Research Workers," with the permission of the author and his publishers, Ohver and Boyd, London

TABLE 95
Table of $\boldsymbol{\chi}^{2 *}$

| $\begin{aligned} & \text { Degrees } \\ & \text { of } \\ & \text { Freedom } \end{aligned}$ | Probability |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.99 | 0.95 | 0.50 | 0.30 | 0.20 | 0.10 | 0.05 | 0.01 |
| 1 | 0.0002 | 0.004 | 0.46 | 1.07 | 1.64 | 2.71 | 3.84 | 6.64 |
| 2 | 0.020 | 0.103 | 1.39 | 2.41 | 3.22 | 4.60 | 5.99 | 9.21 |
| 3 | 0.115 | 0.35 | 2.37 | 3.66 | 4.64 | 6.25 | 782 | 11.34 |
| 4 | 0.30 | 0.71 | 3.36 | 4.88 | 5.99 | 7.78 | 9.49 | 13.28 |
| 5 | 0.55 | 1.14 | 4.35 | 6.06 | 7.29 | 9.24 | 11.07 | 15.09 |
| 6 | 0.87 | 1.64 | 5.35 | 7.23 | 8.56 | 10.64 | 12.59 | 16.81 |
| 7 | 1.24 | 2.17 | 6.35 | 8.38 | 9.80 | 12.02 | 14.07 | 18.48 |
| 8 | 1.65 | 2.73 | 7.34 | 9.52 | 11.03 | 13.36 | 15.51 | 20.09 |
| 9 | 2.09 | 3.32 | 8.34 | 10.66 | 12.24 | 14.68 | 16.92 | 2167 |
| 10 | 2.56 | 3.94 | 9.34 | 11.78 | 13.44 | 15.99 | 18.31 | 23.21 |
| 11 | 3.05 | 4.58 | 10.34 | 12.90 | 14.63 | 17.28 | 19.68 | 24.72 |
| 12 | 3.57 | 5.23 | 11.34 | 14.01 | 15.81 | 18.55 | 21.03 | 26.22 |
| 13 | 4.11 | 5.89 | 12.34 | 15.12 | 16.98 | 19.81 | 22.36 | 2769 |
| 14 | 4.66 | 6.57 | 13.34 | 16.22 | 18.15 | 21.06 | 23.68 | 2914 |
| 15 | 5.23 | 7.26 | 14.34 | 17.32 | 1931 | 22.31 | 25.00 | 30.58 |
| 16 | 5.81 | 7.96 | 15.34 | 18.42 | 20.46 | 23.54 | 26.30 | 3200 |
| 17 | 641 | 8.67 | 1634 | 1951 | 21.62 | 24.77 | 27.59 | 3341 |
| 18 | 7.02 | 9.39 | 17.34 | 20.60 | 22.76 | 25.99 | 28.87 | 3480 |
| 19 | 7.63 | 1012 | 1834 | 21.69 | 23.90 | 27.20 | 30.14 | 3619 |
| 20 | 8.26 | 1085 | 19.34 | 22.78 | 2504 | 28.41 | 31.41 | 3757 |
| 21 | 8.90 | 11.59 | 20.34 | 23.86 | 26.17 | 29.62 | 32.67 | 3893 |
| 22 | 9.54 | 12.34 | 21.34 | 24.94 | 27.30 | 30.81 | 33.92 | 4029 |
| 23 | 10.20 | 13.09 | 22.34 | 26.02 | 28.43 | 32.01 | 35.17 | 4164 |
| 24 | 10.86 | 13.85 | 23.34 | 27.10 | 2955 | 33.20 | 36.42 | 42.98 |
| 25 | 11.52 | 14.61 | 24.34 | 28.17 | 3068 | 34.38 | 37.65 | 4431 |
| 26 | 12.20 | 15.38 | 25.34 | 29.25 | 31.80 | 35.56 | 38.88 | 45.64 |
| 27 | 12.88 | 16.15 | 26.34 | 30.32 | 32.91 | 36.74 | 40.11 | 46.96 |
| 28 | 13.56 | 16.93 | 27.34 | 31.39 | 34.03 | 37.92 | 41.34 | 48.28 |
| 29 | 14.26 | 17.71 | 28.34 | 32.46 | 35.14 | 39.09 | 42.56 | 49.59 |
| 30 | 14.95 | 18.49 | 29.34 | 33.53 | 36.25 | 40.26 | 43.77 | 50.89 |

* Taken from R. A. Fisher's "Statistical Methods for Research Workers," with the permission of the author and the publishers, Oliver and Boyd, London.


|  | $n_{1}$ Degrees of Freedom for Greater Mean Square |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 14 | 16 | 20 | 24 | 30 | 40 | 50 | 75 | 100 | 200 | 500 |  |
| 1 | 161 4052 | $\begin{array}{\|c\|} \hline 2000 \\ 4999 \end{array}$ | $\begin{aligned} & 216 \\ & 5403 \end{aligned}$ | $\begin{aligned} & 225 \\ & 5625 \end{aligned}$ | $\begin{gathered} 230 \\ 5764 \end{gathered}$ | $\begin{array}{r} 234 \\ \mathbf{6 8 5 9} \end{array}$ | $\begin{gathered} 237 \\ 5928 \end{gathered}$ | $\begin{aligned} & 239 \\ & 8981 \end{aligned}$ | $\begin{aligned} & 241 \\ & 6022 \end{aligned}$ | $\begin{array}{r} 242 \\ 6056 \end{array}$ | $\begin{array}{r} 243 \\ 6082 \end{array}$ | $\begin{array}{r} 244 \\ 6106 \end{array}$ | $\begin{array}{r} 245 \\ 6142 \end{array}$ | $\begin{aligned} & 246 \\ & 6169 \end{aligned}$ | $\begin{gathered} 248 \\ 6208 \end{gathered}$ | $\begin{array}{r} 249 \\ 6234 \end{array}$ | ${ }_{6258}$ | $\begin{array}{r} 251 \\ 6286 \end{array}$ | $\begin{array}{r} 252 \\ 6302 \end{array}$ | $\begin{array}{r} 2533 \\ 6323 \end{array}$ | $\begin{array}{r} 253 \\ 6334 \end{array}$ | $\begin{gathered} 254 \\ \mathbf{6 3 5 2} \end{gathered}$ |  | ${ }_{6366}$ |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 99.34 | 99.36 | 99.38 |  |  | 98 | 99.48 |  | 99.45 | 99 | 99 | 99 | 99 | 9 |  |  |  |  |
| 3 | $\begin{array}{\|l\|} 10.13 \\ 34.12 \end{array}$ | $\|30.81\|$ |  |  | 28 |  |  | 87.49 |  | 27 | 27 | 27.05 | ( ${ }_{26.92}^{8.71}$ |  |  |  |  | 26 | 26.35 |  |  |  |  | $\begin{aligned} & .53 \\ & 12 \end{aligned}$ |
| 4 | $\left\lvert\, \begin{array}{r\|} 71.20 \\ \hline \end{array}\right.$ | $\begin{array}{r} 6 \\ 18 . \end{array}$ |  | 5.98 | 15.52 | 6.16 16.19 |  |  | 6 | 14.54 | 14.45 | 5.91 | 4.24 | 16 | 14.08 | 13.93 | . 83 | 13.7 | 13.69 | . 6 |  |  |  | 5.63 3.46 |
| 5 | $\begin{array}{r} 6 \\ 16 . \end{array}$ | 13 |  |  | 10.97 | 10. |  | 40.82 | 10. | 10.05 | 4.70 9.96 | ${ }_{9}^{4.68}$ | 9. | 4.60 9.68 | 4.56 9.55 | ${ }^{4.57}$ | 4.50 9.38 | 4.46 98 | 9 | 17 | 13 |  |  | 4.36 9.02 |
| 6 | 18.74 | 10.92 | 4.78 9.78 | 9.16 | 8.78 | 4.28 8.47 | 8.26 | 8.10 | 7.108 | 7.87 | 4.79 | 4.72 | 7.96 | 7. ${ }^{3} 2$ |  | 7.31 | 7.83 | 7.14 | ${ }^{3.75}$ | 3.72 7 | 3.71 6.9 | 3.69 6.94 | 3.68 | 3.67 6.88 |
| 7 | $\left\|\begin{array}{r\|r\|} \hline 5.59 \end{array}\right\|$ | $\begin{aligned} & 4.74 \\ & 9.65 \end{aligned}$ | $\begin{aligned} & 4.35 \\ & 8.45 \end{aligned}$ | $\begin{aligned} & 4.12 \\ & 7.85 \end{aligned}$ | $\begin{aligned} & 3.97 \\ & 7.46 \end{aligned}$ | $\begin{aligned} & 3.87 \\ & 7.19 \end{aligned}$ | $\begin{aligned} & 3.79 \\ & 7.00 \end{aligned}$ | $\begin{aligned} & 3.73 \\ & 6.84 \end{aligned}$ | $\begin{aligned} & 3.68 \\ & 6.71 \end{aligned}$ | $\begin{aligned} & 3.63 \\ & 6.62 \end{aligned}$ | $\begin{aligned} & 3.60 \\ & 6.54 \end{aligned}$ | 3.57 | 3. 3.52 | 3.49 | 6.44 | 3.41 6.07 | 3.38 5.98 | 3.34 59 | 3. 32 | 3. 29 | ${ }^{3} .28$ | 70 | 3.24 5.67 | ${ }_{6}^{3.23}$ |
| 8 | 5.32 11.26 | 4.46 | 7.07 | 7.84 | 3.69 6.63 | $\begin{aligned} & 3.58 \\ & 6.37 \end{aligned}$ | $\begin{aligned} & 3.50 \\ & 6.19 \end{aligned}$ | $\begin{aligned} & 3.44 \\ & 6.03 \end{aligned}$ | $\begin{aligned} & 3.39 \\ & 6.91 \end{aligned}$ | 3.34 5.82 | 3.71 <br> 5.74 | 3.28 5.67 | 3 323 | 3.20 5.48 | 3.15 5.36 | 3.12 5.28 | 3.08 6.20 | 3.05 6.11 | 3.03 5.06 | 3.00 5.00 | 298 | 96 | 4.88 | 293 4.86 |
| 9 | $\left.\begin{array}{r} 5.12 \\ 10.56 \end{array} \right\rvert\,$ | $\begin{array}{ll} 4 & 26 \\ 8 & 02 \end{array}$ | $\begin{aligned} & 3.86 \\ & 6.99 \end{aligned}$ | $\begin{aligned} & 3.63 \\ & 6.42 \end{aligned}$ | $\begin{aligned} & 3.48 \\ & 6.06 \end{aligned}$ | $\begin{aligned} & 3.37 \\ & 5.80 \end{aligned}$ | $\begin{aligned} & 3.29 \\ & 8.62 \end{aligned}$ | $\begin{gathered} 3.23 \\ 5.47 \end{gathered}$ | ${ }^{3} .185$ | 3. 3.13 | ${ }_{5}^{3.10}$ | ${ }_{6} 3.11$ | $\begin{aligned} & 3.02 \\ & 5.00 \end{aligned}$ | 2.98 | 2.93 | 2.90 | 2.86 | 2.82 4.56 | 2.80 4.51 | 2.77 4.45 | 4.41 | 4.36 | 4. | ${ }_{2}^{2} 71$ |
| 10 | 4.96 <br> 10.04 | 4.10 | 3.71 6.55 | $\begin{aligned} & 3.48 \\ & 5.99 \end{aligned}$ | $\begin{aligned} & 3.33 \\ & 5.64 \end{aligned}$ | $\begin{aligned} & 3.22 \\ & 6.39 \end{aligned}$ | $\begin{aligned} & 3.14 \\ & 5.81 \end{aligned}$ | $\begin{aligned} & 3.07 \\ & 5.06 \end{aligned}$ | $\begin{aligned} & 3.02 \\ & 4.95 \end{aligned}$ | $\begin{aligned} & 2.97 \\ & 4.85 \end{aligned}$ | $\begin{aligned} & 2.94 \\ & 4.78 \end{aligned}$ | 2.91 | $\begin{aligned} & 2.86 \\ & 4.60 \end{aligned}$ | $\begin{aligned} & 2.82 \\ & 4.52 \end{aligned}$ | $\begin{gathered} 2.77 \\ 4.41 \end{gathered}$ | 2.74 | 270 | 4.17 | 2.64 | 2.61 | 2.59 4.01 | ${ }_{3}^{2.56}$ | ${ }^{2} .55$ | 2. ${ }^{24}$ |
| 11 | $\begin{aligned} & 4.84 \\ & 9.65 \end{aligned}$ | $\begin{aligned} & 3.98 \\ & 7.20 \end{aligned}$ | $\begin{aligned} & 3.59 \\ & 6.22 \end{aligned}$ | $\begin{aligned} & 3.36 \\ & 5.67 \end{aligned}$ | 53.20 | 3.09 5.07 | $\begin{aligned} & 3.01 \\ & 4.88 \end{aligned}$ | $\begin{aligned} & 2.95 \\ & 4.74 \end{aligned}$ | 4.98 | 2.86 | 2.82 | 2.79 | 2.74 | 2.70 | 2.65 | 2.61 | ${ }^{2} .58$ | 2.53 3.86 | 2.50 | 2.47 3.74 | 2.45 | 2.42 | 2.41 | 2.40 3.60 |
| 12 | $\begin{aligned} & 4.75 \\ & 9.33 \end{aligned}$ | $\begin{aligned} & 3.88 \\ & 6.93 \end{aligned}$ | $\begin{aligned} & 3.49 \\ & 6.95 \end{aligned}$ | $\begin{aligned} & 3.26 \\ & 5.41 \end{aligned}$ | $\begin{aligned} & 3.11 \\ & 5.06 \end{aligned}$ | $\begin{aligned} & 3.00 \\ & 4.88 \end{aligned}$ | $\begin{aligned} & 2.92 \\ & 4.65 \end{aligned}$ | $\begin{aligned} & 2.85 \\ & 4.50 \end{aligned}$ | $\begin{aligned} & 2.80 \\ & 4.39 \end{aligned}$ | $\begin{aligned} & 2.76 \\ & 4.30 \end{aligned}$ | $\begin{aligned} & 2.72 \\ & 4.22 \end{aligned}$ | 2.69 | 2.64 | $\begin{aligned} & 2.60 \\ & 3.98 \end{aligned}$ | $\begin{aligned} & 2.54 \\ & 3.86 \end{aligned}$ | ${ }_{3}^{2.50}$ | ${ }_{3}^{2} 46$ | 2.42 3.61 | 2.40 | 2.36 3.49 | 2.35 3.46 | ${ }_{3}^{2.32}$ | 2 3.38 | ${ }_{3.36}$ |
| 13 | 4.67 9.07 | $\begin{aligned} & 3.80 \\ & 6.70 \end{aligned}$ | $\begin{aligned} & 3.41 \\ & 5.74 \end{aligned}$ | $\begin{aligned} & 3.18 \\ & 5.20 \end{aligned}$ | $\begin{aligned} & 3.02 \\ & 4.86 \end{aligned}$ | 2.92 | $\begin{aligned} & 2.84 \\ & 4.44 \end{aligned}$ | $\begin{aligned} & 2.77 \\ & 4.30 \end{aligned}$ | $\begin{aligned} & 2.72 \\ & 4.19 \end{aligned}$ | 2.67 | 2.63 | 2.60 3.96 | 2.555 | $\begin{aligned} & 2.51 \\ & 3.78 \end{aligned}$ | 2.46 3.67 | 2.42 39 | ${ }_{3.51}$ | 2.34 3.42 | 2. 32 | ${ }_{3}^{2.28}$ | 2.26 3.27 | 321 | 18 | 2.21 3.16 |

from Table VI of R. A. Fisher's "Statistical Methods for Research W orkers.
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## INDEX

Abnormality, chi-square tests for, 27, 28, 94
tests for, 28-31
types of, 28
Allen, F. E., 261-266
$\alpha$, alpha, 23
Analysis, of covariance, 247-259
of variance, 114-138
applied to linear regression formulae, 210-217
division of degrees of freedom in, 116-119
division of sums of squares in, 116-119
interaction effects in, 124-125
multiple classification of variates in, 120-121
simple classification of variates in, 125
tests of significance in, 119-120
three-fold classification of variates in, 131-133
two-fold classification of variates in, 127-128
of variation, 114-116
Arithmetic mean, 8
calculation of, 9,16
decoding of, 17
properties of, 10
Association tests for, 95
b, linear regression coefficient, 55
Batchelor, L. D., 209
$\beta$, beta values, 81
Bias, in field plot tests, 43, 144
intravarietal, 144
planning to remove, 45
Binominal distribution, 21
probabilities from, 108-109
Bivariate frequency distributions, 67
Blakeman, J., 220, 246
Brandt, A. E., 97

Chi square, correction for continuity, 102
from $m \times n$-fold tables, $96-97$
from $2 \times n$-fold tables, 97
from $2 \times 2$-fold tables, 97
Chi-square tables, degrees of freedom in, 96
Chi-square tests, 88, 113
of goodness of fit, 89-94
of independence and association, 95
Classification of variates, multiple, 120121
simple, 125-126
three-fold, 131-133
two-fold, 127-128
$c_{m}$, non-linear regression coefficients, 220-221
Class range, 14
Class value, selection of, 13-14
Coding, 57
Coefficient, of contingency, 98
of correlation, 65-77
of partial correlation, 78-83
of partial regression, 80-81
of variability, 17
Confounding, in a $2 \times 2 \times 2$ experiment, 160-162
in a $3 \times 3 \times 3$ experiment, $170-171$
in incomplete block experiments, 175 , 178
partial, 162-165
Control of error, by covariance method, 250, 253
Correction, of treatment means due to missing values, 265
to analysis of variance due to missing values, 264-265
to chi-square for continuity, 102
Corrections, for grouping, 15
to means, in covariance analysis, 252-253

Corrections to means, in incomplete block experiments, 193
in quasi-factorial experiments, 181, 183, 187
Correlation, definition of, 65
measurement of, 67-72
partial and multiple, 78
Correlation coefficient, 65
calculation of, 73-75
from correlation table, 75
from paired values, 74
interpretation of, 71-72
relation to regression coefficient, 69
test of significance of, 72-73
$z$ transformation for, 73
Correlation coefficients in co-variance analysis, 248-250
Correlation ratio, 219-220
Correlation table, 75
Covariance analysis, 247-259
corrections to means, 252-253
division of degrees of freedom, 247248
division of sums of products, 247-248
principles of, 247
with three variables, 254-258
Covariance method applied to the control of error, 250-253
Covariation, 65
heterogeneity of, 247
Crampton, E. W., 138, 141, 254, 259
$c v$, covariance, 54-55
Degrees of freedom, 12, 34
division of, in analysis of variance, 116-119
in covariance analysis, 247-248
in chi-square tables, 96
in estimating the variance, 12
in linear regression, 56
in non-linear regression, 224
in partial correlation, 85
splitting into orthogonal components, 166-169
Departure from normality, tests for, 27, 31
Design of experiments, 45
Differences, methods for testing significance of, 40-42
Discontinuous variables, 13

Distribution, binominal, 21
normal, 22
of $F, 120$
of $t, 38$
of $z, 120$
"Student's," 38
Distributions, leptokurtic, 28
platykurtic, 28
Dot diagram, 66
Dunlop, G., 127, 141
Eden, T., 259
Enumeration data, 89
Error, control of, 48
Error control, by confounding, 160
by covariance technique, 250-253
in field plot tests, 145
in incomplete block experiments, 172
Error variance, 122-125
Estimating, missing values, 261-265
the variance, 35
Estimation, 6
0 : missing yields in randomized block experiments, 261-263
of standard deviation, 33-34
Experiment, hypothetical, 2
Experimental design, 45-51
Ezekiel, M., 63, 246
$F$, distribution of, 120
table of, 269-272
Factorial experiments, 151
confounding in, 160-165
Fiducial limits, 39
Field plot tests, 142-208
Fitting, of logarithmic curves, 231-234
of normal curve, 24-25
Fitting polynomials, 221-230
by summation method, 234-243
summary of formulae, $235-236$
Fitting the regression line, 53-55
Fisher, R. A., 2, 6, 8, 19, 32, 40, 44, 51, 63, 72, 77, 87, 100, 107, 113, 116, 120, 141, 143, 170, 171, 191, 209, 218, 234, 246, 252, 259
Frequency distribution, binomial, 21-22 normal, 22-24
Frequency polygon, 16
Frequency table, formation of, 15-16
graphical representation of, 16
$g_{1}$, measure of symmetry, 29
$g_{2}$, measure of kurtosis, 29
Geddes, W. F., 87, 131, 141, 215. 218, 231
Goodness of fit, 89-94
of polynomial equations, 224
tests with small samples, 101
Goulden, C. H., 77, 141, 172, 209
Grueco-Latin square, 191
Grant, J. C. B., 105, 113
Graphical representation of frequency table, 16
Greenwood, M., 100
Grouping,
Sheppard's corrections for, 15

Hanna, W. F., 246
Heterogeneity, of covariation, 247
of soil, 142
of variation, 114-116
Heterogeneity test for regression coefficients. 253-254
Histogram, 16
Hypothesis, null, 6
$i$, class interval, 17
Immer, F. R., 90, 139, 141, 209
Incomplete block experiments, 175, 178
choosing the best type of, 200-201
symmetrical, 188-193
Independerce, and association, tests for, 95
tests for, with small samples, 101
Interaction effects in analysis of variance, 124-125
Invariance, 252
Isa, J., 243, 246
Koltzoff, N. K., 111, 113
Kurtosis, 28
$k$ statistics, 28-29
Large number of varieties, methods for testing, 172-201
Latin square, 147-149
estimation of missing yields in, 263264
Linear regression, 52

Logarithmic curves, method of fitting, 231-234
Logic of statistical methods, 1

Mainland, D., 112, 113
Mean, adjusted for associated variables, 252-253
arithmetic, 8
calculation of, 16-17
of a population ( $m$ ), 35
of a sample ( $\bar{x}$ ), 35
variance of, 35
Mean difference, test of significance, 40, 42
Mean square ( $s^{2}$ ), 35
Methods of randomization, 265-266
Miscellaneous applications, 261, 266
Missing values, correction for, in analysis of variance, 264-265
in treatment means, 265
estimation of, 261-265
Missing yields, estimation of, in a Latin square, 263-264
in randomized block experiments, 261-263
Mitchell, H. H., 44
Multiple classification of variates, $120-$ 121
Multiple correlation coefficient, 78
calculation of, 85
test of significance for, 86
Multiple regression, 78
significance of, 214-215
$n$, degrees of freedom, 35
$n^{\prime}$, number in sample, 35
$N$, number in sample, 35
Neatby, K. W., 112-113
Non-linear regression, 219, 245
Non-linearity, test for, 211-213
Normal curve, calculation of probability from, 26
fitting of, 24-25
Normal distribution, 22
definition of, 22
Normal equations, for fitting polynomials, 223
for partial and multiple regressions, 80-81

Normal frequencies, calculation of, 24-25
Null hypothesis, 6
Numbers, random, 266
Orthogonal squares, 191-192
Orthogonality, 160
Parameter, 6, 34
Partial confounding, 162-165
in a $2 \times 2 \times 2$ experiment, $162-165$
in a $3 \times 3 \times 3$ experiment, 171-172
Partial correlation coefficient, 78
calculation of, 82
test of significance, 85
Partial regression, 78
Partial regression coefficients, calculation of, 80-81
Pearl, Raymond, 32, 77
Pearson, Karl, 32
Polynomial equations, testing of goodness of fit of, 224
Polynomials, method of fitting, 221230
summary of formulae for fitting, 235236
tables for fitting, 242-243
tabular method of fitting, 240-241
Population, 5
Probability, calculations from normal curve, 26
from binomial distribution, 108-109 inverse, 1

Quasi-factorial experiments, three-dimensional with three groups of sets, 186-188
two-dimensional, with three groups of sets, 185-186
with two groups of sets, 179-185
$r$, correlation coefficient, 65
$R$, multiple correlation coefficient, 86
Random numbers, 266
Randomization, 46
methods of, 265-266
of field plot tests, 143-145
Randomized blocks, 146-148
estimation of missing yields in, 261263

Ratio of variances, 132, 137
Recovery of information, 162-165
Reduction of data, 7
Regression, non-linear, 219-245
partial and multiple, 78
Regression coefficient, 53
methods of calculation, 56-58
properties of, 55
relation to correlation coefficient, 69
standard error of, 56
test of significance, 55-56
Regression coefficients, test of heterogeneity, 253-254
Regression equation, 53
linear, 54
multiple, 80
partial, 80
Regression equations, types of, 220-221
Regression function, tests of significance of, 210-211
Regression graphs, 53
Regression straight line, 53
fitting of, 53-55
Replication, 48, 51, 142, 143
s, standard deviation, estimated from a sample, 35
so, standard deviation of regression coefficient, 35
se, standard error of estimate, 35
s-, standard error, 35
Sample, 5
Sample mean, standard deviation of, 12
Savage, A., 32
Sayer, W., 209
Schultz, T. W., 138-141
Scope, experimental designs that broaden, 47
of an experiment, 48
Selecting a valid error, 122-125
Sheppard's corrections for grouping, 15
Sheppard's tables of the probability integral, 23
$\sigma$, sigma, standard deviation of population, 11, 12, 35
$\Sigma$, summation, 10
Significance, of abnormalities in distributions, 29
of chi square, 90

Significance, of correlation coefficient, 72-73
of differences between means, 40-42 corrected for associated variables, 252-253
in incomplete block experiments, 193
in quasi-factorial experiments, 181, 183, 187
of differences between regression coefficients, 56, 253
of linear regression coefficient, 56
of multiple correlation coefficient, 214-215
of non-linearity, 211-213
of partial correlation coefficients, 85
of regression function, 210-211
tests of, 38
Simple classification of variates, $125-$ 126
Simple interaction, method of calculation, 136
Skewness, 28
Small samples, tests of significance with, 33-42
Snedecor, G. W., 14, 19, 44, 63, 72, 77, 89, 97, 100, 120, 127, 141, 246, 259
Snedecor's table of $F, 127,269$
Soil heterogeneity, 142
Split plot experiments, 151-159
Standard deviation, 10
a measure of variability, 10, 11
calculation of, 11
estimation of, 33-34
of a sample mean, 12
of large samples, $10-12$
of small samples, $10-12$
Standard error, 35
of regression coefficient, 56
Statistical analysis, functions of, 7
Statistical methods, logic of, 1
Statistical terms, definition of, 5
Statistics, 6, 34
"Student," 38, 44
"Student's" distribution, 38
Sum of products, as a measure of correlation, 67-68

Sum of products, calculation of, 57
division of in covariance analysis, 247-248
Summation method of fitting polynomials, 234-243
Sums of squares, division of, 116-119 methods of calculation, 135

Tedin, O., 144, 209
Tippet, L. H. C., 14, 19, 32, 44, 63, 77, 87, 100, 113, 141, 218, 246, 266
Treloar A. E., 72, 77

Valid error, selection of, 122-125
Variability, coefficient of, 17
Variance, 35
analysis of, 114-138
estimation of, 35
heterogeneity of, 114-116
of a mean, 35
Variation, heterogeneity of, 114-116
Varieties, methods for testing large number of, 172-201

Wallace, H. A., 87
Wiebe, G. A., 209
Winkler, C. A., 246
Wishart, J., 87, 209, 259
$x$, value of a single variate, $9-10$
$\bar{x}$, mean of a sample, 9-10
$\boldsymbol{Y}$, estimated value of dependent variable, 54-55
$y$, individual value of a variate of dependent variable, 53-54
Yates, F., 102, 113, 160, 167, 171, 172 , 200, 209, 261, 266
Yates's correction for continuity, 102
Youden, W. J., 192
Youden's square, 192
Yule, G. Udny, 32, 77, 113
$z$, distribution of, 120
$z^{\prime}$, transformed correlation coefficient, 73


[^0]:    * Students studying statistics for the first time are advised to pass over the remainder of this chapter and come back to it at a later date.

[^1]:    ${ }^{1}$ For the method-of-least-squares technique see any good textbook on elementary calculus. If it is confusing to apply these methods to expressions containing the summation sign, $\Sigma$, write out one or two sets of values and proceed with them consecutively. The procedure for the entire set of values summated will then be clear.

[^2]:    ${ }^{1}$ A test is described in Chapter XIII that is based on the analysis of variance.

[^3]:    2. In an $F_{2}$ family of 200 plants segregating for resistance to rust, if resistance is dominant and susceptibility recessive, find the ratio that gives a $P$ value of exactly 0.05 when fitted to a $3: 1$ ratio.

    There are two possibilities, the ratios being $138: 62$ or $162: 38$.

[^4]:    ${ }^{1} \frac{1}{2} P$ is used here to indicate that the probability is calculated from the area of only one tail of the distribution. As the problem is stated in terms of " 15 or more successes," etc., it is obvious that only one tail of the distribution must be considered.

[^5]:    1 "Sums of squares" written thus is an abbreviation for (sums of squares of deviations from the mean), but in general throughout this book the quotation marks are omitted.

[^6]:    ${ }^{1}$ Note that the second set of totals can be obtained most easily by setting up the numbers in the first three totals in the form of another square, and taking from this square the same diagonals as were used in the first instance.

[^7]:    Example 37. Two-Dimensional Quasi-Factorial with Two Groups of Sets. Uaing uniformity data and assuming a teat of 25 varieties in 4 replications this

[^8]:    * The $t$ used here is, of course, the statistic defined by R. A. Fisher in "Statistical Methods for Research Workers."

[^9]:    Example 39. A Symmetrical Incomplete Block Experiment for 25 Varieties and 6 Replications. The sets have been written out by the method described above, and those for each group have been kept together to form complete replications. This will be obvious from Table 55, and it will be noted also that no attempt has been made to randomize the blocks. All the randomization is of the varieties within blocka. It is convenient to enter on the plan of the field the individual yields and

[^10]:    ${ }^{1}$ Professor Fisher has now developed this method for application to the case wherein the $y$ values are of unequal weight. See the references at the end of this chapter.

[^11]:    * More recently, Fisher and Yates in "Statistical Tables for Biological, Agricultural and Medical Research" (Oliver and Boyd, London, 1938) have included an excellent set of random numbers which have been thoroughly tested for randomization work.

