


ILLINOIS LIBRARY



Digitized by the Internet Archive

in 2011 with funding from

University of Illinois Urbana-Champaign

http://www.archive.org/details/mm1dynamicpriori524kofm





Faculty Working Papers

College of Commerce and Business Administration

University of Illinois at U r b a n a - C h a m p a i g n





FACULTY WORKING PAPERS

College of Commerce and Business Administration

University of Illinois at Urbana-Champaign

October 25, 1978

AN M/M/l DYNAMIC PRIORITY QUEUE WITH OPTIONAL
PROMOTION

Ehud Kofman, Lecturer, Department of Business
Administration
Steven A. Lippman, University of California, Los
Angeles

#524

Summary

:

We consider an M/M/l queue with two types of customers: priority customers and
regular customers. They arrive at the service facility according to two independent
Poisson streams and form a single queue according to the order in which they arrive.

The two types of customers are distinguished by the holding costs chargel per unit
time that each of them resides in the queue. The server can either serve customers

according to the order in which they arrive or pay a fixed fee R and promote a

priority customer, bypassing the customers ahead of him. The server selects the

customers to be - served so as to minimize the expected average cost per unit of time
of operating the system. We show that whenever the number of regular customers
bypassed in a promotion tim"s the expected holding costs per priority customer
per service period is greater than or equal to R, promotion is strictly optimal.
Moreover, for each state there exists a value of R, with R exceeding the number of

regular customers bypassed in a promotion times the expected holding costs per
priority customer per service period, for which proration is optimal. This result
contradicts previous work in the literature. In addition we dermstrate that the
set of states from which promotion is optimal decreases in the sense of set inclu-
sion as R increases. This fact is the key to an efficient algorithm.

Acknowledgment

:

This research v\^s partially supported by the National Science Foundation through
Grant SOC-7808985.



1 )

(:.

3'JJ

J.!,

I

'"
: 'On:

•'..!',. ,.

•
. ;::•... t<

.<



AN M/M/l DYNAMIC PRIORITY QUEUE WITH OPTIONAL PROMOTION

Most previous works in optimization of priority queueing systems

have been concerned primarily with the important issues of (i) assign-

ing priorities to different classes of customers; and (ii) evaluating

the performance of queueing systems under various regimes, using the

usual parameters of queueice systems like waiting time and delay time.

For example, Cobhan [4] created the problem of assigning priorities to

each of k classes of customers (classified on the basis of their

respective holding costs and required service times) in an m/g/1

system. In Oliver and Pastalozzi's work [l£] the basis for class-

ification of customers is the required service time, determined when

the customer arrives at the queue. The objective in those works was

to establish an optimal priority rule: to assign priorities to the

different classes of custesters in a manner which will cause the system

to perform optimally. The main feature of this type of work is that the rule

being sought is static; once priorities are assigned they don't change.

Harrison [9] considered a problem of dynamic scheduling in an

M/G/l queueing system so as to minimize the expected present value of

rewards received minus costs incurred over an infinite horizon, where

future costs and rewards are continuously discounted. In his model

customers from different classes incur different holding costs, receive

different rewards upon service completion, and possess different service

time distributions. Given the state of the system, the controller's



problem is to decide, at the completion of each service, which class to admit

next into service. In Harrison's model there is, surprisingly, a static rule which

is optimal, but assigning priorities to the different classes involves a very

complex procedure. An excellent bibliography covering the vast literature on

Priority queues can be found in Jatswal [10].

In contrast to previous works [5], Bell [2] treated an M/G/l where

priorities change dynamically. There «xe two. types of customers:

priority customers and regular customers.. They arrive at the service

facility according. to two independent Poisson streams, and they form a

single queue according to the order in which they arrive. ; The. two

types of customers are distinguished by the holding costs charged per

unit time that each of them resides in the queue. The queue controller

can either serve customers according to the order in which they arrived

or pay a fixed fee R and promote a customer (with higher holding cost)

thereby bypassing the- customers ahead of him. Naturally, the optimal.

determination whether or not a priority customer will be promoted de- -

pends on the state of the system. It is in this sense that priorities ..

change dynamically.

We treat Bell's problem under the assumption of exponential service and two

cases: in the constrained case if the server decides to promote, he must select

the priority customer who arrived' first. In the unconstrained .case, no such

restriction exists. The criterion of optimality is average cost per unit of time.

In section 1 we formulate the problem as a standard Markov Decision Process

(see [3,6]) and verify that the rule which from every state minimizes the expected

cost of the remainder of the busy period is optimal. It is also demonstrated

that the optimal rule is' a limit (in the sense of Ross L15]) of- a sequence of rules

optimal for the problem with discounting.
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In section 2 it is shown that the option to promote will be utilized to

reduce the cost of operating the system. And, indeed, it will be proven that

whenever the number of regular customers bypassed in a promotion times the expected

holding cost per priority customer per service period exceeds the cost R of

promotion, it is then optimal to promote.

It was previously thought that promotion is optimal only when the above

condition is met. Even when R exceeds the number of regular customers bypassed

times the expected cost of holding a priority customer for one service period, it

may still be optimal to promote. This is discussed in section 3. Next a necessary

condition for promotion to be optimal is provided. We follow this by presenting

an example that shows this condition is not sufficient.

We conclude in section 4 by proposing a finite algorithm which produces the

optimal rule when an upper bound is placed on the queue length. The algorithm

depends upon the fact that the set of states from which promotion is optimal de-

creases, in the sense of set inclusion, as the promotion fee R is allowed to

increase.



In this section we formulate our model as a Markov Decision process;

examine two cases of our model, the constrained case and the unconstrained case;

and provide results which demonstrate the optimal rule can be obtained as a

limit from consideration of the discounted version of the problem..

In our M/M/l queueing system two types of customers, labeled type "1"

(priority) and type "2" (regular), arrive at the queue according to two .independent

Poisson processes with rates X and A ', respectively. Both types of customers

require the same service whose exponential distribution has parameter u. For

the continuous time Markov Process generated by this system, the time between

transitions when the server Is busy is'' exponential with parameter X + X- + u.

Given that transition occurs, the probability of each type of event is as follows:

the probability of arrival of "a "1", arrival of a "2", or departure is, respectively,

X -./(A, + X 4- u) , X„/(X + \ + u), u/(X + X + y) . Two kinds of costs are

incurred. There is a holding cost of h. (h£) per unit time per "1" ("2") in t'

queue. Utilizing an ingeneous but simple argument Bell [1] showed that we can,

without loss of generality, assume that there is a holding cost of h = h.. - h„ >

per unit time per "1" customer in the queue and a zero cost for holding a "2".

Second, each time a customer is served who is not at the head of the line, a

fixed charge of R > is incurred.

Immediately after service completion, the server must decide which customer

to serve next. We denote his action by F (for first) if he decides to serve the

customer at the head of the line next. If, on the other hand, he decides to serve

a "1" who is not at the head of the line, thereby bypassing all of the customers

ahead of him, we denote his action by P (for promotion). The action space is,

therefore, given by K = {P,F}. Note that if there is only one type of customer

present, then there is no decision to make.
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We distinguish two cases of our moael. The first case, which we

call the constrained case, is characterized by the fact that if the

server elects to promote a "1", he is constrained to promote the

customer who, amongst the "l"'s presently in the queue, was the first

to arrive. In the second case, referred to as the unconstrained case,

the above constraint does not apply and the server has complete freedom

to decide which "1" to promote. In the -unconstrained model the action

P is not yet well defined. But, as can easily be shown (see [11, pp. 13-15]),

there is no loss of generality in assuming that when the server promotes he always

promotes the "1" who came last. Thus, if there is to be a promotion

from state s, in both cases the "1" who will be promoted is uniquely

determined. We shall have need to refer to this customer and, accord-

ingly, we label him 1 .

The state space S is defined by

(1) S s {s : s= (s )"?_. s. € {1,2}, for all 1 < i < n, n = 0,1,2, . . . } .

That is to say, S is composed of elements each of which represents a

queue, i.e., a number of customers, their type, and the order in which

they arrived at the service facility. Specifically, s. = 1 means

that among the customers of s, the ith to arrive was a "1"; in

particular, s is the customer type at the head of the line.

If action P is taken at s, then the state of the system after

one service period will be s Y, Y e S . The random vector Y repre-

sents the number and order of arrivals which take place during one

service period. The vector sp represents the queue 1 left behind

when he was pronoted. Similarly, if F is taken at s, then s„ is

the queue left behind by the customer served, and at the end of his
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service (i.e. one period later) the state of the system is s_Y. Due

to the exponential nature of the service and the linearity of the hold-

ing cost, the c:rpected hc?-l.;xj cost associate 3. with the service period

that commences when action P is chooen at s is b(s
p)h/(i

+

E[b(Y)]h/|j., where b(s) is the number of priority customers in s. On

the other hand if action F is taken at s, then the associated expected
r

.'

holding cost is b(s
p )h/|_i + E[b(Y)]h/ji.

The objective is to find a rule which will minimize the average

cost per unit time for the infinite horizon. We formulate this problem

as a discrete -time Markov Decision Process based on the embedded chain

which results from observing the system only at the times of service

completion. Henceforth, units of time will be service periods, and, as

before, the state of the system is the queue observed after service completion.

To determine the transition probabilities we notice that if at state s

action F(P) is taken the system moves next to s.pY(spY), Y £ S. As before,

Y = (x,, ..., XN ) is a random vector, where N is a geometric random variable

with parameter u/(A + A + u). For any i, 1 <_ i < N, X = j if the ith

interval during a service period is a "j", j .1,2. Given that N = n, the

X. are independent random variables with P(X, «= 1) » A / (A + A_) and

P(X = 2) = A./ (A + A„). To ensure that the embedded Markov Chain is positive

recurrent we assume that u > A + A . (There is no need to specify the probability

of transition from the empty state to a busy one because, as will later be shown,

the search for the optimal rule can be restricted to one busy period.)

Henceforth, we will assume, with no loss of generality that h/u 1. Hence,

if promotion is taken at s and the next state reached is s
p
Y, then c(s,P),

the (immediate) one-period expected cost, is given by

...... ..
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(2a) c(s,P) = R + b(s
p ) + E(b(Y)) .

Similarly, the one-period expected cost of taking action F at s is

(2b) c(s,F) = b(s
F
) + E(b(Y)).

In other words, the (one period) cost is the cost of promotion plus the expected

number of "l"'s found in the queue at the end of the service period.

Therefore, it is easy to see that c(s,P) - c(s,F) = R - 1. Moreover,

as a result of promotion at s, the next state reached contains one

less priority customer. In this sense sp is a better state than s„.

For any time i let M. be the history of states and decisions up

to and including time i. A rule ir is a sequence of functions

(f.(h. -j* 3))-^ with values in the action space K, where h. - is a

given history and s is the state at time i. Let V (s) represent the

expected cost of using tt starting at s until the busy period ends, and denote

by V(s) the expected cost of the s-residual busy period using the optimal

rule, where

V(s) - inf V
ir
(s).

if

Let ft be the underlying probability space whose points are se-

quences of arrivals and departures. For any fixed, state s_ let T(s.J

be the time until the system empties after starting at s». (Of course,

the distribution of T(s_) is independent of ir but does depend upon

TT
T(s )

the queue length of s^.) Let (S (i)).~ be the random sequence of

3tates visited by the system under ir when starting at s- and ending

T(s
Q) units of time later (S

U
(0) = s * ) . For any w € ft,

_ T(b ,u) T(s .w)

<s (i,uj)> is a realization of <S (i) >
1=0 » a"d we denote such a



realization by w(tt). Let C(n ,d)(ir) ) bo the cost of the s-residual busy

period when using tt and w occurs.. Formally, then,

V (a) = f C(u, w(7T))P(dW).
n

Whenever w is fixed it will be emitted from the notation.

Both cases of our model constitute a Markov Decision Process with unbounded

rewards [8,12,13]. Application of Denardo's N-stage contraction [6] to these

(and other) models in which the one-period cost function increases "moderately"

in the state and the transition function is also well behaved enables us to

conclude that there is a stationary (deterministic) rule which is optimal in the

presence of discounting (see [13]). Then, using limit procedures reminiscent of

those used by Taylor [17] and Ross [15], it can be shown [13] that there exists

a stationary rule which is average-optimal. The assumptions on which this

treatment is predicated hold in our case and can be verified easily [13, p. 1232]

Based on the existence of a stationary (deterministic) rule which is average-

optimal, we begin by showing that it*, the rule which from every state s

minimizes the expected cost of the s-residual busy period, is average optimal.

Let B. and I. denote the length of the ith busy period and

idle period respectively. Also, denote by W. the cost of using the

rule v during the ith busy period. For a stationary rule tt,

{b.}. ,j {w.}. _ and [i.}. , are three sequences of i.i.d. random

variables... Furthermore, the dictributions of B. and I. are rule-

independent. The cost W ,
, however, depends on Tr as indicated by

the superscript. Because the above random variables have finite

expectations, cp(s,i/), the average cost per unit of time when starting

from a and using tt, ia well, defined for every stationary rule tt.

Moreover, the requirement U- > \ + ^> ensures that the system
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empties in a finite expected time so that <j> has the representation (see Ross [16]),

2 v
11m S W.

9(0, ir) = -^ ^
n

lim s: (B +

1

± )

n->«> i=--l

Furthermore, <p(e,iT) = <p(0,7r) for evejy a. Now, by the strong law of

large numbers, we have

llin 2 Wj/n tf
/a \ n->« i=l 1

_ _
9(0, ir) = j— — - E(b^) +E(l

l
)

'

11m t (B
±
+ I

±
)/n

n-**> 1=1

Since E(B.) + (!*) does not depend en ir, we observe that the rule

which minimizes E(W*) is the optimal rule. Hence it is clear that for the

average cost criterion, the best stationary rule is the rule which minimizes

the expected cost in a busy period.

Let ir and ir* denote the stationary rule which minimizes the expected

cost of the s-residual busy period and the rule which at s assigns the action

it Ob). Because there exists a stationary rule which is optimal [13, p. 1232],

it follows by the principle of optimality that the stationary rule rr* is an

optimal rule.

THEOREM 1. The rule ir* is average optimal.

We now proceed to prove that ir* Ls a limit of a sequence of discount optimal

rules. Consider the case where costs are discounted and all costs are incurred

at the beginning of the appropriate period, and denote by y (s,8) the expected
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3-discounted cost of starting at s and using the rule ir. Throughout the

discussion we will assume (with no loss of optimality) that it , the 3-optimal
3

rule, is stationary and minimizes the 3-discounted expected cost of the s-resi-

dual busy period, each s. Promotion is said to be optimal at a given state s

if for any rule which does not promote at s there exists a rule which does and

is at least as good. Promotion will be said to be 3-optimal at s if for any

rule which does not promote at s there is a rule which does promote at s and

is as good.

Following Ross [15] we say that a sequence (v ) of stationary

(deterministic) rules converges to a stationary (deterministic) rule ir,

if for each a there exists an integer r such that ir (s) = ir(s) for
s r

all r >_ r . Because the state space is countable, diagonalization can be utilized
* s

to extract a convergent subsequence. Using this we now prove

THEOREM 2. The rule ir* is a limit point of {tt : < 3 < 1}, the set
3

of 3-optimal rules.

Proof . Let <tt > be a convenient subsequence, and denote by a its limit.
3r

We claim that from any s, a minimizes the expected cost of the s-residual

busy period. If not, then V ^(s) < V (s) for some state s. This implies that

there exists an e > and r. large enough such that for r >^ r_

V^'V < v^v - e
•

On the other hand, the optimality of ir_ guarantees that for any 3, < 3 < 1»
p

^ +(s,3) > <1> (s,3). In particular, we have
IT* TTg

(3) <i»a
(s,3

r ) - c > *
ir
*(s,B

r ) » tw < s >B
r > •

for r 1 r
o

*

3
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We claim

(4) lira |* (b,B ) - *w
(8,0 ) | -

Since (4) contradicts (3), the proof is complete, upon establishing (4).

In order to verify (4) we consider the set S of states with queue length

less than or equal to N. For any finite N we can pick r_ large enough so

that for r > r~, a and ir_ take the same actions in S„. By the Gambler's— B_ N

Ruin Problem, it follows that from any state s with queue length n(s) the

probability p of leaving S
N

before reaching the empty state is given by

P

1 - [|i/(X
1
+ x

2
)]
n(s)

OB '- - -—-' ..-———— .
, ——"W"

l - [m/(a
1
+ x

2
)]

N

a quantity which converges geometrically to zero.

Because a and tt take the same actions while in SM , the first state i

t>r "

c N
S entered is the same for both policies. Label this state s . The number

n(s ) of customers in the queue at s is bounded by N + n(Y).

Recall that T(s) represents the duration of the s-resldual busy period

when the state at time zero is s. Then the number of customers in the queue at

time t < T(s) is given by n(s) + £ n(Y ) - t so that
1-1

1(a) t

if

(s) < E I [n(a> + I n(Y
±
) - t + R]

t=0 i=l

- [n(s) + R] E(T(a)) + E[ (T(s)) (T(s)+l)/2]
x+x

' - 1
U

as n(Y ) is a geometric random variable with parameter m/(X. + X^ + u).

Furthermore, If <z
i
> are i.i.d. random variables with the same distribution
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n(s)
as T(s ) when n (sn ) = 1, then T(s) has the same distribution as £ Z.,

i=l
1

Because u > A + A , EZ and EZ are both finite (see [7, p. 198]).

N
Since n(s ) <_ N + n(Y ), these facts enable us to conclude

IVS ' 3r>
- **« (8 ' Br>l i PN t*a

(s
N
,6

r ) + g (s
N
,e

r
)l

< 2p
Nj

(N+EYj+R) (N+EY^EZj^ + |

X1+A 2 - 1

[N
2
+N(N+EY

1
)EZ

1
+ (E(Y^)-EY

1
)E(Z

1
)
2 + EY^CzJ) + QHS^jEttfU

as N '•* "j

Q.E.D,
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2. STRUCTURE OF THE OPTIMAL POLICY

Our first objective is to show that the option to promote can be utilized

to reduce the cost of operating the system. In other words, we will show that

FIFO, the rule which never uses P, is not optimal. Toward this end we define

the sets A and A by

(5) = {s e S: R < k(s)} and A = {s e S: R < k(s)} ,

where k(s) is the number of "2"'s bypassed when promotion is taken at s.

(Of course k(s) differs according to whether or not we are in the constrained

or unconstrained cases, and k(s) when there are no priority customers in b

THEOREM 3. If s is in A , then promotion Is strictly optimal at s.

Proof . Let tt be any rule which does not promote at s. Let t(ui) be the time

oj(tt) first enters s, and let t be the first time after x at which 1 is

served under n.

Let TT* be the non-stationary rule defined as follows;

(6) U'(s,i) B <

P

p

rte)

i < t

i - t

T < i < T

i = T

i >T,

where ir«(s,i) is the action taken by the rule 7P at time i, and

tr,.
s (i) is the state visited by u(tt) at time i.
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We now compare C(tt,w(tt)) with C(u" ,u>Or )) . If u>(7r) contains

no entry Into s, then, obviously, C(ir'« ,w(7r')) = C(TT,ui(7r)) . If an

entry into s does occur, then there are two cases to consider- fi) 1
v

' £

ia eventually promoted under ir, and (ii) 1 is served when it
s

reaches the head of the line under w.

"'
. In case (i),

(7) C(ir,u)(ir)) - c(ir',u(ir)) = SlcCs^i)Me(±))
i=T

- c(s'""(i),ir-( s
7r
'(i)))]

T-l
= -(R - 1) + S 1 + R = t - T > 0.

i=T+l

In case (ii) we have

T-l

( 8 )
C(TT,w(ir)) - C(7T',U)(TT')) = -R + 1 + T 1

i=T+l

= -R + (t - t) > k(s) - R > 0.

+
Coupling the fact that in A promotion is optimal with the fact that

during every busy period under every rule an entry into A occurs with positive

probability it follows from Theorem 3 that FIFO is not optimal.

4.

It was previously thought [2] that A includes all the states from which

promotion is strictly optimal. Surprisingly, this is not true. We will now

sbow that if k(s) = R promotion is not only as good as F but rather it is

9trictly better.

THEORFJi 4. If k(s) = R, then promotion is strictly optimal at s.
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Proof . We will first prove the theorem for unconstrained cases.

Let s be any state such that k{s) = E and let v be any rule which

does not "promote at s. As a result of Theorem 3, we can assume

that V does promote in A '. Let 77-' be the nonstationary rule de-

fined in terms of ir as in (6)- An argument identical to that of

Theorem 3 implies that

(9) C(tt,u(tt)) > C(TT' ,u(ir»)).

We now show that there is a subset of Q for which (9) holds with

strict inequality.

The first case we consider is that v is such that the subset of

ft at which 1 will eventually be promoted under ir is of positive

probability. In this case

C(ir',w(ir')) - C(7r,uu(7r)) = (t - t) > 0, as per (7).

The second case we consider is that v is such that with prob-

ability one 1 is served only when it reaches the head of the
s

line. But, there is always a positive probability that a<ir) enters

A
+

at time t + 1, whence, with positive probability, we have

(10) (f - t) >k(s) + 1 > R.

For, as soon as tu(ir) enters A
+

, ir will call for the pro-

motion of a priority customer other than l
g

, hence, these pro-

motions will cause 1 to be delayed in the queue for more than
s
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k(s) periods. Since (t - t) is the number of periods after T

that l
g

is delayed in the queue, the proof for the unconstrained

case follows from (10)

.

We now treat the constrained case. If k(s) = R, then s is

of one of the forms: s = [2 .?. 2 ] [i .*. ^ 2 QT

s = [2 .?.. 2] [1 .A. l] for some i >1. For m = 1,2,...,

J

we denote by l
g

the priority customer in s who was the mth to

arrive. Let t be the time u<ir) enters s, and let f., be the

time after x that l*
5 is served under ir. We define the non-
s

stationary rule tt' (s,i) as follows:

7T(s)

(11) 1T'(s,i) = <

i < T

T < i < T + j

T + j < i < T,

TT(S) i > T,

I

It is easy to see that C(Tr,<u(Tr)) >_ C(ir* ,u>(ir
f
)) and the inequality i9

strict if and only if any of the l
m

, m = 1, 2, ..., j is eventually promoted
s

under it. Since there are rules under which the probability of such an even-

tuality is zero we proceed as follows.

Let T, be the first time after x A is entered under tt', and if

t. <_ t(s) (which occurs with positive probability) let s be the state where

entry into A occurs. Also, let T_ be the time 1 + is served under tt,
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Define t by

T = t, X
1 frr^T+j]

+T
2

A
[x
1
=T +tj}

>

where x£
is the indicator function of E. Using 7r'(s,i) we now define

the ion-stationary rule ir"(s,i) as follows:

ir»(s,i) if \- / T + 3

ir»(s,i) i<x + j, t = T +'j

(12) u*'(s,i) =^ P

F

i = T + J, T, = T + j

T+j + 1 < i < T,

s.

TT'(s,i) i > T,

It is clear that if ^tt ?
) enters A at time T + j, then

(13) C(«<ir),ir) - cW),-^)

+
>min[k(s"'") - R), (*r - (t + j))] > 0.

But, the ui-set such that u^tt* ) enters A at time t + j is of

positive probability, hence the theorem.

Q.E.D.

Of course, the proof of Theorem 4 suffices, mutatis mutandis, to assert

that promotion is strictly 6-optimal from any state in A. ls:R < ) 8 r

* I i-1 J
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3. A NECESSARY CONDITION FOR THE OPTIMALITY OF PROMOTION

As revealed in Theorem 4 the set Sn of states from which promotion is

optimal contains A. We now show that this set is larger than A. Thus,

membership in A is not a necessary condition for promotion to be optimal. We

then present a necessary condition. This necessary condition is not, however,

sufficient, as will be evidenced in a counterexample.

+
It is clear that A , A, and S. depend on R. To emphasize this depen-

dence denote these sets by A (R) , A(R) , and s
n
(R) respectively. Similarly,

we shall write V (s,R) and V(s,R) rather than V (s) and V(s). Whenever

R is varying the optimal rule will be denoted by it rather than tt*. (When

R is fixed the subscript R will be emitted.) We shall make extensive use of

the nonstationary rule it whose first action is P (regardless of the state of
R

2
the system) followed by ir_ , and the nonstationary rule tt , whose first

K re-

action is F followed by tt .

K

THEOREM 5. For every s there exists an R strictly larger than k(s)

such that tt promotes at s.
K

Proof . If R = k(s), then by Theorem 4 promotion is strictly optimal at s so

that

< 13 > V (s,k(a)) < V
2

(a,k(s)).

Vs) \(s)

If we could establish the continuity of V , (s,R), i = 1,2, then

(13) would enable us to assert that there exists an R.. > k(s) such

that

(14)

V , (s,R ) <V
2

(s,k(s)) <V
2
(s,R ),

\ k(s) Rj^



- 19

where the last inequality is a direct consequence of the fact that

V(s,R) increases in R.

To show that V .(s,R), i = 1,2, are continuous in R

observe that
^R

V j^R) - R + b(s
p

) + E[b(Y
x
)3 + Z)V(s

p
y1

,R)P(Y
1

« y^
^R yl

For any vector y

V(s
p
y,R) < V

FIF0
(s
py)

< d(s
py) ,

where d(s y) is a positive constant which depends on s
py but not on R.

Hence

,

I V(s
py) >R)P(Y

1
=y) <. £ d^y^Y^y) < ».

y y

But, since for each y, V(s y,R)P(Y=y) ^0 it follows from the Weierstrass

M-test Theorem that £ V(s y,R)P(Y..=y) converges uniformly in R. Coupling thJ

fact with the continuity of V(s y,R) for each y guarantees that the sum

I V(s y,R)P(Y =y) converges to a continuous function.

Q.E.D.

In terms of our cost structure, Theorem 5 shows that it is optimal to promots

even when there is a chance that the cost of promotion will never be recovered

(in the form of reduced holding costs). In contrast, it had been claimed ([2],

Theorem 2, page 782) that it is optimal to promote only when it is certain that

the cost of promotion will be recovered.



As is clear, a necessary and sufficient condition for promotion

to be strictly optimal at s is

(14) v
i

(s,R) <V «(a,R)

R R

In -analogy to this comparison consider the nonstationary rule

it which always promotes (if possible) for a random number t of

periods and then acts optimally and compare this with the nonstationary

x 2
rule TT ' that uses FIFO for the same random number t of periods

and then acts optimally.

A state s is said to be promotabie if there exists an integer-

valued stopping time t < T(s), where t is defined with respect to

the embedded Markov chain, such that

<"> V (a) <V (b),
IT ' IT

We will now show that promotability is a necessary condition for

promotion to be optimal.

THEOREM 6. Promotion is strictly optimal at s only if s is promotabie.

proof . Denote by TT_ the stationary rule which promotes when-

ever possible and suppose promotion at s is optimal. If T * 1 then

n*'
1

= irj, i = 1,2. Thus

V(s) . V (a) = V (s) <V (s)« V -(b).

Tr
T,J

- tr TT ir.-» ...

Q.E.D.
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However, promotability is not a sufficient condition as will be

shown next.

d
EXAMPLE. Consider the constrained case and let s = 21[2 ... 2]l

be the initial state with R > 1 and j > 3 (R - l) . Let t be the

•nR'
1

smallest integer such that T > j - R + 2. For each w, s (0,oj) = s

and s (l,u) e A , it follows from th<i definition that during the

T 1
first t periods V ' and v take the same actions, namely, pro-

" T 2
T
R

mote whenever feasible. On the other hand s (0,u>) = s and

s (2,u) e A for each o). As was seen in Theorem 3, every prior

-

T 1 ' T 2
ity customer who is promoted under if_' and not under TT_ causes

V -,(s,R) -V (s,R) to decrease. Therefore, V ,(s,R) -
T,l- T,2 V ' » T,l v '

7r
R -rrR ttr

V „(s,R) ass-umes its largest possible value when no arrivals of

E
"l"'s occur during the first T periods. Hence,

V (s,R) - V (s,R) < (R - 1) + (R - 1) - (J - R) < 0,
If * TV *

R R

and s is thus promotable.

To show that promotion is not optimal at s we let a be the

first time there are no priority customers in the queue when 7T-. is

used. Fix R so large that R - E(cr) > 0. Next, fix j such that

J > 3(R - l) . Now, note that irr promotes for the first (cr - l)
a

2
times, and 7r_, promotes during the cr - 2 periods following the

second period. Therefore, s (i,u) = s (i,w) for i > cr(oj), all

o). Consequently for each oj we have



C(7^,u(7^)) - C(ujj,u(l^)) = R - <r(u)

whence

(16) V (s,R) - V (s,R) = R - E(cr) > 0,

so that praciotion is not optimal.

Q.E D.

In trying to interpret the above example notice that regard-

less of the initial action, as soon as the first "1" is served the

+
system enters A , at which time promotion is optimal. Thus, the

difference in holding costs between promoting at . s and not promoting

there (i.e., the difference in holding costs between HZ and vf.)

is 2. On the other hand, the difference in promotion costs is R.

Hence, promotion is optimal only if R < 2. '•' <
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4. COMPUTING THE OPTIMAL RULE IN A FINITE CAPACITY QUEUE

It was established that for any s there exists an R > k(s) such that

promotion is still strictly optimal at s. We now consider the unconstrained

case and develop an algorithm which in the problem with finite queue capa-

ity. protiuces R(s) for every s, and hence ir
R , where R(s) is the

R-value :?or which promotion at s is optimal but not strictly optimal.

That is
t
R(s) is the unique solution to

(17) V (s,R) = V
2
(s,R).

*R *R

It is clear that A
+
(R

g
) cA^) and A(Rg) CAfS^ for any

pair R-,»Ro with Rp > Ri* In other words, both A
+
(R) and A(R)

decrease (weakly) in the sense of set inclusion, as R increases.

This suggests that Sn (R) also decreases weakly as R increases. We

believe that this is in fact true, but we are only able to prove the

following.

THEOREM 7. If the queue capacity is finite, then S~(R) is nonincreasing

in R, i.e., SqOO ? sq(r2
) whenever R. < R

2
-

Proof. To begin, observe that

(18) V (s,R) is linear in R, for each s and ir.

The veracity of (18) follows frcm the fact that the expected holding

cost is independent of R and the expected cost associated with pro-

motion is simply Rn(s,7r), where n(s,ir) is the expected number of

promotions when employing rule ir and starting from state s.
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Since the infimum of concave functions is itself concave, it

follows from (18) that

(19) V(s,R) is concave in R for each s.

Moreover, because the state space is finite, there are only a finite

number of stationary rules . Consequently, It follows from (18) that

(20) V(s,R) is piecewise linear for each s.

Now fix R
2
> R . If it is not true that S_(R^) cS (R ), then it

follows from (19) that there are states s.. and s such that s., € S
n(R ),

s^ e S,.(R^),s- I S^(R_), and s. I S_.(Rn ). (However, we cannot assume

that s £ S„(R) and s £ S
Q
(R) for all R < R < R^ without additional

knowledge such as that provided by (20) .

)

In view of (20) , we can assert that there is an £ > such

that

tt is optimal on [R^Rgl

(21) and
7Tp is optimal on [Rp^RP

+ e l >

where V. promotes at S
Q
(R

i
) and S^P^) - [Sj3 = S (3g) - {s

g
}.

Now define tt by

P , s = s

(22) 7r(s) = J

K.

2

The continuity of V (s,R) for each s, i * 1,2, ensures that v

i

is optimal at R^*

Fix s and note that the function V~(s,R) - V^ (s,R) is

strictly increasing on [R^Rg] &ad nonnegative at R
1

by (21)

and the optimality of ir. at R^ respectively. But this implies

V-CsjRp) - V (s,R_) > 0, contradicting the optimality of v at Rg.

Q.E.D.
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Henceforth we assume that there is a bound N on the queue length. Let

the state space S be the set of queues of length less than or equal to N.

In order to establish an ordering of the state space vis-a-vis the optimality

of promotion, we first denote by H the subset of S where promotion is at

all possible. (Sometimes we write H(0) rather than H.)

Theorem 7 revealed that the optimality set Sn (R) shrinks as R increases.

For any s £ H, R(s) is the value such that s will no longer belong to S (R)

for any R > R(s); i.e., promotion will no longer be optimal at s. Based on

these facts it is legitimate to define a hierarchy among the M states in H

as follows: a state s' is said to be as high as s or higher if R(s') > R(s).

Let s be a state at which R(s) is minimized over H. Let us order

the states s ,s ,. . ,,s in such a way that

(23) R( 3
1

) < R( S
2
) < R(s3 ) < ... < R(s

M
),

where the minimum in (23) might not be unique.

Suppose we have produced the above hierarchy on H. Then for a

given R either

(a) R < R(s ) so that ir = ir

(b) R > R(s
M

) so that 7T_ e FIFO

(c) There exists j with R(s"i

) <_R < R^* ) so that

(P at s
1

, l>j
*R

m < 4
If at s , i < j.

JThus, the hierarchy explicitly produces an optimal rule.

Denote by H(i) the set of states [s^ : i> i}. For s in

H(i), 1 < i < M," define r(s,l) to be the unique R-value which solves
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<24) V^ (*,*) - V^ S ,H).

(Uniqueness follows from the fact tha,t V ., (s,R) is a linear

H(s
X
)

function of R, j =1,2.) ? r s in H(0) define r(s,0) to be the

unique solution of V ,(s,R) = V (s,R). Bert define L(i) "by

(25) Ui) = minfr(s,i) : s e H(i)}, i = 0,1,2, . ..#_!.

We now demonstrate that L(i) = R^ 1
).

THECR5M 7. For each £, < i < M, we have

(26) L(i) = R(s
i+1

)

Proof . To begin, note that V , (s,R) = V(s,R) for s e tt/ '

)

' i

and R e [R(s ),R(s )] so tha~.

(27) 7 , (s,R) < V 2
(s,R), for R e [R(s

i
) > R(s

i+1
)]. and s 6 H(i) ,

r ir .

RCs
1
) RCs

1
)

and, hence r(s,i) > R(s "'l. (Thus L("L) > R(s
+

).) Furthermore, it

follows from (17) , (24) , and the fact that V . is optimal for
R(s )

all R e [R(s
1
),R(s

i+1
)] that r(s

i+1
,i) = R(s

i+1
). Consequently,

L(i) < R(s ) and we are done.~
ft.B.D.
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Using Theorem 7 we now present an M-step algorithm for comput-

ing R^ 1
), i = 1,2,...,M.

Step 1 : (a) For every s e H(0) solve

V ,(s,R) = V
2
(s,R), to arrive at r(s,0).

(c

Step j+1:

(a

(c

(a

Step M :

(a

Set L(0) =min{r(s,0), s e H(0) J.

Let s be any state where the minimum in b is achieved

and set R(s
1
) s L(0)

.

Set H(l) e H(0) - Is
1
}.

( 1 < j < M) .

12 i
For every s e H(j) s H(0) - [s ,s , ...,s

d
j solve

V (s,R) = V (s,R), to arrive at r(s,j).

R(a j
) ^(sJ)

Let L(j) = min{r(s,j), s e H(o) j.

Let s be any state at which the minimum in (b) is

achieved and set R(sJ
) = L(j).

Set H(J + 1) £ H(j) - [sJ+1 j.

For s solve

M

R^-

(s ,R) = V (s
M
,R) to arrive at R(s

M
).

TT

Note that at each step we have to solve an equation of the type:

V (s,R) = V ,(s,R), where v and tt1 are two given rules, furthermore,

both functions are linear in R by (18), so we merely seek the R-value

at which two straight lines intersect.

Two conjectures which, if true when the queue capacity is finite, can

be used to expedite the process which produces R(s) in the unconstrained

case:



Conjecture 1. In the -unconstrained case, if promotion is optimal

at s, then it is also optimal at ss', for any s' € S.

Conjecture 2. In the unconstrained case, if promotion is optimal

at s, then it is also optimal at any b' which is obtained by re-

placing a "1" by a "2".

For example, if Conjecture (l) is true, and if promotion is opt-

imal at s = 21, then it is also optimal at ss' = 211. If Conjecture

(2) is true, and if promotion is optimal at s = 2112, then promotion

is also optimal at s' = 2122.
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