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## PREFACE

This book results from the author's experience in teaching the subject of Least Squares and the Adjustment of Observations to classes of civil engineering students at Cornell University. As the time allotted to this work became more and more limited, the available textbooks became less adaptable to the scope of the course. To meet this condition, a series of chapters entitled "Notes on the Adjustment of Observations" was prepared and used as a text. With these notes as a basis, this book has been written.

It is designed particularly for use in short courses of instruction and by engineers and scientists in connection with their private practice. It will not replace the more elaborate treatises on the subjeet but the author hopes that it will introduce the student directly to the simpler methods of solving the ordinary problems in adjustment.

The plan of the work is essentially practical. After a general introduction devoted to a consideration of the character and oecurrence of errors, the adjustment of direct, indirect, and conditioned observations is taken up in detail and illustrated be numerical applications to triangulation, leveling, astronomy and the derivation of empirieal formulas. Not until after this practical treatment of the determination of the best values of the unknewn quantities is the precision of observations discussed. together with the eomputation of the mean squate and probable errors of the observations and results. Finally, the principles of probability and the analytical derivation of the Law of Error are given in appentioes.

The utility of this arrangement should be ohvious. By far the greater mumber of applications of Leas riquares do not require a consideration of the preceision of the result: nor a knowledge of the mean square or probable emons. Moreoser,
the subject of the precision is usually the most troublesome part of the work for the student or the beginner to understand. Therefore, the practical methods of adjustment are explained directly and fully, without regard to the probable errors or to the theoretical derivation of the Law of Error. A special cffort has been made to explain the procedure in each case as completely as necessary for the beginner as well as the practitioner, even at the risk of criticism for undue length. The usual difficulties experienced by students seem to justify this effort.

In Appendix D there is given an outline of a short course of instruction suitable for civil engineers. This plan was carried out successfully by the author in sixteen lessons. While it is not at all desirable to restrict the work so severely, if no more time can be given to it the course is still very much worth while.

The author is indebted to many excellent works and has endeavored to make specific acknowledgments throughout the book wherever due. In the preparation of the original notes and their application to class instruction, his thanks are due to his former colleagues, Professors P. H. Enderwood and L. A. Lawrence, for their assistance and suggestions.
O. M. Lelanid.

Minneapolis, Mins.
Siplt mber, 1921.
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## PRACTICAL LEAST SQUARES

## CHAPTER I

## INTRODUCTION

1. Discrepancies among Observations. Measurements made in the field, office, or laboratory directly depend upon readings of scales, circles, micrometers, clocks, watches, etc. The readings may be made to the nearest division, or graduation, or the space between two adjacent graduations may be subdivided by estimation, thus carrying the observation to a greater degree of refinement. ${ }^{1}$ When successive settings or pointings of the measuring apparatus are made, upon the same object, the corresponding reatings may be the same as the first if the graduations be coarse and the nearest one, only, recorded. But if the divisions be very finc and the readings made with the aid of a magnifier, or readingglass, and by estimation, there may be considerable variation among them, expecially in the last figure which is estimated.

For example, consider the following measurements of a line made with a steel tape in a drizzling rain, using spring-balance. hand-level, and plumb-bob)s, the tape being graduated to humdredthe.

| 599.751 ft | $899.7(i) \mathrm{ft}$. |
| :---: | :---: |
| .761 | -.50 |
| .760 | .7 .59 |
| .756 | .759 |
| .762 | .760 |

If the readings had been mate to the nearest humdedth, all after
It is rustomary to estimate to tenthe, although an experienced observer will sometimes record to five one-humbedthe when the reading seems to lie between two adjarent tenths, greater than the one and less than the other.
the first would have been alike and 899.76 ft .; if to the tenth only, each reading would have been 899.8 ft ., indicating that the care in handling the apparatus would justify the use of a more precise method of making the readings, or that some of the precautions were unnecessary. ${ }^{1}$ Thus it will be seen that the observations may be so rough or coarse as to show no variation whatever. Their very agreement, in such a case, might be misleading, as indicating a false precision.

Realizing the occurrence of these small discrepancies among observations, when made with care, the observer makes a number of readings, instead of a single one, and by some method of adjustment adopts a certain value for the observed quantity as a result of his series of observations. If they were made with equal care and under the same conditions, he may consider them to be of equal weight and that none is entitled to preference over the others, in which case it will be reasonable to adopt the simple mean or average of the set as the best value obtainable from these observations. In fact, this adoption of the mean is axiomatic.
2. It will be evident that absolute correctness in the observed quantity is unobtainable as a result of the observations themselves. In the above example, it would be impossible to determine the length of a line down to a millionth of a foot (the sixth place of decimals), using this method of making the measures. Certainly, then, correctness to an infinite number of places is beyond hope. Moreover, it is impossible to ascertain the correct value of the next figure beyond the limit of our observations. Whatever value may be adopted as a result of adjustment, it should be regarded as but an approximation to the true one, that is, as the best available value within our knowledge.

The discrepancies among the observations of a quantity, then. show that these observations are not quite correct,-that the work is not perfect, in other words, but is attended by errors of observation. The differences between the readings are not the errors themselves but serve to indicate the existence of errors.

[^0]If it were possible to ascertain the correct value of the observed quantity the true error of each observation would be easily found as the difference between the observation and the correct value. ${ }^{1}$ But just as it is never possible to know the correct value, so the true errors must be regarded as ideal and indeterminate.
3. Necessity for Adjustment. By making several observations upon a quantity, in succession, two objects are attained, namely, greater precision in the resulting mean than in a single observation, and the check upon the work afforded by the agreement of the various readings among themselves, within the limits of the small discrepancies above described. The several observations having been made, however, for the purpose of securing a better value of the observed quantity than any one of the separate readings would be likely to be, that is, a value presumably closer to the true or correct value, it is necessary to arrive at, and adopt, some one value of the quantity, for use in any computations which may involve it, such use being the probable reason for making the observations in the first place. This necessity arises from the fact that if different values of the same quantity be used in the computation, the results will fail to check.

Similarly, if two or more related quantities, resulting from observations, be used in computations without having been adjusted so as to satisfy the relation between them, the results will be inconsistent and checks upon the computation will be sacrificed. For example, suppose the three horizontal angles of a triangle have been measured in the field and their sum, as usual, fails to equal the theoretical :mount, namely, $180^{\circ}$ plus the spherical execes of the triangle. In order that the triangle may be computed and the sides cherked, the three angles must be adjusterl bey the application of small corrections so as to sativfy the theoretical sum. Also, if a series of benchmarks be conneeted

[^1]by lines of levels, some of which are check-lines forming with the others complete circuits, it is necessary to adjust the differences of elevation so that all of the circuits will close exactly, in order that the difference of elevation between any two benchmarks will be constant when computed through two or more series of lines, that is, by two or more different routes.

Obviously, any computation could be carried out and checked even though the original data were assumed and far from the truth, provided they were not inconsistent. But it is not sufficient that the data be consistent; they must be as near the truth as our knowledge permits if the results are to be of the greatest value. Observations are made for the purpose of securing information with precision, and the results serve as a basis for accurate computations. Therefore, it is important to so combine the observations as to give due consideration to each one and to obtain for each quantity the best value which the given observations can yield, that is, the value which they indicate to be nearest the truth. However, the time and labor involved shonld not be unreasonable or excessive in view of the objects to be secured.

The process of combining the various observations so as to obtain the best values of the quantities concerned is called the adjustment of the observations. The results are referred to as the adopted, adjusted, or corrected values. The small quantities to be added algebraically to the observations to obtain these adjusted values are known as the corrections.
4. Errors of Observation. Every observation made in the process of measurement is likely to be in error from various causes, that is, the actual reading is not the quantity really sought is not what it would be if conditions were ideal and perfection attainable. Some of these causes are beyond the control of the observer white others depend entirely upon his skill and pervonality. For example, the altitude of a star is measured with a surveyor's transit. The star appears higher than it really is, owing to atmospherie refraction. The instrment is never in perfect :ddjustment, so that when the star is seen on the horizontal thread the vertieal circle does not show the eorreet athtude of the lime of sight. Moreover, the observer himself may have the
habit of noting the time when a star crosses a thread a fraction of a second too late. Then he, or his recorder, may make a mistake of a whole minute in taking the time from his watch. And finally, he reads the vertical circle vernier to the nearest half-minute, perhaps, with a possible error, therefore, of one-fourth of a minute.

It is customary to include the effects of all influences such as those illustrated in the above example in the term, errors, and to classify them as Systematic or Constant Errors, Mistakes or Blunders, and Accidental Errors of Observation.
5. Systematic or Constant Errors occur in accordance with fixed laws or are constant during a set of observations made under unvarying conditions. Their effects are eliminated from observations, as far as our knowledge permits, in two ways: first, by the application of corrections computed from the known laws of the occurrence of the errors; and second, by making the observations according to a prearranged plan so that the conditions will be reversed during half of the set, changing the signs of the corresponding systematic errors; these therefore neutralize those of the other half-set when the observations of the whole set are combined. ${ }^{1}$ Systematic errors are divided into three classes, namely, Theoretical, Instrumental, and Personal Errors.
6. Theoretical Errors conform to certain laws from which their effert upon observations made under given conditions may be computed and corresponding corrections applied, ats soon as these laws are known. Refraction and aberration of light, expansion of metals with rise of temperature, and dip of the horizon are examples. The form of a kiw is misully detemined theoretically but its constant maty result from observations. Theoretical errors are not errors in the sense of being arecidents or inaccuracios, but

[^2]rather are the effects of certain influences which operate to prevent the observer's seeing or reading directly the quantity which he seeks in his observations. They are included in the classification and study of errors merely as a matter of convenience and as a result of custom.
7. Instrumental Errors may be defined as imperfections in the construction or adjustment of instruments, or the effects of those imperfections upon observations made with the instruments. Among these may be mentioned the graduation errors of scales and circles, eccentricity of circles, inequality of pivots, collimation error, and error of runs in a micrometer microscope. They may be determined by measurement and the corresponding corrections applied to the observations, or the observing plan may be such as to eliminate their effects.
8. Personal Errors are generally referred to as Personal Equation. They depend upon the habits of the observer and his physical condition. They result, frequently, from the habit of always setting the thread of a telescope slightly to one side of the object sighted, or of always noting the time or giving a signal too early or always too late. No one can hope to be free from such a tendency, and some of the best observers the world has ever known have had unusually large personal equations. Good, steady observers in normal physical condition will have nearly constant personal equations, whether large or small, and this steadiness of habit is more important than that the error be small in amount. If the observations be differential in character, the personal equation of the observer may have no effect, if it be constant and if all the readings be made by him. This, for example, would be the case in leveling, if the rod-target were always placed too high or always too low and by the same amount. Similarly, it may not affect the measurement of angles in trimgulation. But if different observers be involved, the results maty be affeeted by the sum or differene of their personal equations.

The effect of this error may be climinated. in some cases, by an exchange of observers, as in telegraphic longitude determinations; or, its amomet may be detemined by special experiments or apparatus, for each observer, then assumed to be constant and
applied as a correction to his subsequent observations of the same kind when made under the same conditions, especially as regards his personal comfort and health. However, the personal equation of an observer must not be assumed as constant for any great length of time, and there is always danger in assuming it constant at all. It is safer to determine it at different times and to interpolate for its value between these results. Depending upon personal peculiarities, it follows no law and is often the most troublesome source of error to which observations are subject. Fortunately, it is small in amount in most cases.
9. Mistakes or Blunders are irregular in their occurrence, obeying no law, and are relatively large in size. They result from haste and carelessness, frequently, on the part of the observer, during temporary lapses, perhaps, from his customary vigilance. He may call out to his recorder one number while reading and thinking another; he may read the wrong division of a circle or scale; or he may read a clock wrong by a whole minute while he is estimating tenths of a second. He may turn the wrong tangentscrew white repeating angles, the rod-clamp may slip during leveling, or the wrong object may be sighted in triangulation or azimuth work. The remedy lies in uninterrupted care on the part of the observer to avoid these blunders, and watchfulness by the recorder to detect them in any inconsistencies among the readings. Herein lies one of the chief virtues of a good recorder.
10. Accidental Errors of Observation, or simply Accidental Errors, is a name given to a specific class of errors in eomection with the adjustment of observations by the Method of Least Squares. They are purely errons of observation and have no relation to systematic errors or the large mistakes already described. They are small, for the most part, and their presence is indicated by the diserepancies among a series of reading: upon a fixed object which have been made with the utmost care and precision, with an instrument which (an be read to a greater degree of refinement than the pointings a be made by the observer. These errors are never known exactly because the true or correct value of the quantity oberved is never known, as has been explained in a previons article. Thus it is stated that they are indicated by
the discrepancies, not that they are the discrepancies themselves.
11. For example, suppose readings are made by a skillful observer using a micrometer microscope, upon a graduation line or scratch of a standard meter bar, the whole being enclosed in a vault of constant temperature so that conditions are steady. Further, suppose the observer to be able to set the parallel threads so as to be equidistant from the scratch within 10 microns ${ }^{1}$ and that the micrometer reads directly to five microns and by estimation to one half-micron, that is to 0.0005 millimeter. The readings, then, might run as follows, the unit being one division of the micrometer head (equal to 0.005 mm .):

| $d$ | $d$ |
| :---: | :---: |
| 46.4 | 45.9 |
| 45.6 | 45.3 |
| 46.0 | 46.1 |
| 46.1 | 45.8 |
| 45.9 | 45.8 |
| 46.6 | 45.2 |
| 46.7 | 46.1 |
| 45.4 | 46.8 |
| 46.5 | 45.1 |
| 45.9 | 46.3 |

By assumption, the conditions are very favorable for precise work and the observer is skillful and is using great care in making the readings; nevertheless, there are discrepancies and the reading: have a total range of 1.7 divisions. These are the diserepancies which indicate the presence of accidental errors of observation. They are so small as to be beyond the control of the observer, as he is assumed to make each separate pointing as carefully as he can. It may be noted, also, that most of the diserepaney is due to the errors of pointing, that is, setting the threads on the matrk, as the estimation of tenthe of a division of the head would soldom be in error by a whole tentl.
12. In other examples, the diserepancies might he made up of accidental errors of several different kinds, such as pointing the

[^3]telescope upon a signal, setting the threads of the microscope upon a division of the circle, and reading the micrometer head. Other sources of errors which may have the nature of accidental errors are the unsteadiness of the atmosphere and that of instrument supports, and rapid changes of temperature. However, the foregoing example of simple, direct readings is a clear illustration of the occurrence of accidental errors without complication. If the micrometer head had been graduated directly into one thousand parts instead of one hundred, to be read with a magnifier, the error of estimation in reading it would have disappeared and the discrepancies might have been ascribed entirely to the accidental errors of setting the threads upon the division on the circle,-the simplest kind of a case.
13. Accidental Errors, only, Considered in Adjustments. It has been shown that the effects of systematic errors are eliminated by corrections or by the observing program, as far as they are known to exist; and that the mistakes, or blunders, are avoided by the exercise of care and vigilance, as much as posisle. Of all the kinds of errors, then, there remain the accidental ones, still affecting the observations, and it is to minimize the effect, of these errors that adjustments are made. In all that follows in this work, therefore, only this special class the accidental errors, will be considered, exeept as others may be specifically mentioned.
14. Assumption of the Arithmetic Mean. When earh observation or reading has been made with the same eare and under the same conditions as all the others of a set mate upon a certain quantity, so that all are of equal value, or weight, there is no reason for prefering any one to any other; the mean, or arerage, of them all must be regardend, then, as the best value of the observed quantity which can be ohtained from the given set of obecreations. The sommenese of this principle is oo cerident that it is adopted as the fundamental assumption in cleveloping the theory of the adjustment of oberevations. The mean shomld be erearded, not as the true value of the oberered quantite. hut mather at the

[^4]nearest approximation to it that the given observations will yield, and subject to improvement if other or better observations should become available.
15. Residuals (v). The difference between an observed value of a quantity and the adopted one is known as the residual of that observation. It should be taken in the sense, adopted minus observed, for consistency in sign. If the adopted value, the mean, for example, be the nearest approximation to the truth, then the residuals obtained with that value would be the nearest approximations to the actual or true errors of the observations, to the extent of our knowledge. The occurrence and behavior of the residuals, then, will be our best indication as to the occurrence of the true errors. In fact, we may reasonably assume that the errors and the residuals conform to the same laws. In the investigation of such laws, therefore, it may be convenient, sometimes, to use the terms somewhat indiscriminately,-to use the word error when residual is intended.
16. Regularity in the Occurrence of Accidental Errors. At first thought, it may seem strange that there should be any method at all in the oceurrence of errors which are so small and so evidently the result of accident or inaccuracy. However, it has been found from a large number of investigations of observations of almost every conceivable sort, that these errors occur not only with regularity but in conformity to a definite law, of which the general form is the same for all kinds of observations. This law of the occurrence of errors, or Law of Error, as it is called, is expressed in the form of an equation which has been completely derived, and tested, later, in a multitude of cases, with entire satisfaction. In accordance with this law of error, the Method of Least Squares has been devised and demonstrated for the adjustment of observations.
17. Curve of Error. As an example, let us consider a large set of direct observations, say 500 of them, such as the readings of the micrometer microscope in the example of Art. 11, page 8 . By taking the mean of the entire series and subtracting from it sach separate reading, the residuals are obtained. Counting the residuals of carch size and sign, we find that there are 36 of +0.1 ,

35 of $-0.1,33$ of $+0.2,34$ of -0.2 , etc., the sum of all the numbers being, of course, 500. These results are plotted as rectangular coordinates, the magnitude of the error on the horizontal axis, plus on the right and minus on the left of the origin, and the corresponding number of errors of that size on the vertical axis, upward. Thus one point is plotted for each size of error, and for each sign. A smooth curve is then drawn so as to follow the points as closely as possible, with the result shown in Fig. 1:


Fig. 1. Occurrence of Errors or Residuals
The form of the curve is typical of atl those constructed from observations in this manner, and it is called the Curve of Error, or the Curve of Probability of Error, since an ordinate to the curve may represent the probability ${ }^{1}$ of the occurrence of an error as well as the number of times that error oceurs.
18. Assumptions as to the Occurrence of Errors. The error curve has three properties which are evident from inspection: first, it is symmetrical about the vertical axis: second, it has a maximum point where it crosses that axis: and third, it approaches the horizontal axis sn gradually as to appear asymptotic. Ceneralizing from these properties, the following assumptions, or axions, are obtained, as to the occurrence of erros in any large set of observations:

1. Positive and negative erross of the same magnitude oceur with equal frequener; they are equally probable.
2. Small errors occur more ferpuently or are more probable, than large ones.
${ }^{1}$ The probability of an event is directly proportional to the number of times it occurs. Siee Appendix 13, for Principles of Probability.
3. Very large errors seldom occur; they are likely to belong in the class of mistakes rather than that of accidental errors.

It should be remembered that the number of observations in a set is assumed to be large. The smaller the set, the less closely will the residuals conform to the ideal conditions, such as that of the first of these assumptions, but even in a small set they will approximate to their ideal occurrence. Obviously, the larger the number of observations, the more closely should the mean approach the true value of the quantity observed, in so far as the accidental errors are concerned.
19. Law of Error. The general equation of the error curve, or curve of probability, may be derived ${ }^{1}$ from the assumptions of the last article together with the principle of the mean (Art. 14, page 9). The curve is scen to be continuous, and it is of special importance to note that the number of errors, or the probability of an error, is a function of the size of the error. The algebraic principles of probability, also, are involved in the derivation. The resulting Law of Probability of Error may be stated thus:

$$
\begin{equation*}
p=\phi(\Delta)=\frac{h}{\sqrt{\pi}} e^{-h^{2} د^{2}} \tag{1}
\end{equation*}
$$

in which $p$ is the probability of an error $\Delta$ in a set of observations for which $h$ is a computed constant; $c$ is the base of natural logarithms; and $\pi=3.14166^{+}$. The constant $h$ has the value
$\frac{1}{6 \sqrt{ }{ }^{2}}$. in whel $\epsilon$ is a constant for each separate set of observations, ${ }^{2}$ $\epsilon \sqrt{ } 2$
and serves to change the general equation into a sperifie one for the particular set of observations under consideration.
20. Tests of the Law of Error. The law maty he tested by applying it to many different kinds of observations so as to ascertain whether the reviluals occur in conformity with it. Conversely, if the law be accepted as applicable to all observations,
${ }^{1}$ This derivation may be found in Appendix $C$.

* $\epsilon$ will be defined farther on as the mean square error of a single wheervation. It- value, for a given sot of observations. depend- upon their precision, and is determined from the residuats.
the quality of a given set could be tested by the same method. In general, then, it is a process of comparing theoretical results with observed ones, or theory with practice. The method consists of the comparison of the number of residuals, in the given series, which lie between certain limits, with the number of errors which ought to lie between those limits according to the Law of Error. For example, $\epsilon$ having been computed for the given observations, the probability of an error between 0.00 and 0.30 , say, is determined by integration and substitution in the equation (1). ${ }^{1}$ (It will always be less than unity, from the principles of probability.) Multiplying the total number of observations in the set by this probability gives the number of errors which ought to lie between the assumed limits according to the law. The residuals which actually lie between those limits may then be counted and their number compared with that obtained from the formula.

Crandall gives an example of a small set of 18 observations of an angle, with the following results, $\epsilon$ being $1.66^{\prime \prime}$.


This agrement is wery satisfactory but might be much closer in a larger set of ohservations.
21. Method of Least Squares. The most prob)able value of the observed quantity obtainable from a given set of observations will be the one corresponding to the most probable set of errors of of residuals. Consider a sot of $n$ observations of equal precision, of which the most probable errers are $\Delta_{1}, \Delta_{2}, \Delta_{3}, \ldots, \Delta_{n}$, resperetively. since the probability of the simultaneons oceurrence of several evente in a series is the prochet of their separate probabilities, ${ }^{2}$ and the probability of an error. $\lambda$, i-. from ( 1 ):

[^5]- "

$$
p=\frac{h}{\sqrt{\pi}} e^{-h^{2} \Delta^{2}}
$$

it follows that the probability of the simultaneous occurrence of the errors $\Delta_{1}, \Delta_{2}, \Delta_{3}, \ldots \Delta_{n}$, will be

$$
P=\left(\frac{h}{\sqrt{\pi}} e^{-h^{2} \Delta_{1^{2}}}\right)\left(-\frac{h}{\sqrt{\pi}} e^{-h^{2} \Delta_{2}^{2}}\right) \ldots\left(\frac{h}{\sqrt{\pi}} e^{-h^{2} \Delta n^{2}}\right)
$$

that is

$$
\begin{equation*}
P=\left(\frac{h}{\sqrt{\pi}}\right)^{n} e^{-h^{2}\left(\Delta_{1}^{2}+\Delta_{2}^{2}+\ldots+\Delta n^{2}\right)} \tag{2}
\end{equation*}
$$

But since these errors are to be the most probable ones, $P$ must have its maximum value. As $h, \pi, n$, and $e$ are constant in a given problem, and the exponent of $e$ is always negative, the expression will be a maximum when the exponent of $e$ is a maximum, algebraically, that is, when the sum

$$
\begin{equation*}
\Delta_{1}^{2}+\Delta_{2}^{2}+\Delta_{3}^{2}+\ldots+د_{n}^{2} \text { is a minimum } \tag{3}
\end{equation*}
$$

Thus, the most probable value of the observed quantity, or the best calue, in other words, obtainable from the given set of observations, will be the one for which the sum of the squares of the errors, or of the residuals, likewise, is a minimum. This is called the Principle of Least Squares and the method which is based upon it, for the alljustment of observations, is known as the Method of Least Squares. It was first published by Legendre, in 1806, although used by Gauss as early as 1794. ${ }^{1}$ In the general case, involving the determination of several quantities, and observations of unequal weight, it provides that the most probable values of the unknown quantities will be those for which the sum of the weighted squares of the residuals is a minimum. This form will be discussed later (Art. 34).
22. Number of Observations. In the development of the Method of Least Squares, it is assumed that the number of observations is large. The assumptions as to the occurrence of errors approach the truth more closely as the number of the errors increases. However, if the method be applied to small sets of

[^6]observations, although the results may be farther from the correct values, still they may be regarded as the best ones obtainable from the given observations, which is sufficient warrant for the use of the method under such unfavorable conditions. It is unreasonable to generalize too greatly from a very small set of residuals, as to the precision of a result, but it is still permissible to take the mean of even two observations, if they be the only available data.

Regarding the number of observations, it must be remembered that no adjustment is possible unless there are more observations than unknown quantities. If the number be less, the unknowns cannot be determined without additional information or assumption. If the number be equal to that of the unknowns, there is only one solution, namely, the rigid, algebraic one by means of simultaneous equations.
23. Two Uses of Least Squares. The Method of Least Squares is essentially a practical subject, being devoted to the solution of numerical problems. Its applications may be divided into two classes: first, the determination of the best calues of the unknown quantities obtainable from given observations, that is, the adjustment of observations; and second, the investigation of the precision of the observations and the results, and the influence of errors upon them. These two uses of the method are quite independent; most problems require adjustment, but the precision may not be investigated at all unless the results are to be compared with those of other ohservations. In this treatment of the subject, therefore, immerliate attemtion will be given to the adjustment of the varions kinds of obervations, but the determination of the precision of the resulte will be postponed to a later chapter. ${ }^{1}$
24. Classification of Problems. In the following ehapters, the typical problems are such as the engineer frequently eneounters in field work. A certain method of solution is aldopted for eath type. The adjustment of the three great clases of obeervations is taken up in the usual order, namely:

[^7]Direct Observations of One Quantity,
Indirect Observations, of a Function of the Unknown Quantities, and

Observations of Conditioned Quantities.
Following these, the investigation of precision and the propagation of error will be explained. It is important that the student become familiar with the characteristics of these classes of problems and with the method of solution of each type. The special problem of the derivation of empirical formulas and constants will be treated in a separate chapter. ${ }^{1}$
${ }^{1}$ Chapter VII.

## CHAPTER II

## DIRECT OBSERVATIONS OF ONE QUANTITY

25. Direct Observations: Readings. In their simplest form, direct observations consist of single readings made upon various kinds of apparatus used in measurements, such as scales, circles, micrometers, and timepieces. The example in Art. 11, of micrometer readings upon a fixed scale, is typical of this class. The conditions under which the readings are made are assumed to be constant or to vary according to a known law so that the discrepancies among the readings may be reduced to the accidental errors of pointing or setting the instrument and of reading.

Usually, however, the conditions are more complex and involve several sources of error. In the example just cited, the temperature may vary, causing the position of the division line on the scale to change. Then if the temperature be read from a mercuriad thermometer simultaneousky with the micrometer readings, two corresponding sets of direct readings are obtained. Also, when the altitude of a star is observed for time and azimuth, each pointing on the star may be attended by readings of the watch and the horizontal and vertical circles, so that three simultancous sets of direct readings result.
26. Observations Resulting from a Combination of Readings. It frequently happens, on the other hand, that the so-ealled observed quantity is the result of two or mere sepatate readings of the same kind. For example, in the measurement of angles ley repetition, a single observation is whataned by subtracting the imitial realing from the final one and dividing the difference be the mumer of repetitions, in the cate of the direet measure of the angle texelf athe akse, of the reversed measure of its explement, the mean of the two
results being taken. ${ }^{1}$ In the measurement of a base line, each observed length is the sum of several tape-lengths; the elemental observations consisting of placing the rear scratch on the tape in contact with a scratch on a marking-plate and of making a mark on a plate opposite the scratch at the forward end of the tape. Similarly, the observed difference of elevation between two benchmarks consists of the algebraic sum of a series of fore- and back-sight readings of the rod. It is customary, in all such cases, to consider the result of a single complete measurement to be the observed quantity, even though it consist of a combination of separate readings. In its general sense, therefore, the term, direct observation, may be taken to mean a single measurement of the quantity desired.
27. The Mean. The adjustment of direct observations of a single quantity consists in taking their mean as the best, or most probable, valuc obtainable from the given observations, as explained in Art. 14. That this is in accordance with the principle of least squares, may be shown as follows:

Let $M_{1}, M_{2} \ldots M_{n}$ represent a series of observed values; $x_{0}$, the best value of the observed quantity; and $v_{1}, v_{2}, \ldots x_{n}$, the corresponding residuals, $n$ being the number of observations. Then, for each observation there results an observation equation, thus:

$$
\begin{align*}
& x_{0}-M_{1}=r_{1} \\
& x_{0}-M_{2}=r_{2}  \tag{4}\\
& \cdots \cdots \\
& x_{0}-M_{n}=r_{n}
\end{align*}
$$

Squaring both members of each equation and adding the rewalting equations, we obtain, ${ }^{\text {e }}$

$$
\begin{equation*}
\left(x_{0}-I_{1}\right)^{2}+\left(x_{0}-I_{2}\right)^{2}+\ldots+\left(x_{0}-I_{n}\right)^{2}=\left[r^{2}\right] \tag{i}
\end{equation*}
$$

[^8]According to the principle of least squares, the sum of the squares of the residuals, that is, $\left[v^{2}\right]$, is to be a minimum. Therefore, we differentiate the left-hand member and place the first derivative equal to zero; whence, after dividing by two, we have:

$$
\begin{gather*}
\left(x_{0}-M_{1}\right)+\left(x_{0}-M_{2}\right)+\ldots+\left(x_{0}-M_{n}\right)=0  \tag{6}\\
n x_{0}-\left(M_{1}+M_{2}+\ldots+M_{n}\right)=0, \\
x_{0}=\frac{[M]}{n} \tag{7}
\end{gather*}
$$

That is, the best value of the observed quantity-the one for which the sum of the squares of the residuals is a minimum, is the mean.
28. Computation of the Mean. Owing to the close agreement of the observations of which the mean is to be taken, it is possible, often, to abridge the numerical work by the assumption of an approximate value of the mean. Suppose the mean of the following 16 quantities to be desired

|  | $+i$ | $-r$ |  | $+r$ | $-r$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1463.49768 |  | 4 | 1463. 19764 | 0 |  | Assumed approx |
| 1463.49754 | 10 |  | 55 | 6 |  | value, 60 |
| 1463.49763 | 1 | $\ldots$ | 66 |  | 2 |  |
| 1463. 4976.5 |  | 1 | $6: 3$ | 1 |  |  |
| 1463. . 197.59 | . |  | 6.5 |  | 1 | Sum, +65 |
| 1463. 49771 |  | 7 | 60 | 4 |  |  |
| $14(3) .49767$ |  | : | 67 |  | 3 | Mean, +1 |
| 146.3 .4976 .5 |  | 1 | 71 |  | 6 | Remainder. +1 |
|  | 16 | 111 |  | 11 | 12 |  |

In the first place, it is evident from inspertion that all but the last two figures are the same in all the quantities, so that there is no need of writing then repeatedly: It is sufficient to write the first number in full ath thereafter omly the last two figures. fometimes, in along columon of munhers, the constant part will change -hdemby to another one, in which (:ate it is well to write the last as well as the first of cach series in full.

Also, by inspection, it will be seen that the next to the last figure in the mean will probably be 6 . Thus we may take 60 as an approximate value of the last tivo places, calling 54 , for example, -6 , and $71,+11$. Then, adding mentally the figures in the last place with 60 as a basis, we obtain the sum, +65 , and the mean, +4 , so that the full mean is $1463.49760+4$ in the last place, or 1463.49764 . This process may be simplified still more by combining a 5 and a 7 in the next to the last place, as their mean is 6 , without modifying their last figures. Thus in the above example, 59 and 71 would be added directly as 10 instead of -1 and $+11 .{ }^{1}$
29. Control or Check of the Mean. Substituting equations (4) in (6) of Art. 27,

$$
\begin{equation*}
v_{1}+v_{2}+v_{3}+\ldots+v_{n}=0 \quad \text { or, } \quad[r]=0 \tag{8}
\end{equation*}
$$

That is, the sum of the residuals should be zero, or the sum of the positive residuals should be equal to that of the negative ones. This check is very important and should be used whenever practicable. It will be satisfied rigidly unless there is a remainder when the sum of the observations is divided by their number to obtain the mean. In this case, the check fails by just the amount of the remainder but with the opposite sign, so that the mean is verified, nevertheless. In the example in the preceding article, the sum of the residuals is -1 , and the remainder in taking the mean is +1 , so that the mean was correctly computed.
30. Weighted Observations. Thus far, we have considered only observations of equal quality or precision. In the general ease, however, one observation of a series may be better than another. for some reason, and entitled to have a greater influence upon the result. When all of the whervations of a set are not of the same quality or worth. they are called weighted ohservations, or are said to be of unecqual weight.
31. Definition of Weight (w). By the weight of an observation is meant its, relative vatue among the others of a set. It is

[^9]expressed as a number, and being strictly relative, may be multiplied by any factor so long as all the others in the set are multiplied by the same quantity. Thus, the weights may be integral or fractional. If one observation has a weight of 3 and another a weight of unity, the first may be considered as the mean of three observations of the same size, each of which has the weight unity. The weights could be stated as 6 and 2 , as 1 and $\frac{1}{3}$, or as 0.153 and 0.051 , as well as 3 and 1 .
32. Sources of Weights. Either the observer or the computer may assign the weights to the observations and it is largely a matter of judgment. If the observer assigns them, during the observing, he has the right to do it by estimation or arbitrarily. For instance, in the measurement of angles in triangulation, the atmosphere may be so unsteady during one observation that he will give to that particular result a weight of one-half that of the others. Or he may note in his record the fact that the atmosphere was very unsteady at that time, and leave to the computer, in the office or at headquarters, the duty of assigning a low weight to that observation, when making the adjustment. Of course, the computer might give it a weight of 0.8 instead of 0.5 , and thus change the result somewhat. Or, an arbitrary rule might be agreed upon so that both would assign the same weight under the same circumstances. Similarly, two benchmarks may be conneeted by two lines of levels giving discordant results. If one rum were made during a high wind or with a careless rodman, it might be given a lower weight than the other.

In the serend place, weight may be asigned upon the mumber of , heserations, as a basis. If one measurement of an angle be made with three repetitions and another with six, the second may be given twiee the weight of the first.

Finally, the asigmment of weighte may he governed by theory. In the determination of time be transite of sars arense the meridian, the motion of a star near the equator will be more rapid than that of one of greater declination, and the rapidty moving one cam be oheerved more aceurately than the other. Therefore a system
${ }^{1}$ For the determination of wethte from mean -quare errors se Art. 1:96, Chapher VIII, Combination of Computed (?nantitios.
of weights has been devised which depends upon the declinations of the stars.
33. The Weighted Mean. The best value of the observed quantity which is obtainable from a given series of weighted observations is known as the Weighted Mean. To determine it, each observation is multiplied by its weight and the sum of these products is divided by the sum of the weights. The analogy of this process to the determination of the simple mean will be evident from an example.

Let it be required to adjust the following set of four weighted observations of an angle, the weights, $w$, being determined from the number of repetitions and the notes as to weather conditions:

| M | $w$ |  | $+r$ | $-v$ | w. $1 /$ | $+w^{v}$ | $-u v$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} 73^{\circ} 18^{\prime} 42.16^{\prime \prime} \\ 41.96 \\ 41.70 \\ 42.23 \end{array}$ | 3 | 2.16 or +.16 | $\begin{aligned} & 11 \\ & 11 \end{aligned}$ | $\begin{aligned} & 9 \\ & 9 \\ & 9 \end{aligned}$ | +.4s | 22 | 27 |
|  | 2 | $2.16+.16$ |  |  |  |  |  |
|  | 2 | $2.16+.16$ |  |  |  |  |  |
|  | 4 | $1.96-.04$ |  |  |  |  |  |
|  |  | $1.96-.04$ |  |  | $-.08$ |  |  |
|  | 11 | $1.70-.30$ | 37 |  |  |  |  |
| Use 42.00 as |  | $1.70-.30$ | 37 |  | $-.60$ | 74 |  |
| Approx. value |  | $223+.23$ | . | 16 |  |  |  |
|  |  | $\because 23+.23$ |  | 16 |  |  |  |
| $\underline{+0.72}=+0.07$ |  | $2.23+.23$ |  | 16 |  |  |  |
| $\overline{11}=+0.07$ |  | $2.23+.23$ |  | 16 | $+92$ |  | 64 |
| Mean, 42.07" |  | $22.72+.72$ | 96 | 91 | +.72 | 919 | 91 |

By writing each observation a number of times equal to its weight, and by using $42.00^{\prime \prime}$ as an assumed or approximate value of the mean, the third column is obtained. According to the definition in Art. 31, this reduces all the quantitios in these colums to the same, unit weight, and their mumber is the sum of the weights. Therefore, their mean is the best value. and by the methods of Art. 28, this is $42.07^{\prime \prime}$, with residuals shown in the columns headed $+r$ and $-r$. The mean is checked by its remainder, -5, against the sum of the residuals, +5

It is evident that instead of writing the first observation three times in the third and fourth columns, it will be easier to multiply
it by three and write the product, and similarly with the other observations and their weights; the sums would be unchanged. Likewise, the residuals may be multiplied by the weights of the corresponding observations and the products noted instead of writing all the separate residuals. Thus, the last three columns are obtained, giving the same results as the preceding ones. The following rule, therefore, is given for the adjustment of direct observations of unequal weight, whether the weights be integral or fractional: Multiply each observation by its weight and divide the sum of the products by the sum of the weights, to obtain the weighted mean; and multiply each residual by the weight of the corresponding observation, adding the products algebraically to obtain the sum of the weighted residuals.
34. Principle of Least Squares for Weighted Observations. Let $M_{1}, M_{2}, M_{3}, \ldots M_{n}$ represent a set of $n$ observations having the respective weights, $w_{1}, w_{2}, w_{3}, \ldots w_{n}$, and let $x_{0}$ be the best value of the observed quantity, with $v_{1}, v_{2}, v_{3}, \ldots v_{n}$ as the corresponding residuals. ${ }^{1}$ Considering each observation of weight $u$ to be the mean of $w$ equal observations of weight unity, the residual of each of these latter observations would be the same as that of the original one, but there would be $w$ of them. As stated in Art. 21, for the best value of the observed quantity, in the case of equal weights, the sum of the squares of the residuals will be a minimum. Therefore, to express this minimum for weighted observations, each residual must be written a number of times, $u$, equal to the weight of its observation. Thus,

$$
\begin{aligned}
\left(r_{1}^{2}\right. & \left.+r_{1}^{2}+v_{1}^{2}+\ldots \text { to } w_{1} \text { terms }\right)+\left(v_{2}^{2}+r_{2}^{2}+v_{2}^{2}+\ldots \text { to } w_{2} \text { terms }\right) \\
& +\ldots+\left(r_{n}^{2}+r_{n}^{2}+r_{n}^{2}+\ldots \text { to } w_{n} \text { terms }\right) \text { is to be a minimum; }
\end{aligned}
$$ that is.

$$
\begin{equation*}
u_{1} n_{1}^{2}+u_{2} v_{2}^{2}+\ldots+u_{n}^{2} n_{n}^{2} \text { must be a minimum } \tag{9}
\end{equation*}
$$

of the sum o! the weighted square of the revidual mast be a minimum. Substituting for earbs $r$ in (9) its value, $x_{0}-M$, with the (onrexponding subseripts,
$u_{1}\left(x_{1}-M_{1}\right)^{2}+u_{2}\left(x_{1}-M_{2}\right)^{2}+\ldots+w_{n}\left(x_{0}-M_{n}\right)^{2}$ is to be a minimum.
${ }^{1}$ Reference to the numerieal example of the preereding article will be of assistance in following these steps.

Differentiating this expression and placing the first derivative equal to zero, for the minimum, we have, after canceling the factor 2 :

$$
\begin{equation*}
w_{1}\left(x_{0}-M_{1}\right)+w_{2}\left(x_{0}-M_{2}\right)+\ldots w_{n}\left(x_{0}-M_{n}\right)=0 \tag{10}
\end{equation*}
$$

Combining terms,

$$
\begin{aligned}
x_{0}\left(w_{1}+w_{2}+w_{3}+\ldots+\right. & \left.+w_{n}\right) \\
& -\left(w_{1} M_{1}+w_{2} M_{2}+w_{3} M_{3}+\ldots+w_{n} M_{n}\right)=0
\end{aligned}
$$

and

$$
\begin{equation*}
x_{0}=\frac{[w M]}{\lfloor w]} \tag{11}
\end{equation*}
$$

that is, the best value of the observed quantity, for which the sum of the weighted squares of the residuals is a minimum, is the weighted mean, obtained by multiplying each observation by its weight and dividing the sum of the products by the sum of the weights.
35. Control or Check of the Weighted Mean. If in (10), above, $v$ be substituted for $x_{0}-M$, we have

$$
\begin{equation*}
w_{1} v_{1}+w_{2} v_{2}+w_{3} v_{3}+\ldots+w_{n} v_{n}=0 \tag{12}
\end{equation*}
$$

or, the sum of the weighted residuals should equal zero. As was the case, however, in the control of the simple mean, the actual sum of the weighted residuals should equal the remainder obtained with the weighted mean but with the opposite sign. This is illustrated in the example of Art. 33.
36. Weighted Mean of Two Quantities. The solution of this special case is particularly convenient and instructive. With the usual notation, let $M_{1}$ and $M_{2}$ be the two given quantities, whose weights are $u_{1}$ and $u_{2}$ respectively, and let $x_{0}$ be their weighted mean. Then from (11),

$$
\begin{equation*}
x_{11}=\frac{u_{1} M_{1}+u_{2} M_{2}}{u_{1}+u_{2}} \tag{1:3}
\end{equation*}
$$

Adding and subtracting ue, $M_{1}$ from the munerator,

$$
\begin{align*}
x_{0} & =\frac{w_{1} M_{1}+u_{2} M_{2}+u_{2} M_{1}-u_{2} M_{1}}{u_{1}+u_{2}} \\
& =\frac{M_{1}\left(u_{1}+u_{2}\right)+u_{2}\left(M_{2}-M_{1}\right)}{u_{1}+u_{2}} \\
& =M_{1}+\frac{u_{2}}{w_{1}+w_{2}}\left(M_{2}-M_{1}\right) \tag{14}
\end{align*}
$$

Also, owing to the symmetry of (13), the subscripts may be interchanged, and therefore,

$$
x_{0}=M_{2}+\frac{w_{1}}{w_{1}+w_{2}}\left(M_{1}-M_{2}\right)
$$

Thus, the weighted mean may be found by correcting one of the quantities by an amount equal to the difference between the two quantities multiplied by the weight of the other and divided by the sum of the weights. Obviously, the mean lies between the two quantities, so the sign of the correction will be evident. The weighted mean divides the interval between the two quantities in the inverse ratio of the weights of the adjacent quantities.

For example, the weighted mean of

$$
6.78+\text { Wt. } 7
$$

and

$$
\text { 6.743 Wt. } 2 \text { is } 6.784-\frac{2}{9} \times 41=6.784-9=6.775
$$

the unit, for the correction, being conveniently taken in the last decimal place. Similarly, the correction to the second quantity would be $+\frac{7}{9} \times 41$, with the same result.

## CHAPTER III

## INDIRECT OBSERVATIONS, OF A FUNCTION OF THE UNKNOWN QUANTITIES

37. Indirect Observations are those in which the observed quantity is related to the desired unknown quantities through a known formula or function. The observed quantity is expressed as an explicit function of the unknowns, which are usually two or more in number, and is, therefore, the observed value of the function. It may be that the unknowns cannot be separated so as to be obsersed directly, and that they can only be determined in combination. They are assumed to be mutually independent; each may vary without causing a corresponding variation in the others. Moreover, the number of observations must be greater than that of the unknown quantities, as stated in Art. 22.
38. The General Function may be algebraic, logarithnic, exponential, or trigonometric, and simple or complicated. However, it is always possible to reduce such a general function to the linear form, that is, to the first clegree, either by taking the logarithm of each member or by developing the function by Taylor's Theorem and neglecting the squares, products, and higher powers of the small increments involved. ${ }^{\text {I }}$ Furthermore, the great majority of problems are concerned with the simplest form of function, namely, the algebraic one of the first degree. Therefore, we shall here consider only this linear form.
39. The Linear Function between the unknowns, $x, y, z$, ete., will have the following general form,

$$
\begin{equation*}
a x+b y+c z+\ldots+k \tag{15}
\end{equation*}
$$

in which $a, b$, $c$, etc., atre known numerical coefficients or factor: and $f$ is the constant term. As usuat, the signs represent algehnaic addition and the quantities may be positive or negative.
40. Observation Equations are the algehraic statements of the separate ohservations. Thus, if $M_{1}, M_{2}, \ldots M_{n}$ be the
${ }^{1}$ Ge Arts. 119121.
observed values of the function, with the respective weights, $w_{1}, w_{2}, \ldots w_{n}$, the observation equations would be,

$$
\begin{align*}
& a_{1} x+b_{1} y+\ldots+k_{1}=M_{1} \quad \text { Wt. } w_{1} \\
& a_{2} x+b_{2} y+\ldots+k_{2}=M_{2} \\
& w_{2}  \tag{16}\\
& a_{n} x+b_{n} y+\ldots+k_{n}=M_{n}
\end{align*}
$$

Their number is the same as that of the observations, and each subscript indicates its equation and observation.

If $X, Y, Z$, etc., be the best or most probable values of $x, y, z$, etc., to be obtained from the given observations, the substitution of these values in the above equations (16) would show a residual, $r$, for each equation, inasmuch as the observations are subject to error and no set of values of the unknowns would be likely to satisfy exactly any one of the observation equations. The ideal form of these equations, therefore, would be,

$$
\begin{align*}
& a_{1} X+b_{1} Y+c_{1} Z+\ldots+k_{1}=M_{1}+v_{1} \quad \text { Wt. } u_{1} \\
& a_{2} X+b_{2} Y+c_{2} Z+\ldots+k_{2}=M_{2}+v_{2} \quad w_{2} \tag{17}
\end{align*}
$$

$$
a_{n} X+b_{n} Y+c_{n} Z+\ldots+l_{n}=I_{n}+v_{n} \quad u_{n}
$$

Transposing the $M$ of cath equation, and representing the difference, $l-M$, of the two constant quantities by the constant tem, $l$, we have for the observation equations,

$$
\begin{align*}
& a_{1} X+b_{1} Y+c_{1} Z+\ldots+l_{1}=r_{1} \text { Wt. } u_{1} \\
& a_{2} X+b_{2} Y+c_{2} Z+\ldots+l_{2}=r_{2}  \tag{1N}\\
& \cdots \cdots \\
& u_{n} X+b_{n} Y+c_{n} Z+\ldots+l_{n}=l_{n}
\end{align*}
$$

which are sometimes called Revidual Equations.
41. Adjustment of Indirect Observations of Unequal Weight. For the best ralues of the mbnewn ylamtites, the som of the weighted equares of the residuals is to be a minimmm. That is,

Since $x, y$, $z$. etco, are indequmbent of one another. it follows that the first derivative of the above expreseme with resped to eath of
them must separately equal zero, for the minimum. Differentiating (9), therefore, and canceling the factor, 2 , from each equation, we have:

$$
\begin{align*}
& w_{1} v_{1} \frac{d v_{1}}{d X}+w_{2} v_{2} \frac{d v_{2}}{d X}+\ldots+w_{n} v_{n} \frac{d v_{n}}{d X}=0 \\
& w_{1} v_{1} \frac{d v_{1}}{d Y}+w_{2} v_{2} \frac{d v_{2}}{d Y}+\ldots+w_{n} v_{n} \frac{d v_{n}}{d Y}=0 \tag{19}
\end{align*}
$$

There will be one equation for each of the unknown quantitics. The differential coefficients in the first of these equations are the coefficients of $X$ in the successive equations (18), those in the second are the coefficients of $Y$, etc. Substituting the value of the $v$ 's from (18), in the equations (19), then, we obtain

$$
\begin{align*}
w_{1} a_{1}\left(a_{1} X+b_{1} Y\right. & \left.+\ldots+l_{1}\right)+w_{2} a_{2}\left(a_{2} X+b_{2} Y+\ldots+l_{2}\right) \\
& +\ldots+w_{n} a_{n}\left(a_{n} X+b_{n} Y+\ldots+l_{n}\right)=0  \tag{20}\\
w_{1} b_{1}\left(a_{1} X+b_{1} Y\right. & \left.+\ldots+l_{1}\right)+w_{2} b_{2}\left(a_{2} X+b_{2} Y+\ldots+l_{2}\right) \\
& +\ldots+w_{n} b_{n}\left(a_{n} X+b_{n} Y+\ldots+l_{n}\right)=0
\end{align*}
$$

Whence carrying out the products indicated, and adding the similar terms,

$$
\begin{align*}
& {\left[w a^{2}\right] X+[w a b] Y+[w a c] Z+\ldots+[w a l]=0} \\
& {[w b a] X+\left[w b^{2}\right] Y+[w b c] Z+\ldots+[w b l]=0}  \tag{21}\\
& {[w c a] X+[w c b] Y+\left[w c^{2}\right] Z+\ldots+[w c l]=0}
\end{align*}
$$

These are called the Normal Equations, as they are the same in number as the manown quantities, and, therefore may be solved simultaneonsty to determine the latter. It will be seen in the equations (20) that the first normal equation is formed bey multiplying the left-hand member of each observation equation by its weight and the coefficient of X in that equation, and adding all the resulting products. Likewise, the second nomal equation is formed by multiplying each observation equation be its weight and the coefficient of $Y$, and adding the products, and so on through the series of unknown quantities.

The adjustment, then, consists in forming from the given obscrvation equations a set of normal equations, the same in number as the unknown quantities, the solution of which as simultaneous equations will give the best values of those quantities.
42. Observations of Equal Weight. This is a special case of the foregoing, in which each weight may be replaced by unity so that the $w$ 's clisappear from the normal equations (21), resulting, therefore, in the following simpler form:

$$
\begin{align*}
& {\left[a^{2}\right] X+[a b] Y+[a c] Z+\ldots+[a l]=0} \\
& {[b a] X+\left[b^{2}\right] Y+[b c] Z+\ldots+[b l]=0}  \tag{22}\\
& {[c a] X+[c b] Y+\left[c^{2}\right] Z+\ldots+[c l]=0}
\end{align*}
$$

For purposes of illustration, it will be convenient to use these equations (22) rather than the longer ones in which the weights are included.
43. Control or Check in the Formation of the Normal Equations. Referring to equations (18), let the sum of the numerical coefficients and the constant term in each equation be represented by s; thus,

$$
\begin{align*}
& a_{1}+b_{1}+c_{1}+\ldots+l_{1}=s_{1} \\
& a_{2}+b_{2}+c_{2}+\ldots+l_{2}=s_{2}  \tag{23}\\
& \cdot \cdot \cdot \cdot \cdot \\
& a_{n}+b_{n}+c_{n}+\ldots+l_{n}=s_{n}
\end{align*}
$$

To form the first normal equation, as shown in Art. 41, the terms in the left-hand member of each of these equations are multiplied bive weight and its first term or coefficient, namely, weta, ete.. and the resulting products are added, as in (21). Performing this operation at the same time on the right-hame members above. in (23), we have, using the first equation, onlys as an illustration:

$$
\begin{equation*}
u_{1} u_{1}^{2}+u_{1} u_{1} b_{1}+u_{1} u_{1} c_{1}+\ldots+w_{1} a_{1} l_{1}=w_{1} a_{1} w_{1} \tag{24}
\end{equation*}
$$

or. after addition,

Thus, the serend member of this cquation formble mpal the sum
of the numerical coefficients and the constant term of the first normal equation, which affords a check upon the numerical work of computing these quantities and forming the normal equations. This second member of (25) is therefore called the sum-term. For the other normal equations, respectively, it has the form [wbs], [wcs], etc. This check is very important and should always be applied, except, perhaps, in the very shortest problems. Having formed the sum, $s$, for each of the observation equations, it is treated the same as the other quantities, $a, b, c$, etc., and when a normal equation is written, its sum-term should equal the algebraic sum of its otlfer numerical quantities. It must be noted, however, that the check may not hold exactly, in the last decimal place, owing to discarded remainders, but this discrepancy will not usually exceed one unit in that place.
44. Symmetry of the Normal Equations. Inspection of the literal forms of the normal equations, in (21) and (22), reveals a symmetry which is useful as an aid to the memory, and which will lessen the labor of computation both in forming the equations and in their solution, as will be shown farther on. This symmetry exists among the coefficients of the unknown quantities with reference to the diagonal line passing downward to the right. On this diagonal will be found those terms which involve the squares of the quantities, $a, b, c$, etc., as ${ }^{1}$ [ucac], [ubb], [ucc], etc., or more simply, without weights, $\left[a^{2}\right],\left[b^{2}\right],\left[c^{2}\right]$, cte. These terms being squares, are always positive. Then the coefficients in any vertical column oceur in the same order as those in the corresponding horizontal row. Thus, in the third column and row the order is [ac], [bc], $[c c]$, $[d c]$, etce, $c$ being the third of the original coefficients, and the other factors having the original order, $a, b, c, d$, etce.
45. Formation of the Normal Equations. Aids. The computation of the necessary squares and products for the coefficients in the normal equations is facilitated by the use of spectal methods ats well as tables amd merinamical devieces. The choice of the method or device will be governed, in gemeral, by the size of the numbere involved and the refinement of the eomputations.

[^10]The tables used contain the logarithms, the squares, or the products of numbers. Five-place logarithms are suitable in most work, and four places are often sufficient. Hussey's five-place tables are recommended as very convenient. Barlow's tables of squares, cubes, roots and reciprocals of numbers up to 9,999 are well known and satisfactory. Of the tables of products, Crelle's Rechentafeln, giving the complete products of numbers of three figures cach, that is, up to 999 by 999 , is probably the most useful, although Zimmermann's and Peters' may more readily be used to obtain products of larger numbers, as they give directly products of numbers of four figures by those of two figures. In computing the coefficients for normal equations by means of tables, the logarithmic method is slowest, the use of squares is better, and the tables of products are usually most satisfactory. In the absence of these last, however, tables of squares may be used in either of two ways for the computation of products, namely, by one of the following formulas:

$$
\begin{equation*}
a b=\frac{1}{2}\left[(a+b)^{2}-a^{2}-b^{2}\right] \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
a b=\frac{1}{4}\left[(a+b)^{2}-(a-b)^{2}\right] \tag{27}
\end{equation*}
$$

The former requires but one new opening of the tables, as $a^{2}$ and $b^{2}$ are separately necessary as roefficients.

The mechanical airls to computation consist of slide-rules and computing machines. The ordinary 10 -in. slide-rule is suffieient for rearling products to there signifieant figures. The Thateher slide-rule, however, reads directly to four or sometimes fire figures and is exeellent for solving nomal equations as well as forming them. Computing machines are of two trpes, for addition and for multiplication. We are concerned primarily with the latter, although the former may be used indiecedly for multiplication. Of the multiplying mathine there ate two forms: the Bromeviga type, in which one turn of the crank multiphes by one mait so that to multiply bey for, foums would be erguised in one position and there in the next: and the Millionair machine, in which one tum of the rank maltiplice he a whole digit , so that but two thrns would be required to maltiply be tis. one for each digit. If ver large numbers are to be multiphedon divided a computing
machine is almost indispensable, but for ordinary work the tables of products and the slide-rule are convenient and sufficient, especially since large numbers are avoided as much as possible.
46. The computation of the coefficients in the normal equations is carried out conveniently in the form of a table in which each quantity involved is shown, with its proper sign, first the given ones and then the computed ones. Then it is highly important that the multiplication of several quantities by the same factor be performed in succession, as this plan in particular is adapted to the use of slide-rules, multiplication tables, and computing machines. Thus, for each observation equation, the factor, wa, would be multiplied into $a, b, c, \ldots l$, and $s$, in succession, and the products entered in the proper columns of the table, so that the sums of the columns would be the coefficients, [wata, $[w a b],[w a c], \ldots[w a s]$, of the first normal equation. Next, the factor, $w b$, would be multiplied into the same quantities, beginning with $b$, however, as the wab products are included in the preceding series, and the column totals would be coefficients for the second normal equation, and so on. As each normal equation is completed, its coefficients should be tested with the sum-term to assure the computer that the check is satisfied. This would be indicated by a definite check-mark after the sumterm if it checked exactly, or loy the cancellation of its last figure with the correct one written above so as to equal the sum of the quantities in the equation.

In the simplest cases, when there are but few observations and two unknown quantities, and when the coefficients are smali integers, it may not be worth while to carry out the tabulation for the formation of the normal equations, but it is generally safer to do so, expecially when the computer is subject to interruption in his work. It is well, also, to write the algebraice signs for a complete equation before forming and writing the numbers, always writing all positive as well as negative signs.
47. Example of the Direct Formation of Normal Equations. As an illustration of the preceding articles, the nomal equations will be formed directly from the following st of observation equations. For simplicity, the weights will be assmeded equal.
Observation Equations
$+6 X+40 Y-58.8=0$
$+4 X+32 Y-38.3=0$
$-5 X-56 Y+43.3=0$
$-3 X-28 Y+27.6=0$

| $u$ | b | 1 | * | an | (a) | $a l$ | as | $b b$ | $b l$ | $b s$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +i | $+16$ | -5x.8 | $-12.4$ | $+36$ | $+240$ | -352.8 | $-76.8$ | $+1600$ | -2352.0 | $-512.0$ |
| + 4 | $+32$ | $-38.3$ | $-2.3$ | +16 | +128 | $-153.2$ | $-9.2$ | +102 4 | $-1225.6$ | $-73.6$ |
| -5 | - \% | $+43.3$ | $-17.7$ | +25 | $+280$ | $-216.5$ | +88.5 | $+3136$ | $-2424.8$ | $+991.2$ |
| -3 | -24 | $+27.6$ | $-3.4$ | $+9$ | + 84 | - 82.8 | $+10.2$ | + 784 | - 772.8 | + 95.2 |
| + | $-12$ | -26.2 | $-36.2$ | $+86$ | $+732$ | $-805.3$ | $+12.7 \sqrt{ }$ | +6544 | $-6775.2$ | $+500.8 \sqrt{ }$ |


+86 Y
+732 K

As there are no discarded remainders, the checks are exactly satisfied.
(The solution of these equations by the methods of algebra gives

$$
X=+11.52 \text { and } Y=-0.25
$$

as the best values of $X$ and $Y$ obtainable from the four given observations.)
48. Use of Assumed Approximate Values of the Unknowns. The constant term of the observation equations is sometimes large as compared with the other numerical quantities, and to save labor in the formation of the normal equations, recourse may be had to a scheme similar to that used in Arts. 28 and 33 in the computation of the mean, namely, the use of assumed, approximate values of the unknowns, by which device the constant terms will be reduced considerably in size. For each unknown in the observations, there is substituted its approximate value plus a small correction, as,

$$
\begin{align*}
& X=X_{0}+x \\
& Y=Y_{0}+y, \text { etc. } \tag{30}
\end{align*}
$$

where $X_{0}$ and $Y_{0}$ represent the approximate values and $x$ and $y$. the small corrections. The approximate values may be obtained by a trial solution of the necessary number of the observation equations, namely, as many as there are unknown quantities.

Thus, in the example of the preceding articles, a solution of the third and fourth of the observation equations results in

$$
X=+11.9 \text { and } Y=-0.29
$$

whence we may assume the approximate values,

$$
X_{0}=+12.0 \text { and } Y_{0}=-0.3
$$

Substituting for X and F , therefore, in equations (2S), the quantities

$$
X=x+12.0 \text { and } Y=y-0.3
$$

we obtain for the first equation,

$$
\begin{equation*}
+6(x+12.0)+40(y-0.3)-.58 .8=0 \tag{31}
\end{equation*}
$$

and for the entire set of observation equations, after simplification,

$$
\begin{align*}
& +6 x+40 y+1.2=0 \\
& +4 x+32 y+0.1=0  \tag{32}\\
& -5 x-56 y+0.1=0 \\
& -3 x-28 y=0
\end{align*}
$$

The constant terms have thus been diminished to very small quantities and without the expenditure of much labor, so that the formation of the normal equations will be considerably easier, but in so far only, be it noted, as the terms involving $l$ are concerned. It is obvious that this scheme leaves the coefficients of the unknowns entirely unaltered, the only changes being in the constant terms.
49. Adoption of New Unknowns to Equalize Coefficients. When the coefficients of any unknown in the observation equations are consistently large, they may be reduced in size by an artifice similar to that of the preceding article, that is, by substituting for the unknown a new one obtained by multiplying the former by a certain factor.

In the equations (32), for example, the coefficients of $y$ are much larger than those of $x$ and would be easier to handle if they were divided by, say, 20. Therefore, assume

$$
\begin{equation*}
y^{\prime}=20 y \quad \text { or } \quad y=\frac{y^{\prime}}{20} \tag{3:3}
\end{equation*}
$$

Subtituting this value of $y$ in the given equations, and writing the conffiefonts in columns for simplicity, we have,

| $r$ | $y^{\prime}$ |  |
| :---: | :---: | :---: |
| +6 | +2.0 | $+1.2=0$ |
| +4 | +1.6 | +0.1 |
| -5 | -2.8 | +0.1 |
| -3 | -1.4 | 0 |

which are much simpler than the original equations (28), both as regards the formation of the normals and their solution. The normal equations are

$$
\begin{array}{cll}
x & y^{\prime} \\
+86 & +36.6 & +7.1=\mathbf{0}  \tag{35}\\
+36.6 & +16.36 & +2.28
\end{array}
$$

and their solution results in

$$
\begin{equation*}
x=-0.48 \quad \text { and } y^{\prime}=+0.94 \tag{36}
\end{equation*}
$$

whence,

$$
y=\frac{y^{\prime}}{20}=+0.047
$$

Therefore,

$$
X=+12.0+x=+12.0-0.48=+11.52
$$

and

$$
\begin{equation*}
Y=-0.3+y=-0.3+0.05=-0.25 \tag{37}
\end{equation*}
$$

The advantages of reducing the size of the coefficients and constants before forming and solving the normal equations, is less in such a short problem as the one just solverl than in the ones which contain more unknown quantities and larger series of observations. It is generally advisable, however, even in the shorter problems, to diminish the cocfficients and constants to a size which will be convenient for computation, and to equalize them to some extent, at least, by using whole numbers for the approximate values and the factors.
50. Example: Time by Star Transits. Let us consider, as an example of indirect observations, the determination of time by observed transits of stars on the meridian, using an astronomical transit instrument. The times when each star is seen to cross the sucessise thread: are recorded hy the observer, himself, as he carrics the beats of the chronometer in his mind. The mean of these times is taken as the time when the star crossed the line of sight of the instrument. It is then corrected for diurnal aberration, the rate of the chronometer, and the inclination of the horizontal axis of the instrument as detemined from the readings of the striding level. The resulting time, $\theta^{\prime}$, is subtracted from the right ascemion, $\alpha$. of the star (which is the correct sidereal time when the star crosses the merilian and the difference,
$\alpha-\theta^{\prime}$, according to the usual notation, is therefore made up of the chronometer correction, $\Delta \theta$, which is the quantity really desired from the observations, and the corrections for azimuth, $A a$, and collimation, $C c$, according to the formula,

$$
\begin{equation*}
A a+C c+\Delta \theta-\left(\alpha-\theta^{\prime}\right)=0 \tag{38}
\end{equation*}
$$

in which $A$ and $C$ are the known azimuth and collimation factors, and $a, c$, and $\Delta \theta$ are respectively the azimuth and collimation constants and the chronometer correction, which are the three unknowns of the problem and which, therefore, will be represented by $x, y$, and $z$. Each star thus furnishes an observation equation of the form,

$$
\begin{equation*}
A x+C y+z-\left(\alpha-\theta^{\prime}\right)=0 \quad \text { Wt. } w \tag{39}
\end{equation*}
$$

the weight being determined from the star's declination, as stated in Art. 32. The given data for the nine stars observed are:

| . 1 | ' ${ }^{\prime}$ | $\alpha-\theta^{\prime}$ | $u$ |
| :---: | :---: | :---: | :---: |
| +0.1i | +1:2 | -9m. 06.81 s | 09 |
| +0.72 | +1.00 | 06.98 | 1.0 |
| -1. 63 | $+3.30$ | 07.69 | 0.2 |
| -0) 17 | +182 | 06.49 | 0.7 |
| +0 09 | - 1 2 | 06.08 | 0.8 |
| -0 is | -1.3 | 06.32 | 0.7 |
| +0) 0 | -102 | 0627 | 10 |
| +425 | +193 |  | () 1 |
| +0 60 | -101 | 016.00 | 1.0 |

As the values of a $a$ are nearly equal, and the conefficients of $z$ are unity, it is exident that the value of $z$ will approximate to $x^{\prime}-\theta$. Therefore, let

$$
\begin{equation*}
z=z^{\prime}-9 \mathrm{~m} .06 .00 \mathrm{~s} . \tag{41}
\end{equation*}
$$

and the form of the trpical equation beeromes

$$
\begin{equation*}
1 x+\left(y+z^{\prime}+1=0 \quad\right. \text { WIt. } \tag{42}
\end{equation*}
$$

 equations, therefore are

$$
+0.1 .5 x+1.22 y+z^{\prime}+0.51=0 \quad \text { Wr. } 0.9 \text {. etc.. }
$$

or, arranged in tabular form,

| $x$ | $y$ | $z^{\prime}$ | $(l)$ | (Wt.) |
| :---: | :---: | :---: | :---: | :---: |
| +0.15 | +1.22 | +1 | $+0.81=0$ | 0.9 |
| +0.72 | +1.00 | +1 | +0.98 | 1.0 |
| -1.66 | +3.30 | +1 | +1.69 | 0.2 |
| -0.17 | +1.52 | +1 | +0.49 | 0.7 |
| +0.09 | -1.28 | +1 | +0.08 | 0.8 |
| -0.18 | -1.53 | +1 | +0.32 | 0.7 |
| +0.80 | -1.02 | +1 | +0.27 | 1.0 |
| +4.25 | +4.92 | +1 | +1.4 | 0.1 |
| +0.60 | -1.01 | +1 | 0 | 1.0 |

The quantities in the successive columns are the $a, b, c, l$, and $w$, of the observation equations, so that it is unnecessary to tabulate them again.

Forming the normal equations from the typical ones in (21) by means of a tabulation similar to that of Art. 47, we have,

| $x$ | $y$ | $z^{\prime}$ | $(l)$ |  | $(s)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| +3.94 | +0.38 | +2.18 | +1.00 | $=0$ | +7.50 |
| +0.38 | +13.56 | +0.19 | +3.53 | $=0$ | +17.66 |
| +2.18 | +0.19 | +6.40 | +3.09 | $=0$ | +11.86 |

the solution of which, as algebraic simultaneous equations, gives

$$
x=+0.043 \mathrm{~s} ., \quad y=-0.261 \mathrm{~s} ., \quad z^{\prime}=-0.491 \mathrm{~s}
$$

whence, from ( 41 ),

$$
z=\Delta \theta=z^{\prime}-9 \mathrm{~m} .06 .00 \mathrm{~s} .=-9 \mathrm{~m} .06 .49 \mathrm{~s} .
$$

$\therefore$ o that $a=+0.043 \mathrm{~s} ., \quad c=-0.261 \mathrm{~s}$., and $\Delta \theta=-9 \mathrm{~m} .06 \mathrm{f} .49 \mathrm{~s} .$. rolresent the best or most probable values of the three unknowns which (an be obtained from the given observations.
51. General Application of the Method. The process outlined in this chapter for the adjustment of indirect observations may be applied to any set of linear simultaneous equations whose number is greater than that of the unknown quantities, although they mat not be ohservation equations. Sometimes surh a series of equa-
tions may result from computations or from theoretical assumptions. Inasmuch, however, as the present method of adjustment depends upon the assumptions as to the occurrence of error, stated in Art. 18, the use of the method for the adjustment of quantities other than those resulting from observations may be justified only by the absence of a better scheme.

However, any other method is likely to be more laborious than this one, if it takes into account all the given data. For example, suppose the simplest case of three given equations involving two unknowns. If ignorant of the adjustment by means of Least Squares, but desirous of utilizing all of the given equations because there is no way of telling which one could be discarded with least effect, the computer might reasonably select all possible combinations of the three equations, two at a time, namely, three, and solve each of the three pairs independently by algebraic methods, thus obtaining three different values for each of the unknowns, of which he would probably take the mean as the best value within his knowledge. Certainly, the formation and solution of two normal equations would be much easier than such a process.

## CHAPTER IV

## SOLUTION OF NORMAL EQUATIONS

52. Methods of Elimination. As simple, simultaneous equations of the first degree, the normal equations may be solved by any of the ordinary algebraic methods of elimination; by addition or subtraction, by substitution, or by comparison. In fact, these methods are satisfactory when there are but two equations to be solved. But in larger sets, of three or more, it is possible to shorten the numerical work by taking advantage of the peculiar symmetry which all normal equations possess, as was pointed out in Art. 44. It is much easier to solve a set of normal equations than a set of ordinary, simultaneous equations of the same number which do not have this symmetry.
53. The Gauss Method of Substitution has been for a century the basis of the special methods for the solution of normal equations. Its notation is convenient, and in its general, literal form it is given in nearly every work on Least Squares. However, it has been modified and improved in various ways, particularly by Mr. M. H. Doolittle, formerly a computer in the C. S. Coast and Geodetic Survey, and, in the effort to confine ourselves to a single method which shall be the most generally useful one for our purposes, we shall omit the detailed explanation of the Causs process.
54. Requirements of a Good Method. It is important that the method to be adopted be as univervally usoful as posible, is both short and long problems. although modifications may be convenient to adapt it to special or peruliar casco. The varions steps in the climination should be identical. so that the work may be performed merhanically, to a great extent, thereby aroiding mistakes. The method should be as short as poesible so as to avoid unnecesary work. And finally, checks should he available
at frequent intervals throughout the computation in order that errors may be discovered and corrected without a great deal of recomputation. All of these qualities should be borne in mind and utilized as far as possible in every solution. It is believed that the Abridged Method explained below fulfills these requirements and that it will be readily understood.!
55. Algebraic Elimination by Addition. Let us undertake the solution of a simple set of normal equations in order that the steps we shall take in the process may be clearly understood. The method of elimination by addition will be used, although arranged in a certain form to illustrate the shorter method which is to follow. The given normal equations, with coefficients arranged in columns, are:

|  | $x$ | $y$ | $z$ | $(l)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(1)$ | +6 | -2 | +3 | +2 | $=0$ |
| $(2)$ | -2 | +3 | -4 | -3 | $=0$ |
| $(3)$ | +3 | -4 | +3 | +1 | $=0$ |

For purposes of explanation, the equations are numbered at the left, but for a reason which will appear later, the first is given the Roman numeral (I). First, we climinate $x$ between the first and second equations, by multiplying the first by such a quantity or factor, ats will make its first term equal to that of the second equation with the opposite sign, and then adding the two. This factor will be the quotient of the first term of the second equation with its sign changed, by the first term of the first equation, that is, +26 . Thus, indicating on the right the steps taken, we write down equation (2) and under it the first equation multiplied $h y+2$ o

|  | $x$ | \% | $z$ | 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2) | --2 | +3 | -4 | -3 | $=0$ |  |
| 4 | +2.0 | -0.7 | $+1.0$ | +0 7 | $=0$ |  |
| 11 | 0 | $+2.3$ | -:30 | -2 3 | $=0$ |  |

115) 

${ }^{1}$ Published by M. H. Doolittle in (' A G. Survey Roport. 14-8. App. S.

This equation, resulting from the elimination of the first unknown is called a First Derived Equation, and is given the Roman numeral (II) as marking the completion of a whole step in the process.

Next, $x$ is eliminated in the same way between the first and third equations, by multiplying the first by such a factor as will make its first term equal to that of the third equation with its sign changed, and adding the two equations. As before, the factor will be the quotient of the latter first term with the reversed sign by the former one, or $-3,6$. Writing (3) first,

|  | $x$ | $y$ | $z$ | $(l)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $(3)$ | +3 | -4 | +3 | +1 | $=0$ |  |
| $(5)$ | -3.0 | +1.0 | -1.5 | -1.0 | $=0$ | $(\mathrm{I}) \times(-36$ |
| $(6)$ | 0 | -3.0 | +1.5 | 0 | $=0$ | $(3)+(5)$ |

Equation (6) is like (II) in having no $x$-term, that is, it may also be called a First Derived Equation. Thercfore, $y$ can be eliminated from these two equations in the same manner as $x$ was eliminated above. Multiplying (II) by the first term of (6) with its sign changed. divided by the first term of (II), and adding the resulting equation to (6), we have, as before, writing the second of the two equations first:

|  | $y$ | $z$ | $(l)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :--- |
| $(6)$ | -3.0 | +1.5 | 0 | $=0$ |  |
| $(\overline{7})$ | +3.0 | -3.9 | -3.0 | $=0$ | (II) $\times(+3.0 .2 .3)$ |
| $($ III $)$ | 0 | -2.4 | -3.0 | $=0$ | $(6)+(\mathbf{7})$ |

This completes the second step in the process, the second unkuown has been climinated and this last equation is therefore called a Sicond Derived Equation and given the next Roman numeral (III . The elmination is now complete and the last equation maty be writern

$$
-2.1 z-3.0=0
$$

giving the value of $z$ directly, as $z=+3.0^{/}-2.4=-1.25$. Substituting this value in (II) gives

$$
y=\frac{+3.0 z+2.3}{+2.3}=\frac{-3.75+2.3}{+2.3}=\frac{-1.45}{+2.3}=-0.63
$$

Then, from (I),

$$
\begin{equation*}
x=\frac{+2 y-3 z-2}{+6}=\frac{-1.26+3.75-2}{+6}=\frac{+0.49}{+6}=+0.08 \tag{49}
\end{equation*}
$$

Some properties of this method of solution will now be considered.
56. Symmetry among the Derived Equations. The First Derived Equations resulting from the elimination of the first unknown, $x$, between the first normal equation and each of the others in succession, will be one less, in number, than the unknowns; therefore, in the above example they are two, namely,

|  | $y$ | $z$ | $(1)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| (II) | +2.3 | -3.0 | -2.3 | $=0$ |
| (6) | -3.0 | +1.5 | 0 | $=0$ |

They evidently are symmetrical about the diagonal in the same respect as the normal equations, that is, the serond coefficient in the first row $(-3.0)$ is the same as the seeond eoefficient in the first eolumn ( -3.0 ) . This symmetry exists likewise in all sots of first derived equations, whatever their number, as may be proved by earying out a complete solution of the typieal normal equations with their literal coefficients. In this example, howerer, the reason for the equality of these two coeffecients maty be seen by indicating the operations through which thes were ohtained, using ertain symmetrieal terms in the normal equations. Thus.
second Coeff. of (II) $=-4-(-26 \times+3)=-3.0$
First ('ocff. of (6) $=-1-(+36 \times-2)=-3.0$
The two - fos are symmetricad in the normal ertutions. as also
are the two -2 's and the two +3 's, while the +6 is the same in both cases.

Likewise, the Second Derived Equations, resulting from the elimination of $y$ from the first derived equations, are symmetrical among themselves, and so on with successive sets of derived equations in the solution of a large number of normal equations by this method of elimination.
57. Omission of Redundant Terms. (a) In each first derived equation, $x$ has been eliminated; that is, it has the coefficient zero. Therefore, it is unnecessary to write the coefficients in the $x$-column at all during the elimination of $x$, as in (46) and (47), as we know that they will add up to zero if the work is correct, and anyway, there will be other and better checks on the correctness of the work. Similarly, the $y$-column may be omitted cluring the elimination of $y$, as in (48), and so on. However, the sum of the remaining terms in each equation will not now equal zero, except in the derived equations, where the omitted coefficients are always zero. This will deprive us of the equation-checks except in the derived equations, but these will still be sufficiently close together to control the computation.
(b) By transposing all the terms of each equation into one member, as was done in the above example, we may omit the symbols, " $=0$," from each equation. As just stated, however, these must be understood, in the cases of the derived cquations, as if written.
(c) Even the original normal equations may be simplified by the omission of all the terms lying below the diagonal, these being symmetrical to the ones above the diagonal. Thus. in the normal equations, (45),

|  | $x$ | $y$ | $z$ | $(1)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1)$ | +6 | -2 | +3 | +2 | $\neq 11$ |
| $(2)$ | -2 | +3 | -4 | -3 | $\neq 0$ |
| $(3)$ | +3 | -4 | +3 | +1 | $\neq 0$ |

the canceled terms would be omitted. To read the original equa-
tions, then, the omitted portion of each row must be replaced by the symmetrical quantities in the corresponding column. For example, the second equation is begun in the second column and read downward to the diagonal and then horizontally to the right along its own row, retaining, however, the original order of the unknowns, as $-2 x+3 y-4 z-3=0$. Similarly, the third equation is begun in the third column, read downward to the diagonal and continued along the third row as usual: $+3 x-4 y+3 z+1.0=0$. The simplified form of the equations, then, would be:

|  | $x$ | $y$ | $z$ | $l$ |
| :---: | :---: | :---: | :---: | :---: |
| $(1)$ | +6 | -2 | +3 | +2 |
| $(2)$ |  | +3 | -4 | -3 |
| $(3)$ |  |  | +3 | +1 |

It is evident that the original order of the equations must never be changed if these abhreviations are to be used, as the swmmetry would then be destrosed.
(d) In the second step of the elimination, it is umecessary to write equation (6) either in ( 47 ) or (48), but equation (7) may be written directly below (5) in (47), the $x$ - and $y$-columes being omitted as above, and the three lines (3), (5), and (7) added, to form (III). The fartor for obtaining (7) from (II), namely, $-(-3.02 .3)$, is the second term of (II) with its sign changed. divided by the first term of (II), owing to the semmetry of the derived equations as shown in Art. ati. Thus. (t7) and (45) may be erombined into:

58. The Series of Derived Equations. Upon inspection of (46) and (54), it will be seen that (II) is derived from (2) and (I), and that (III) is derived from (3), (I), and (II). If there were a fourth unknown and four normals, the derived equation (IV) would be derived from the fourth normal equation and (I), (II), and (III), and so on. Here, then, lies the reason for giving to the first normal equation the Roman numeral (I); it is associated with the derived equations in each step of the elimination. Therefore in writing a list of the derived equations, this equation is written first, and is referred to as one of them. Such a list, in order, has the property that each equation is complete and begins with the second unknown of the preceding one, so that the series is used for determining the successive unknowns in their reverse order when the elimination has been completed, by substitution back through them.

## 59. Control or Check in the Solution of the Normal Equations.

The check on the formation of the normal equations, explained in Arts. 43 and 47 , may be continued through the process of elimination so as to test the correctness of the computation at frequent intervals. If the sum-term of each of the normal equation: be subjected to the same operations as its other terms, the resulting motified sum-term will be equal to the sum of the corresponding series of other terms. Moreover, this relation will persist when several equations have been added or subtracted, the sum of all the sum-terms being equal to the sum of all the other terms. Thus, the sum-terms which were used to check the formation of the normal equations may be used during their solution to test the correctness of an equation at any stage of the work. As was pointed out in (a) of the last article, howeser, the onmesion of redundant terms lease the derived equations as the only eomplete ones in the climination. Therefore, this sum-eheck being applicable to each derised equation as it is formed, should be taken adrantage of in erery case.
since the check applies only to complete equations, the cooffidiente of the normal cquations must be read down and to the right as shown in the last artiele, when the simplified form is used.

In the above example, then, the complete statement of the normal equations in the simpler form, with their check-terms, is:

|  | $x$ | $y$ | $z$ | $(l)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(\mathbf{I})$ | +6 | -2 | +3 | +2 |
| $(2)$ |  | +3 | -4 | -3 |
| $(3)$ |  |  | +3 | +1 |
|  |  |  |  | +6 |

60. Elimination by the Abridged Method. This set of equations will now be solved in accordance with the devices explained in the preceding articles for abridging the various operations as much as possible. A comparison of this solution with the direct, algebraic one given in Art. 55, will illustrate the different steps and the saring of labor.

|  | $x$ | $y$ | $z$ | (l) | (*) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | $+6$ | -2 | $+3$ | $+2$ | +9 ) |  |
| (2) |  | +3 | -4 | -3 | $-6$ | Normal Equations |
| 3 |  |  | $+3$ | $+1$ | $+3$ |  |
|  |  |  |  | -3 | $-6$ |  |
| 4 |  | $-0.7$ | $+1.0$ | $+0.7$ | $+3.0$ | 1) $\times(+2$ ( $)$ |
| (1) |  | $+2.3$ | $-3.11$ | -2.3 | -3.01 | $\underline{2}+4$ |
| 3 |  |  | $+3$ | $+1$ | $+3$ |  |
| 5 |  |  | $-1.5$ | $-10$ | $-4.5$ | $1) \times(-36$ |
| (6) |  |  | $-39$ | -3.0 | $-3.9$ | $\text { (11) } \times(+3.112 .3$ |
| - 111 |  |  | $-24$ | -30 | - i, | $3+6$ |

The proeses may be outlined as follows: Write (2): follow the lefthand column of (2) 吅) (I) and find - 2: change it: sign and divide he the firct term of (I) giving +2 6: multiply this factor inte the terme of 1 , hegiming with the same left-hand column of (2), and witing the revilt: in line (t) under the corre
sponding ones in (2); add (2) and (4) to obtain (II). Next, write (3) ; follow its left-hand column up to (I) and find +3 ; change its sign and divide by the first term of (I), giving $-3 / 6$; multiply this factor into the terms of (I), beginning with the left-hand column of (3), writing the products in their proper columns in line (5), under (3). Again, follow the same left-hand column of (3) up to (II) and find -3.0 ; change its sign and divide by the first term of (II), giving $+3.0 / 2.3$; multiply this factor into the terms of (II), beginning with the left-hand column of (3), writing the results in line (6), below (5), and in their proper columns; add (3). (5), and (6), to obtain (III), as the second and last step in the elimination. If there were four normal equations, the fourth would now be written, beginning with the fourth colunm; under it would be written the products of the terms of (I), beginning with the fourth, by a factor consisting of the fourth term of (I) with its sign changed, divided by its first term; under this line would be written the products of the terms of (II), beginning with the third, by a factor consisting of this third term with changed sign, divided by the first term of (II); and finally, under this line would be written the products of the terms of (III), beginning with the second, by a factor consisting of this second term with its sign changed, divided by the first term of (III); whence the sum of the four lines thus obtained would be (IV). This procedure could be continued through any number of equations.
61. The mechanical character of this scheme of elimination is apparent from the foregoing explanation. Each of the main steps accomplishes the elimination of one unknown more than the preceding step did, and results in the next derived equation. Each step consists of the sum of its normal equation and as many others as there are derived equations already formed, including (I); so that the successive steps embrace the sums of two, three, four, five, or more lines, up to the number of unknowns involved in the problem. For each step, the numerators of the factors, with opposite signs, are found in one column, namely, the one containing the first term of the normal equation as writen, that is, the one corresponding to that equation, as third column for third
equation, etc.; the denominators are the first terms of the corresponding derived equations.
62. Notes and Suggestions. The arrangement of the work in columns is essential to mechanical efficiency and "Data Sheets " are convenient for this purpose. Ruled horizontal lines including each derived equation make it prominent for quick reference. By writing the algebraic signs of each line of products before writing the numbers themselves, errors in sign may be avoided to a great extent. In each line, all the signs will be the same as those of the corresponding derived equation, or all opposite to them. It will be noted that the first term in cach of these lines of products is aluays negative owing to changing the sign in the numerator of each factor; this, also, affords a check on the signs. Unavoidable discrepancies in the last figure of the check-term, due to remainders, should be removed by arbitrarily correcting the check-term before proceeding with the next step in the elimination; this is best done by drawing a line through the erroneous figure and writing the correct one just ahove it. If the check is exactly satisfied, it should be as carefully noted with a check-mark in order to a aroid uncertainty.
63. Values of the Unknowns. The process of elimination having been completed and the derived equations checked as formed, it remains to determine the last unknown from the last equation and to substitute back in the preceding derived equations in reverse order, to whain the other unknowns; $x$ being finally determined from (1). If there be many equations, this process may be facilitated ley tabulating the products instead of indieating the work as in (49). I table is begun for (ach manown be writing first, with changed sigh, the comitant term of the derived equation from which that monown is to be obtamed. Below this are placed in sureession the prochacte of the manowns, as computed. be their respertioe coofficients, with signs chatuged, in that equation. The sum of the ere quanities divided by the first conefficient in the "quation gives the value of that monown. The advantage lios in the fact that each monown, aremputed, is muthopled into all of ite coefficients in the preceding derived equations, in suc-
cession, rather than separately as needed for each case; thus, a slide-rule, a multiplication table, or a machine can be used with profit. Applying this arrangement to the problem in Art. 60, we have:

|  | $x$ | $y$ | $z$ |
| :--- | :---: | :---: | :---: |
| Constants | -2.0 | +2.3 | +3.0 |
| $z$-terms | +3.75 | $\frac{-3.75}{-2.4}=$ |  |
| $y$-terms | $\frac{-1.26}{+0.49}=$ | $\frac{-1.45}{+2.3}=$ | $-1.25=z$ |
|  | $\frac{+6.0}{+0.08=x}$ | $-0.63=y$ |  |
|  |  |  |  |

It is often convenient to write these little tables in the proper columns just to the left of the computation of the derived equations, that is, left of the elimination, as it is not necessary to write the numbers of the various equations after the method has been learned.
64. Final Check of the Unknowns. The use of the checkterms ends with the fermation of the last derived equation. The entire solution, however, including the values of the unknowns, may be checked by substituting those values in the normal equations other than the first. If there were no neglected remainders in the computation, all these equations should be exactly satisfied. Therefore, in any actual case, the discrepancies should be very suall.

When several equations are to be tested at onee, the method of tabulation explained in the last article may be used to adrantage. Obvionsly, the sum of each table should be very nearly zero if no mistake hats been made. This will be illustrated in a later chapter.
65. Refinement of the Computations. The mumber of decimal places to be retained throughout the elimination will depend upon the number desired in the resulting unknowns. The labor of solution increases rapidly with the size of the quantities involved
so that it is very important to keep them as small as practicable. The discrepancies due to neglected remainders during the elimination will seldom amount to more than one or two in the last place and these will be revealed by the checks. Similar ones will occur in the values of the unknowns, resulting in their failure to check exactly when substituted in the original normal equations. However, as the final values of the unknowns must be regarded as but approximations to the correct values, which, of course, are unattainable, it cannot be objectionable to alter the last figure of an unknown arbitrarily, to make it check or to make it consistent with the others, and this is sometimes necessary. Therefore, it is unwise to carry the whole computation one or two places farther merely to secure an exact check in a certain place without forcing it.

As a general rule, it is well to carry the observations two places beyond the last one which is regarded as known with certainty. For example, each reading will have its last figure the result of estimation, to some extent, the preceding one being certain; then the mean of several readings would be carried one place further. This should determine the degree of refinement to which the nermal cquations and the elimination should be carried, the coefficients of the observation equations being modified as shown in Arts. 48 and 49 so as to be consistent in size. The unknowns may then be earried out one place farther. the last figure to be retained or rounded-off to the preceding one as preferred. However, this is largely a mater of judgment derived from experience. The begimer is too apt to carry his work farther than is justified by the preecision of the observations. He may be guided by the rule to earry the computations one phare farther than the given data; this is ample.
66. Mechanical Aids in the Solution. Wir have serol in . Irt. 4.) how the formation of the normal equations may be facilitated by the ber of tables and mechanieal devieres. In the solution of the equations. these artieles are even more useful, perthape, ceperially
 he the groient of two other numbers at one sotimg of the rule. The Thateher, in particular. is very consenient, and is good for
four significant figures, but the ordinary $10-\mathrm{in}$. rule is sufficient when but three figures are used and is commonly at hand. The computing machines, while necessary for large numbers are less advantageous for small ones, but they have the great advantage over the slide-rules of causing little or no straining of the eyes.

## CHAPTER V

## OBSERVATIONS OF DEPENDENT QUANTITIES: CONDITIONED OBSERVATIONS

67. Dependent Quantities. In the preceding chapters, the quantities observed or determined from the observations have been independent, that is, any one or more might vary without causing a corresponding change in the others. Thus, in the determination of time by star transits in Art. 50, the constants of the transit instrument cannot be affected by any change in the chronometer correction. Now, however, we shall consider a different class of quantities, and one which is of particular importance to engineers, inasmuch as it includes their most complex, but at the same time, most useful, problems in the adjustment of observations. In this second division of the subject, the observed quantities are not independent of one another, but are inter-related by certain theoretical requirements, called Conditions, which their adjusted or aclopted values must rigidly satisfy. The adjustment, then, consists in determining the best set of values for the observed quantities which shall exactly satisfy the preseribed conditions.

For example, if the three angles of a plane triangle be measured with a protractor, they must be so adjusted that the sum will be exactly $180^{\circ}$. Or, if the three angles of a triangle in the field be measured with a transit or theodolite, they must be adjusted by the application of a small correction to each, so that the sum of the adjusted values will be $180^{\circ}$ plus the spherical exees. ${ }^{1}$ Also,

[^11]the horizontal angles completing the horizon at a station must be adjusted so that the sum will be $360^{\circ}$; and the differences of elevation in a closed circuit of levels must be adjusted so that their algebraic sum will be zero, when proceeding continuously around the figure, that is, clockwise or counterclockwise.
68. The observations to be adjusted will have been made independently, as a rule, as in the case of a circuit of levels made up of several differences of elevation between successive benchmarks, each difference of elevation being determined independently of the others. However, so-called " observations," entering into an adjustment, may never have been actually observed but may be the results of computation or of a previous adjustment of actual observations. For example, an angle of a triangle may have been determined by the addition or subtraction of two or more observed angles, or from a local adjustment of the angles at that station. ${ }^{1}$ Also, as stated in Art. 26, each observation may be the result of several elemental observations or readings; in fact, this is usually the case with dependent quantities. Generally, too, these observations are direct ones. In any event, however, they will be adjusted as direct observations of dependent quantities, as this is the most convenient and practical method.
69. The weights, in the general case, will be unequal, of course. They are obtained as indicated in Art. 32, from the number of observations, from theory, or by estimation. They may be determined from the nature of the observed quantities, independently of the observations themselves, although sulject to modification in every case when the circumstances are unusual. The basis of weights in observations of angles is usually the number of observations; in leveling, the lengths of the lines, the number of instrument stations, etc., may indicate the weights.
70. Conditions. The nature of the conditions which are to be satisfied by the adjusted values of the observed quantities will depend upon the character of the problem. The only limitations

[^12]upon them are: (1) that their number must be less than that of the observations, as otherwise a sufficient number of them could be solved as simultaneous equations so as to determine the unknowns directly, without an adjustment; and (2) that they must be independent of one another, that is, no condition may be included twice in the same series. Furthermore, the correctness of the conditions is not essential to the adjustment, itself, as this can be carried out so as to force the unknowns to satisfy almost any arbitrary or unreasonable condition; but a correct adjustment requires that the conditions be correctly stated. If an error be made in the statement of a condition, and the proper method of adjustment be used, the unknowns would satisfy the erroneous condition, and the error might not be discovered until, as a final check, the adjusted values were tested by substitution in the original conditions. Therefore, it is well to exercise great care in the statement of each condition, and to be sure that all of the necessary conditions, but no others, be included in an adjustment.
71. Number of Conditions. It is evident, in general, that a certain number of observations would be necessary for the determination of a certain number of quantities, if the observations were strictly correct,-ideal. If extra observations are made, beyond this necessary number, each of these would furnish a check upon the work, that is, a condition to be satisfied. The rule, then, could be stated that the number of independent conditions of a certain kind, involved in a given series of observations, would be ('qual to the number of extra observations of the corresponeling kind, that is, the exeess over the necessary number of ideal, correct (o)servations.

Let Fig. 2 represent a system of levels comecting the benchmarks: $1, B, C, D, E$, and $F$. the mumbers in parentheses representing the lines over which the differences of elevation are (observed. If the observations were absolutely eorrect, the differenees of elevation would be completely determined by the lines, (1), (2). (3), (1), and (5). Then if (6) were added, it would furnith one cherek, and the condition that the whole outer circuit should rlose to zero, if the signs of the separate lines were so changed. if nocesary, as to indicate ruming continuonsly around
the figure. By adding the line (7), between $C$ and $F$, another check is obtained, with the corresponding condition that the circuit $A-B-C-F$ should close, or that the remainder of the figure, namely, $C-D-E-F$, should close. Haring taken the closure of the whole figure as the first condition, only one of the two smaller


Fig. 2. System of Levels
circuits may be used as an independent condition, since the other small circuit would then necessarily close, being the difference of the other two circuits. Thas, as stated in the above rule, each extra observation gives one independent condition. It is obvious that any five lines connecting the six benchmarks could be con-


Fif. :3. Horizoutal Angles :at at station
sidered as the original, neressary ohservations. and that any turn of the there eirenits eould be used fer the two eonditions.

As amother example, let Fig. :3 mperemit a series of horizontal

each angle observed being indicated by a number in parentheses and a corresponding are. Four angles would be sufficient to connect the five signals, so that there are three extra observations and, therefore, three independent conditions. If (1), (2), (5), and (6), be regarded as the necessary angles, (3) would give the condition that (1) $+(2)+(3)-(6)$ should equal zero; (4) would complete the horizon with the requirement that $(4)+(5)+(6)$ should equal $360^{\circ}$; and ( 7 ) would close the horizon, likewise, with (6) - (1). Different combinations could be used, as well, for the three conditions, such as $(1)+(4)+(5)-(7)=0$, etc., and these would be independent if each of the three extra observations were used in one, and only one, condition. It is easily seen that the Number of conditions $=$
(Number of angles observed) - (Number of signals) +1 .
72. Statement of Conditions. Although the conditions, as functions of the observed quantities, might be very complex in form, involving the higher powers, etc., still in the problems with which the engincer is wually concerned, they are of the linear form or easily reducible to thet form. Therefore, we shall confine our attention te these simpler conditions and consider them all as in the linear form.

The conditions express the relations which must be rigidly satisfied by the final, adjusted values of the observed quantities. Let these hest, adopted ralues be represented by $V_{1}, V_{2}, V_{3}, \ldots V_{n}$; the eorresponding observations, by $M_{1}, M_{2}, M_{3}, \ldots . M_{n}$; and the small corrections to be adderl to the observations to obtain the alljusted values be. $r_{1}, v_{2}, r_{3}, \ldots r_{n}$, in which $n$ is the number of ohecrations, which is also, in this case, the mumber of oheremed quantities. Then $V_{1}=M_{1}+r_{1}, I_{2}=M_{2}+l_{2}$, ete. The original comblitions will be stated in the following Combtion Equmtions:

$$
\begin{align*}
& m_{1} r_{1}+a_{2} r_{2}+r_{3} b_{3}+\ldots+m_{n} b_{n}+c_{1}=0 \\
& m_{1} r_{1}+b_{2} r_{2}+b_{3} r_{3}+\ldots+b_{n} r_{n}+b_{n}=0  \tag{56}\\
& c_{1} r_{1}+c_{2} r_{2}+c_{3} I_{3}+\ldots+c_{n} b_{n}+m_{1}-0
\end{align*}
$$


as many of these equations, of course, as there are independent conditions in the problem, and as many I's as observed quantities.

As the observed values approximate closely to the V's in all observations which are carefully made, they will nearly satisfy the conditions (56). Therefore, substituting M's for I's in (56) will result in a small quantity, $q$, instead of zero, as the value of each condition function, thas:

$$
\begin{align*}
& a_{1} M_{1}+a_{2} . M_{2}+a_{3} M_{3}+\ldots+a_{n} . M_{n}+a_{0}=q_{1} \\
& b_{1} M_{1}+b_{2} . M_{2}+b_{3} M_{3}+\ldots+b_{n} M_{n}+b_{0}=q_{2}  \tag{57}\\
& c_{1} M_{1}+c_{2} M_{2}+c_{3} M_{3}+\ldots+c_{n} . I_{n}+c_{0}=q_{3}
\end{align*}
$$

$q$ being the amount by which the observations fail to satisfy a condition equation, that is, it is the closure error of each condition equation.

Now substitute for $V$, in the equations (56), the value $M+\imath$, and we have,

$$
\begin{aligned}
& a_{1} r_{1}+a_{2} r_{2}+\ldots+a_{n} r_{n}+\left(a_{1} M_{1}+a_{2} M_{2}+\ldots+a_{n} M_{n}+a_{0}\right)=0 \\
& b_{1} v_{1}+b_{2} r_{2}+\ldots+b_{n} l_{n}+\left(b_{1} M_{1}+b_{2} M_{2}+\ldots+b_{n} I_{n}+b_{0}\right)=0 \quad(5 \mathrm{~s}) \\
& c_{1} v_{1}+c_{2} r_{2}+\ldots+c_{n} r_{1}+\left(c_{1} M_{1}+c_{2} M_{2}+\ldots+c_{n} M_{n}+c_{10}\right)=0
\end{aligned}
$$

in which the parenthetical expersions are the values of $q$ in (57). Therefore, the equations ( 5 s) take the form,

$$
\begin{align*}
& a_{1} r_{1}+a_{2} r_{2}+\ldots+a_{n} r_{n}+q_{1}=0 \\
& b_{1} r_{1}+b_{2} r_{2}+\ldots+b_{n} n_{n}+q_{2}=0  \tag{59}\\
& c_{1} r_{1}+c_{2} l_{2}+\ldots+c_{n} n_{n}+q_{3}=0
\end{align*}
$$

These are the Reduced fomdition Equations. They state the required relation between the corrections to the ohservations and the elesure errors of the original conditions. These corrections are the untmoures which are to be ohtained as a result of the adjustnent. The reduced conditions thas involve much smaller quantities than the original ones, (5ti), and are more convenient to handle.

Comparing the two sets of equations, (56) and (59), we note that they are alike in form but differ only in the substitution of the small $v$ 's for the $V$ 's and the $q$ 's for the constant terms, $a_{0}$, $b_{0}, c_{0}$, etc. It is usually convenient, therefore, to write the conditions in the reduced form in the first place, especially as the constants, $a_{0}, b_{0}, c_{0}$, etc., are zero in most of our problems. However, if the original equations be omitted, the sign of $q$ should be determined with great care. It should be the same as the error of closure of that condition and opposite to that of the corrections, in general. For example, if the sum of the angles closing the horizon at a station be greater than $360^{\circ}, q$ would be positive, since the corrections to the angles, generally, would be negative so as to reduce their sum to $360^{\circ}$. For the beginner, nevertheless, it is safer to write the original conditions first, so as to avoid this difficulty with the signs. It should be noted that if an adjustment were carried out completely with the signs of all the $q$ 's incorrect, it would result in a set of corrections having the wrong signs throughout, which could be changed without altering the adjustment computation in the least.
73. Adjustment by the Method of Correlates. The final, adjusted values of the observed quantities must exactly satisfy the preseribed conditions of the problem, and mast be, moreover, the best, or most probable, values, aceording to the Theory of Least riquares, which will so sati-fy them. Therefore, the sum of the weighted ergures of the corrections, which have the nature of reviduals, must be a minimum, as in Art. 34. That is,

$$
\begin{equation*}
\left[u_{1}^{2}\right]=u_{1} u_{1}^{2}+w_{2} r_{2}^{2}+u_{3}^{2} r_{3}^{2}+\ldots+u_{n} r_{n}^{2}=a \text { minimum } \tag{9}
\end{equation*}
$$

which must be satisfied simultamendy with the conditions (.59).
Afultiplying the condition equations of (59) in sucession by the fartors - $-2.1,-2 B,-2 C$, ete.. rexpectionery,

$$
\begin{align*}
& -2 a_{1} A r_{1}-2 a_{2} 1 r_{2}-2 a_{3} 1 n_{3}-\ldots-2 n_{n} 1 r_{n}-2 q_{1} 1=0 \\
& -2 b_{1} B_{1}-2 b_{2} B r_{2}-2 b_{3} B n_{3}-\ldots-2 h_{2} B r_{n}-2 q_{2} B=0  \tag{60}\\
& -2 c_{1}+n_{1}-2 c_{2} r_{2}-2 c_{3} r_{3}-\ldots-2 c_{8}+r_{n}-2 q_{3}+=0
\end{align*}
$$

Adding these equations to (9) and collecting the coefficients of the separate $v$ 's, we have the requirement that

$$
\begin{align*}
& \quad u_{1} v_{1}^{2}-2 v_{1}\left(a_{1} A+b_{1} B+c_{1} C+\ldots\right)+ \\
& +w_{2} v_{2}^{2}-2 v_{2}\left(a_{2} A+b_{2} B+c_{2} C+\ldots\right)+ \\
& +w_{3} v_{3}^{2}-2 v_{3}\left(a_{3} A+b_{3} B+c_{3} C+\ldots\right)+  \tag{61}\\
& +\ldots \ldots \ldots \\
& +w_{n} v_{n}^{2}-2 v_{n}\left(a_{n} A+b_{n} B+c_{n} C+\ldots\right) \\
& \quad \quad-2\left(q_{1} A+q_{2} B+q_{3} C+\ldots\right)=\text { a minimum }
\end{align*}
$$

For the minimum, the derivative of this expression with respect to each of the $v$ 's must be placed equal to zero. Therefore,

$$
\begin{align*}
& 2 w_{1} v_{1}-2\left(a_{1} A+b_{1} B+c_{1} C+\ldots\right)=0 \\
& 2 w_{2} r_{2}-2\left(a_{2} A+b_{2} B+c_{2} C+\ldots\right)=0  \tag{62}\\
& \cdots \cdot \cdots
\end{align*} \cdot .
$$

whence,

$$
\begin{align*}
& v_{1}=\frac{1}{w_{1}}\left(a_{1} A+b_{1} B+c_{1} C+\ldots\right) \\
& v_{2}=\frac{1}{w_{2}}\left(u_{2} A+b_{2} B+c_{2} C+\ldots\right)  \tag{63}\\
& \cdots \cdots \cdot \ldots \\
& v_{n}=\frac{1}{u_{n}}\left(u_{n} A+b_{n} B+c_{n} C+\ldots\right)
\end{align*}
$$

Substituting these values of the $r$ 's in the condition equations (59), and combining the coefficients of $A, B$, C, ete, we obtain the Normal Equations:

$$
\begin{align*}
& {\left[\frac{a u}{u^{\prime}}\right] A+\left[\frac{\left.a^{\prime}\right)}{w^{\prime}}\right] B+\left[\frac{a c}{w}\right]\left(\therefore+\ldots+q_{1}=0\right.} \\
& {\left[\begin{array}{c}
\left(\frac{a b}{w}\right. \\
w
\end{array}\right] A+\left[\left.\begin{array}{c}
\frac{b}{u} \\
u^{\prime}
\end{array} \right\rvert\, B+\left[\frac{b c}{u^{\prime}}\right]\left(++\ldots+q_{2}=0\right.\right.} \\
& \left|\begin{array}{l}
a c \\
w
\end{array}\right| .1+\left|\begin{array}{c}
b c \\
\frac{w}{w}
\end{array}\right| B+\left|\begin{array}{c}
c c \\
w
\end{array}\right|(+\ldots+q ;=0
\end{align*}
$$

Cpon inspection of these equations, there is seen to exist among them the same semmetry at shown, in Art. 41, among these for
the adjustment of indirect observations. The diagonal coefficients, down to the right, are sums of squares and, therefore, always positive, and the other coefficients are symmetrical about this diagonal. However, the weights, $w$, occur here in the denominators of the coefficients, instead of in their numerators as in the previous case, and the constant terms, $q$, are the original closing errors of the condition equations, in order. The number of the normal equations will always be the same as that of the conditions, so the number of the $q$ 's will be the same.

The facters, $A, B, C$, etc., are obviously the same in number as the conditions, and they correspond to the various condition equations, in order. They are called Correlates or Correlatives, and are the unknowns of the normal equations, from which they are obtained by a solution according to the methods of the last chapter.

Substituting the values of the correlates, resulting from the solution of the normal equations, in the equations (63), we obtain the desired corrections, $v_{1}, v_{2}, v_{3}$, etc., which, applied to the corresponding observations, $M_{1}, M_{2}, M_{3}$, ete., give the best values, $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$, etce, of the observed quantities.

Thus: the process of adjustment may be stated in the rule: Write the condition equations involving the unknown corrections to the obecreations, and from them an equal number of normal equations, the selution of which gives the values of the correlates, from which the desired corrections to the observations are computed to ohtain the best values of the observed quantities. The conditions (59) :are first written, then the nomal equations (64) are formed and solved, and lastly, the substitution of the correlates in (63) gives the desired corrections.
74. Observations of Equal Weight. By placing the weight: equal to unity, in ecpuations ( 63 ) and ( 64 ), we have the simpler forme:

$$
\begin{align*}
& r_{1}=a_{1} 1+b_{1} B+r_{1} c+\ldots \\
& r_{2}=a_{2} 1+b_{2} B+r_{2} r+\ldots \tag{65}
\end{align*}
$$

$$
r_{n}=r_{n} 1+h_{n} B+r_{n} r^{\prime}+\ldots
$$

and the normal equations,

$$
\begin{align*}
& {[a a] A+[a b] B+[a c] C+\ldots+q_{1}=0} \\
& {[a b] A+[b b] B+[b c] C+\ldots+q_{2}=0}  \tag{66}\\
& {[a c] A+[b c] B+[c c] C+\ldots+q_{3}=0}
\end{align*}
$$

Here the coefficients are the same and occur in the same order as those of the equations (22) in Art. 42, but the constant terms are simpler as they may be taken directly from the conditions without additional computation or combination.
75. Controls or Checks upon the Computation. The formation of the normal equations from the conditions is conveniently checked by means of sum-terms similar to those explained in Art. 43 for indirect observations. In this case, however, the sumcheck does not include the constant terms, $q$, which are not formed in the same manner as the coefficients. Therefore, the checkequations have the form:

$$
\begin{equation*}
a_{1}+b_{1}+c_{1}+\ldots=s_{1} \tag{67}
\end{equation*}
$$

which, multiplied by $\frac{a_{1}}{w_{1}}$, becomes:

$$
\begin{equation*}
\frac{a_{1} a_{1}}{w_{1}}+\frac{a_{1} b_{1}}{w_{1}}+\frac{a_{1} c_{1}}{w_{1}}+\ldots=\frac{a_{1} s_{1}}{w_{1}} \tag{6S}
\end{equation*}
$$

Acleling all such equations, we have,

$$
\begin{equation*}
\left[\frac{a c}{w}\right]+\left[\frac{a b}{w}\right]+\left[\frac{a c}{w}\right]+\ldots=\left[\frac{a s}{u}\right] \tag{69}
\end{equation*}
$$

of which the left-hand member is the sum of the roefficients of the first normal equation. A similar equation can be written for cach of the other normal equations. Thus, the sum-terme check the formation of the coefficients of the nomal equations.

After the above checks have been verified, the constant term of each nomal equation may be added to its sum-term, so as to form a check-term which shall include the comstant. for use during the solution of the equations, as deseribed in Art. 59.

The computation of the eorrelates is cherked by substituting them in the normal equations other than the first. The corrections are cherked by substitution in the condition equations.

And finally, the resulting values of the observed quantities may be substituted in the original conditions as a test of the correctness of the entire adjustment. This is the ultimate test of the work and should never be neglected. Beginners, in particular, should make use of all available checks.
76. Tabular Forms for Computations. By arranging the given data and the condition equations in the form of a table, the formation of the normal equations and the subsequent computation of the unknown corrections will be greatly facilitated. As the weights occur in the denominators of the coefficients, it is convenient to use their reciprocals throughout the computation. The following form is recommended:

Form for Condition Eqएitions

| (v) | $v_{1}$ | $\varepsilon$ | $r_{3}$ | $v_{4}$ | $r^{\prime}$ | ${ }^{1} 6$ | $r_{7}$ | Const. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 w^{\text {c }}$ | $1 / w_{1}$ | $1 W_{2}$ | $1 u_{3}$ | $1 u_{1}$ | $1 u_{3}$ | $1 u_{6}$ | $1 / u_{7}$ | (q) |
| (II) | ${ }^{1}$ | ${ }^{1} 2$ | $a_{3}$ | $a_{1}$ | $a_{5}$ | $a_{6}$ | $H_{i}$ | 9 |
| (h) | $b_{1}$ | $b=$ | $b_{3}$ | $b_{4}$ | $b_{5}$ | $b_{6}$ | $b_{7}$ | $q_{2}$ |
| (r) | $r_{1}$ | re | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | c | 43 |
| (s) | $s_{1}$ | $x_{2}$ | $\times 3$ | $s$; | $x_{3}$ | $8_{6}$ | s; |  |

The parenthetical mumber at the left of each row is the symbol for the quantities in that row. The reciprocals of the weighte are written in their proper colums just below the corresponting $\therefore$ s. white the sum of the eroefficients is writter at the foot of each cohuma. It frecquently happens that most of these coefficionts, a. b. e. etce, are unity, so that the fermation of the momal erguation coefficients ean be performed mentally, expecially when the weights are equat.

The eolution of the momal equations and the substitution back theorgh the derived eguations to obtain the eomedates will be rarried out be the abridged method of the last chapter in the form there given.

The computation of the corrections, also, may be tabulated conveniently, as follow:

Competation of the Corrections

|  | ${ }^{1}$ | $r_{2}$ | $r_{3}$ | ${ }^{\prime}$ | $r_{5}$ | $r_{6}$ | $r_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1/ $u_{1}$ | 1/un | 1/u3 | $1 / u_{4}$ | $1^{\prime} u_{5}$ | $1^{\prime} u_{6}$ | $1 / u_{7}$ |
| $\begin{align*} & (a A) \\ & (b B)  \tag{71}\\ & (c C) \end{align*}$ | $a_{1} A$ $b_{1} B$ $c_{1} C$ | $a_{2} A$ $b_{2} B$ $c_{2} C$ | $a_{3} A$ $b_{3} B$ $c_{3} C$ | $a_{4}+1$ $b_{4} B$ $c_{4} C$ | $a_{5} \cdot 1$ $b_{5} B$ $c_{5} C$ | $a_{6} A$ $b_{6} B$ $c_{6} C$ | $a_{7} \cdot 1$ $b_{7} B$ $c_{7} C$ |
| (Num) |  |  |  |  |  |  |  |
| $\underset{\left(v^{\prime}\right)}{\left(\text { Simm }^{\prime} / w^{\prime}\right)}$ | ${ }^{1}$ | ${ }^{2}$ | $r_{3}$ | " | $r^{5}$ | ${ }^{6}$ | ${ }^{1} 7$ |

The first row is oltained from the first row of (70) b; multiplying the $a$ 's in succession by the first correlate, $A$; the second row, by multiplying the $b$ 's of ( 70 ) by the second correlate, $B$, ete. Multiplying each sum by the reciprocal of its weight gives the preliminary values of the $v$ 's, carried out, as were the correlates, one decimal place farther than is required in the final corrections, which are then written in the last row, taking the nearest figure in the next to the last place. These $r$ 's would be tested in the condition equations, and modified slightly, if necessary, so as to satisfy them exactly, the modifications being shown by eanceling the changed figures and writing the adopted ones just to the right and above. Finstlys the adopted values of the observed quantities would be tested in the original comblitions, which they should rigidly जativy.
77. Example: Adjustment of Levels. The following observed difieremees of elevation between the benchmarks, $1, B$. C. cete., will now tw antinited to the nearest hundredth, in aceordane with


over it, or rather, the direction of stating it, as it may have been run in either direction or both directions, but can be stated with only one sign which must correspond to a certain direction, plus or minus, according as the final benchmark is higher or lower than the initial one. Lines like that between $C$ and $G$, which are parts of no complete circuit, do not enter into the adjustment in any way. The observed differences of elevation are as follows:
(1) +2.18
(3) -3.47
(5) +4.70
(7) -6.86
(2) +5.06
(4) +1.32
(6) -9.82
(8) +3.46

Let the weights of the lines (7) and (8) be 2 each, and those of the others, unity, or, for simplicity in the use of reciprocals, let the former be unity and the others, one-half, giving 1 and 2 for the reciprocals.


Firi. 4. System of Levels
As shown in Art. 71, each complete circuit furnishes the condition that the sum of its aldusted difereenees of elevation shall equal zero when given the proper signs as if run continuously around the circuit, dockwise or counter-clockwise. Also, the number of indepentent conditions. is the same as the number of extra observations abowe those necestary to connect the given benchnarks. These necessary line maty be drawn, one at a time, starting at one benchmark, as long as a now benchmath is added for each lime drawn. Then each line added to the figure, beeween two benehmathe already shown, gives one indepentent eombition which should abways be writton an as to inclute that lime. When the complete figme has been reprotured on paper, in this mamer. omiting mo lines, atl of the neresary, indemoment momitions for
the adjustment will be indicated. Their number may be verified by the rule that it is the same as the number of extra observations. Also from the above construction,

Number of conditions $=($ Number of lines $)$
$-($ Number of bench-marks $)+1$.
Assuming the lines (1), (2), (3), (4), and (5) to be those necessary to connect all of the benchmarks, we write a condition for each of the remaining lines, namely, (6), (7), and (8). It is essential, of course, that all of the lines which form circuits should appear in the conditions. Thus we obtain the original conditions,

$$
\begin{align*}
+V_{1}-V_{2}+V_{3}+V_{4}-V_{5}-V_{6} & =0 \\
+V_{1}-V_{2}+V_{7}-V_{6} & =0  \tag{72}\\
+V_{5}-V_{4}-V_{8} & =0
\end{align*}
$$

The minus signs result from changing the directions of the arrows so as to be continuous around each circuit. It is not necessary that all the circuits be traversed in the same direction, however, in a given problem. Substituting for each $V$ its observed value, we find the closure errors of these three circuits to be, respectively, $+0.09,+0.08$, and -0.08 . Therefore, the following table may be formed directly, the coefficients being unity:

Condition Equations

| (r) | $l_{1}$ | $v_{2}$ | $r^{3}$ | 24 | $v^{\prime}$ | $r_{6}$ | ${ }^{\prime} 7$ | I'8 | Const. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1 w) | $\underline{2}$ | 2 | 2 | 2 | 2 | 2 | 1 | 1 | (4) |
| (a) | $+1$ | -1 | $+1$ | +1 | $-1$ | $-1$ |  |  | $+0.09$ |
| (b) | $+1$ | -1 |  |  |  | -1 | +1 |  | $+0.00$ |
| (c) |  |  |  | -1 | +1 |  |  | -1 | $-008$ |
| (.) | $+2$ | -2 | +1 | $1)$ | 0 | -2 | $+1$ | $-1$ |  |

The normal equations may be witten by inspection, owing to the simplicity of the condition equations. Each squate or produet is formed in the proper column, abowe, and multiplied he its 1 , $w$; the sum of all similar results being the coefficiont for the normal
equation. Thus, there are six $a a$ 's, each being +1 , three $a b$ 's, each being +1 , and two $a c$ 's, each of which is -1 . Where no coefficient appears in the condition equation for a certain $v$, that coefficient is regarded as zero. Each $a a / w$ will be $2 \times(+1)=+2$, as also, will be each $a b / w$. As there is no column in which both $b$ and $c$ occur, the products, $b c$, are zero. When all the coefficients in any condition equation are unity, the sum of the squares, each divided by its weight, is equal to the sum of the reciprocals of the weights; thus, $[b b ; w]=2+2+2+1=+7$. Likewise, the product terms may be written by inspection, but the signs must be carefully considered; thus, $[a c / w]=-2-2=-4$, etc. The sumterms are treated in the same way as the coefficients, to test the correctness of the computations.

Nomalal Equatioxs

| 1 | $B$ | $C$ | $(q)$ | Sum |
| :---: | :---: | :---: | :---: | :---: |
| +12 | +6 | -4 | +0.09 | +14 |
|  | +7 | 0 | +0.08 | +13 |
|  |  | +5 | -0.08 | +1 |

It must be remembered that the sum includes all the coefficients of :m equation, whether written or not, so that, when the abridged form is used, as above, the coefficients must be read down and to the right as explained in Art, 57 (c).

Preparatory to solving the normal equations, the constants are added to their respective sum-terms to form the check-terms for use throughout the solution, in order that the operations performed upon the wonstants may be included in the checks. In their form for solution, therefore, these equations are:

Normal Equathona

| . 1 | $1 ;$ | ' | Const. | (herek |
| :---: | :---: | :---: | :---: | :---: |
| $+12$ | +6 | -4 | +-0.09 | +11.09 |
|  | $+7$ | 0 | +0) 05 | +13.05 |
|  |  | +.) | -0) 09 | + 1092 |

These equations will now be solved by the Abridged Method as explained in Art. 60, the separate operations being indicated.

|  | A | $B$ | C | Const. | Check |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (I) | +12 | $+6$ | -4 | $+0.09$ | $+14.09$ |  |
| (2) |  | +7 | 0 | +0.08 | $+13.08$ |  |
| (3) |  |  | +5 | -0.08 | $+0.92$ |  |
| (2) |  | $+7$ | 0 | +0.08 | $+13.08$ |  |
| (4) |  | -3 | +2 | -0.04 | - 7.04 | (I) $\times(-6 / 12)$ |
| (II) |  | +4 | +2 | +0.04 | $+6.04 \mathrm{~V}$ | $(2)+(4)$ |
| (3) |  |  | +5 | -0.08 | + 0.92 |  |
| (5) |  |  | $-1.33$ | +0.03 | + 4.70 | (I) $\times(+4 / 12)$ |
| (6) |  |  | $-1.00$ | -0.02 | - 3.02 | (II) $\times(-2 / 4)$ |
| (III) |  |  | $+2.67$ | -0.07 | $+2.60 \mathrm{v}$ | $(3)+(5)+(6)$ |

Correlates

|  | A | B | C |
| :---: | :---: | :---: | :---: |
| C'onstants | -0.09 | $-0.04$ | $\frac{+0.07}{+2.67}=$ |
| C-terms | +0.104 | -0.0.9 |  |
| B-terms | +0.138 | -0.092 | $+0.026=C$ |
|  | - 0.1 | $\underline{+4}=$ |  |
|  | $\frac{+0.15}{+12}=$ | $-0.023=B$ |  |
|  | $+0.01: 3=A$ |  |  |

Tests of ('orrelates
Equation (2) $+0.175-0) 161+0.05=-0.003$
Equation (3) $-0.0 .52+0.130-0.08=-0002$
These diecrepancies wonld be reduced hy carrying out the corre-
Corrections

|  | 11 | $\because$ | 13 | $r_{4}$ | ros | ${ }^{\prime \prime}$ | $r_{7}$ | $r_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1 1 ) | $\because$ | $\because$ | $\because$ | 2 | 2 | 2 | 1 | 1 |
| (a.1) | +1).013 | -0.013 | $+0.013$ | $+0.013$ | -0.013 | -0.013 |  |  |
| ( ${ }_{1}$ B $)^{\prime}$ | -0.023 | $+0.023$ |  |  |  | +0.023 | $-0.023$ |  |
| (er') |  |  |  | -0.026 | +0.026 |  |  | $-0.026$ |
| (s'um) | -0.010 | +0.010 | +0.013 | -0.013 | +0.013 | +0.010 | $-0.023$ | -0.026 |
| (Sum'/re) | -0.020) | $+0.020$ | +0.020 | $-0.026$ | +0.026 | +0.020 | -0.023 | $-0.026$ |
| (1.) | -0.02 | +0.02 | $+0.03$ | -0.03 | +0.03 | $+0.02$ | -0.02 | $-0.03{ }^{2}$ |

$\begin{aligned} &+0.09=0.00 \sqrt{ } \\ &\end{aligned}$
$-0.08=0.10$
lates to four places, instead of three. But these are satisfactory when the corrections are desired to hundredths, only.

Upon testing the corrections by substituting them in the condition equations (73), it is found that the third condition fails by +0.01 . This discrepancy must be removed by arbitrarily altering one or more of the corrections involved in it, as it is due to neglected remainders. At the same time, the other two conditions, which check exactly, must not be disturbed. Therefore, it is desirable to find a correction which is used in the third condition only. Such a one is $v_{8}$ which is seen to be too large by 0.004 , and which, moreover, belongs to one of the observations of greater weight so that it would be expected to have a smaller correction. There is reason, therefore, for reducing this correction by the necessary 0.01 in order to satisfy the condition. The change is made as indicated so that the original figure remains. If there were no single correction which could be modified without affecting other conditions, it might be necessary to alter two or three corrections in order to satisfy all the conditions by a given set of corrections.

The final test of the correctness of the adjustment consists in substituting the adjusted values of the differences of clevation in the original conditions, (72), or in the other conditions which were not used because not independent of these. It is well to restate the conditions, using the corrected differences of elevation, in order to secure a check on the condition equations. Referring to the diagram, Fig. 4, therefore, and applying to each observation the corresponding correction, we have:

## Final Tests of tie Adeisted Valefe



These comprise all the elemental circuits, so that any combinations: of these would also be satisfied.
78. Arrangement of Equations. The larger the coefficient,
of the normal equations, the greater will be the labor of solution, generally speaking, so it is important, as was shown in the case of indirect observations, to make them as small as practicable. The methods of Arts. 48 and 49 do not apply directly to conditioned observations, but it is possible to select the conditions and arrange the condition equations in such a manner as to save some labor in the solution of the normal equations.

Inspection of the equations (73) and (74) shows that the shorter conditions, that is, those which involve fewer observations, will produce smaller coefficients for the normal equations. Therefore, it is important to select the shorter conditions, as far as practicable. In the above example, for instance, the three small circuits might have been used to advantage, although, in so short a problem the advantage is less evident than in longer ones.

It is apparent, also, that by arranging the condition equations in a certain order, with the shorter ones first, the larger coefficients will oceur later in the normal equations, instead of earlier, which is an advantage especially in the abridged method of solution. Then, too, it is possible to place those equations first which have no terms in common, so that the product-terms, $\left[a b^{\prime} w\right],[a c / w]$, ete., in the first normal equation, may be zero in some cases. Each of such zero coefficients gives a zero elimination-factor which sabes writing a whole line in the climination. In some problems this is very important. In the above example, if the seeond and third equations had been written ats the first and second, respectively, $\left[u b{ }^{\prime} w\right]$ would have been zero, thus saving the second step in the climination, since the second normal equation would have had no A-term and so would have been, itself, the first derised equation, number (II). Sometimes, it is possible to save several step): in the climimation in this manner.
79. Example: Local Adjustment of Angles by the Method of Correlates. In triangulation, the methods of measuring the angles at a station may result in several extra angles lomg observed. A. shown in the latter part of Art. 71, each of these extra observations riekds one indepemelent condition. To illustrate the method of artjusting the angeres so as to satisfy all these condi-
tions, we shall consider the case shown in that article, Fig. 3, assuming the weights to be equal.


Fig. 3. Horizontal Angles at a Station
Observed Angles

$$
\begin{array}{llllll}
M_{1}=85^{\circ} & 14^{\prime} & 24.5^{\prime \prime} & M_{5}=50^{\circ} & 23^{\prime} 26.7^{\prime \prime} \\
M_{2}=83 & 45 & 32.0 & M_{6}=210 & 35 & 17.5  \tag{80}\\
M_{3}=41 & 35 & 24.0 & M_{7}=234 & 39 & 08.2 \\
M_{4}=99 & 01 & 14.1 & & &
\end{array}
$$

Adopting (1), (2), (5), and (6), as the necessary angles, the conditions may be written,

Condition Equations

$$
\begin{array}{r}
V_{1}+I_{2}+I_{3}-V_{6}=0 \\
I_{4}+I_{5}+I_{6}-360^{\circ}=0  \tag{81}\\
-V_{1}+V_{6}+I_{7}-360^{\circ}=0
\end{array}
$$

from which, by substituting for each $V^{\prime}$ its value, $M+r$. We have, Redeced Condition Equationa

|  | $\iota_{1}$ | $r 2$ | $r_{3}$ | $r_{4}$ | is | ${ }^{\prime} 6$ | ${ }^{\prime}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) | +1 | +1 | $+1$ |  |  | -1 |  | $+30=0$ |
| (b) |  |  |  | $+1$ | $+1$ | $+1$ |  | $-1.7$ |
| (r) | -1 |  |  |  |  | $+1$ | $+1$ | $+1 \geqslant$ |
| (i) | 0 | $+1$ | $+1$ | $+1$ | $+1$ | $+1$ | $+1$ |  |

Normal Equations

| $A$ | $B$ | $C$ | Const. | Sum | Check |
| :---: | :---: | :---: | :---: | :---: | :---: |
| +4 | -1 |  | -2 | +3.0 | $+1 \sqrt{ }$ |
|  | +3 |  | +1 | +1.7 | $+3 \sqrt{2}$ |
|  |  | +3 | +1.2 | $+2 \sqrt{2}$ | +3.2 |

Solving these equations as in Art. 77, we obtain the following values of the correlates:

$$
A=-1.347 \quad B=+0.619 \quad C=-1.503
$$

whenee the corrections to the observed angles are.

| $r_{1}$ | $r_{2}$ | $r_{8}$ | $r_{1}$ | $r_{5}$ | $r_{8}$ | $r_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-011 i^{\prime \prime}$ | $-1.35^{\prime \prime}$ | $-1.3 .5^{\prime \prime}$ | $+0.62^{\prime \prime \prime}$ | $+0.62^{\prime \prime}$ | $+0.45^{\prime \prime}$ | $-1.500^{\prime \prime}$ |

which exactly :ative the given conditions.
The adjusted values of the angles, therefore, are,

|  | $=85^{\circ}$ |  | 24 | $+0.16{ }^{\prime \prime}$ | = $85^{\circ}$ |  | $24.66^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{F}_{2}$ | $=83$ | 45 | 32.0 | -1.35 | $=8.3$ | 4.5 | 30.65 |
| $\mathrm{r}_{3}$ | $=41$ | 35 | 24.0 | $-1.35$ | $=41$ | 35 | 2.20 .15 |
| $\mathrm{r}_{4}$ | $=99$ | 01 | 14.1 | +0.62 | $=99$ | 01 | 14.72 |
| $\mathrm{V}_{5}$ | $=50$ | 23 | 26.7 | $+0.62$ | $=50$ | $2: 3$ | 27.32 |
| $\mathrm{V}_{6}$ | $=210$ | 33 | 17.5 | + 0.44 | $=210$ | (3) | 17.96 |
| $\mathrm{I}_{7}$ | $=2: 34$ | 39 | ()S.2 | -1.00) | $=234$ | 39 | (1). 70 |

As a final text of the arjustument, these atjusterl values are sub)-

80. Special Case of One Condition Only. The gemeral condition equation is the firt me of a 9 a namely.

$$
\begin{equation*}
n_{1} n_{1}+\left(n_{2} n_{2}+n_{3} r_{3}+\ldots+n_{n} n_{n}+q=0\right. \tag{ی}
\end{equation*}
$$

whence, the single nermat crpuation is

$$
\begin{equation*}
[(111) m]-1+q=1) \tag{57}
\end{equation*}
$$

and the corrections, from (63), are

$$
\begin{equation*}
v_{1}=\left(a_{1} / w_{1}\right) A ; \quad v_{2}=\left(a_{2} / w_{2}\right) A ; \quad \text { etc. } \tag{88}
\end{equation*}
$$

The case of special interest, however, is that in which the coefficients of the condition equation are unity; thus,

$$
\begin{equation*}
v_{1}+v_{2}+v_{3}+\ldots+v_{n}+q=0 \tag{89}
\end{equation*}
$$

The normal equation, then, becomes,

$$
\begin{equation*}
[1 / w] A+q=0 \tag{90}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left.A=-q^{\prime}, 1^{\prime} w\right] \tag{91}
\end{equation*}
$$

The corrections, with this value of $A$, are, therefore,

$$
\begin{equation*}
v_{1}=-q \frac{1 / w_{1}}{[1 / w]} ; \quad v_{2}=-q \frac{1 / w_{2}}{[1 / w]} ; \quad \text { etc. } \tag{92}
\end{equation*}
$$

Thus the corrections are proportional to the reciprocals of the weights, and each correction is equal to the total closure correction divided by the algebraic sum of the reciprocals of the weights and multiplied by the reciprocal of the corresponding weight.

For example, suppose we have a single circuit of levels which add to +0.24 instead of zero, and that the weights of the mine lines are $2,3,1,2,3,1,1,3$, and 1 . The least common multiple of the weights is 6 , and they may be written, $2 / 6,3 / 6,1 / 6,26$, 3, $6,1 / 6,1 / 6,3 / 6$, and $1 / 6$, respectively, so that their reciprocals are the following integers, in order, $3,2,6,3,2,6,6,2$, and 6 , whose sum is 36 . The corrections, therefore, are obtained by multiplying each of these reciprocals into the constant, $-0.2 \cdot \frac{1}{36}$, resulting thus:

$$
\begin{array}{lllll}
-0.020, & -0.013, & -0.040, & -0.020, & -0013, \\
-0.040, & -0.040, & -0.013, & -0.040 &
\end{array}
$$

Testing these corrections in (89), their sum is -0.239 instead of -0.24 , wo that it is necessary to add - 0.001 to ome of them, preferably changing -0.013 to -0.014 , in order to rigidly vatisfy the preweribed condition.

The important point is that the corrections may be written
by inspection, in such cases, from the fact that they are proportional to the reciprocals of the weights and that their sum must be equal to $-q$. If any of the $v$ 's in the condition equation be negative, the signs of the corresponding corrections are changed. Thus, if the condition equation were

$$
v_{1}-v_{2}+v_{3}-v_{4}+v_{5}-v_{6}+v_{7}+v_{8}+v_{9}+0.24=0
$$

the corrections would be numerically the same as above, but the signs of the second, fourth, and sixth would be plus instead of minus. In testing the corrections in the condition equation, then, these three would be multiplied by -1 , so that the condition would be satisfied as before.

This method of distributing the error of closure is somewhat similar to that used in the special case of weighted mean of two quantities, given in Art. 36.

## 81. Adjustment by the Method of Indirect Observations.

 It is possible to adjust conditioned observations as if the quantities observed were independent, that is, by the method used in Chap. III for indirect observations. Although this process is generally longer and less satisfactory than the solution by the method of correlates, it will be explained, briefly, in order that it may be used when the circmustances are favorable, and that the subject may be better understood.In Art. 71 it was shown that a certain number of observations would be necessary, in a given problem, for the determination of the unknown quantities, on the assumption that those observations were correct, and that the remaming, eatole observations would firmish one comdition each, to be satisfied by the adjusterd quantitios. Let those observations which are setected as the nerestary one le stated simply an observation equations, namely,

$$
\begin{equation*}
\Gamma_{1}=M_{1} ; \quad V_{2}=M_{2} ; \quad I_{3}=M_{3} ; \quad \text { IC. } \tag{93}
\end{equation*}
$$

Then cach condition, selected so as to involve but one new quantity, may be expresed in terms of the other quantitioe onlye en that the total namber of unkmews will mot exeent these first, necessary ones. From the contire sot of these oberevation equations, the nomal equations are formed, at many as there are
necessary (i.e., independent) unknowns, and their solution gives the adjusted values of the quantities.

For example, in the local adjustment of angles at a station, in Art. 79, and Fig. 3, the three conditions could be replaced by observation equations, as follows:

## Conditions

$$
\begin{array}{r}
V_{1}+V_{2}+V_{3}-V_{6}=0 \\
V_{4}+V_{5}+V_{6}-360^{\circ}=0 \\
-V_{1}+V_{6}+V_{7}-360^{\circ}=0
\end{array}
$$

Observation Equations
$-V_{1}-V_{2}+V_{6}=M_{3}$
$-V_{5}-V_{6}+360^{\circ}=M_{4}$
$+V_{1}-V_{6}+360^{\circ}=M M_{7}$

The entire seven observation equations, therefore, are,

$$
\begin{align*}
& +V_{1} \\
& +V_{2} \\
& \begin{array}{lllll}
-V_{1} & -V_{2} & +\Gamma_{6} & -M_{3} & =0
\end{array} w_{3} \\
& -V_{5}-V_{6}-I_{4}+360^{\circ}=0 \quad w_{4}  \tag{95}\\
& +V_{5}-M_{5} \quad=0 \quad w_{5}  \tag{9,0}\\
& +V_{6}-M_{6} \quad=0 \quad w_{6} \\
& -I_{6}-1 I_{7}+360^{\circ}=0 \\
& +V_{1} \quad-V_{6}-M_{7}+360^{\circ}=0 \quad u_{7}
\end{align*}
$$

in which there are but the four unknowns, namely, the angles, (1). (2), (5), and (6), and each $M$ represents an observed value or constant term. These equations correspond to (16). Forming and solving the four normal cquations by the methods of Chap. III, the best values of the angles are determined direetly:
82. Example: Local Adjustment of Angles as Independent Quantities. The solution of the above example will be comtimued, to illustrate the method, but with equal weights, for simplicity. Let the observed angles be the same as those used in Art. 79, as the comparison of the two methots will be useful. These angles are given in (80). Substituting their values in (95). and also for each $V$, the corresponding $M+r$, so ats to rechuee the constant terms, which is equivalemt to asoming for these $l^{\prime \prime}$ : the correponding $H$ 's as appoximate values, as in Art. 48, we hate the simplifiok observation coquations:

| $r_{1}$ | $v_{2}$ | $r_{5}$ | $r_{6}$ | (l) |  | (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +1 | $\begin{aligned} & +1 \\ & -1 \end{aligned}$ | -1+1 | $\begin{align*} & +1 \\ & -1 \tag{96} \end{align*}$ | $-3.0^{\prime \prime}$+1.7 | $=0$ | +1 |
| $-1$ |  |  |  |  | $=0$ | +1 |
|  |  |  |  |  | $=0$ | $-4.0$ |
|  |  |  |  |  | $=0$ | $-0.3$ |
|  |  |  |  |  | $=0$ | +1 |
|  |  |  | +1 |  | $=0$ | +1 |
| +1 |  |  | -1 | $-1.2$ | $=0$ | $-1.2$ |

The normal equations are obtained by inspection;

| $r_{1}$ | $r_{2}$ | $i_{5}$ | $r_{6}$ | Const. |  | Sum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +3 | +1 |  | -2 | +1.8 | $=0$ | +3.8 |
|  | +2 |  | -1 | +3.0 | $=0$ | +5.0 |
|  |  | +2 | +1 | -1.7 | $=0$ | +1.3 |
|  |  |  | +4 | -3.5 | $=0$ | -1.5 |

Solving them, we obtain directly,
$r_{1}=+0.17^{\prime \prime} \quad r_{2}=-1.36^{\prime \prime} \quad v_{5}=+0.61^{\prime \prime} \quad$ and $\quad v_{6}=+0.48^{\prime \prime}$
whence,

$$
\begin{array}{llll}
V_{1}=85^{\circ} & 14^{\prime} 24.67^{\prime \prime} & \Gamma_{5}=50^{\circ} & 23^{\prime} \\
27.31^{\prime}  \tag{99}\\
V_{2}=83 & 45^{\prime} 30.64 & \Gamma_{6}=210 & 35
\end{array} 17.98
$$

by a combination of which, the angles $V_{3}, V_{1}$, and $V_{7}$, are computed. Thus,

$$
\begin{align*}
& T_{3}=V_{6}-T_{1}-T_{2}=41^{\circ} 35^{\prime} 22.67^{\prime \prime} \\
& T_{4}=360^{\circ}-T_{5}-V_{6}=99^{\circ} 01^{\prime} 14.71^{\prime \prime}  \tag{100}\\
& V_{7}=360^{\circ}-V_{6}+V_{1}=234^{\circ} 39^{\prime} 06.69^{\prime \prime}
\end{align*}
$$

This completes the adjustment. A comparison of these fesults with those of ( (Si) in Art. 79 , shows them to be only slighty different.
83. Comparison of the Two Methods. The principal points of differener hetwern the methenk lie in the lathor involved and in the chereks whech are axalable. It maty hare heen moterl that in the preereling artiele there is no ultimate whek upon the eor-
rections or the adjusted angles. The corrections must satisfy the normal equations, of course, as in any other adjustment, but there is no cheek upon the cbservation equations (96). The checks afforded by the conditions, in the method of correlates, are forfeited in the method of indirect observations, being used for the determination of some of the unknowns, as $V_{3}, V_{4}$, and $V_{7}$ in the above problem. This is an evident disadvantage of the latter method, inasmuch as the final check is very desirable and important. The sum-checks controlling the formation and solution of the normal equations are present in both methods.

In the method of correlates, the number of normal equations is equal to the number of conditions, which must be less than that of the unknown quantities or observations. In the method of indirect obscrvations on the other hand, the number of normal equations is that of the necessary, independent unknowns, and therefore may be greater or less than in the former method. Usually, however, the number of conditions is small as compared with the number of independent unknowns, so that the method of correlates is likely to be the shorter, although the determination of the corrections from the correlates is a step which is not required in the other method where the unknowns are obtained directly from the solution of the normal equations, or at most, by a single addition or multiplication. If the number of conditions happens to be nearly as great as that of the independent unknowns, as in the above example, the disadvantages of the method of indirect observations are less, and the simplicity of the nomal equations, resulting from the considerable number of zeros in the observation equations, may give this method the advantage, even, although this is seldom likely to be the case. Moreover, the absence of the final check in the conditions is a serions defeet, and gives to the method of correlates the preference.
84. Adjustments not Rigid. The final, atdjusted valturs of the unknown quantities camnot be regarded as the correct ones, of course, but are appoximations to them. As different methon may be used in the adjustment, and as different sets of comditions may be used in the same method, it is ohvious that smath diserepancies are likely to exist betwern the final values obtained
from different adjustments of the same data. Each of these sets of results may satisfy all of the conditions as required and may constitute an adjustment which is entirely satisfactory. Usually, the discrepancies will be so small as to be negligible as compared with the accidental errors of the observations.

## CHAPTER VI

## ADJUSTMENT OF TRIANGULATION

85. Triangulation. A system or network of triangulation consists of a series of stations comected by lines in such a manner as to form triangles having their vertices at the stations. The length of one line, called the base-line, being determined by direct measurement, usually with a tape, and the horizontal angles between the lines at each station being measured with a transit or theodolite, the lengths of all the lines become known by computation from the base-line and the angles through successive triangles. The differences of elevation between the stations are obtained from observed vertical angles which determine the elevations of the stations above sea-level when one of them has been connected to sea-level by a line of precise, or geodetic, leveling. The position of the system on the carth's surface is fixed by astronomical observations for the latitude of one station, the longitude of one station, and the azimuth of one line. The size of the system, or net, depends, therefore, upon the length of the base; its shape, or form, depends upon the horizontal angles; its position, upon the astronomical observations; and its elerations, upon the vertical angles and the initial clevation. If the triangulation be based upon, or comneded to, two stations of another system which hat beren completely determined and adopted in size, porition, and elevation, the line joining the two stations maty be ued as the baseline for the new work, and the azimuth and the latitude, longitude, and elevation of one of the stations will determine the position and initial elevation of the new net. Howerer, if the new triangulation be eomplete in itself in reated to one or more of these elements, and in adrliton be eomereded to previously adjusted and adopted work, this commertion affords eherks won the correponding
elements, and therefore, from one to five conditions must be satisfied if all of the work is to be made consistent as to length, latitude, longitude, azimuth, and elevation. The shape of the net, and the differences of elevation, therefore, must be adjusted so as to fulfill these requirements. Moreover, the horizontal angles must be adjusted to conform to certain geometrical and trigonometrical conditions which depend upon the arrangement of the lines and stations and the angles observed.

The vertical angles are indlependent of the horizontal ones and are adjusted by themselves in any case. The adjustment of a system so as to close upon fixed, or adopted, work with regard to any of the five elements of length, latitude, longitude, azimuth, and elevation will be discussed farther on. ${ }^{1}$ There remains, then, the adjustment of a system which is complete in itself. In this, the length of the base and the initial latitude, longitude, azimuth, and elevation are determined separately and independently of the horizontal angles in the net, and so do not enter into the adjustment as long as there is but one of each of these elements. The adjustment of the horizontal angles, therefore, will now be considered.
86. Nature of the Conditions. The horizontal angles in triangulation are subject to two classes of geometrical conditions, namely, those which involve the angles at one station only, and those which define relations between the angles at two or more stations. The former are ealled local conditions and the latter figure eonditions, giving rise to local and figure arljustments.

The local conditions experse the reguirement that the adjusted values of the observed angles at a station shatl satisfly the indi(ated horizon-dosures and algedsair sums.

The figure comblitions are of two kinds, known an angle equafions and side equations. In angle equation requires that the sum of the angles of a triangle of pelygon shall be eqgal to the number of right angle preseribed be eoometry for a plane figure,

length of a line in the figure be computed from another line through two different series of triangles, that is, by two different routes, the two results must be equal.

Since all of these conditions must be satisfied simultaneously, they would enter into a single adjustment, ordinarily. As will be explained later, however, it may be convenient to perform the local adjustment separately, prior to the figure adjustment, the latter being so arranged as not to disturb the former.
87. Local Adjustment. In modern field practice, simplicity is sought for the sake of economy. Accordingly, observations are arranged, as far as practicable, so as to lessen the office work necessary for their reduction, but without a sacrifice of precision. The angles at a station, therefore, are observed in such a manner as to avoid combinations which introduce checks and conditions requiring extensive local adjustment. It is customary to measure one angle for each of the signals less one, and then a single one to close the horizon, thus securing one check which involves all of the observed angles. The local adjustment is thereby reduced to one simple condition, with equal weights, also, in most cases, so that it amounts to a mere distribution of the error of closure, as explained in Art. 80. If extra observations have been made, however, so that two or more conditions are to be satisfied, the general method of adjustment must be used. This has been demonstrated in Arts. 79 and 82, in the last chapter, in which the number of the conditions was shown to be equal to the number of extra observations. Thus, if is stations be observed, $S-1$ angles would be sufficient to conneed them, and if $\lambda$ angles be measured between them, the number of extra observations, and therefore, the number of local conditions may be expreseed in the formula,

Number of Local Conditions at a Station $=\mathrm{N}-\mathrm{S}+1$
88. Figure Adjustment. Notation. In order to distinguish betweern stations oreupied and unoceupied, and lines observed in both directions or in one direction only, lines shown in diagrams of triangulation will be broken at the ands from wheth they are
not observed, full lines indicating observation at both ends. Stations which are sighted upon but not occupied with the instrument will be recognized from the fact that all the lines at those stations will be broken. Thus, in Fig. 5, the station Pan was


Fig. 5. Unobserved Lines and Unoccupied Station
not occupied, as no full lines radiate from it. Dake was occupied and Par and Bart were observed from it, but Ohrt was not observed from it, although Dake was observed from Ohrt. The other stations were occupied completely as shown by the lines being umbroken at those ends.
89. Classification of Figures. Alhough the figures in triangulation may be very complicated and the adjustment very laborions, the work in such a case loses its economic advantages of fovering a great area or distance at the minimmon of cost consistent with the accuracy desired. In the best practice, therefore, simple figures are used, and sperial attention is given to measuring eath angle with the requisite degree of prectision. These simple figures may he clasified as triengles, quatrilaterals, and contial-point figures. A triangle monsists of there stations ronnected by three lines. A quadrilateral has four stations connected by sis lines. A central-point figure is a polygon with a station at each vertex and another station in the interior from which liner ratiate to the vertices; the folyon usuatly hate not more than six sifles. The lines in these figures maty be fall or partly broken, as above. Fig. i represute a acntral-point figure. A typical quadrilateral with diagonals is shown in Fig. 6. white Fig. 7 is
the simplest form of a central-point figure, which may be considered, also, as a quadrilateral. In Fig. 8 is shown a combination of a central-point figure with a polygon having diagonals;


Fici. 6. Quadrilateral
this is seen to increase the intricacy of the system, which would have been a simple central-point figure had the diagonals KlI and $M O$ been omitted. ${ }^{1}$


Frei. - Central Point Figure


Fic. S. (' ntral Point Figure with Extra Diagouals
90. Angle Equations. The triangle is the unit figme in triangulation. For each triangle on other polyam of which all the angle have been obereved. an angle equation mave beritem expressing the comelition that the sum of the adjueted angles shatl
${ }^{1}$ In the diagranme representing triangulation, it is asimmed that there is nos) -tation at the interseretion of diatemals of a figure ombere there is an angle at that point in one of them. If, in the remote "ase at etation hatperemed to fall at this intervertion, the diagram wombl be slightly distomed an as to intirate tho fice withont question.
be the theoretical amount, namely, a certain number of right angles plus the spherical excess, $\epsilon$, of the figure. ${ }^{1}$ Thus, referring to Fig. 6 , in which the separate angles are numbered clockwise at each station, and representing their adjusted values by V's, as usual, the four triangles yield the following angle equations,

$$
\begin{array}{rrl}
\text { Triangle (a) } A B C, & V_{1}+V_{2}+V_{3}+V_{6}-\left(180^{\circ}+\epsilon_{a}\right)=0 \\
\text { " } & \text { (b) } D A B, & V_{2}+V_{3}+V_{4}+V_{7}-\left(180^{\circ}+\epsilon_{b}\right)=0  \tag{102}\\
" & \text { (c) } D B C, & V_{1}+V_{5}+V_{6}+V_{8}-\left(180^{\circ}+\epsilon_{c}\right)=0 \\
\text { " } & \text { (d) } D A C, & V_{4}+V_{5}+V_{7}+V_{8}-\left(180^{\circ}+\epsilon_{d}\right)=0
\end{array}
$$

in which $a, b, c$, and $d$ refer to the separate triangles as shown in the figure. Since the spherical excess depends directly upon the area of a figure, ${ }^{2}$ the excess for the entire quadrilateral should be equal to the sum of the two excesses for the pair of triangles formed by each diagonal. Therefore,

$$
\begin{equation*}
\epsilon_{a}+\epsilon_{d}=\epsilon_{b}+\epsilon_{c} \tag{103}
\end{equation*}
$$

which affords a check upon their computation. By inspection, then, we find that from any three of the above angle equations it is possible to derive the fourth by addition and subtraction. Also, from the whole quadrilateral, we may write the condition,

$$
\begin{equation*}
\Gamma_{1}+V_{2}+V_{3}+\Gamma_{1}+\Gamma_{5}+V_{6}+I_{7}+V_{5}-\left(360^{\circ}+\epsilon_{a}+\epsilon_{d}\right)=0 \tag{104}
\end{equation*}
$$

and this equation is seen to be the sum of the first and the fourth of (101). Therefore, any thee of the four triangles may be selected from which to write the three inderembent comditions or angle equations. In other words. if two triangle formed ly a single diagenal satisfy their eonditions, the entire fignere mast satisfy its andition (10.4): then if at third triangle comdition, also. be satisfient, the fourth one is sure to bee sine the fourth triangle is equat to the whene figure mime the thind one.

If we adopt the first there of the panations (102) at the independent ones, and write for cach $\mathrm{F}^{\circ}$. in the umal manner. ite value,

[^13]2From -pherical trigonometry.
$M+v$, in which $M$ is the observed value of the angle and $v$ is its correction to be obtained from the adjustment, we have for this quadrilateral the following set of final angle equations, corresponding to (59):

$$
\begin{align*}
& v_{1}+v_{2}+v_{3}+v_{6}+q_{1}=0 \\
& v_{2}+v_{3}+v_{4}+v_{7}+q_{2}=0  \tag{105}\\
& v_{1}+v_{5}+v_{6}+v_{8}+q_{3}=0
\end{align*}
$$

in which $q$ is the error of closure of a triangle, positive when the sum of the observed angles is too large. These closures may be checked in the same manner as the spherical excesses, that is, the closure for the whole figure must be the sum of the closures for each pair of component triangles. Thus,

$$
\begin{equation*}
q_{a}+q_{d}=q_{b}+q_{c} \tag{106}
\end{equation*}
$$

91. Number of Angle Equations in a Figure. To determine the number of independent angle equations in a given figure, $A-B-C-D-E$, Fig. 11, we may proceed as follows: Start with


Fig. 9.


FIG. 11.

Determination of the Number of Angle Equations in a Figure
two stations, $A$ and $B$, connected by one line, as in Fig. 9. Add the station $C$, with two lines to $A$ and $B$, and one triangle is obtained. Add station $D$ and two lines, to $A$ and $B$, and a second triangle is formed, as in Fig. 10. Add the thire line. from $l$ ) to ( ${ }^{\prime}$, and the quadrilateral is completed, making three independent angle equations in all. If another station, $E$, be added, with three lines to $A,(\mathcal{A}$, and $D$, as in Fig. 11, two of these lines form a new triangle, as before, and the third completes a quadrilateral, $A-C-E-D$, in which one triangle, $1-C-D$, formed a part of the previous figure, $A-B-('-D$, and is therefore already included in the coulitions. The third line from $E$ thus adds but one new
condition, making a total of five angle equations. If the line $B E$ were added, it would be the second diagonal in the quadrilateral $A-B-C-E$, of which two triangles are already included in the figure, so that the third angle equation, only, for that quadrilateral would be added by this line.

We may generalize from this procedure and write a formula for the number of independent angle equations in any figure. Starting with three lines and three stations in the form of a triangle, we have one condition. If we add one station and one line to it, no new conditions are introduced, but each additional line to that station gives one new condition, and the same is true of further additions of stations and lines until the entire figure has been drawn. Therefore, each station added to the initial triangle atds as many conditions as there are lines, less one, running to that station, so that the total number of conditions would be the aggregate of these conditions togetlier with the one for the initial triangle, that is, the whole number of lines minus the whole number of stations, plus one. But if any one of these lines be unobserved at one end. one angle of the corresponding triangle would be missing and that line would not count for a condition. Also, if one station were entirely unoccupied, as Pun, in Fig. 5, page 83, it could enter into no complete triagle and would have to be omitted from the stations counted in determining the number of angle equations. Finally, then, we maty write the following formula for the number of independent angle equations in a given figure:

$$
\begin{equation*}
\text { Number of Angle Equations = } L^{\prime}-s^{\prime \prime}+1 \tag{107}
\end{equation*}
$$

in which $L^{\prime}$ is the number of full lines in the figure and s' is the number of orcupied stations.
92. Side Equations. The triangles of a figure may close exactly to 14$)^{\circ}+\epsilon$, and the angle still be incensixent with regard to the edosire of the whele figure when the lengthe are computed. To illustrate this. suppose the triangles of lig. 6, page or to be photed in the following watar. the angles of atoth hasing been adjusted to at chesure and the loesal conditions satisfied. Plot triangle (o) to any convenient sate as in lig. 12. using the given
angles. Upon the side $A B$, construct triangle (b) with vertex falling at $d^{\prime}$. Upon $B C$, construct triangle (c) and its vertex might fall at $d^{\prime \prime}$. Then if triangle ( $d$ ) were plotted upon $A C$ as a base, its vertex might fall at $d^{\prime \prime \prime}$, and the angle at $d^{\prime \prime \prime}$ would still equal the sum of $d^{\prime}$ and $d^{\prime \prime}$ as required by the local condition at station $D$. Thus, the lengths of the lines running to this station would fail to check because they did not intersect at a single point. The side equation for this figure, therefore, would require


Fig. 12. Side Equation
that the three points, $d^{\prime}$, $d^{\prime \prime}$, and $d^{\prime \prime \prime}$, be coincident, which is equivalent to the requirement that $d^{\prime \prime}$ and $l^{\prime \prime \prime}$ be eoincident, or that the line $C d^{\prime \prime}$ in the triangle ( $c$ ) be equal to the line $C d^{\prime \prime \prime}$ in the triangle ( $d$ ). In other worls, the side equation requires that if one line of a figure be computed from another line through two series of triangles, or by two differenf routes, the resulting lengthes shall be equal. Since the same initial line is used in both eases, it cancels from the equation, and the angles, only, wre concerned in the condition.
93. Side Equation of a Quadrilateral. Starting with the line $A B$ and computing $(D)$ through the triangles ( $(1)$ and $(c)$, as indicated by the upper doted arrows and using the final, adjusted values of the angles. which make the points $d^{\prime}$, $d^{\prime \prime}$, and $d^{\prime \prime \prime}$ coincident, we have,

$$
\begin{equation*}
\left(C D=B C \frac{\sin V_{1}}{\sin V_{8}}=A B \operatorname{lin}_{3} \sin V_{t} V_{8} \sin V_{8}\right. \tag{10}
\end{equation*}
$$

Likewise, computing through the triangles (b) and (d),

$$
\begin{equation*}
C D=A D \frac{\sin V_{4}}{\sin V_{5}}=A B \frac{\sin V_{2}}{\sin V_{7}} \frac{\sin V_{4}}{\sin V_{5}} \tag{109}
\end{equation*}
$$

Equating these expressions for $C D$ and canceling the factor $A B$,

$$
\begin{equation*}
\frac{\sin V_{3}}{\sin V_{6}} \frac{\sin V_{1}}{\sin V_{8}}=\frac{\sin V_{2}}{\sin V_{7}} \frac{\sin V_{4}}{\sin V_{5}} \tag{110}
\end{equation*}
$$

Multiplying both members of (110) by the reciprocal of the second member, we obtain a statement of the side equation in the form

$$
\begin{equation*}
\frac{\sin V_{1}}{\sin V_{2}} \frac{\sin V_{3}}{\sin V_{4}} \frac{\sin V_{5}}{\sin V_{6}} \frac{\sin V_{7}}{\sin V_{8}}=1 \tag{111}
\end{equation*}
$$

in which the numerator contains the odd-numbered angles and the denominator, the even ones, which happens as a result of our numbering the two angles at each station in clockwise order, and which is a useful check on the formation of the side equation. To reduce this equation to the first degree, we take the logarithm of each member and equate them, whence,
$l_{0 g} \sin V_{1}+\log \sin V_{3}+\log _{\sin } V_{5}+\log \sin V_{7}$

$$
\begin{equation*}
-\log \sin V_{2}-\log \sin V_{4}-\operatorname{logsin} V_{6}-\log \sin V_{8}=0 \tag{112}
\end{equation*}
$$

Equations (111) and (112) are original condition equations which state the requirement which must be satisfied by the adjusted values of the angles, and correspond to the form shown in (56). It remains to derive the simpler refluced condition which expresses the relation between the corrections to the observed angles, so that it may be combined with the angle equations (10.5) into one adjustment having the same unknowns, mamely, the $i$ 's. That is, for each I' must be substituted its value, $I+r$, and the equation reduced to the linear form to comerement to (59), pate 5 .

If a given angle, $I /$. be altered hy a shath correetion, $c$, expressed in reeconds, the logarithmie sine of the anghe would be changed hy a corresponding amomet, namely, the number of seconds in $r$ multiplies into the differenee fore one secomb in that particular logarithmie sine, as takem frem the legarithmie tables with the proper algebmaie sign, pesition if the angle he in the first quadrant, in whech the sine increase with increacine ange and negative
if in the second quadrant, where the sine decreases with increase of angle. That is,

$$
\begin{equation*}
\log \sin (M+v)=\log \sin V=\log \sin M+v\left(d 1^{\prime \prime}\right) \tag{113}
\end{equation*}
$$

For example, if $M=76^{\circ} 15^{\prime} 14.5^{\prime \prime}$ and $v=-4.1^{\prime \prime}$, $\log \sin M=$ 9.9873797 with a difference for $1^{\prime \prime}$ of +5.1 in the seventh decimal place. Then logsin $(M+v)=\operatorname{logsin} 76^{\circ} 15^{\prime} 10.4^{\prime \prime}=9.9873797-$ $4.1(+5.1)=9.9873776$. Substituting for $\operatorname{logsin} V$, in (112), its value given in (113), namely, logsin $M+\left(d 1^{\prime \prime}\right) v$, and collecting the logarithms into one constant term, we have,

$$
\begin{align*}
\left(d_{1} 1^{\prime \prime}\right) v_{1} & -\left(d_{2} 1^{\prime \prime}\right) v_{2}+\left(d_{3} 1^{\prime \prime}\right) v_{3}-\left(d_{4} 1^{\prime \prime}\right) v_{4}+\left(d_{5} 1^{\prime \prime}\right) v_{5} \\
& -\left(d_{6} 1^{\prime \prime}\right) v_{6}+\left(d_{-} 1^{\prime \prime}\right) v_{7}-\left(d_{8} 1^{\prime \prime}\right) v_{8}+\left(\log \sin M_{1}\right. \\
& -\log \sin M_{2}+\log \sin M_{3}-\log \sin M_{4}+\log \sin M_{5} \\
& \left.-\log \sin M_{6}+\log \sin M_{7}-\log \sin M_{5}\right)=0 \tag{114}
\end{align*}
$$

in which $\left(d_{1} 1^{\prime \prime}\right)$ represents the difference for $1^{\prime \prime}$ in the logsine of angle $M_{1}$, in the seventh place of decimals, assuming that sevenplace logarithms are used. ${ }^{1}$ Each of these differences for $1^{\prime \prime}$ is a numerical coefficient for its $c$, and corresponds to $a, b, c$, etc., of (59), page 58. Also, since the observations are carefully made, the observed angles, $M$, will approximate closely to their adjusted values, $I$, so that the algebraic sum of the lorsines of the $M \cdot s$ in (114) will be, instead of zero as in (112), a smal error of closure, $q$, expressed in units of the seventh decimal place, and cqual to the amount by which the sum of the positive logsines exceeds that of the negative ones, in (114). The rectuced form of the side equation becomes, therefore, if we assume it to be the fourth of the condition equations so that its cocfficients are $l$ 's ( $a, b$, and $c$ being coefficients of the first three conditions respectively),

$$
\begin{equation*}
d_{1} l_{1}-d_{2} r_{2}+d_{3} r_{3}-d_{4} r_{4}+d_{3} r_{3}-d_{6} r_{6}+d_{4} r_{5}-d_{5} r_{4}+q_{4}=0 \tag{115}
\end{equation*}
$$

in which each $d$ is the numerical difference for $1^{\prime \prime}$ in the legsine of the corresponding angle. Thas we see that the side equation

[^14]states that the corrections to the angles must be such that the algebraic sum of the resulting corrections to their logsines will equal $-q$ and the original side equation (111) be satisfied. Since the coefficients and the constant term of (115) are expressed in the same unit, in the seventh place, this equation is consistent with the angle equations (105), as stating a linear relation between the $v$ 's.
94. A Shorter Form of the Side Equation for the quadrilateral may be obtained by computing onc of the adjacent sides, as $B C$, from $A B$, instead of the opposite one, $C D$, as above. In Fig. 13,


Fig 13. Side Equation; Quadrilateral.
the dotted arrows show the two routes of the computation, from which the two resulting values for $B C$ must be equated:

$$
B C=A B \frac{\sin V_{3}}{\sin \Gamma_{6}}
$$

and

$$
\begin{equation*}
B C=A B \frac{\sin \left(I_{3}+\Gamma_{4}\right)}{\sin \Gamma_{7}} \sin \left(V_{i}+I_{6}\right) \tag{116}
\end{equation*}
$$

whenee,

$$
\begin{align*}
& \sin V_{3} \sin \left(V_{3}+V_{6}\right) \sin V_{7}=1  \tag{117}\\
& \sin \left(I_{3}+V_{1}\right) \sin V_{6} \sin V_{1}
\end{align*}
$$

and the redueed side equation beromes.

$$
\begin{equation*}
\left.d_{3} ; 3-r_{3}^{\prime}+1 r_{3}+r_{4}\right)+d_{5}-f_{6}\left(r_{3}+r_{6}\right)-d_{6} r_{6}+d_{5} r_{5}-h_{2}+q_{4}=0 \tag{118}
\end{equation*}
$$

or, separating the various manowns.

$$
\begin{array}{r}
\left(d_{3}-d_{3+4}\right) l_{3}-d_{3-1} d_{4}-d_{3}+62+\left(d_{3}-6-d_{4 i}\right)_{10} \\
+d_{2} r_{5}-d_{3}+y_{1}=0 \tag{119}
\end{array}
$$

in which $d_{3+4}$ represents the difference for $1^{\prime \prime}$ in the logsine of the sum-angle, $M_{3}+M_{4}$, etc. Although this form is somewhat shorter than (115) in that the angles at the station, $B$, lying between the sides $A B$ and $B C$, do not appear, it is more troublesome for the beginner. However, the fact that the angles at one station are not concerned makes this the preferable form when one of the stations of the figure was not completely occupied, in which case the equation is expressed between the two exterior lines; adjacent to this station. Thus, in the above figure, station $B$ might have been unoccupied without affecting the form of equation (117).
95. Side Equation for a Central-point Figure. Let Fig. 14


Fig. 14. Side Equation; Central-point Figure.
represent the general form of a central-point figure, and for the sake of variety, suppose the central station to have been observed from each of the others but not to have been occupied, as shown by the lines being broken at that peint but that otherwise the figure is complete. The side equation will be written between two of the lines which meet at the eentral peint and the doted arrows show the two routes of computation from the line 10 to $D($ ) through two series of triangles.

$$
I O=A O \quad \begin{align*}
& \sin V_{1} \sin V_{3} \sin V_{5}  \tag{120}\\
& \sin V_{4} \sin V_{6} \sin V_{5}
\end{align*}=A 0 \frac{\sin V_{2} \sin V_{12} \sin V_{10}}{\sin V_{11} \sin V_{9} \sin V_{7}}
$$

whence.

The reduced side equation follows directly, as in Art. 93:

$$
\begin{align*}
& d_{1} v_{1}-d_{2} v_{2}+d_{3} v_{3}-d_{4} v_{4}+d_{5} v_{5}-d_{6} v_{6}+d_{7} v_{7} \\
& \quad-d_{8} v_{8}+d_{9} v_{9}-d_{10} v_{10}+d_{11} v_{11}-d_{12} v_{12}+q=0 \tag{122}
\end{align*}
$$

It will be seen that the odd-numbered angles occur in the numerator of (121) and the even ones in the denominator, which results, as in Art. 93, from the clockwise numbering of the two angles at each occupied station. Since the angles at the central station were not observed, and do not occur in the side equation, it is not necessary to number them. By comparison, also, with (111) of Art. 93, it is evident that the side equation for a centralpoint figure having four sides and the stations $A, B, C, D$, and $O$, would be identical with (111) written for a complete quadrilateral with diagonals.
96. Mechanical Statement of Side Equations. The similarity among the side equations (111), (117), and (121), in the occurrence of the odd-numbered angles in the numerators and the even ones in the denominators, would indicate the possibility of writing these equations by inspection instead of using this property merely as a check. This may be done by the following mechanical method for all ordinary figures of the quadrilateral or central-point form.

Notation. (a) The pole for a side equation is some station, or other point, to which a line runs from every (other) station of the figure for which the equation is to be written. It may be at the intersection of the diagonats of a quadrikateral, although there is no station there. The point selected as the pole will be indieated by a smath circle drawn around it. as in the following figures:

(b) At eath statien of the figures, there will be thee lines, one of which goes to the pold and mate be catled the pole line. Of the
other two, one will be the left-hand line and the other, the righthand line, as we look into the figure, from the station towards the pole. (c) At each station, the left-hand angle is the angle between the left-hand line and the pole line, and the right-hand angle is the one between the right-hand line and the pole line. This notation is illustrated in the following diagrams in which $l$ and $r$ indicate the left-hand and right-hand lines and $L$ and $R$, the left-hand and right-hand angles, respectively:


Fig. 18.


Fig. 19.


Fig. 20. Left-hand and Right-hand Angles.

The side equation, then, is written by placing the product of the sines of the left-hand angles equal to that of the sines of the right-hand angles, or by placing the former in the numerator and the latter in the denominator of a fraction which is placed equal to unity. The reduced form of the equation, corresponding to (115), (119), and (122), may be written as the sum of the de's for the left-hand angles minus the $d v$ 's for the right-hand angles plus $q$ equals zero, or,
$[\lambda v]$ (for left-hand angles) $-[\gamma v]$ (for right-hand angles) $+q=0$
in which $d$ is the difference for $1^{\prime \prime}$ in the logsine and $q$ is the sum of the logsines of the leit-hand angles minus the sum of the logsines of the right-hand angles.

It will be noted that the ang'es at the pole clo not enter into the side equation at all, so that the pole is situated at the intersection of the two lines between which the equation would be written according to the andytical me tho of the preceding ardicles. Thus, equation (111) would eorrespond to a pole at the intersertion of the cliagonals of Fig. 12, page 88; in Fig. 1:3, page 91, the pole would be at station $B$ for equation (117); and in Fig. 14, page ! 2 , the pele would be at the eentrat station, $O$.

It is now apparent, as stated in Arts. 93 and 9.5, that the oold-
numbered angles occurred on one side of the side equations and the even ones on the other because the two angles at each exterior station of the figures had been numbered clockwise so that the odd ones were on the left and the even ones on the right of the pole lines.

The selection of the pole may be governed by the following principles. ${ }^{1}$ In a central-point figure, it must be at the central station. If a station was not occupied, or not completely occupied, the pole should be at that station. Sum-angles may be avoided by placing the pole of a quadrilateral at the intersection of the diagonals, which is simpler for the beginner although it introduces two additional angles and logsines. The pole should not be placed where the smallest angles occur, as these angles should enter into the side equations with their larger coefficients. ${ }^{2}$
97. Number of Side Equations in a Figure. In order that there may be two routes, through two series of triangles, between two lines in a figure, there must he at least three triangles in the figure, and therefore, four stations with three lines to each station. In other words, the quadrilateral is the simplest figure for which a side equation may be written. Similarly, a central-point figure, without diagonals, can have but one side equation since there are but two series of triangles through which one side may be computed from another. The quadrilateral and the central-point figure, therefore, furnish one side equation each, and are the elemental figures for these equations.

A complete central-point figure has as many outer lines and the same mumber of imer ones as there are exterior stations, so that the total mmber of lines will equal twice the total number of stations less one, which is true, also, in a quadrilateral. Since each of these figures fields one eide equation, the formula may be written,

$$
\begin{equation*}
\text { Nimber of Nide Equations }=L-2(\aleph-1)+1=L-2 S+3 \tag{124}
\end{equation*}
$$

in which $L$ is the total number of lines, full or broken, and $S$ is the

[^15]total number of stations whether occupied or not. Adding to either figure one station with three lines from it to stations of the figure, adds another quadrilateral or central-point figure, and therefore, another side equation, which corresponds to an increase of one ( $L-2 S$ ) in the formula. Each additional line, without increase of stations, makes possible the writing of one or more new side equations, using that line, of which, however, only one can be regarded as independent. Adding one station to a figure thus adds as many side equations as there are lines from that station to the figure, less two. For example, adding to Fig. 21 the station


Number of Side Equations in a Figure.
$G$ with three lines to $A, F$, and $E$, adds one side equation which could be written for the quadrilateral $(-A-F-E$ or for the centralpoint figure $(A-A-B-C-D-E$, and if this latter had been the original figure, the addition of the line $A E$ would have formed the quadrilateral $A-F-E-(r$ with its side equation. In cach case the new side equation must include the added station or line.
98. Statement of All of the Conditions for a Figure Adjustment. In the preceding articles, the three kinds of conditions, locen, angle, and side, which enter into the adjustment, have been explained separately. The adjustment as a whole will now be considered.

Strictly, all of the conditions should be satisfied simultaneously in one general adjustment. The labor of computation is greatly reduced, howerer, be diminishing the number of conditions, and it
is especially convenient to perform the local adjustments separately and in advance of the figure adjustment, inasmuch as it is good practice to arrange the observations so as to have but one local condition at a station, involving all of the angles, as explained in Art. 87. Therefore, we shall assume that the necessary local adjustments have heen made, as in Arts. 79 and 82, preparatory to the figure adjustment. However, if the angles at any station of the figure complete the horizon, it will be necessary to include in the figure adjustment a local condition providing that the sum of these angles shall remain $360^{\circ}$, that is, that the algebraic sum of the corrections to these angles must be zero. This is likely to be the case at an interior station, such as $F$, in Fig. 22. Also, if a sumangle should be included among the conditions, as well as its component angles, and with a separate number, a similar local condition would be necessary to insure that the sum-angle would remain equal to the sum of its components after adjustment; but this may well be avoided by designating the sum-angle as the sum of its components, as in Art. 94, instead of using a separate symbol for it. ${ }^{1}$ In general, care must be taken that the preliminary adjustment be not disturbed by the later one.

The selection of the angle and side equations for a given figure or system must conform to the requirements that all the necessary conditions be included, but no more, and that they be independent of one another, so that no one of them coukl be obtained by combining any of the others. If a dependent condition were included, by mistake, it would be indieated during the solution of the normal equations by a derived equation having all of its eoefficients zero, or nearly so, so that the corresponding correlate would be indeterminate. The necessally number of independent angle and side egtations will be given by formulat (107) and (124), namely,

$$
\begin{align*}
& \text { Nimber of Angle Equations }=L^{\prime}-s^{\prime}+1  \tag{107}\\
& \text { Nimber of side } \mathrm{E} \text { (puations }=L-2.5+3  \tag{124}\\
& \text { in wheh } L \text { and siare the total mombere of lines and stations, and } \\
& { }^{1} \text { These heal conditions are avoded in the figure adjustment by using } \\
& \text { dirctions instead of anyles, ats will he shown later on }
\end{align*}
$$

$L^{\prime}$ is the number of full lines and $S^{\prime}$ is the number of occupied stations. (For a station to be considered as occupied, at least two lines must be unbroken at that station.) The best method of writing the angle and side equations so as to be certain of their independence as well as their number, is to draw a sketch of the system or figure to be adjusted, adding one station at a time, with its lines to the previous stations, and writing the equations introduced by that station and those lines. For each station so added, there will be as many angle equations as new full lines, less one, and as many side equations as new lines, less two. As has been stated, small angles should be used in the side equations where practicable, although it is best to use each but once. In angle equations, on the contrary, they should be avoided.

For example, the equations for Fig. 22, page 96, will be written. In this case, $L=13, L^{\prime}=12, S=S^{\prime}=7$, and there are six angle and two side equations. The complete horizon at $F$, moreover, requires a local condition. Beginning with the line $A B$, station $F$, with the two lines to $A$ and $B$, forms a triangle with one angle equation (A), as shown below. Addling $C$ with two lines to $B$ and $F$, gives one angle equation, $(B)$, and similarly, adding $D$ with wo lines to $C$ and $F$ gives ( $C$ ). Now, with $E$ are added three lines to $A, D$, and $F$, so that two angle equations, $(D)$ and $(E)$, are formed and one side equation $(H)$, for the whole figure $A-B-C-D-E-F$, with pole at $F$. With $G$ are added two full lines and one broken line, giving one angle equation, $(F)$, for the triangle $G-A-E$, and one side equation ( $I$ ) which might well be written for the quadrilateral $G-A-F-E$, with pole at $G$ since the line $F\left({ }_{i}\right.$ is broken at $G$. Thus we have six angle and two side equations as required by the formulas above. The local equation ( $G$ ) for the station $F$ must be added. To facilitate the formation and solution of the normal equations, these condition equations are so arranged as to place the simpler ones first and the more complex ones with larger coefficients, last. (See Art. Th, page 71.) The angle equations, therefore, will usually preceds the side equations. For a central point figure, also, several angle equations may be written in succession having no angles in common, with the result that many of the coeffieients in the first nomal
equations will be zero, thus materially reducing the labor of solution. The above conditions are arranged as follows:
Angle: (A) $\quad V_{2}+V_{11}+V_{19}-\left(180^{\circ}+\epsilon_{a}\right)=0$
(B) $\quad V_{1}+V_{4}+V_{14}-\left(180^{\circ}+\epsilon_{b}\right)=0$
(C) $V_{3}+V_{6}+V_{15}-\left(180^{\circ}+\epsilon_{c}\right)=0$
(D) $\quad V_{5}+V_{9}+V_{16}-\left(180^{\circ}+\epsilon_{d}\right)=0$
(E) $\quad V_{\mathrm{S}}+V_{12}+V_{15}-\left(180^{\circ}+\epsilon_{e}\right)=0$
(F) $\quad V_{7}+V_{10}+V_{13}-\left(180^{\circ}+\epsilon_{f}\right)=0$

Local: (G) $\quad V_{14}+V_{15}+V_{16}+V_{17}+V_{18}+V_{19}-360^{\circ}=0$
Side: (II)

$$
\frac{\sin V_{1}}{\sin V_{2}} \frac{\sin V_{3}}{\sin V_{4}} \frac{\sin V_{5}}{\sin V_{6}} \frac{\sin V_{8}}{\sin V_{9}} \frac{\sin V_{11}}{\sin V_{12}}=1
$$

(I) $\frac{\sin \Gamma_{7} \sin \Gamma_{17} \sin \left(V_{12}+V_{13}\right)}{\sin \left(V_{7}+V_{8}\right) \sin V_{13} \sin V_{18}}=1$

Substituting for each $V$ its $M+r$, the $M ;$ being the observed values of the angles, and computing the spherical excesses, the angle and local equations are thrown into their reduced form as in (105), and the reduced side equations are formed as in (115) and (119), respectively. The formation of the nine normal equations and the remainder of the solution then follow as in the last chapter.
99. Adjustment of a Quadrilateral: Method of Angles. To illustrate the foregoing principles, the following quadrilateral


Fici. 23. Adjustment hy Method of Angles.
will now be adjusted in full. The final angles are desired to humdredthe of a seeond. Weighte are equal. serem-place logarithms will be ued hut with the min taken in the sixth place for the side
equation. The pole is taken at the intersection of the diagonals, as indicated. The given angles are shown in the three triangles which will be used in succession for the angle equations.

Given Avgies

| Beckwith......... (3) | $26^{\circ}$ | $42^{\prime}$ | $51.8^{\prime \prime}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| North Base. ...... | (1) | 64 | 43 | 42.3 |
| North Base...... | (2) | 43 | 44 | 02.0 |
| South Base. ...... | (8) | 44 | 49 | 27.4 |
| $\epsilon_{a}=0.05^{\prime \prime}$ |  |  | $\overline{03.5}$ |  |
|  |  | $q_{a}=+3.45^{\prime \prime}$ |  |  |

(B)

| Walter. | (6) | $28^{\circ}$ | $17^{\prime}$ | $12.9{ }^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: |
| North Base. | (1) | 64 | 43 | 42.3 |
| South Base. | (7) | 42 | 09 | 40.3 |
| South Base. | (8) | 44 | 49 | 27.4 |
|  |  |  |  | 02.9 |
| $\epsilon_{b}=0.06^{\prime \prime}$ |  | $q_{b}=+2.54^{\prime \prime}$ |  |  |

(C)

Side Equation

|  | (1) |  |  | $\frac{\operatorname{Lonsin}(+)}{9.956 ; 3095}$ | $\begin{gathered} d 1^{\prime \prime} \\ +9.9 \end{gathered}$ | 2 | (.17) |  |  | Logsin (-) | $d 1^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 6.1 | 4:3' | $42.3{ }^{\prime \prime}$ |  |  |  | $43^{\circ}$ | $44^{\prime}$ | $02.0^{\prime \prime}$ | 9.8396728 | +22.0 |
| 3 | 26 | 42 | 51.8 | 9.6527716 | $+41.9$ | 4 | 61 | 29 | 53.9 | 9.9438915 | +11.4 |
| 5 | 15 | $0: 3$ | 10.3 | 9.57143339 | $+19.0$ | 15 | 28 | 17 | 12.9 | 9.6756749 | +39.1 |
| 7 | 42 | 09 | 40.3 | 9. S2escielt | +2:3.3 | 8 | 4.4 | 49 | 27.4 | 9.8481489 | +21.2 |
|  |  |  |  | 9.3073793 |  |  |  |  |  | $\begin{aligned} & 9.3073881 \\ & 9.3073793 \end{aligned}$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |


| Combition Equations |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | n | $r$ | \% | $\cdots$ | V's | $u_{i}$ | $r_{7}$ | $r_{\text {s }}$ | (q) |
| (1) | $\uparrow 1$ | $+1$ | $+1$ |  |  |  |  | +1 | +3.45 |
| (1) | +1 |  |  |  |  | $+1$ | $+1$ | +1 | $+2.84$ |
| (c) |  |  |  | +1 | +1 | +1 | +1 |  | -2.68 |
| (1) | + 0.99 | -2.20 | $+4.19$ | $-1.14$ | $+1.90$ | $-3.91$ | +2.33 | -2.12 | -8.80 |
| (.s) | +2.99 | -1.20 | +5. 19 | -0.14 | +2.90 | -1.91 | +4.33 | $-0.12$ |  |

Normal Equations

| 者 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 芭 |  | $\infty$ -8 -1 + | 8 8 8 + | $\begin{aligned} & \stackrel{2}{2} \\ & 0 \\ & + \end{aligned}$ |  | $\xrightarrow{\text { ¢ }}$ |
| 옹 | 毕芬禺 <br>  | 아﹎ + | $\stackrel{\infty}{i}_{i}^{\infty}=\frac{1}{1}$ | $\begin{aligned} & \hat{i} \\ & \underset{i}{i} \end{aligned}$ |  | $\pm$ $=1$ |
| 2 | シ上閣号下等 $0 \rightarrow 0$ NO | $$ | $\begin{array}{cc}\text { \＃1 } & 8 \\ \stackrel{y}{0} & 8 \\ 1 & 0 \\ 1 & +\end{array}$ | $\stackrel{+}{-1}$ - + | $\begin{aligned} & \approx \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & +0 \\ & +1 \end{aligned}$ | \％ + + |
| こ | $0 \stackrel{\text { O }}{+} \overrightarrow{+}_{+}^{+}$ | － | $\pm=\frac{\cong}{\%}$ | $\stackrel{3}{3}$ + + |  |  |
| $\approx$ | $\overrightarrow{+} \overrightarrow{+}$＋ | $\stackrel{0}{+}$ |  |  |  |  |
| $\square$ | F |  |  |  |  |  |
|  | $\bigcirc \widehat{3} 3$ | $\Theta$ | $\bigcirc$ | 三 | $E$ | $E$ |

Correlates

$$
\begin{aligned}
& D=\frac{+6.74}{49.43}=+0.136 \\
& C=\frac{+3.43-0.17}{2.67}=\frac{+3.26}{2.67}=+1.221 \\
& B=\frac{-1.12+0.43-2.44}{3}=\frac{-3.13}{3}=-1.043 \\
& A=\frac{-3.45-0.12+0+2.09}{4}=\frac{-1.48}{4}=-0.370
\end{aligned}
$$

Tests of Correlates

|  | Eq. (4) | Eq. (3) | Eq. (2) | Eq. (1) |
| :--- | ---: | ---: | ---: | ---: |
| $A$ | -0.32 | 0.00 | -0.74 | -1.48 |
| $B$ | +2.83 | -2.09 | -4.17 | -2.09 |
| $(1$ | -1.00 | +4.88 | +2.44 | 0.00 |
| $l)$ | +7.28 | -0.11 | -0.37 | +0.12 |
| $(q)$ | -8.80 | -2.68 | +2.84 | +3.45 |
| $\operatorname{sim}$ | -0.01 | -0.00 | -0.00 | -10.00 |


| Corrections |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\prime 1$ | $r^{2}$ | 13 | $n^{\prime}$ | $\cdots$ | $\cdots$ | $i_{i}$ | $r_{s}$ |
| 4．1 | $\begin{array}{r} 0.370 \\ -10.13 \end{array}$ | －0．370 | $-0.370$ |  |  | －1．043 | －1．043 | -0.370 -1.043 |
| ${ }^{\prime}\left({ }^{\prime}\right.$ |  |  |  | $+1.221$ | ＋1．21 | $+1.221$ | ＋1．221 |  |
| （11） | ＋0．1：35 | －0． 299 | $+0.570$ | －0．15\％ | $\underline{+0.258}$ | －0．5．32 | ＋0．317 | －0．288 |
| Sum <br> Corr＇n | － 1288 | $\begin{aligned} & -0.6669 \\ & -0.67 \end{aligned}$ | $\begin{aligned} & +0.200 \\ & +0.20 \end{aligned}$ | $\begin{aligned} & +1.066 \\ & +1.06 \end{aligned}$ | $\begin{aligned} & +1.479 \\ & +1.48 \end{aligned}$ | -0.354 -0.35 | +0.495 +0.49 | $\begin{aligned} & -1.701 \\ & -1.70 \end{aligned}$ |

[^16]
## Computation of Triangles

The ultimate test of the adjustment occurs in the computation of the lengths of the lines or sides of the triangles. If an error were made in the original side equation, such as an erroneous logsine or difference for $1^{\prime \prime}$, or an error in adding the angles of a triangle to obtain its error of closure, $q$, all of the subsequent operations might check, to and including the tests of corrections. The test of the side equation, using the adjusted angles and the new logsines, checks the original logsines and differences for $1^{\prime \prime}$. It remains to be seen in the computation of triangles whether or not the adjusted angles " fill" each of the four triangles and at the same time satisfy the side equation by giving the same results for lengths which are computed in two triangles. The above discrepancy of one in the last place of logarithms in the side equation test, would show, also, in the triangle computations, but is too small to warrant further investigation. It would be corrected arbitrarily so as to leave no inconsistency in the computed results. (An example of the final triangle computations will be given at the close of the adjustment of this quadrilateral by the Method of Directions, which follows.)
100. Use of Directions instead of Angles. In the measurement of angles with a direction instrument, as in primary triangulation, the various signals are sighted independently and for each pointing the horizontal circle is read, in a clockwise direction. This is done in the direct and reversed positions of the instrument and in tarious positions of the circle, and the mean of all of the readings upon a certain signal is adopted as the direction to that signal. The angle between any two signals is the direction of the right-hand signal minus that of the left-hand one, and there is no local adjustment. Even though the separate angles be measured by reading directions in pairs or by the method of repetitions, the directions may be mumbered. instead of the angles, and cach angle de-ignated by the difference of the two directions which limit it, the right-hand one minns the left. In Fig. 2t, for cemmple, angle B.1( would be designated by the symbols - (1)+2), and (AE would be represented by $-(2)+(1)$. EA $B$ would be $-(4)+(1)$,
and so always minus the left plus the right-hand direction, clockwise.


Fig. 24. Directions.

This method has certain advantages, especially in the adjustment of the more complex systems, which render its use very desirable, and it is deservedly popular among computers. One of its strongest features lies in the fact that preliminary local adjustments are not disturbed by later adjustments in which the method of directions is used, so that no local condition for an interior station would be necessary in a case such as that in Art. 97 and Fig. 22. Each direction is regarded as observed independently, and the unknowns of the problem are the corrections to the separate directions. The correction to an angle, therefore, would be the correction to the right-hand direction minus that of the left one, algebraically. There will be more directions, in a given system, than angles, but this is not a serious objection when the Method of Correlates is used. (In the Method of Indirect Observations, any increase in the number of unknowns produces a like increase in the normal equations but in the Method of Correlates the number of normal equations is equal to that of the conditions.)

The weights of the directions will be equal, in the general case, but different weights may be assigned if certain signals were more difficult to observe than others, owing, perhaps, to unsteady atmospheric conditions or poor illumination. If it be desired to use directions in the adjustment of angles of different weights, care should be taken in giving weights to the corresponding directions that the weights of adjaent angles be not seriously affected. If
two adjacent directions were assigned small weights, and thereby received large corrections, the intervening angle might receive a small correction (the difference of the two large ones) and so defeat the purpose of the computer. If two adjacent angles have small weight, the intervening direction might be given a smaller weight and thus affect both angles. However, if the angles have different weights, rather than the directions, it may be best to adjust by the Method of Angles explained above. In using directions, therefore, we shall assume that angle weights are equal; if separate directions have different weights, they may be treated exactly as in the Method of Angles.

If directions be used in local adjustments, it is advisable to use the Method of Indirect Observations, as in Art. 82, since the local conditions would be identities of the form,
$-(1)+(2)-(2)+(3)-(3)+(4)-(4)+(1)-360^{\circ}=0$
Therefore, it will usually be preferable to use the Methods of Angles and Correlates, illustrated in Art. 79, for the local adjustment.
101. Notation: Method of Directions. In mumbering the directions of a figure, one side may be regarded as the initial line, as if fixed by a previous adjustment, perhaps, and its numbers omitted. In this case, it is well to place letters on the fixed line, instead of numbers, to distinguish its directions, when writing the equations, these lettered directions not to enter into the reduced conditions, and to receive no corrections. On the other hand, this use of letters is not necessary, and mumbers maty be placed upon all of the directions, if desired, without altering the method or incrasing the work to any considerable extent. Directions are to be mumbered clockwise, invariably, at cach station, so at to awoid errors. Cnobered directions, shown by hroken lines, will not be mumbered.
102. Lists of Directions. Preparatory to the adjustment, a list of the direwions at eath station may be made from the given data. The name of the oberved signale are arranged in clockwise order, ustally hegiming with a prominent one which is given the initial direetiom. $0^{\circ}$ 00' $00.0^{\prime \prime}$. ahthough any direetion may be taken as the zero line. If angles were observed. and adjusted
locally, if necessary, the resulting angles are added in the proper order so as to obtain the angle from the assumed initial direction to each of the other signals or stations, which will be its direction in the list. The angle from one station to another, clockwise, will then be the direction of the latter minus that of the former. If only two or three angles were observed at each station, it may not be worth while to form these lists of directions, but each angle may be given the proper designation as the difference between two directions, and two angles added or subtracted, when necessary, to obtain a third.


Fig. 25. Adjustment by Method of Directions.
103. Statement of Conditions: Method of Directions. To illustrate the use of directions, the condition equations (125) for Fig. 22, page 96, will be restated. The figure is reproduced in Fig. 25, with the directions numbered. The line $A B$ will be regarded as fixed and its directions will be indicated by the letters $a$ and $b$, merely for convenient reference. Comparison of the following equations with (12.5) will make the process evident. As stated above, the local condition is unnecessary when the Mecthod of Directions is used, as the closure of the horizon at $F$ will not be disturbed by applying corrections to the directions, since each direction is common to two angles and its correction most increase one by the same amount as it decreases the other, leasing the sum unchanged.
(127)
$-\left(180^{\circ}+\epsilon_{a}\right)=0$
$+V_{23}$
$+V_{18}$
$+V_{19}$
$+V_{20}$
$+V_{22}$
$+V_{17}$
$-V_{22}$
$-V_{23}$
$-V_{18}$
$-V_{19}$
$-V_{20}$
$-V_{16}$

$\underset{i}{3} \underset{i}{i} \underset{i}{i} \underset{i}{i}$

| E |
| :--- |
| $+\underset{+}{+} \underset{+}{+} \underset{+}{\mp}+$ |

$\stackrel{\sim}{i} \stackrel{\sim}{1} \stackrel{\pi}{1}=$

E $\cong \cong E E$
> $\frac{\sin \left(-V_{1}+I_{116}\right) \sin \left(-r_{20}+I_{2!}\right) \sin \left(-r_{15}+V_{17}\right)}{\sin \left(-I_{11}+I_{11}\right) \sin \left(-I_{21}+V_{22}\right) \sin \left(-V_{16}+V_{17}\right)}=1$
> (II)

To state the reduced conditions, the direction letters, $a$ and $b$, are omitted and the angle equations are written by replacing each $V$ by its $v$, and $-\left(180^{\circ}+\epsilon\right)$ by the closure error, $q$. The side equations are more complicated owing to the combined subscripts. For example,
$\log \sin \left(-a+V_{15}\right)=\log \sin \left(+V_{15}\right)=\log \sin \left(+M_{15}\right)+d_{+15} \nu_{15}$ (128) and

$$
\begin{aligned}
\log \sin ( & \left.-V_{3}+V_{4}\right)-\log \sin \left(-V_{4}+V_{5}\right) \\
= & \operatorname{logsin}\left(-M_{3}+M_{4}\right)-\log \sin \left(-M_{4}+M_{5}\right) \\
& \quad+d_{-3+4}\left(-v_{3}+v_{4}\right)-d_{-4+5}\left(-v_{4}+v_{5}\right) \\
= & \log \sin \left(-M_{3}+M_{4}\right)-\log \sin \left(-M_{4}+M_{5}\right)-d_{-3+4} v_{3} \\
& \quad+\left(d_{-3+4}+d_{-4+5}\right) v_{4}-d_{-4+5} l_{5}
\end{aligned}
$$

in which $d_{-3+4}$ is the difference for $1^{\prime \prime}$ in the logsine of the angle $\left(-M_{3}+M_{4}\right)$, etc. Applying these principles to the equations (127), we obtain the reduced equations in the following form:
(A) $-v_{2}+v_{15}-v_{22}+v_{23}+q_{a}=0$
(B) $-v_{1}+v_{2}-v_{4}+v_{5}-v_{23}+v_{18}+q_{b}=0$
(C) $-v_{3}+v_{4}-v_{7}+r_{8}-r_{18}+v_{19}+q_{c}=0$
(D) $-v_{6}+v_{7}-v_{11}+v_{12}-v_{19}+v_{20}+q_{d}=0$
(E) $-v_{10}+v_{11}-v_{15}+v_{16}-v_{20}+v_{22}+q_{e}=0$
(F) $-v_{9}+v_{10}-v_{13}+v_{14}-v_{16}+v_{17}+q_{J}=0$
(G) $-d_{-1+2} v_{1}+\left(d_{-1+2}+d_{-2}\right) v_{2}-d_{-3+4 r_{3}}+\left(d_{-3+4}+d_{-4+5}\right) v_{4}$

$$
-d_{-4+5} r_{5}-d_{-6+7} l_{6}+\left(d_{-6}+7+d_{-i}+8\right) r_{7}
$$

$$
-d_{-7}+8 v_{8}-d_{-10+111_{10}}+\left(d_{-10+11}+d_{-11+12}\right) l_{11}
$$

$$
-d_{-11+12 \prime_{12}}+\left(d_{+15}+d_{-15+16}\right){l_{15}}-d_{-15+16 j_{16}}+q_{10}=0
$$

(II) $\left(-d_{-9+10}+d_{-9+11}\right) r_{9}+d_{-9+10 r^{2} 10}-d_{-9+11 r_{11}}$

$$
\begin{aligned}
& -d_{-20+21} l_{20}+\left(d_{-20+21}+d_{-21+22}\right) r_{21}-d_{-21+22 l_{22}} \\
& -d_{-15+17} r_{15}+\left(d_{-15+17}-d_{-16+17}\right) c_{17}+d_{-16+17} r_{16}+q_{h}=0
\end{aligned}
$$

Inspection of equations (127) show: that there are more monowns than in (12.5), and what is more impertant, that adjacent angle equations hate monowns in emmon on that lose of the
product-coefficients in the normal equations would be zero in this case than in the other. The diagonal coefficients (squares) are larger, also, owing to the greater number of unknowns. These are disadvantages which may offset the omission of the local condition, in a central-point figure, so that the Method of Angles might actually involve less work than the Method of Directions, in such a case. A rearrangement of the above equations, however, would simplify the normal equations, to some extent, by collecting the zero coefficients near the beginning. The following order might be used: $(B),(D),(F),(E),(C),(A),(H),(G)$.
104. Adjustment of a Quadrilateral: Method of Directions.


Fig. 26. Adjustment of Quadrilateral; Method of Directions.
As an example of the use of directions, the quadrilateral of Art. 99 will be adjusted. A comparison of the two methods of solving the same problem will be instructive. The figure is shown in Fig. 26 with the new notation. The number of angles being small, it will not be necessary to write lists of directions, but the separate angles of the triangles will be represented by the proper directions, instead, and other angles may be obtained from them bey addition or subtaction, the smbols being subjected to the same opreations. Thus, adling the two angles, $-(3)+(1)$ and $-(.4)+(5)$, we obtain their sum as -(3) +(5). The pole for the side equation is taken at south Base. The right-hand angles happen to have been written on the left side of the equation, and riee rersa, which is equisalent to changing all the signs in the equation without afferting the reathe. The computation of the trimgle is added in order to complete the solution.
(A)

| Beckwith. . . . . $-(3)+(4)$ | $26^{\circ}$ | $42^{\prime}$ | $51.8^{\prime \prime}$ |
| :---: | :---: | :---: | :---: |
| N. Base. . . . . . $-(a)+(2)$ | 108 | 27 | 44.3 |
| S. Base. . . . . . . $-(10)+(b)$ | 44 | 49 | 27.4 |
|  |  |  |  |
| $\epsilon_{a}=0.05^{\prime \prime}$ | $q_{a}=+3.45^{\prime \prime}$ |  |  |

(B)

| Walter. . . . . . . . $-(7)+(8)$ | $28^{\circ}$ | $17^{\prime}$ | $12.9^{\prime \prime}$ |
| :---: | :---: | :---: | :---: |
| N. Base . . . . . . . . $-(a)+(1)$ | 64 | 43 | 42.3 |
| S. Base. . . . . . . . - $-(9)+(b)$ | 86 | 59 | 07.7 |
|  |  |  | 02.9 |
| $\epsilon_{b}=0.06^{\prime \prime}$ | $q_{b}=+2.84^{\prime \prime}$ |  |  |


| Walter. $\ldots \ldots-(6)+(8)$ | $76^{\circ}$ | $20^{\prime}$ | $23.2^{\prime \prime}$ |
| :---: | :---: | :---: | :---: |
| Beckwith. $\ldots \ldots-(4)+(5)$ | 61 | 29 | 53.9 |
| S. Base. . . . . . $-(9)+(10)$ | 42 | 09 | 40.3 |
|  |  | $\overline{57.4}$ |  |
| $\epsilon_{c}=0.08^{\prime \prime}$ | $q_{c}=-2.68^{\prime \prime}$ |  |  |

Side Equation


| Condition Equations |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $i^{\prime}$ | 2 | 13 | 14 | $\cdots$ | $n$ | 17 | is | $r_{3}$ | $v_{10}$ | (q) |
| (1) |  | +1 | $-1$ | +1 |  |  |  |  |  | -1 | $+3.45$ |
| 17, | $+1$ |  |  |  |  |  | -1 | $+1$ | -1 |  | +2.84 |
| (6) |  |  |  | -1 | $+1$ | -1 |  | +1 | $-1$ | +1 | -2.68 |
| (1) | -0.999 | --0. 70 | +1.15 | -5.3:3 | +1.15 | $+0.51$ | $-3.91$ | +3.40 |  |  | -0.90 |
| (*) | $+0.01$ | +6.30 | +3.15 | -5).33 | +2.15 | -0. 49 | -4.91 | $+5.40$ | -2.00 | 0 |  |

Norval, Leda?


## Correlates

$$
\begin{aligned}
& D=\frac{-4.08}{+39.43}=-0.103 \\
& C=\frac{+0.114+2.375}{4}=+0.622 \\
& B=\frac{-1.244+0.654-2.84}{4}=-0.858 \\
& A=\frac{0+1.244-1.056-3.45}{4}=-0.815
\end{aligned}
$$

Testa (on Comlate

|  | Eq. (1) | Erq. (2) | E(1. (3) | E.4. 4 |
| :---: | :---: | :---: | :---: | :---: |
| A | $-3.26$ | 0 | +1.63 | +8.32 |
| B | 0 | -3.43 | -1.72 | $-5.42$ |
| C | -1.24 | $+1.24$ | $+3.73$ | +5. 83 |
| 1) | $+1.06$ | $-0.66$ | -0.96 | $-7.83$ |
| (1) | $+3.45$ | $+2.84$ | -2.65 | -0.90 |
|  | +1) 01 | -0.01 | 0 | 0 |






In this standard form of computation of the triangle sides, the given side is written first, followed by the opposite station and the other two in clockwise order around the triangle. The corrections are applied to the given angles to obtain the adopted (spherical) ones, from which the spherical excesses are deducted and the plane angles (to be used in the logarithmic computation) are found. The sum of these plane angles, of course, should be exactly $180^{\circ}$. The cologsine of the first angle is written below the log distance, followed by the logsines of the other two angles. Covering the fourth logarithm with a pencil or strip of paper, the first three are added to obtain the sixth, and the fifth is then obtained as the sum of the first, second, and fourth, by covering the third. In order that the computed lengths may be consistent throughout, a certain value is adopted for each distance and logarithm, and the necessary modifications are made by the application of small corrections as shown. It is a good plan to arrange the triangles in the above form before beginning the adjustment of the figure. Then the symbols and the observed angles (after local adjustment, if any) are in convenient form for use, together with the spherical excesses. After the adjustment, the corrections are inserted and the form completed.
105. Adjustment of a Quadrilateral: Approximate Method. ${ }^{1}$ The angles of a cuadrilateral may be made to satisfy the angle equations exactly and the side equation very nearly, by an approximate adjustment which, although not rigorous, may be sufficient for subordinate triangulation or detached figures in which great precision is not required. The weights of the angles are assumed to be equal.

The two triangles formed by one diagonal are first closed by correcting the four angles of each by one-fourth of the closure-error for the triangle. One of the other triangles is then closed by eorrecting each of its four new angles by one-fourth of its closurearror, which correction is also applied to the remaining four angles (of the fourth triangle), with the opposite sign, so that all four triangles are thus satisfied exactly. Taking the pole for the side

[^17]equation at the intersection of the diagonals, each of the eight new angles is corrected by one-eighth of the error of closure of the logsines divided by the algebraic mean of the eight differences for $1^{\prime \prime}$, the angles on the right being corrected with the opposite sign to those on the left, so as to bring the sums of their logsines closer together. If the eight angles were equal, the side equation, also, would be exactly satisfied by this method; in this case the figure would be a square.

For example, let us adjust the quadrilateral in Fig. 23, page 99, with the data and notation there given. (See next page.)

## 106. Adjustment to Conform to Work Previously Adjusted or

Fixed. Triangulation of a subordinate character is frequently carried on in connection with a main scheme or net in order that a number of points may be located from the main stations without reoccupying them expressly for this purpose. In primary triangulation, for instance, it is customary to read directions from the stations upon prominent objects such as church-spires, which may be used later by local surveyors for obtaining initial positions and azimuth. Such points do not enter into the adjustment of the main figures but are adjusted subsequently and usually separately, upon the previously adjusted work as a basis. Also, secondary or tertiary figures may be comected to or based upon primary ones so as to require separate adjustment which will not disturl) the previous work. If the connection be to one fixed line, only, that line would be used ats a base-line, and no condition woud be introduced. But if at triangle be fixed, or two sides and the included angle, the new conditions mast be so writen as not to disturb, the previous aldustment. The Method of Direetions is particularly comenient when fixed lines are involsed, as the directions may be ontted from those lines and they will not be affeeted he the adjustment. The angles are assumed to hatre heen adjusted herally, in adramere. The use of letere on the fixed lines. instearl of nmmbers, server to identify them without giving them the chatacter of unkown direetions, althongh an experioneod (emputer usablly omits the leteres as well as the numbers on the fixed lines. If the Method of Inglew were heal. Iocell amblitens
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would have to be added. The following simple cases will be considered. From the condition equations the solution proceeds in the usual manner.
107. Two Sides and the Included Angle Fixed. Fig. 27. The adjacent sides, $A$ and $B$, are fixed in length and the angle between them, also, must not be altered. If the missing diagonal had been


Fig. 27. Two sides and Included Angle Fixed
observed, it would have to be considered as fixed, since the sides, $A$ and $B$, and the included angle, determine the triangle completely. That case will be discused later. The only new lines, then, are the three which run to $C$, forming the two triangles. Aceorling to our rules, there are two angle equations, one for each triangle. and no side equation. However, the fact that two lines are fixed in length renders a condition necessary, which shall require the angles to be so adjusted that when one fixed line is computed from the other, the result will be equal to its known length. This condition is called a length equation. It has the same mature as at vide equation, but involves two known lengethe. The there equations are:
(A) $\quad-(b)+V_{1}-V_{2}+(d)-V_{5}+V_{6}-\left(18\left(0^{\circ}+\epsilon_{a}\right)=0\right.$
(B) $\quad-\Gamma_{1}+(c)-(a)+\Gamma_{3}-\Gamma_{4}+\Gamma_{5}-\left(180^{\circ}+\epsilon_{b}\right)=0$
(r) $A \frac{\sin \left(-a+I_{3}\right) \sin \left(-I_{5}+I_{6}\right)}{\sin \left(-I_{4}+I_{5}\right) \sin \left(-I_{2}+d\right)}=B$

It is obvions that the angle $\left(-a+l^{2}\right.$ ) for example maty be desim-
nated by $\left(+V_{3}\right)$ since there is to be no correction to the direction (a). The equations (130) may therefore be written,
(A) $\quad+V_{1}-V_{2}-V_{5}+V_{6}-\left(180^{\circ}+\epsilon_{a}\right)=0$
(B) $\quad-V_{1}+V_{3}-V_{4}+V_{5}-\left(180^{\circ}+\epsilon_{b}\right)=0$
(C) $\frac{A \sin \left(+V_{3}\right) \sin \left(-V_{5}+V_{6}\right)}{B \sin \left(-V_{4}+V_{5}\right) \sin \left(-V_{2}\right)}=1$.

To obtain the error of closure, $q$, for the length equation, the logarithm of the length $A$ must be added and that of $B$ subtracted, in the series of logsines. As these lengths are fixed, they do not appear in the reduced conditions, which have the form,
(A) $+v_{1}-v_{2}-v_{5}+v_{6}+q_{4}=0$
(B) $-v_{1}+v_{3}-v_{4}+v_{5}+q_{b}=0$
(C) $d_{-2} r_{2}+d_{+3} u_{3}+d_{-4+5 r_{4}}-\left(d_{-4+5}+d_{-5+6}\right) r_{5}+d_{-5+6} r_{6}+q_{c}=0$
108. Quadrilateral with One Fixed Triangle. Fig. 28. The quadrilateral being complete would have one side and three angle equations. The angle equation for the fixed triangle is satisfied in advance, however, so that there remain but two angle equations, and the side equation as independent conditions. Using the tri-


Fui. 2. One Triangle Fixed
angles $H$ ) $-1-B$ and $D-B($, alul placing the pole at $I$ ) for the side equation, we write the three conditions:
(A) $-(a)+V_{1}-V_{2}+(d)-V_{4}+V_{5}-\left(180^{\circ}+\epsilon_{a}\right)=0$

$$
\begin{equation*}
-(c)+V_{2}-V_{3}+(f)-V_{5}+V_{6}-\left(180^{\circ}+\epsilon_{b}\right)=0 \tag{B}
\end{equation*}
$$

(C) $\frac{\sin \left(-a+V_{1}\right) \sin \left(-c+V_{2}\right) \sin \left(-V_{3}+e\right)}{\sin \left(-b+V_{1}\right) \sin \left(-V_{2}+d\right) \sin \left(-V_{3}+f\right)}=0$

After obtaining the constants, $q$, the lettered directions, $a, b, c, d$, $e$, and $f$, would be omitted, as usual, in forming the reduced equations, although it is convenient to use them in the subscripts of the side equation to distinguish between those angles which differ only by the fixed angle at $A, B$, or $C$. Thus the reduced side equation would be,
(C) $\left(d_{-a+1}-d_{-b+1}\right) v_{1}+\left(d_{-c+2}+d_{-2+a}\right) r_{2}$

$$
\begin{equation*}
\left.-\left(d_{-3+e}-d_{-3+f}\right)\right)_{3}+q_{c}=0 \tag{134}
\end{equation*}
$$

## 109. Fixed Triangle or Polygon with Central Point Unoccupied.

 Fig.s. 29 and 30. In this case there are no new triangles and, therefore, no angle equations whatever. The pole for the single side equation is placed at the central, unoccupied (or concluded) station. If this station be outside of the triangle, the side equation would be the same as (C) in (133) and (134), above, but if it be inside the figure, the side equation has a characteristic symmetry

Fic. - 29.


Fı: 30.

Fixed Triangle or Polygon with Coneluded station
in that every mamered divection wecurs in both manerator and Aemminater. and the algehate signs are positive in the mamerator and besative in the denominator, or vice versil. Thus, for Fig. 29. the side equation would be as follews, omiting the hettered direetions which are umecessary in this wery simple nase.

$$
\begin{equation*}
\sin \left(+I_{1}\right) \sin \left(+I_{2}\right) \sin \left(+1_{3}\right)=1 \tag{135}
\end{equation*}
$$

Similarly, for Fig. 30, the side equation would be,
$\frac{\sin \left(+V_{1}\right) \sin \left(+V_{2}\right) \sin }{\sin \left(-V_{1}\right) \sin \left(-V_{2}\right) \sin \left(+V_{4}\right) \sin \left(+V_{5}\right)}\left(-V_{3}\right) \sin \left(-V_{4}\right) \sin \left(-V_{5}\right) \quad=1$
This case, especially Fig. 29, occurs so frequently in the location of subordinate stations that it may well receive special attention here. In its reduced form, equation (135) may be written,

$$
\begin{equation*}
\left(d_{+1}+d_{-1}\right) v_{1}+\left(d_{+2}+d_{-2}\right) v_{2}+\left(d_{+3}+d_{-3}\right) v_{3}+q=0 \tag{137}
\end{equation*}
$$

in which $d_{+1}$ is the difference for $1^{\prime \prime}$ in the logsine of angle $\left(+M_{1}\right)$, $d_{-1}$ is that difference for angle $\left(-M_{1}\right)$, etc. This equation has the same form as (86) of Art. 80, page 73 , so that $a_{1}=\left(d_{+1}+d_{-1}\right)$, $a_{2}=\left(d_{+2}+d_{-2}\right)$, etc. Assuming equal weights, which will usually he the case, the correlate for the single equation will be, from (S7),

$$
\begin{equation*}
A=\frac{-q}{[a a]} \tag{1;8}
\end{equation*}
$$

and the corrections will follow from ( 88 ),

$$
\begin{equation*}
v_{1}=a_{1} A=a_{1} \frac{-q}{[a q]} ; \quad v_{2}=a_{2} A=a_{2} \frac{-q}{[a t]} ; \text { etc. } \tag{139}
\end{equation*}
$$

It is easy, then, to arrange the logsines in positive and negative colums, and to take their algebraic sum as $q$. The algebraic sum of the differences for $1^{\prime \prime}$ corresponding to the directions (those in the negative column having their signs changed) will be the a's, and the sum of the squares of these a's is the denominator of the factor, -q [ar $]$, in (139). Each $v$ is computed by multiplying its a into this factor.

For example, let us adjust the following observed angles for Fig. 29, the weights being cqual. Each angle is followed by its logsine and the difference for $1^{\prime \prime}$ in that logsine, the left-hathed angles, in the lefthand colum, being considered positive. The spherical exeses for the fixed triangle is $0.30^{\prime \prime}$.

$$
\begin{aligned}
& \infty \\
& \infty \\
& \underset{\sim}{+}+\underset{+}{+}
\end{aligned}
$$

$$
\begin{array}{r}
9.7220376 \\
9.6374423 \\
9.7323388 \\
\hline 9.0918182 \\
+9.0918034 \\
\hline q=-148
\end{array}
$$

$$
\begin{array}{lcc|c}
\vdots & \ddots & \ddots & 0 \\
\vdots & \ddots & 7 & 8 \\
\vdots & \ddots & 9 & 9 \\
\vdots & \therefore & \hat{i} & 8
\end{array}
$$

$$
=\stackrel{n}{=}=
$$

$$
[a a]=162.82
$$

$$
(-)
$$

$$
\begin{aligned}
& \text { isth place instead of the seventh in order to diminish the coefficients. } \\
& a_{1}=\left(d_{+1}+d_{-1}\right)=+4.01+3.39=+7.40 \quad 54.76 \\
& a_{2}=\left(d_{+2}+d_{-2}\right)=+3.56+4.38=+7.94 \quad 63.04 \\
& a_{3}=\left(d_{+3}+d_{-3}\right)=+3.43+3.28=+6.71 \\
& 45.02
\end{aligned}
$$

The reduced side equation is,

Thus. $-4[a 6]=+14.8162 .82=+0.091^{\prime \prime}$, and the corrections are,

$\ldots 9^{\circ} 0+=\left(\ldots 160^{\circ} 0+\right) 12 \cdot 9+=8 \cdot$,

The final, aljusted angles and their logsines (to test the work) are,

| $27^{5}$ | $39^{\prime}$ | $42.77^{\prime \prime}$ |
| :--- | :--- | :--- |
| 30 | 32 | 59.02 |
| 31 | 34 | 11.31 |
| 89 | 46 | 53.30 |
| 90 | 13 | 07.00 |
| 140 | 00 | 00.30 |

$\underset{+}{\square} \underset{+}{\square}$

The side equation is satisfied, since the sums of the positive and negative logsines are equal, namely, 9.0918108. Also, the sum of all the angles remains unchanged, and each of the three angles of the fixed triangle is the same as before the adjustment, since each correction was applied both positively and negatively. An ordinary slide-rule is sufficient for the arithmetical work, and after the sum of the aa's is obtained, each $v$ is found at one setting of the rulc. The above illustration of the process is given in greater detail than is necessary when the methorl is understood.
110. Adjustment of a System between Points of Control. Large systems of triangulation, such as the primary work of the U. S. Coast and Geodetic Surver, may extend over strips of country for hundreds of miles. In such great distances, errors of various kinds are likely to have a cumulative effect which beeomes too great to be tolerated. It is necessary, therefore, to control, or check, the triangulation at intervals which will depend upon the precision of the observations, the points of control being farthest apart in first-clase, or primary systems. The lengths are eontrolled by measured base-lines, the positions, by astronomical observations for azimuth, latitude, and longitude, and the cleration.., by precise spirit leveling, although the astronomical observations may really control all three elements of a sytem, that is, its size, shape, and position. (See Art. 8.5, page so.)

In $\underline{\text { general, the controlling points for these different purpose }}$ will not be coincident. The ohservations for azimuth may mot be made at the same stations as those for latitude or longitude. or at the base-lime stations. To illustrate the character of the control. however, it will be asemmed fore example that a given system, or net. starts at a certain line, AB. Fig. 31, whene length and azimuth ate kiown as well as the latitude, lougitude and doration of one of its ends, amd that it extende to another line ('l), which is fixed in the same mamers, in length. direetion. perition. and devation. This line. ('I), may haw been fixed he miginal
 lines, or it may be a lime in a previonsly adjuated tratugatation
system which is so precise or so strong that it is not subject to modification by the subsequent work.


Fig. 31. Triangulation System with Control

If the separate elemental figures, such as quadrilaterals, are adjusted in advance, with local, side, and angle equations, and the lengths and positions are computed from the initial side, $A B$, through the system, the final line might fall at $C^{\prime} D^{\prime}$ instead of $C D$. If, then, all the lines of the system were flexible except $A B$, and $C^{\prime} D^{\prime}$ were picked up and forced to coincide with $C D$, it is easily seen that all of the lines and angles would probably be distorted. The adjustment, therefore, affects all of the angles in the net. The Base-line, or Length, Equation provides that the length of $C^{\prime} D^{\prime}$, computed from $A B$, shall be equal to the fixed length, $C D$. This condition is similar to the length equation $(C)$ of Art. 107, page 121, but must extend through the whole net. The Azimuth Equation requires that $C^{\prime} D^{\prime}$ shall be parallel to $C D$. The Latitude Equation states that the latitude of a point such as $C^{\prime}$ shall be equal to the fixed latitude of the corresponding point, $C$, and the Longitude Equation expresees the same requirement for their longitudes. It is evident that these conditions are independent-that any one or more of them eould be satisfied without fore ing the others to he fulfilled. For example, the line (' $D$ ' might have the same length as $\times 1$ ) and (' might coneide with $C$. and still the azimuths might be different. Of course, the amount of the diserepance is exagerated in the figure.

In a rigid adjustment, all of these conditions would be combined with the local, side, and angle conditions and satisfied simmbtaneontly. It is usally sufficient, and murh mene convenient,
however, to perform the figure adjustments and then modify them so as to effect the closure upon the controlling line through the above four conditions. In primary triangulation of the highest grade, the rigid, complete adjustment may be required.

When an extensive system contains several points of control, such as base-lines or astronomical stations, it is customary to regard the net as subdivided at these points into sections, and to adjust cach section independently. This method has practical advantages which outweigh its divergence from the ideal adjustment of an entire system as a single problem. ${ }^{1}$

The special case sometimes occurs in which a detached net, having its own base-line, but only approximate astronomical position, is connected, after its figure adjustment, to a fixed system through a single figure, such as a quadrilateral or centralpoint figure. If the discrepancy in length between the two systems be small, it may be thrown entirely into the intervening figure, which would have, therefore, two lines fixed in length, as shown in Figs. 32 and 33. In addition to the usual angle and side equations, the figure would have a length equation such as $(C)$ of Art. 107, page 121. It is assumed that the geographic positions for the detached system are to be obtained, through this connection, from the fixed one. ${ }^{2}$


Fu: 32. Length Equation

[^18]111. Adjustment of Trigonometric Leveling. The adjustment of the horizontal angles in triangulation is generally independent of the vertical angles, which will be used to compute the difference of elevation between the various stations. Although


Fig. 33. Length Equation
these rertical angles may be adjusted directly, it is usually casier and at the same time satisfactory, to adjust the computed differences of elevation, and this is done by the method illustrated in Art. 77, page 64 . A long net may be divided into sections to facilitate the adjustment, and if a control point becomes available in the form of a station whose devation has been determined directly through a line of precise levels, the entire net intervening between the initial elevation and this final one may be adjusted to conform to this total difference of elevation by a slight modification of the partial adjustments without disturbing their conditions, as the proportionate discrepancies will be very small in carefully executed work.
112. Base-lines. The measurement of a base-line is carried out in sections, and the total length is the sum of the sections. It is customary to measure earh rection two or more times, in both directions and under different conditions. The separate meatives of a seetion are then adjusted as direct observations, bey taking their mean or weighted mean. It is seldom that weights are required, howerer, since additional measures are made if there is too much diserepancy betwern the first two, and doubtul results are subjere to rejoction in the field.

## CHAPTER VII

## EMPIRICAL FORMULAS

113. Empirical Formulas. Experimental investigations frequently comprise the determination of the values of a certain function corresponding to known, assigned, or observed values of its independent variable. It is often desirable to express the relation thus determined, between the function and the variable, in the form of an equation. Should the observations be the same in number as the unknown constants or coefficients of the equation, a rigid solution of the problem would result, as explained in Art. 22 . But, as it is customary to make a larger number of observations in order to obtain increasel precision, the problem becomes one of determining the equation which will best represent the entire group of olservations, thas involving an aljustment by the Method of Least squares. Such an expression, depending upon experimental data, is known as an Empirical Formula.
114. Their Uses. Empirical formulas are sometimes called interpolation formulas from the fact that one of their principal wese is to facilitate the interpolation of values of the function among the obervations. The curve which represents the formula is smooth and continuous and aroids the diserepancies among the varions obsefvations, so that interpolation is usually safe and rememable. However, there is generally a tendeney to wise the formula beyond the limits of the observations, that is, to extabpolate along an extension of the eurse. While this yidds, in many eases, very usefuland interesting results, care must be taken that such mesults be not considered trustworthe execpt within reatomable limits.
foncetimes it serms imposible to derise at theoretieal relation between two variables, while it is exident from the abservations that some cemmection doese exist. Here the empirical formuk mas be the only ome arailable.

It is not cesential that the relation exprested loy the function
have any foundation in theory. It may be purely accidental, as is the case in many statistical investigations. A formula may be stated between the death-rate of a city and the time or season, or between the depth of a pond and the distance from the shore. However, the existence of a close relationship, such as cause and effect, is sometimes indicated by an empirical formula, resulting in the subsequent development of the rigid formula by theoretical analysis. In this manner some well-known laws have been discovered.
115. Nature of the Problem. Equations may be partially or wholly empirical. For example, the form of the expression may be developed theoretically and regarded as known, leaving only the numerical constants and coefficients to be obtained empirically. Or, nothing whatever may be known concerning the formula, in which case it is necessary to assume a form for the equation and then determine the constants by an adjustment of the observations. In any event, the problem is, to ascertain those constants which will make the given expression, whether of previously known or assumed form, represent the observations as nearly as possible. Should there be uncertainty as between different forms which could be assumed, or should the residuals resulting from a solution be unsatisfactorily large, one or more other forms may be assumed and the constants be determined for each of them, that one being finally adopted for which the sum of the squares of the residuals is the least.
116. The Form of the Equation may be known from theoretical considerations, as when it is a special case of a group of expressions the nature of which is known. But in the great majority of cases, it must be obtained from the observations themselves. This is conveniently done by plotting them as rectangular coordinates, representing the values of the function, $y$, as ordinates, and those of the independent variable, $x$, as absecisas, each point thus plotterd corresponding to one observation. A smooth curve is then sketched so as to follow the ploted points as nearly as practicalde. An inspection of this curve will generally throw it into one of three clastes, namely: (1) a portion of a conie seetion, such as a straight line or a parabola; (2) a periodic or wave-like
curve; or (3) a curve which is non-linear with respect to the unknown coefficients, that is, one which involves their products, squares, or higher powers, or functions. ${ }^{1}$

To assist in the selection of a suitable form, a number of curves, with their equations, are shown in Appendix E. Apparent properties of the desired curve should be carefully noted, as positions of axes, asymptotes, points of inflection, points of crossing of axes, maxima and minima, regular or irregular periodicity, etc., so that the equation selected may be capable of representing these features. In general, however, it is convenient to utilize an expression in the form of a series which can embrace all the curves in a certain group. This is particularly useful in the first two of the above classes of curves, and will now be illustrated.
117. Straight Lines and Parabolic Arcs. The simpler curves vary from the straight line, through the forms which appear uniformly curved, to those in which the sharpness of curvature increases or decreases continuously in one direction. It is possible to represent any of these by a series of the form,

$$
\begin{equation*}
y=a+b x+c x^{2}+d x^{3}+e x^{4}+\ldots \tag{140}
\end{equation*}
$$

The character of the curve will determine the number of terms to be used in this equation. Thus, if a straight line be desired, the first two terms would suffice, giving,

$$
\begin{equation*}
y=a+b x \tag{141}
\end{equation*}
$$

If the curvature is slight, or if the curve straightens towards one end, the parabolic form may be assmed,

$$
\begin{equation*}
y=a+b x+c x^{2} \tag{1+2}
\end{equation*}
$$

Or, if it be desired to represent the plotted points still mome closelys. one or more terms may be added, the principle being that the freater the number of terms used, the more nearly will the resulting formula fit the observations. If an uneresenty large number of terms is used, the roefficiente of those which might be omitued

[^19]will come out quite small or negligible, and a re-solution with the simpler form may be advisable.

It should be noted that the straight line is a special case, and that although the plotted points seem to lie very close to such a line it is usually best to use the formula for a parabola and obtain a curve which approximates closely to the straight line. This parabolic form is of very general application for empirical formulas because of its convenience and adaptability.
118. Periodic Functions. If the curve is composed of similar elements which repeat themselves as $x$ increases, the function is evidently periodic, that is, the values of $y$ corresponding to increasing values of $x$ will pass through similar cycles or periods. The curve in many cases will have a wave-like form, and it may be simple or very complex. The general formula to be used is a Fouricr series,

$$
\begin{align*}
y=a & +b \sin \frac{360^{\circ}}{m} x+c \cos \frac{360^{\circ}}{m} x \\
& +d \sin \frac{360^{\circ}}{m} 2 x+e \cos \frac{360^{\circ}}{m} 2 x+\ldots \tag{143}
\end{align*}
$$

in which $a, b, c$, ete., are the constants to be determined. ${ }^{1}$ By using a sufficient number of terms, this equation may represent any curve whatever, for finite values of the variables, but in the case of periodic functions it is particularly useful. If the clementary parts of the curse are alike and not complicated, the first three terms will be sufficient; otherwise, succeeding pairs of terms should be added, involving the multiples of $x$. Unless a complex formula is expected, it is well to sketch each wase in the carvese it will be symmetrical about its middle ordinate. If the total angle comresponding to a cecle should be $180^{\circ}$ instead of $360^{\circ}$, this number should be subtituted for the latter in the formula.

The constant quantity, $m$, is the mumber of mits of $x$ in one cerde or period, and is assumed from an inspection of the curve and the observations. For example, suppose the brightness of a

[^20]variable star to be observed from day to day, and when plotted as a function of the time to seem to have a period of about nine days. Here, $x$ would be the number of days elapsed since an assumed epoch (sach as the date of the first observation) and $m$ would be assumed as 9 . Thus, $x / m$ is an abstract number; $360^{\circ} x / m$ is a number of degrees; and $360^{\circ} / \mathrm{m}$ is a constant coefficient of $x$ in any single problem. Different values of $m$ may be assumed, and the problem solved for each, if deemed worth while, that one being adopted for which the sum of the squares of the residuals is the least. In determining the period, $m$, from the curve, it is well to measure it at several places, if possible, and take the mean.

When the empirical formula of this periodic type has been determined, it mav le transformed into a more convenient expression in the following munner: Let $n_{0}, n_{1}, n_{2}, N_{1}, N_{2}$, etc., be auxiliary quantities determined from the assumptions,

$$
\begin{array}{ll}
n_{0}=a ; & n_{1} \sin \lambda_{1}=b ; \\
& n_{2} \sin \lambda_{2}=l ;  \tag{144}\\
n_{1} \cos \lambda_{1}=c ; & n_{2} \cos \lambda_{2}=e ; \text { ete. }
\end{array}
$$

Substituting in (143), and combining, we have

$$
\left.y=n_{1}+n_{1} \cos \left(\begin{array}{c}
360^{\circ}  \tag{1+5}\\
m
\end{array}-x-X_{1}\right)+n_{2} \cos \left(\begin{array}{c}
360^{\circ} \\
m \\
2 x
\end{array}\right)-X_{2}\right)+\ldots
$$

which is shorter than (143). From (14),

$$
\mu_{1}=\frac{b}{\sin \Gamma_{1}} \quad \tan \lambda_{1}=\frac{b}{c} \text {, ctc. }
$$

119. Non-linear Forms. Ls stated in Art. 38, equations of higher degree can be reduced to linear form, in general. by Taybors Theorem, and in the case of exponential equations by the wion of logarithms. Thus, it is not necessary to treat these highor deqree exprexions exeept by reducing to the linear form and then applying the wisal methods. There procesese of reduction will now be explaned. They atre applicable, of "ourse, to equations which
 which are hom-linear as wh the coefficients.
120. Exponential Functions. Equations in which the maknwn
 tion th line:r form which, owing to its simplicity. will he disensed
first. In brief, the method is to throw the equation into the logarithmic form, by taking the logarithm of each member, and the resulting function will be linear with respect to the desired coefficient. Suppose the function to be of the form

$$
\begin{equation*}
y=a x^{b}, \tag{145}
\end{equation*}
$$

in which $a$ and $b$ are to be determined so as to fit all of the observations as well as possible. Taking the logarithm of each member,

$$
\begin{equation*}
\log y=\log a+b \log x \tag{146}
\end{equation*}
$$

which has the linear form

$$
\begin{equation*}
y^{\prime}=A+b x^{\prime} \tag{147}
\end{equation*}
$$

where $A$ and $b$ are the unknown constants.
By plotting $\log x$ and $\log y$ as coordinates, or by using logarithmic cross-section paper for plotting $x$ and $y$, the above exponential formula would be represented by a straight line. Thus the assumption of this form of equation can be easily checked.

Special attention must be given to the weights in this case of exponential functions, for the weights of the reduced, linear equations will not be the same as before reduction to the linear form, even though they were then equal. ${ }^{1}$ If the weights of the original observations of $y_{1}, y_{2}, y_{3}$, ctc., are $w_{1}, u_{2}, u_{3}$, etc., the corresponding weights of the functions, $\log y_{1}, \log y_{2}, \log y_{3}$, etc., will be $y_{1}^{2} u_{1}$, $y_{2}{ }^{2} w_{2}, y_{3}{ }^{2} u_{3}$, etc..$^{2}$ Or, if the original weights are equal, the reduced equations will be weighted directly as the squares of the corresponding observed values of $y$. If the empirical formula

[^21]follows the observations very closely, however, as is usually the case, these weights will not have much effect. In fact, the errors of observation may warrant neglecting them in most cases.
121. General Case of Reduction to Linear Form. A simple example of an equation of the non-linear form with respect to the coefficients would be the following:
\[

$$
\begin{equation*}
y=a^{2}+b^{3} x+c x^{2}+d^{3} x^{3}+\ldots \tag{148}
\end{equation*}
$$

\]

Thus, each observation equation would be a function of $a, b, c, d$, etc., since $x$ and $y$ would be the observed numerical quantities, so that if the observed values of the function, $y$, be represented as usual by $M_{1}, M_{2}, M_{3}, \ldots M_{n}$, the observation equations would have the form,

$$
\begin{align*}
& f_{1}(a, b, c, \ldots)=M_{1} \\
& f_{2}(a, b, c, \ldots)=M_{2} \\
& f_{3}(a, b, c, \ldots)=I_{3}  \tag{149}\\
& \ldots \\
& f_{n}(a, b, c, \ldots)=M_{n}
\end{align*}
$$

The functions $f_{1}, f_{2}, f_{3}$, etc., on the left-hand side of these equations are different owing to their having different mumerical values of $x$. Now let the best or most probable values of $a, b, c$. etce, namely, those which will result from this solntion, be $A, B, C$. ete.e, and let $A_{0}, B_{0}, C_{0}$, ete., represent approximate vahues of $A, B, C$, ete., detemined by the solution of some of the obsersation equations as simultaneous equations. Then let

$$
\begin{align*}
& A=A_{0}+a^{\prime} \\
& B=B_{0}+b^{\prime}  \tag{150}\\
& \prime^{\prime}=c_{0}+r^{\prime}
\end{align*}
$$

in which $a^{\prime}, b^{\prime}, c^{\prime}$, . . are small rorrections 10 the aswmed
approximate values, to be determined by this solution. The observation equations may now be written,

$$
\begin{array}{lll}
f_{1}\left(A_{0}+a^{\prime},\right. & B_{0}+b^{\prime}, & \left.C_{0}+c^{\prime}, \ldots .\right)=M_{1}+v_{1} \\
f_{2}\left(A_{0}+a^{\prime},\right. & B_{0}+b^{\prime}, & \left.C_{0}+c^{\prime}, \ldots .\right)=M_{2}+v_{2}  \tag{151}\\
f_{3}\left(A_{0}+a^{\prime},\right. & B_{0}+b^{\prime}, & \left.C_{0}+c^{\prime}, \ldots .\right)=M_{3}+v_{3}
\end{array}
$$

the residuals being represented by $v_{1}, v_{2}, v_{3}, \ldots$
These functions will now be expanded by Taylor's Theorem. The unknown corrections, $a^{\prime}, b^{\prime}, c^{\prime}$, . . . being small, it is permissible to neglect the terms involving their products and higher powers. The constant terms, $f_{1}\left(A_{0}, B_{0}, C_{0}, \ldots\right), f_{2}\left(A_{0}, B_{0}, C_{0}, \ldots\right)$, etc., will be combined with the corresponding $M_{1}, M_{2}$, etc., and represented by $l_{1}, l_{2}$, ctc., thus,

$$
\begin{equation*}
f_{1}\left(A_{0}, B_{0}, C_{0}, \ldots\right)-M_{1}=l_{1} \tag{1:52}
\end{equation*}
$$

The observation equations will then become,

$$
\begin{align*}
& l_{1}+\frac{d f_{1}}{d A_{0}} a^{\prime}+\frac{d f_{1}}{d B_{0}} b^{\prime}+\frac{d f_{1}}{d C_{0}} c^{\prime}+\ldots=t_{1} \\
& l_{2}+\frac{d f_{2}}{d A_{0}} a^{\prime}+\frac{d f_{2}}{d B_{0}} b^{\prime}+\frac{d f_{2}}{d C_{0}} c^{\prime}+\ldots=v_{2} \tag{153}
\end{align*}
$$

which are linear with regard to $a^{\prime}, b^{\prime}, c^{\prime}, \ldots$ The differential coefficients are obtained by differentiating the left-hand members of (149) with respect to $a, b, c$, ete., and then substituting for these quantities their approximate values, $A_{0}, B_{0}, C_{0}$, ete. If now we let the differential coefficients be represented $b_{y} a_{1}, b_{1}, c_{1}$, etc., with the subscripts of the corresponding equations, we obtain,

$$
\left.\begin{array}{c}
a_{1} a^{\prime}+b_{1} b^{\prime}+c_{1} c^{\prime}+\ldots . \\
a_{2} a^{\prime}+b_{2} b^{\prime}+c_{2} c^{\prime}+\ldots \\
\ldots .+l_{1}=r_{1} \\
\ldots \ldots=l_{2}=v_{2} \\
a_{n}\left(l^{\prime}+b_{n} b^{\prime}+c_{n} c^{\prime}+\ldots\right.
\end{array}\right)+l_{n}=r_{n} .
$$

which are similar to ( 18 ), page 27 . Nomal equations having been formed as in (21) or (22), their solution in the usial manner results in the desired corrections, $a^{\prime}, b^{\prime}$, $e^{\prime}$, etce.. which applied to the approximate values, $A_{0}, B_{0}, C_{0}$, ete., as in ( 150 ), give the most
probable values, $A, B, C$, etc. From these, the desired nonlinear coefficients of the original equation are computed directly, giving finally the empirical formula sought.

If the observations are of different weight, the general form of normal equations, (21), would be used as in Indirect Observations, Chapter III.
122. Determination of the Constants. The plotted observations having been investigated and a suitable form selected for the equation, reduced, if necessary, to the linear form as just explained, it remains to form the observation equations and from them the normal equations, the solution of which is to give the desired constants for the empirical formula. In general, it is similar to the case of Indirect Observations, and the methods of Chapter III are applicable. The function will be stated in the explicit form, $y=f(x)$, although, of course, these quantities may be reversed, if desired, to fit the conditions, into $x=f(y)$, which form may sometimes be simpler than if fractional exponents were used.

The observation equations are formed, one for each observation, by substituting for $x$ and $y$ their observed values. The processes of Arts. 48 and 49 may be utilized for the simplification of the equations, and the normal equations will take the form of (22) or (21) according as the weights are equal or unequal. The solution of the normal equations will be carried out by the usual methods, and the resulting values of the unknowns, modified as necersary, will furnish the constant term and coefficients of the empirical formula.
123. Test of Empirical Formula. There are two methods of determining bow elosely the formula corresponds to the observaltions, mamely, by ploting the curve of the formula and by eomputing the residuals.

The residuals are formed by subetituting the observed values of the variable, $x$, in the empirical formula and computing the corresponding values of $y$. subtracting from these the observed values of $y$, we obtain the residuats with the signs of corrections to the observations. The sum of the squares of these residuals is the quantity which should be a minimm if the cmpiriceal formula is the most probable one.

Having pletted the values of $y$. computed at abowe from the
formula, the need of other, intermediate values in order to accurately define the curve may be seen at once and such values computed and plotted and the curve drawn by means of a French curve. If this be done on the sheet showing the original observations, the value of each residual is shown to scale by the vertical distance from the corresponding observation up or down to the curve, according as the residual is plus or minus, measured on its ordinate. Inspection of these graphical residuals will determine whether or not another form of curve should be assumed and the work repeated in order to find a closer approximation to the observations. If this should be done, the sums of the squares of the residuals in the two cases would be compared and that formula adopted for which this sum is the smaller. In a case of great importance, especially one that involves a large number of observations, several trials of this kind might be made in order to obtain the best formula.
124. Remarks. The above method of deriving empirical formulas is cvidently closely analogous to the adjustment of Indirect Observations, that is, observations of a function of several quantities, and it must be borne in mind that in this method the errors of observation are assumed to lie in the values of the function, $y$, and not in those of the variable, $x$. At least, the errors in $x$ are assumed to be negligible in comparison with those of $y .{ }^{1}$

A final word of caution must be added with regard to the use of the empirical formula. In general, it is safe to use it within the range of the observations, that is, in interpolation; but only in very exceptional cases should it be depended upon for extrapolation, outside of these limits. Duncan ${ }^{2}$ cites the example of the stress-strain curve, which is practically a straight line until the elastic limit is reached, but which, at that point, suddenly breaks into a sharp curve. An extrapolation from the straight line would be greatly in error.

Again, it must be emphasizel that the form of the empirical equation is assumed at the outsed and from considerations outside

[^22]of the Method of Least Squares. From that point as a beginning, this method determines the best values of the coefficients for that form of equation, but unless a suitable form has been selected the resulting empirical formula may be no better than a rough guess. Therefore, great care should be exercised in choosing the form of the equation.

When the observed data are few and widely scattered, it is scarcely worth while to go to the trouble of a Least Squares adjustment to establish an empirical formula. In such a case, it is usually sufficient to sketch a smooth curve through the plotted observations and to cletermine the constants of the curve by scaling various elements from it, in connection with its known properties. In particular is this method applicable to straight lines and to those hyperbolic forms which appear as straight lines when plotted on logarithmic paper.
125. Example: Straight Line. Let it be required to derive a formula which shall fit the following observations as nearly as possible, preference being given to a straight line, if reasonable.

| $x$ | $y$ | $x$ | $y$ |
| ---: | ---: | :---: | :---: |
| -1.0 | +14.0 | +14.0 | +5.0 |
| +1.0 | 13.0 | 17.0 | 2.9 |
| 5.0 | 10.7 | 20.0 | 1.0 |
| 9.0 | 8.0 |  |  |

Upon ploting these observations, as in Fig. 34, it is seen that they fall nearly in a straight line, so we shall assume the form

of the equation to be, $y=A+B x, A$ and $B$ to be determined. Substituting the observed data in this form and reversing the order we obtain the equations,

$$
\begin{align*}
& -\quad B+A-14.0=0 \\
& +\quad B+A-13.0=0 \\
& +5 B+A-10.7=0 \\
& +9 B+A-8.0=0  \tag{155}\\
& +14 B+A-5.0=0 \\
& +17 B+A-2.9=0 \\
& +20 B+A-1.0=0
\end{align*}
$$

Considering these to have the form, $a_{1} A+b_{1} B+l_{1}=v_{1}$, to correspond to equations (18), the normal equations take the form of (22), and become

$$
\begin{align*}
& +993 B+65 A-263.8=0 \\
& +65 B+7 A-54.6=0 \tag{1.56}
\end{align*}
$$

the solution of which gives $A=+13.62$, and $B=-0.63$, so that the required empirical formula is,

$$
\begin{equation*}
y=13.62-0.63 x \tag{1.57}
\end{equation*}
$$

Substituting the values of $A$ and $B$ in (155), with the original values of $x$, the computed values, $y^{\prime}$, are obtained, and subtracting from these the corresponding observed values, $y$, we find the residuals $r$, which, for further reference, will be squared and alded.

| . | 4 | $y^{\prime}$ | $r$ | $r^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $-1.0$ | $+14.0$ | $+14.25$ | +.25 | 062.5 |
| +10 | 13.0 | 12.99 | $-.01$ | 1 |
| 5.0 | 10.7 | 10.47 | -. 23 | 529 |
| 90 | S 0 | 7.9 .5 | $-.0 .5$ | 2.5 |
| 14.0 | - 0 | 4 4. 0 | $-20$ | 400 |
| 17.0 | 29 | $\underline{2.91}$ | $+.01$ | 1 |
| 20.0 | 10 | 1.02 | +.02 | 1 |
|  |  |  | $\left[r^{2}\right]=.15 . j$ |  |
| 0. 0 |  | +13.62 |  |  |
| +21. ${ }^{\text {a }}$ |  | $0)$ |  |  |

The line is casily plotted from the points where it crosses the axes, that is, where $x=0$ and where $y=0$, which have been added to the above table. It is shown in Fig. 34. The residuals are indicated as the vertical distances of the observations from the plotted line.
126. Example: Parabola. From the observations in the preceding article, let us determine a curve instead of a straight line, using the parabolic form,

$$
\begin{equation*}
y=A+B x+C x^{2} \tag{158}
\end{equation*}
$$

Substituting the observed values of $x$ and $y$, and reversing the order, we obtain the observation equations,

$$
\begin{array}{r}
C-B+A-14.0=0 \\
C+B+A-13.0=0 \\
25 C+5 B+A-10.7=0 \\
81 C+9 B+A-8.0=0  \tag{159}\\
196 C+14 B+A-5.0=0 \\
289 C+17 B+A-2.9=0 \\
400 C+20 B+A-1.0=0
\end{array}
$$

In order to reduce the coefficients of the first two unknowns, we let ( $"=100 C$ and $B^{\prime}=10 B$, as in Art. 49. Then we have,

$$
\begin{align*}
& .01 C^{\prime}-.1 B^{\prime}+.1-14.0=0 \\
& .01 C^{\prime \prime}+.1 B^{\prime}+. A-13.0 \\
& .25 C^{\prime}+.5 B^{\prime}+.1-10.7 \\
& .51 C^{\prime \prime}+.9 B^{\prime}+.1-5.0  \tag{160}\\
& 1.96 C^{\prime \prime}+1.4 B^{\prime}+.1-5.0 \\
& \because .99 C^{\prime \prime}+1.7 B^{\prime}+.1-2.9 \\
& 4.00 C^{\prime \prime}+2.0 B^{\prime}+.1-1.0
\end{align*}
$$

The resulting normal equations are,

| $C^{\prime \prime}$ | $B^{\prime}$ | $A$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| +28.91 | +16.50 | +9.93 | -31.61 | $=0$ |
| +16.50 | +9.93 | +6.50 | -26.38 |  |
| +9.93 | +6.50 | +7.00 | -54.60 |  |

and their solution yields the values, $A=+13.52, B^{\prime}=-5.63$, and $C^{\prime}=-0.34$. Then $B=0.1 B^{\prime}=-0.56$, and $C=0.01 C^{\prime}=$ -0.0034 . The empirical formula is, therefore,

$$
\begin{equation*}
y=13.52-0.56 x-0.0034 x^{2} \tag{162}
\end{equation*}
$$

The similarity of the first two terms of the second member to those of (157), as well as the very small coefficient of $x^{2}$, indicates that the curve approximates closely to the straight line of the previous article. However, we shall investigate the residuals to see how closely the observations are followed. Computing the values of $y$ and designating them by $y^{\prime}$ as before, we find:

| $x$ | $y$ | $y^{\prime}$ | $v$ | $r^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| - 1.0 | +14.0 | +14.08 | +0.08 | . 0064 |
| +1.0 | 13.0 | 12.96 | - 4 | 16 |
| 5.0 | 10.7 | 10.64 | - 6 | 36 |
| 90 | 8.0 | 8. 20 | + 20 | 400 |
| 14.0 | 5.0 | 5.01 | + 1 | 1 |
| 17.0 | 2.9 | 3.102 | + 12 | 14. |
| 200 | 1.0 | 0196 | - + | 16 |
| $\left[r^{2}\right]=$ = $010 i \square$ |  |  |  |  |

Evidently, this curve is much closer to the observations than is the straight line. The residuals are smaller and the sum of their square is smaller by more than half. The ploted come is shown, adso, in Fig. 3.4, where its advantages ape apment.
127. Example: Exponential Curve. The following observations are plotted in Fig. 35, and an exponential curve seems reasonable to assume. In order to investigate the equation more in

| $x$ | $y$ | $\log x$ | diff. | $\log y$ | diff. | $y^{2}$ |
| :---: | ---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 4.6 | 0.301 |  | 0.663 |  | 21 |
| 0.6 | 5.8 | 9.778 | .48 | 0.763 | .10 | 34 |
| 1.2 | 7.6 | 0.079 | .30 | 0.881 | .12 | 58 |
| 1.6 | 9.6 | 0.204 | .12 | 0.982 | .10 | 92 |
| 2.0 | 11.5 | 0.301 | .10 | 1.061 | .08 | 132 |
| 2.4 | 14.4 | 0.380 | .08 | 1.158 | .10 | 207 |
| 2.8 | 17.5 | 0.447 | 07 | 1.243 | .08 | 306 |
| 3.0 | 20.0 | 0.477 | 03 | 1.301 | .06 | 400 |

detail, the common logarithms of $x$ and $y$ are tabulated, also, with their successive differences.


Fta. 3.7. Exponential Function: Simple Photins
It in exdent from an inseetion of these difierenes that there is no straight-line relation between log $x$ and log y. and photing
these values as coordinates shows a distinct curve, in Fig. 36. However, the differences in $\log y$ are seen to correspond quite


Fig. 36. Exponential Function; Logarithnic Plotting
closely with those in $x$ itself, and this is verified by plotting $x$ and $\log y$, in Fig. 37. Therefore, the desired equation will have


Fic. 37. Exponential Function; Semi-logarithmic Plotting
the form,

$$
\begin{equation*}
\log y=A+B x \tag{16:3}
\end{equation*}
$$

or, if $A=\log A^{\prime}$,

$$
\begin{equation*}
y=A^{\prime}\left(10^{B r}\right) \tag{16.4}
\end{equation*}
$$

Writing the former equation in the usual order for observation equations,

$$
\begin{equation*}
B x+A-\log y=0 \tag{16.5}
\end{equation*}
$$

Sulstituting the values of $x$ and $\log y$ from the table, above,
and carrying the numerical work to two places, only, we have, Wt.

$$
\begin{array}{ll}
0.2 B+A-0.66=0 & 0.2 \\
0.6 B+A-0.76 & 0.3 \\
1.2 B+A-0.88 & 0.6 \\
1.6 B+A-0.98 & 0.9  \tag{166}\\
2.0 B+A-1.06 & 1.3 \\
2.4 B+A-1.16 & 2.1 \\
2.8 B+A-1.24 & 3.1 \\
3.0 B+A-1.30 & 4.0
\end{array}
$$

The weights of the original observations are assumed equal. Those of $\log y$, and the observation equations, will then be directly as the squares of the $y$ 's. In the table these have been divided by 100 to lessen numerical labor.

The normal equations, formed in accordance with (21), are,

$$
\begin{align*}
& +80.88 B+30.70 A-37.18=0 \\
& +30.70 B+12.50 A-14.63=0 \tag{167}
\end{align*}
$$

and from their solution, $B=+0.22$ and $A=+0.63$, so that the empirical formula is,

$$
\begin{equation*}
\log y=0.63+0.22 x \tag{168}
\end{equation*}
$$

or,

$$
\begin{equation*}
x=4.55 \log y-2.86 \tag{169}
\end{equation*}
$$

or,

$$
\begin{equation*}
y=4.27\left(10^{0.22 x}\right) \tag{170}
\end{equation*}
$$

Computing the values of $\log y^{\prime}$ and from them those of $y^{\prime}$, corresponding to the successive values of $x$, and forming the residuals, we obtain the following table:

| . | log $y^{\prime}$ | lox ! | $r_{1}$ | $\\|^{\prime}$ | 4 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11.2 | (i) ${ }^{1}$ | (it) | +.01 | 4.7 | 1 i | +11. 1 |
| 0.6 | 76 | 76 | 0 | -i | \% | $1)$ |
| 1.2 | -9 | S | 1 | 7. | 7 \% | 2 |
| 1.6 | ! | ! | 1) | (3) if | $9 \%$ | 0 |
| 2.0 | 1.07 | 1.06 | 1 | 11 - | 11. | 3 |
| 24 | 1.16 | 1.16 | ${ }^{1}$ | 144 | 11. | 0 |
| $\because$ | 1.2.) | 121 | +.01 | 17 | 17. . ${ }^{\text {a }}$ | $+11.3$ |
| 30 | 129 | 130 | - 01 | 19 \% | 200 | $-11.5$ |

The curve is plotted in Fig. 35, and the straight line, using $\log y$, in Fig. 37. The residuals of $\log y$, in the column headed $v_{1}$, are practically negligible; those of $y$, called $v_{2}$, are somewhat larger, and increase numerically with $x$. This may seem surprising in view of the inereasing weight used, and in order to illustrate this effect, the normal equations were formed a second time without considering weights at all, and solved with the following equation as a result:

$$
\begin{equation*}
\log y=+0.61+0.23 x \tag{171}
\end{equation*}
$$

The residuals of $\log y$ are about the same as before, but those of $y$ are, respectively, $-1,0,0,0,+.3,0,+.7$, and 0 , indicating the diminishing weights. However, the curve follows the observations so closely that the weights have little effect upon the empirical formula.
128. Example: Periodic Curve. The following set of observations is given for the purpose of determining the equation which will best represent them. They are of equal weight.

| $x$ | $y$ | $x$ | $y$ |
| :---: | :---: | :---: | :---: |
| +0.1 | +8.0 | +1.8 | +1.0 |
| 0.5 | +6.8 | 2.1 | -2.0 |
| 0.9 | 0.0 | 2.4 | +5.0 |
| 12 | +0.5 | 2. | +9.5 |
| 1.5 | +4.5 | 3.2 | +10 |

These data are ploted in Fig. 38 and from a curve sketehed through the points it is evident that the function is a periodic one. Also



the waves occur in pairs, one large and the next smaller. The cycle or period is completed in approximately 2.4 units of $x$, and this value will be assumed for $m$ in (143). Owing to the fact that the waves in the curve are not equal, the first five terms of (143) will be used, namely,

$$
\begin{align*}
y=A & +B \sin \frac{360^{\circ}}{m} x+C \cos \frac{360^{\circ}}{m} x \\
& +D \sin \frac{360^{\circ}}{m} 2 x+E \cos \frac{360^{\circ}}{m} 2 x \tag{172}
\end{align*}
$$

which becomes, upon inserting the above value of $m$,

$$
\begin{align*}
y=A+B \sin 150 x^{\circ} & +C \cos 150 x^{\circ} \\
& +D \sin 300 x^{\circ}+E \cos 300 x^{\circ} \tag{173}
\end{align*}
$$

Substituting the various values of $x$ and $y$, and looking up the natural sines and cosines to two places, we obtain the observation equations, which will be written, for convenience, in the reverse order:

$$
\begin{align*}
& +0.87 E+0.50 D+0.97 C+0.26 B+A-8.0=0 \\
& -0.87 E+0.50 D+0.26 C+0.97 B+A-6.8=0 \\
& -1.00 D-0.71 C+0.71 B+.4=0 \\
& +1.00 E \quad-1.00 \mathrm{C} \quad+1-0.5=0 \\
& +1.00 D-0.71 C-0.71 B+.4-4.5=0 \\
& -1.00 E \quad-1.00 B+A-1.0=0  \tag{174}\\
& -1.00 D+0.71 C^{\prime}-0.71 B+A+2.0=0 \\
& +1.00 E+1.00 C \quad+.1-5.0=0 \\
& +1.00 I)+0.71(c+0.71 B+.1-9.5=0 \\
& -0.50 E-0.87 D-0.50(+0.57 B+.1-1.0=0
\end{align*}
$$

The nermal equations. formed in the usa: mamer. ate.

| E: |  | ${ }^{\prime}$ | $1 ;$ | . 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| +47 | +04 +5.26 |  | -0.05 -0.15 -0.05 -179 | 10 $+\quad 0.01$ +013 +0.73 -110 -11110 |  |

the sub-diagonal terms being omitted for the abridged solution. Solving these equations, the following values of the unknowns are obtained:

$$
A=+3.00, \quad B=+2.24, \quad C=+1.73, \quad D=+3.93, \quad E=+0.09 .
$$

The empirical formula, therefore, will be,

$$
\begin{align*}
y=3.00 & +2.24 \sin 150 x^{\circ}+1.73 \cos 150 x^{\circ} \\
& +3.93 \sin 300 x^{\circ}+0.09 \cos 300 x^{\circ} \tag{176}
\end{align*}
$$

or, expressed in the form mentioned at the close of Art. 118,

$$
\begin{align*}
y=3.00 & +2.83 \cos \left(1.50 x^{\circ}-52^{\circ} 19^{\prime}\right) \\
& +3.93 \cos \left(300 x^{\circ}-85^{\circ} 41^{\prime}\right) \tag{177}
\end{align*}
$$

The curve is plotted in Fig. 38. For this purpose, a mumber of extra values of $y$ were computed so as to determine the curve with greater precision. It is evident that a larger number of observations would be desirable in the case of an equation as complicated as this one. The curve conforms to the observations fairly well, and it is doubtful that a recomputation with a different value of $m$ for the period would be worth while. It is useful to note in connection with the plotting that the same value of $y$ will correspond to values of $x$ which differ by multiples of $m$. Thus, for $x=0.1$ and 2.5, we have the same value of $y$, namely, +7.32 .
129. References. The reader is referred to the following works in which useful information and methods concerning cmpirical formulas will be found. The collections of examples given hy Weld and Bartlett are worthy of note.

[^23]
## CHAPTER VIII

## PRECISION OF OBSERVATIONS AND RESULTS AND COMBINATION OF COMPUTED QUANTITIES

130. Having considered the determination of the best values of the unknown quantities to be obtained from given observations, it remains to investigate the degree of confidence which may be placed in the observations and the computed rewults, so that they may be compared with the results of other observations of the same quantities.
131. Precision. If two sets of direct observations of the same kind be compared. and in the first the component quantities are seatemed over a wider range or are more discordant than in the secomel, it is natural to conclude that the obserations of the first ent were made with lose care or under lese farorable circumstanes than those of the second set. The latere are more anrixent and evidently more precise; their differenes or diserepancice are smatler. Furthermore, even though the number of dhereations in the two set- were equal, the mean of the seend -ed wouk he fegarded at of ereater reliability or wodg than the mean of the first at merely berame of the greater emsistencer i.e.

 ther mean, it is erident that the prevision of the meen is imdieater
 and vier beral
132. Precision and Accuracy.' This preivion must mot bo





high degree of precision, but each separate observation, and therefore, the mean, may be in error by a large amount due to some influence which is unknown or not taken into account. Precision has reference to the accidental errors of observations made under constant conditions and indicates the care exercised by the observer, the closeness with which the instrumental readings are made, and the suitability of the method used. Discordant observations are not precise; but precise determinations may or may not be accurate.
133. Index of the Precision. It is easy to obtain an idea as to the precision of the observations from an inspection of them or of the residuals of their mean. But in the comparison of the results of different sets of observations of the same quantities, it is very convenient to have a numerical index from which the precision of each set may be determined without actually inspecting the observations themselves. Since this precision is indicated, in general, by the size of the residuals, it is evident that the desired index would logically be some function of these residuals. The precision of a result will depend, also, upon the number of observations from which it is obtained. Obriously, the larger the series of observations, the greater should be the precision of their mean as well as that of the typical single observation. Thus, we might use the mean of the residuals, without regard to signs, or the square root of the sum of their squares, and either of these would give us some idea of the consistency of the observations, this hypothetical residual being smaller in the case of greater precision.

From the very inception of the Methed of Least Squares, the investigation of the precision was regarded as of comsiderable impertance. sereral quantities have been nsed to indicate it. ( anlus designated the quantity, $h$, in the Law of Error. ats a " meanwe of precision." Ifowerer, other indies have been more genarally wed, handy, rertain selected errors, theoretically defined, as the Mean Squate Erior, the Probleble Error, and the Aerage Error. Theoe will mow be considered in order.
134. The Quantity, /h. in the Law of Error. If we consider two

ner, to be represented by the curves in Fig. 39, the area between each curve and the axis of $\Delta$ will be unity, that is, the probability of an error between the limits $-\infty$ and $+\infty$. Then, the taller the curve, i.e., the greater the $p$-intercept, the larger will be the portion of the area immediately adjacent to the $p$-axis and the more numerous the smaller errors will be in comparison with the entire group; in other words, the greater will be the precision. By inspection of the Law of Error,

$$
p=\frac{h}{\sqrt{\pi}} e^{-h^{2} د^{2}}
$$

it is seen that when $\Delta=0, p=\frac{h}{\sqrt{\pi}}$, so that the $p$-intereept is $\frac{h}{\sqrt{\pi}}$. Therofore, $\sqrt{\pi}$ being a constant, $h$ may be regarded as an index of the precision, with which it varies directly.

liti. 39. Curves of Probability
135. The Mean Square Error ( $\epsilon$ ) of an observation is defincl as the square root of the mean of the squares of the errors in a given series of observations. ${ }^{1}$ It will be represented by $\epsilon$ or m. s. e. To determine it. relation to $h$ of the previous article, we proceed as follows:

Aerording to the Law of Error, the probability of the oceurrene of an error, $\lrcorner$, in a given set of observations, is,

$$
l^{\prime}=f(\lambda)=\frac{h}{1 \pi} e^{-n^{2} د^{2}}
$$

[^24]and the probability of an error between the limits $\Delta$ and $\Delta+d \Delta$ is,
\[

$$
\begin{equation*}
\frac{h}{\sqrt{\pi}} e^{-h^{2} د^{2}} d \Delta \tag{179}
\end{equation*}
$$

\]

The number of these errors will be equal to their probability times the total number of observations (or errors) in the set, ${ }^{1}$ that is,

$$
\begin{equation*}
\frac{n h}{\sqrt{ } \pi} e^{-h^{2} د^{2}} d \Delta \tag{180}
\end{equation*}
$$

and the sum of their squares will be,

$$
\begin{equation*}
\frac{n h}{\sqrt{\pi}} e^{-h^{2} \Delta^{2}} \Delta^{2} d \Delta \tag{181}
\end{equation*}
$$

then the sum of the squares of all of the errors, between the limits $-\infty$ and $+\infty$, will be,

$$
\begin{equation*}
\frac{n h}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-n^{2} د^{2} د^{2} d \lambda} \tag{1S2}
\end{equation*}
$$

and the mean of their squares, equal to $\epsilon^{2}$ by definition, is

$$
\begin{align*}
\epsilon^{2} & =\frac{n h}{n \sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-n^{2} د^{2}} \Delta^{2} d \Delta  \tag{18:3}\\
& =\frac{h}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{\left.-h^{2} د^{2}\right\lrcorner^{2} d \Delta} \tag{184}
\end{align*}
$$

Substituting in (184) the value of the definite integral, ${ }^{2}$

## ${ }^{1}$ See Appendix C.

${ }^{2}$ This iutegral may be evaluated in the following manner (Bartlett): The probability of an error between the limits $-\infty$ and $+\infty$ is unity (certainty), that is,

$$
\begin{equation*}
\frac{h}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-h^{2} د^{2}} d \Delta=1 \tag{184a}
\end{equation*}
$$

or,

$$
\begin{equation*}
\int_{-\infty}^{+x} e^{-h^{2} د^{2}} d \lambda=\frac{\sqrt{\pi}}{h} \tag{184b}
\end{equation*}
$$

Differentiating hoth members with respect to $h$, we obtain,

$$
\begin{equation*}
-2 h \int_{-\infty}^{+\infty} \lambda^{2} د^{2} \nu^{2} d \Delta d h=-\frac{ป^{\prime} \pi}{h^{2}} d h \tag{154c}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{-h^{2} د^{2} د^{2} / d د=\frac{\sqrt{\pi}}{2 h^{3}}} \tag{184l}
\end{equation*}
$$

[^25]\[

$$
\begin{equation*}
\epsilon^{2}=\frac{h}{\sqrt{\pi}}\left(\frac{\sqrt{\pi}}{2 h^{3}}\right)=\frac{1}{2 h^{2}} \tag{185}
\end{equation*}
$$

\]

Hence,

$$
\begin{equation*}
\epsilon=\frac{1}{h \sqrt{2}} \tag{186}
\end{equation*}
$$

cr,

$$
h=\frac{1}{\epsilon \sqrt{2}} \text {, as stated iu Art. } 19 .
$$

The geometrical interpretation of the mean square error is that it corresponds to the abscissa of the point of inflexion of the Error Curve. Differentiating (178) and placing the second derivative equal to zero, we have,

$$
\begin{align*}
f^{\prime}(\Delta) & =\frac{-2 h^{3} \Delta}{\sqrt{\pi}} e^{-h^{2} \Delta^{2}}  \tag{187}\\
f^{\prime \prime}(\Delta) & =\frac{-2 h^{3}}{\sqrt{\pi}} e^{-h^{2} د^{2}}+\frac{4 h^{5} \Delta^{2}}{\sqrt{\pi}} e^{-h^{2} د^{2}}  \tag{188}\\
& =\frac{2 h^{3}}{\sqrt{\pi}} e^{-h^{2} د^{2}}\left(2 h^{2} د^{2}-1\right)=0 \tag{189}
\end{align*}
$$

Therefore, for the point of inflexion,

$$
\begin{equation*}
2 h^{2} د^{2}-1=0 \quad \text { or }, \quad 2 h^{2} د^{2}=1 \tag{190}
\end{equation*}
$$

and

$$
\begin{equation*}
د=\frac{1}{h_{2}}=\epsilon, \quad \text { from }(186) \tag{191}
\end{equation*}
$$

which shows that the point of inflexion corresponets to the mean -quare error of an observation.
136. The Probable Error ( $r$ ) of an ohecration in a given series is the middle one of all the erress when they are arranged in momerical order, each being written as many times as it ocemer. As many of the erros are greater than it as are lese and on the probability of an errer greater than the probable errer is comal to that of an error lese tham it. namely. (0.s. sine the total porobability is mity. It is an exem chamer that an emor taken at mandom from the series will be greater or lese than the prenathle errer.

This is not the most probuble croor in the sereies. for that would be zero, to correppond to the maximmen ordinate to the Error ("urve, and it is unfortumate that the name hats come to be quite
generally used in this country. It is simply a quantity from which the precision of the observations can be estimated or determined, in comparison with similar quantities referring to other observations. A better name for it would be the middle crror. It is represented by the letter $r$.

The probability that the error of an observation will be numerically less than the probable error is, by definition, $\frac{1}{2}$. Then from the law of Error,

$$
\begin{equation*}
\frac{h}{\sqrt{\pi}} \int_{-r}^{+r} e^{-n^{2} د^{2}} d \Delta=\frac{1}{2} \tag{192}
\end{equation*}
$$

or changing the lower limit,

$$
\begin{equation*}
\frac{2 h}{\sqrt{\pi}} \int_{0}^{r} e^{-h^{2} \Delta^{2}} d \Delta=\frac{1}{2} \tag{193}
\end{equation*}
$$

It is not feasible to determine the value of $r$ in terms of $h$ directly from this equation, so we make use of the following process:

In the Law of Error, let

$$
t=h \Delta, \quad \text { whence } d \Delta=\frac{d t}{h} \text {. }
$$

Then we have for the probability of an error less than $\Delta$,

$$
\frac{2 h}{\sqrt{\pi}} \int_{0}^{د} e^{-h^{2} د^{2}} d \Delta=\frac{2}{\sqrt{\pi}} \int_{0}^{t} e^{-t^{2}} d t
$$

This expression is evaluated for various values of $t$, by expansio: into a series, ${ }^{1}$ and the results are tabulated with $t$ as an argument.: By interpolation in this table with the value of the probability 0.5 , the corresponding value of $t$ is found to be 0.4769 , which i . the value of $t=h \Delta$ when $\Delta$ is the probable error, $r$. Thus,

$$
\begin{equation*}
h r=0.4769 \tag{19.}
\end{equation*}
$$

and

$$
\begin{equation*}
r=\frac{0.4769}{h} \tag{19t}
\end{equation*}
$$

Since the probability that an error will lic between certain limits is represented by the area bounded by the Error Curve. the horizontal axis, and the ordinates at those limits; and since

[^26]the entire area between the curve and the horizontal axis represents the probability of an error between $-\infty$ and $+\infty$, that is, unity (certainty); it follows that the ordinate of the probable error divides the area on either side of the vertical axis into two equal parts corresponding to the probability, $\frac{1}{2}$.
137. The Average Error $(\eta)$ is the mean of all the errors in a set without regard to signs. Since positive and negative errors are equally likely to occur, the probability of a positive error between $\Delta$ and $\Delta+d \Delta$ will be one-half of that of any error between those limits, that is, it will be equal to
\[

$$
\begin{equation*}
\frac{h}{2 \sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-h^{2} د^{2}} d \Delta \tag{197}
\end{equation*}
$$

\]

The number of the positive crrors will be their probability times the total number of errors, $n$, namely,

$$
\begin{equation*}
\frac{n h}{2 \sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-h^{2} \Delta^{2}} d \Delta \tag{198}
\end{equation*}
$$

and their sum is,

$$
\begin{equation*}
\frac{n h}{2 \sqrt{ } \pi} \int_{-\infty}^{+\infty} e^{-h^{2} د^{2}} \Delta d \Delta \tag{199}
\end{equation*}
$$

But the sum of the negative errors is numerically equal to that of the positive ones, so that the total sum will be twice the above, that is,
or,

$$
\begin{equation*}
\frac{n h}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-h^{2} د^{2}} \Delta d \lambda . \tag{200}
\end{equation*}
$$

$$
\begin{equation*}
\frac{2 n h}{\sqrt{\pi} \pi} \int_{0}^{\infty} e^{-i^{2} د^{2}} \Delta d \Delta \tag{201}
\end{equation*}
$$

and the arerage of all of the errors is therefore.

$$
\begin{align*}
\eta & =\frac{2 h}{1 \pi} \int_{11}^{\pi} h^{-L^{2}} \Delta d \Delta  \tag{202}\\
& =\frac{-1}{h} \int_{0}^{\infty}  \tag{20:3}\\
& =\frac{-1}{h} \pi \tag{0.4}
\end{align*}
$$

$\therefore$ (hat,

$$
\begin{equation*}
\eta=\frac{1}{h_{\pi}} \tag{20.5}
\end{equation*}
$$

The ordinate of the average error passes through the center of gravity of the area between the curve of error and the horizontal axis on either side of the vertical axis. For, if $\Delta_{0}$ represent the abscissa of the center of gravity, by considering vertical strips of width $d \Delta$ and length

$$
\frac{h}{\sqrt{\pi}} e^{-h^{2} \Delta^{2}}
$$

and taking moments about the origin, we have,

$$
\begin{equation*}
\Delta_{0} \frac{h}{\sqrt{\pi}} \int_{0}^{\infty} e^{-h^{2} د^{2}} d \Delta=\frac{h}{\sqrt{\pi}} \int_{0}^{\infty} e^{-h^{2} د^{2}} \Delta d \Delta \tag{206}
\end{equation*}
$$

But since the total probability area is equal to unity, the area on one side of the vertical axis is 1,2 , that is

$$
\begin{equation*}
\frac{h}{\sqrt{\pi}} \int_{0}^{\infty} e^{-h^{2} د^{2}} d \Delta=\frac{1}{2} \tag{207}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left.\left.\Delta_{0}=\frac{2 h}{\sqrt{\pi}} \int_{0}^{\infty} e^{\left.-h^{2}\right\lrcorner^{2}}\right\lrcorner d\right\lrcorner=\eta, \text { from (202). } \tag{208}
\end{equation*}
$$

138. Comparison of the Indices of Precision. From (186), (196), and (205), we obtain directly,

$$
\left.\begin{array}{l}
h=\frac{1}{\epsilon \sqrt{2}}=\frac{0.4769}{r}=\frac{1}{\eta \sqrt{ } \pi} \\
\frac{1}{h}=1.4142 \epsilon=2.09666 r=1.7726 \eta \\
\epsilon=1.4826 r=1.25333 \eta \\
r=0.6745 \epsilon=0.8453 \eta  \tag{211}\\
\eta=0.7979 \epsilon=1.1829 r
\end{array}\right\}
$$

Thus it is seen that the mean square error, the probable error, and the average evror are related by constant factors. Therefore, they may be used interchangeably in various formulas and mathematical invertigations by simply providing for the mumerical factors.

In Fig. 40, these quantities are shown in their correct relative positions and magnitudes. The abseriser represent the errore
and the ordinates their probabilities. It will be recalled that the intercept on the vertical axis is $\frac{h}{\sqrt{\pi}}$.

The quantity, $h$, is directly proportional to the precision. However, it is inconvenient in practice and is not generally used. The three representative crrors, $\epsilon, r$, and $\eta$, on the other hand, are inversely proportional to the precision; the smaller these errors, the more precise and consistent are the observations. They are sometimes said to indicate the uncertainty, therefore, instead of the precision. Each of the three errors occurs in a


Fut. 40. Relations between the Various Indices of Precision
certain relative position when all the errors in a eot of obervations are arranged in the order of their mumerical magnitude, as, for example, the probable error oeropies the middle of the series. This feature is what one would naturally expect in an index of the precision (Art. 13:3).

The arerage error, ako, is not used in practice as an index, athough it would be a satisfactory one. It may be meed, however, in the procoso of detemining $\epsilon$ and $r$.

The mean square epror and the probatbe errer are in common nose as indiese of the precision. The former has been almost uniwerally ued hy writer in (bepman and other forengh languages, at well ats beme Americalls, notat) in the (lasic Adiustment of


Newcomb, and Crandall. Its principal advantages lie in the facility of its theoretical derivation; in its priority (it was used by Gauss); in its use by the Germans and French, who have made the most numerous contributions to the subject of Least Squares; ${ }^{1}$ and in its avoidance of the misnomer of the probable error which is frequently a stumbling-block to the beginner.

The probable error is used by most American and British writers. Its name is its greatest enemy, but there may be some advantage in its mere reference to probability. The person who does not clearly understand its significance is apt to take it at its face value and so interpret it. However, it is hoped that such persons will learn what it means or leave it alone. It should be understood simply as an index of the precision.

Whichever index is used, it is written after the quantity to which it refers and separated from it by the sign, $\pm$. This is merely a convention and the sign is never to be used algebraically. There is never any reason for increasing or diminishing a quantity by the amount of its mean square error or probable error. A better method of designating it would be to use instead of the sign, $\pm$, the symbol for the mean square error ( $\epsilon$ or m.s. c.), or that for the probable error ( $r$ or p. e.), as 76.53 .28 ( $\epsilon=0.02$ ). But the use of the $\pm$ sign is well established as is also the term probable error.
139. Precision of Direct Observations. We have seen how the precision in a set of observations may be indicated by the mean square error, the probable error, ete., and it is evident that if we could know the true value of the observed quantity, and therefore, the true errors, $\Delta$, we could asertain the mumerical value of the index of the precision directly from these errors, by definition, as

$$
\epsilon^{2}=\frac{\left[\Delta^{2}\right]}{n}, \quad \eta=\frac{[\Delta}{n}, \text { and } r=\text { the middle error. }{ }^{2}
$$

But as these true errors are unknown, it remains to determine the preedion index from the given observations or residual: Kinow-

[^27]ing the relations between the three indices as stated in (211), it will suffice to determine the mean square error in each case and from it to express the probable error and the average error.
140. Precision of a Single Observation. Each observation has its own individual error and when we refer to a " single observation " in this connection, we mean an observation such as those in the set which is being discussed, not any single one of them, but a hypothetical one which is never evaluated, but which is typical of the entire set in so far as precision is concerned.

Using the notation of Chapter I, let $M$ represent an observation of a directly observed quantity; $v$, its residual from the arithmetic mean, $x_{0} ; \mathrm{X}$, the true value of the observed quantity; $\Delta$, the true error of an observation; $\Delta_{0}$, the true error of the arithmetic mean; and $n$, the number of observations in the series. Then, using subscripts to indicate the separate observations,

$$
\begin{align*}
& Y=x_{0}+\Delta_{0}=M_{1}+د_{1}=M_{2}+د_{2} \ldots  \tag{212}\\
& \eta_{1}=x_{0}-M_{1}, \quad M_{2}=x_{0}-M_{2} \ldots \\
& د_{1}=x_{1}+د_{1}-M_{1}, \quad د_{2}=x_{0}+د_{0}-M_{2},  \tag{214}\\
& د_{1}=r_{1}+د_{10}, \quad د_{2}=r_{2}+د_{0}, \ldots . \tag{215}
\end{align*}
$$

fquaring both members and adding the $n$ resulting equations,

$$
\begin{equation*}
\left[\Delta^{2}\right]=\left[r^{2}\right]+2 \Delta_{0}\left[n^{2}\right]+n \Delta_{0}^{2} \tag{216}
\end{equation*}
$$

From ( $\delta$ ), $[r]=0$; and the unknown true error, $\dot{\Delta}_{0}$, of the mean is assumed, for this demonstration, to be equal to the mean square error of the mean, the value of which is determined in Art. 153 to be (see Art. 141),

$$
\epsilon_{0}=\frac{\epsilon}{\sqrt{n}} .
$$

Therefore, dividing (216) by゙ル,

$$
\begin{equation*}
\frac{\left[د^{2}\right]}{\prime \prime}=\epsilon^{2}=\frac{\left[r^{2}\right]}{n}+\frac{\epsilon^{2}}{n} \tag{217}
\end{equation*}
$$

wheme,

$$
\begin{equation*}
\epsilon^{2}=\frac{\left|r^{2}\right|}{n-1} \tag{216}
\end{equation*}
$$

:and

$$
\begin{equation*}
\epsilon=\_{n-1}^{\left|n^{2}\right|} \tag{219}
\end{equation*}
$$

Then, from (211),

$$
\begin{align*}
& r=0.6745 \sqrt{\frac{\left[v^{2}\right]}{n-1}}  \tag{220}\\
& \eta=0.7979 \sqrt{\frac{\left[v^{2}\right]}{n-1}} \tag{221}
\end{align*}
$$

These three formulas are known as Bessel's Formulas and the first two are in general use. In long series of observations, however, it is more convenient to use Peters' Formulas, which involve the sum of the residuals without regard to signs, $[v$, instead of the sum of their squares. They may be derived as follows:

From (217) and (218),

$$
\begin{align*}
& \frac{\left[\Delta^{2}\right]}{n}=\frac{\left[v^{2}\right]}{n-1}  \tag{222}\\
& {\left[v^{2}\right]=\frac{n-1}{n}\left[د^{2}\right]} \tag{223}
\end{align*}
$$

and,

$$
\begin{equation*}
v_{1}=\sqrt{\frac{n-1}{n}} \Delta_{1}, \quad v_{2}=\sqrt{\frac{n-1}{n}} \Delta_{2}, \ldots \tag{224}
\end{equation*}
$$

Adding these $n$ equations, neglecting the signs of $v$ and $\Delta$, we have, since, by definition, $\eta=[\Delta / n$,

$$
\begin{equation*}
\left[r=\sqrt{\frac{n-1}{n}}\left[\Delta=n \sqrt{\frac{n-1}{n}} \eta\right.\right. \tag{225}
\end{equation*}
$$

whence,

$$
\begin{equation*}
\eta=\frac{[v}{\sqrt{n(n-1)}} \tag{226}
\end{equation*}
$$

and from (211),

$$
\begin{align*}
& \epsilon=1.2533 \frac{[v}{\sqrt{n(n-1)}}  \tag{297}\\
& r=0.8453 \cdot \frac{[v}{\sqrt{n(n-1)}} \tag{2.28}
\end{align*}
$$

An approximate ralue of the probable error of a single observation in a series of from 20 to 30 observations may be determined by taking one-sixth of the ramge of the set. or one-third of the largest residual. From the table of values of the Law of Error,
it is found that the probability of an error three times as great as the probable error is about 0.04 , or 1 in $25 .{ }^{1}$ That is, in a series of 25 observations, the maximum error is likely to be about three times the probable error of a single observation. And, since there are as many positive as negative errors, the total range of the observations in an ordinary set of, say, from 20 to 30 observations, is likely to be about six times the probable error, or about four times the mean square error of a single observation. Conversely, knowing the precision index, and the approximate number of observations in the set, we can estimate the range. Frequently this fact affords the most tangible idea as to the consistency of the observations, especially to the beginner, since, by doubling the mean square error of a single observation he obtains an approximate value of the maximum residual.
141. Precision of the Mean. The arithmetic mean being the best vaiue of the observed quantity obtainable from the given direct observations (Arts. 14, 27), it is obvious that the precision of the mean will be greater than that of a single observation, and ako that the precision will increase with the number of observations in the set. In Art. 1.53 it is shown that if $\epsilon$ be the mean square error of a single observation, and $\epsilon_{0}$ that of the mean of the set of $n$ observations,

$$
\begin{equation*}
\epsilon_{11}=\frac{\epsilon}{\sqrt{n}} \tag{229}
\end{equation*}
$$

which expresses the very impertant relation that the precision of the mean increases direetly as the square root of the number of obserrations. In other words, to double the precision, that is, to divide $\epsilon_{0}$ by two, it is necessary to make four times as many observations. ${ }^{2}$

## ${ }^{1}$ sise Appendix F page 231.

The probatility of an errer tess than three times the probable error is 0.9 z . cerrequmding to $د r=3.0$; then the probability of an error greater that this would be $1-0.957=0.043$.
${ }^{2}$ It must not be assumed that by inereasing the number of ohervations without limit, the precision can be indefinitely increased. There are always influmenes which make it extremely difficult, if not quite impossible, to approach eertanty bevond ad definite limit. In this connection, the reader is refereal to the admirable treatment of this matter in Wright and Hayford's Adjustment of ohservations. Arts. is to 46 .

This principle is used in determining the most economical or advisable number of observations to make in a certain program.

From (229) and the formulas of the preceding article, we obtain the following expressions for the three precision indices of the mean, by dividing by $\sqrt{n}$ in each case;

Bessel's Formulas:

$$
\begin{align*}
& \epsilon_{0}=\sqrt{\frac{\left[v^{2}\right]}{n(n-1)}}  \tag{230}\\
& r_{0}=0.6745 \sqrt{\frac{\left[v^{2}\right]}{n(n-1)}}  \tag{231}\\
& \eta_{0}=0.7979 \sqrt{\frac{\left[v^{2}\right]}{n(n-1)}} \tag{232}
\end{align*}
$$

Peters' Formulas:

$$
\begin{align*}
& \eta_{0}=\frac{[v}{n \sqrt{n-1}}  \tag{233}\\
& \epsilon_{0}=1.2533-[v  \tag{234}\\
& n \sqrt{n-1}  \tag{235}\\
& r_{0}=0.8453-\frac{[v}{n \sqrt{n-1}}
\end{align*}
$$

The values of the factors of $\left[v^{2}\right]$ and $\left[v^{2}\right.$ in these formulas are tabulated for various values of $n$ to facilitate computation. Such a table for (231) will be found in Appendix F, Table IV.
142. Example: Precision of the Mean. Let us comsider the problem in Art. 25, consisting of 16 observations. IJere, $n=16$, $\left[u=55\right.$, and $\left[r^{2}\right]=305$, the unit being in the fifth plate of decimals. The results are as follows:

|  | $\epsilon$ | $\epsilon_{0}$ | $r$ | $r_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| Bessel | 4.5 | 1.1 | 3.0 | 0.8 |
| Proters | 4.5 | 1.1 | 3.0 | 0.7 |

The ramge of the observations is 16 ; one-sixth of this gives 3 as the apperoximate value of the probable erore of a single observattion. lising mean square errors, then, the best value from the set of 16 obeervations would be (from Art. 2s).
$1463.497(61$ 上 0.00001
143. Precision of the Weighted Mean. Since the weights are merely relative quantities, as explained in Art. 31, we shall consider then as reduced to integers. The weight of any observation will then be regarded as the number of elemental observations of weight unity of which that observation is the mean. The mean square error, $\epsilon_{1}$, of an obscrvation of weight $w_{1}$, then, will be that of an observation of unit weight, namely, $\epsilon^{\prime}$, divided by $\sqrt{w_{1}}$, from (229):

$$
\begin{equation*}
\epsilon_{I}=\frac{\epsilon^{\prime}}{\sqrt{w_{1}}}, \quad \epsilon_{2}=\frac{\epsilon^{\prime}}{\sqrt{w_{2}}}, \ldots \tag{236}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{1} \sqrt{w_{1}}=\epsilon_{2} \sqrt{w_{2}}=\epsilon_{3} \sqrt{w_{3}}=\ldots=\epsilon^{\prime} \tag{237}
\end{equation*}
$$

whence,

$$
\begin{equation*}
\frac{\epsilon_{1}^{2}}{\epsilon_{2}^{2}}=\frac{w_{2}}{w_{1}} \tag{238}
\end{equation*}
$$

which states the fundamental principle that the weights are inversely as the squares of the mean square (or probable) errors. Also, since the weight of the weighted mean is, by the definition of weights, [ $u$ ], from (237) we have,

$$
\begin{equation*}
\epsilon_{0}=\frac{\epsilon^{\prime}}{\sqrt{[w]}} \tag{239}
\end{equation*}
$$

which corresponds to (229).
To find the expression for $\epsilon^{\prime}$, the mean square error of a single observation of weight unity, we proceed as in the case of equal weights, Art. 140. Begiming with equations (215) and using the first one only, to illust mate the process,

$$
\begin{equation*}
\lambda_{1}=r_{1}+\lambda_{0}, \quad \lambda_{2}=r_{2}+د_{0}, \ldots \tag{215}
\end{equation*}
$$

Squaring,

$$
\begin{equation*}
\Delta_{1}^{2}=v_{1}^{2}+2 \Delta_{0} v_{1}+\Delta_{0}^{2} \tag{240}
\end{equation*}
$$

Multiplying each equation by itw weight,

$$
\begin{equation*}
w_{1} \Delta_{1}^{2}=w_{1} v_{1}^{2}+2 \Delta_{1} u_{1} u_{1}+w_{1} \Delta_{1}{ }^{2} \tag{2+1}
\end{equation*}
$$

Since wrepresents the mmber of clemental observations of unit weight whech make up the first actual oberevation of weight we, it will alse be the nomber of the errers $\Delta_{1}$. so that $w_{1} \Delta_{1}{ }^{2}$ would bee the sum of the squate of these elemental errors; abo, by definition. this sum is ceptal to the number. wh times the corresponding mean quate error squared, and therefore.

$$
\begin{equation*}
u_{1} \Delta_{1}^{2}=u_{1} \epsilon_{1}^{2}=\epsilon^{\prime 2} \quad \text { from (2:36) } \tag{242}
\end{equation*}
$$

in which $\epsilon_{1}$ is the mean square error of an observation of weight $w_{1}$. Hence,

$$
\begin{equation*}
\epsilon^{\prime 2}=w_{1} v_{1}^{2}+2 \Delta_{0} w_{1} v_{1}+w_{1} \Delta_{0}^{2} \tag{243}
\end{equation*}
$$

Adding the $n$ equations of this kind, and assuming as in Art. 140 that $\Delta_{0}=\epsilon_{0}$,

$$
\begin{equation*}
n \epsilon^{\prime 2}=\left[w v^{2}\right]+2 \lambda_{0}\left[w v^{\prime}\right]+[w] \epsilon_{0}^{2} \tag{244}
\end{equation*}
$$

But, from (12), $[w v]=0$,
Therefore,

$$
\begin{align*}
n \epsilon^{\prime 2} & =\left[w v^{2}\right]+[w] \epsilon_{0}^{2}  \tag{245}\\
& =\left[w v^{2}\right]+\epsilon^{\prime 2} \quad \text { by } \quad(239) \tag{246}
\end{align*}
$$

Whence,

$$
\begin{equation*}
\prime^{\prime 2}=\frac{\left[w v^{2}\right]}{n-1} \tag{247}
\end{equation*}
$$

and the mean square error of an observation of weight unity is,

$$
\begin{equation*}
\epsilon^{\prime}=\sqrt{\frac{\left[u v^{2}\right]}{n-1}} \tag{248}
\end{equation*}
$$

Then from (239),

$$
\begin{equation*}
\epsilon_{0}=\frac{\epsilon^{\prime}}{\sqrt{[w]}}=\sqrt{\frac{\left[u v^{2}\right]}{[w](n-1)}} \tag{249}
\end{equation*}
$$

and using the relations stated in (211), we have,

$$
\begin{align*}
& r^{\prime}=0.6745 \sqrt{\frac{\left[u r^{2}\right]}{n-1}}  \tag{250}\\
& r_{0}=0.6745 \sqrt{\frac{\left[w r^{2}\right]}{[u](n-1)}}  \tag{251}\\
& \eta^{\prime}=0.7979 \sqrt{\frac{\left[u r^{2}\right]}{n-1}}  \tag{252}\\
& \eta_{0}=0.7979 \sqrt{\frac{\left[w r^{2}\right]}{[w-1)}} \tag{253}
\end{align*}
$$

If the weights are cqual, $u=1,[w]=n$, and the last sin formulat: correspond to those of Arts. 140 and $1+1$.

By analogy, the Peters' Formulas for weighted observations may be written. They are,

$$
\begin{align*}
& \eta^{\prime}=\frac{\left[\sqrt{w v^{\prime}}\right.}{\sqrt{n(n-1)}}  \tag{254}\\
& \eta_{0}=\frac{[\sqrt{u v}}{\sqrt{[w] n(n-1)}}  \tag{255}\\
& \epsilon^{\prime}=1.25: 33 \frac{\sqrt{w v}}{\sqrt{n(n-1)}}  \tag{256}\\
& \epsilon_{0}=1.2533 \frac{[\sqrt{u v}}{\sqrt{[w] n(n-1)}}  \tag{257}\\
& r^{\prime}=0.8453 \frac{[\sqrt{u v}}{\sqrt{n(n-1)}}  \tag{258}\\
& r_{0}=0.8453 \frac{[\sqrt{u v}}{\sqrt{[w] n(n-1)}} \tag{259}
\end{align*}
$$

144. Example: Precision of the Weighted Mean. In the problem of Art. $333,[n]=11, n=4,\left[w r^{2}\right]=4247$, and the mean squate error of the weighted mean is, $\epsilon_{0}=0.11^{\prime \prime}$. The complete reendt is.

$$
x_{0}=7: 3^{\circ} 18^{\prime}+12.07^{\prime \prime} \pm 0.11^{\prime \prime}
$$

145. Precision of Indirect Observations. The process of finding the mean square errors of the best values of the unknown from indireet ohservations is much more involved than in the ease of direct ohecrvations. Also, the precision is required in comparatively few ease in which engineers are eoneemed. The method will be outlined, howerer, without developing the complete theory, for which the reader is refered to the works by Jordan, and Wright and Hayford.

The determination of the precision of the results: frem indirect whervations is divided into two parts, mamely, (1) the computation of the relative weights of the adjusted ralues of the unknowns. $X, Y, Z$, cte.. and (h) the determination of the mean square crer. $\epsilon^{\prime}$, of an wherration of weight mity. Then
the mean square errors of these unknowns are obtained from the relation (237):

$$
\boldsymbol{\epsilon}_{x} \sqrt{w_{x}}=\epsilon_{\boldsymbol{\epsilon}} \sqrt{w_{y}}=\ldots=\epsilon^{\prime}
$$

or,

$$
\boldsymbol{\epsilon}_{x}{ }^{2} w_{x}=\boldsymbol{\epsilon}_{y}{ }^{2} w_{y}=\ldots=\epsilon^{\prime 2}
$$

146. Weights of the Unknowns. There are three methorls of determining the weights of the unknowns. We shall use the following one, which utilizes the principle of undetermined coefficients. In the normal equations (22), page 29, to find the weight of $X$, replace the constant term of the $X$ (i.e., first) equation, $[a l]$, by -1 , and the other constant terms by zeros. The solution of the equations thus modified will give as the value of $X$, the reciprocal of its weight, that is, $1 / w_{x}$. Similarly, substituting -1 for $[b l]$ in the second equation, and zeros for the other constant terms, and solving the set of equations for $Y$, we obtain $1 / w_{y}$. Thus, -1 is substituted for each constant term in succession, the others being replaced by zeros, and the equations are solved, in each case, for the corresponding unknown, the resulting value of which is its 1 ' $u$.

This process is tedious at best, but it can be simplified as follows. It is evident that as the constant terms, only, are altered, the preceding columns of the elimination in the solution of the normal equations will be unchanged. Therefore, referring to the equations (55) page 47, we may add as many columns as there are unknowns, between ( $l$ ) and ( $s$ ), designating them as $\left(x_{1}\right)$, ( $y_{2}$ ), ( $z_{3}$ ), etc., in which to write the new constant terms. These would be included in the check-terms ( $s^{\prime}$ ) and carried through the climination the same as other coefficients or constants. Then the weight of each unknown would be determined by substituting lack in the proper column until that unknown was determined, and taking the reciprocal of its value. Of course it would be umecessary to substitute farther in that partienlar column, as hat one weight is obtained from cach column. This arrangement of the equations (5.5) would be.

|  | $x$ | $y$ | $z$ | $(0)$ | $(x)$ | $(y)$, | $(z)$ | $\left(x^{\prime}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | $+(i)$ | -2 | +3 | +2 | -1 | 0 | 0 | +5 |
| 3$)$ |  | +3 | -1 | -3 | 0 | -1 | 0 | -7 |
| 3 |  |  | -3 | +1 | 0 | 0 | -1 | +2 |

Since the last equation in the elimination will have the quantity -1 as its absolute term in its added column, it follows that the coefficient of the last unknown, in that equation, will always be its own weight. The last added column, $\left(z_{3}\right)$, in the above example, may therefore be omitted.

If the original observations are of unequal weight, the same process is followed, using (21) instead of (22) as the form for the normal equations, and replacing the terms [wal], [wbl], etc., by -1 , and zeros, as above.
147. Precision of an Observation of Weight Unity. Let the number of unknowns be represented by $m$, the number of observations being $n$, as usual. Then the formulas for the mean square and probable errors of an observation of unit weight, are,

$$
\begin{align*}
& \epsilon^{\prime}=\sqrt{\frac{\left[w v^{2}\right]}{n-m}} \text { or } \sqrt{\frac{\left[r^{2}\right]}{n-m}} \\
& r^{\prime}=0.6745 \sqrt{\frac{\left[w v^{2}\right]}{n-m}} \text { or } 0.6745 \sqrt{\frac{\left[v^{2}\right]}{n-m}} \tag{261}
\end{align*}
$$

Lüroth's Formulas are,

$$
\begin{align*}
& \epsilon^{\prime}=1.2533 \frac{[\sqrt{w r}}{\sqrt{n(n-m)}} \text { or } 1.2533 \frac{[r}{\sqrt{n(n-m)}} \\
& r^{\prime}=0.8453 \frac{[\sqrt{w r}}{\sqrt{n(n-m)}} \text { or } 0.8453 \frac{[r}{\sqrt{n(n-m)}} \tag{262}
\end{align*}
$$

If there is but one unknown, $m=1$ and these formulas become these of Bessel and Peters for direct observations (Art. 140).

The usual method of determining the residuals is to substitute the adjusted values of the unknowns back into the observation equations and obtain a residual for each equation. Itowerer, the sum of the squares of the residuats of of the weighterl resedmats, that is. $\left[r^{2}\right]$ or $[$ uriz $]$, maty be obtaned more casily, in mose caters. in the following manner, atong with the solution of the normal equations. Form the term at the foot of the diagomal, namely. $\left[l^{2}\right]$ or [ul $\left.{ }^{2}\right]$, and perform a corresponding step in the climination as if there were more terms following it. The resulting sum in the
$l$-column will then be $\left[v^{2}\right]$ or $\left[w v^{2}\right]$, as the case may be. Also, it may be obtained from the relation

$$
\begin{equation*}
\left[u c^{2}\right]=[w a l] x+[w b l] y+[w c l] z+\ldots+\left[w l^{2}\right] \tag{263}
\end{equation*}
$$

and from,

$$
\begin{equation*}
\left[w r^{2}\right]=[w v l] \tag{26-4}
\end{equation*}
$$

which latter requires that the separate $v$ 's be known.
148. Example: Precision of Indirect Observations. To illustrate the foregoing articles, the modified observation equations (43), page 38, will be solved to determine the best values of the unknowns and their mean square errors. To the normal equations (44) are added the term $\left[w l^{2}\right]$ and the columns $\left(x_{1}\right),\left(y_{2}\right)$, and $\left(z_{3}\right)$, and the check terms are modified to include all of these.

|  | $x$ | $y$ | $z^{\prime}$ | (l) | (.$_{1}$ ) | ( $y_{2}$ ) | $\left(z_{3}\right)$ | ( $s^{\prime}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | +3.94 | +0.38 +13.56 | +2.18 +0.19 +6.40 | +1.00 +3.53 +3.09 +2.66 | -1 0 0 | 0 -1 0 | 0 0 -1 | $\begin{aligned} & +6.50 \\ & +16.66 \\ & +10.86 \\ & +10.26 \end{aligned}$ |
|  |  | +13.56 $-\quad 0.04$ | +0.19 -0.21 | +3.53 -0.10 | 0 +0.10 | -1 0 | 0 | $\left\lvert\, \begin{aligned} & +16.66 \\ & -0.63 \end{aligned}\right.$ |
| II |  | +13.52 | -0.02 | $+3.43$ | $+0.10$ | $-1.00$ | 0 | +16.03, |
|  |  |  | +6.40 -1.21 0 | $\left(\begin{array}{l} +3.09 \\ -0.55 \\ +0.01 \end{array}\right.$ | 0 +0.55 0 | 0 0 0 | -1 0 0 | $\begin{aligned} & +10 . x i \\ & -3.59 \\ & +\quad 0.0 .2 \end{aligned}$ |
| III |  |  | +5. 19 | +2.5 | +0.5.5 | 0 | -1.00 | + 7.29 |
|  |  |  |  | +2.66 -0.25 -0.5 -1.25 | $\left\lvert\, \begin{aligned} & +0.25 \\ & -0.03 \\ & -0.27 \end{aligned}\right.$ | $\left\lvert\, \begin{gathered} 0 \\ +0.25 \\ 0 \end{gathered}\right.$ | $\begin{array}{r} 0 \\ 0 \\ +0.49 \end{array}$ | +10.2 -1.5 -4.07 -3.5 |
| IV |  |  |  | -0.29 | -0.0.5 | +0.2.5 | +10.49 | + 0.9n |
|  |  |  | [ wr | (1) 29 |  |  |  |  |

## Unknowss

$$
\begin{aligned}
& z^{\prime}=\frac{-2.55}{5.19}=-0.491 \\
& y=\frac{-3.43-0.10}{13.52}=\frac{-3.53}{13.52}=-0.261 \\
& x=\frac{-1.00+1.07+0.10}{3.94}=\frac{+0.17}{3.94}=+0.043 \\
& \quad \text { ReSIDUALS }
\end{aligned}
$$

Substituting in the observation equations (43) and determining the $r^{\prime} s$, we find directly, $\left[w v^{2}\right]=0.28$ and $[w v t]=0.26$, while the evaluation of (263) gives $\left[w v^{2}\right]=0.26$. From the above elimination, the first term of $I V$ is $\left[w v^{2}\right]=0.29$. The average value, is therefore, .027 .

$$
\begin{aligned}
& \text { Weigilts } \\
& z_{3}=\frac{+1}{5.19} \quad \text { and } \quad u_{z^{\prime}}=5.2 \\
& z_{2}=\frac{0}{5.19}=0 \\
& y_{2}=\frac{+1}{13.52} \quad \text { and } \quad u_{y}=13.5 \\
& z_{1}=\frac{-0.55}{5.19}=-0.106 \\
& y_{1}=\frac{-0.10}{13.52}=-0.007 \\
& \text { MexN Squarl: Errors } \\
& \text { Average value of }\left[\text { ar }^{2}\right]=0.27 ; n=9 ; m=3 \text {. } \\
& \epsilon^{\prime}=\sqrt{\frac{0.2 \bar{i}}{6}}=\sqrt{0} \cdot \overline{0.4 \overline{7}-5}=0.2 \cdot 2 \\
& \epsilon_{x}=\frac{\epsilon^{\prime}}{\sqrt{u_{i}}}=\frac{0.22}{1.5}=0.12 \\
& \epsilon_{y}=\frac{0.2-2}{3.7}=0.06 \\
& \epsilon_{z^{\prime}}=\frac{0.2-2}{2.3}=0.10
\end{aligned}
$$

## Results

$$
\begin{aligned}
& x=+0.043 \pm 0.12 \\
& y=-0.261 \pm 0.06 \\
& z^{\prime}=-0.491 \pm 0.10
\end{aligned}
$$

149. Precision of Conditioned Observations. In general, it is necessary, as in the preceding case, to determine the precision of an observation of weight unity and also the weight of each unknown, from which the precision of the unknowns is obtained from the usual relation that the mean square errors are inversely proportional to the square roots of the weights, that is, from,

$$
\epsilon_{x}{ }^{2} w_{x}=\epsilon_{y}{ }^{2} w_{y}=\ldots .=\epsilon^{\prime 2}
$$

If the conditioned observations are adjusted as indirect observations by the method stated in Art. 81, the precision of those unknowns which are involved in the normal equations may be determined by the methods just explained in Arts. 145 to 148. Then by a second solution, eliminating a different set of unknowns, the normal equations may be made to involve those which were not included in the previous set, and their precision may be found in the same manner. Obviously, this is a tedious method except in cases of a few observations.

Since the number of unknowns which may thus be made independent is the total number, $m$, minus the number of conditions, $m^{\prime}$, the formula for the mean square error of a single observation of weight unity may be derived directly from (261) and (262) by substituting for $m, m-m^{\prime}$. Thus,

$$
\begin{align*}
& \epsilon^{\prime}=\sqrt{\left[u r^{2}\right]} \text { or } \sqrt{\frac{\left[r^{2}\right]}{n-m+m^{\prime}}} \\
& r^{\prime}=0.67+5 \sqrt{\frac{\left[m i^{2}\right]}{n-m+m^{\prime}}} \text { or } 0.67+5 \cdot \sqrt{\frac{\left[r^{2}\right]}{n-m+m^{\prime}}} \tag{265}
\end{align*}
$$

But in most of the cases with which we are concerned cach unknown is directly observed so that $n=m$, when the above formulas become,

$$
\begin{align*}
& \epsilon^{\prime}=\sqrt{\frac{\left[m r^{2}\right]}{m^{\prime}}} \text { or } \sqrt{\frac{\left[r^{\prime 2}\right]}{m^{\prime}}} \\
& r^{\prime}=0.67 \cdot 5 \overline{\sqrt{\left.1 m r^{2}\right]}} \text { or } 0.6745 \sqrt{m^{\prime}} \text { or } \frac{\left.r^{2}\right]}{m^{\prime}} \tag{266}
\end{align*}
$$

in which $m^{\prime}$ represents the number of conditions. Lüroth's Formulas (262) may be similarly modified by substituting $m-m^{\prime}$ for $m$; and when $n=m$, the denominators become $\sqrt{n m^{\prime}}$.

The residuals, $v$, are the corrections, $v$, to the observations, as determined in the adjustment (Art. 73). As a check upon the direct computation of $\left[w v^{2}\right]$, however, we may use the formula,

$$
\begin{equation*}
\left[w v^{2}\right]=-A q_{1}-B q_{2}-C q_{3} \tag{267}
\end{equation*}
$$

$A, B, C, \ldots$ being the correlates, and $q_{1}, q_{2}, q_{3}, \ldots$ being the absolute terms of the reduced condition equations (59) or the normal equations (64). Or, in the solution of the normal equations, a step may be taken similar to the one described in Art. 147 for indirect observations. Here, however, zero is written for the last term in the constant $(q)$ column. The elimination process is continued to include this term, and the resulting sum will be $-\left[w v^{2}\right]$.

The method of correlates, however, will generally be used in the adjustment. The weights of the adjusted values are mot determined direetly, in this case, but the weight of a function of these values is determined, and this function may be merely unity times one of them. Examples of the functions of the adjusted values for which the precesion may be desired are: A side of a triangle or an unoberved line in a system of triangulation, when eomputed from the adjusted angle; ; and a computer difference of elevation in a level net, determined from adjusted values of ohesered differences. The function must not involve more of the unk wows than can be made independent bey ctimination with the conditions, that is, not more than $m+m^{\prime}$. The methed is as follows:
 will be assumed to have that form.

$$
F=f_{1}+f_{1} r_{1}+f_{2} I_{2}+f_{1} I_{3}+\ldots-f_{n} I_{n} \quad 2 h_{n}
$$

in which $V_{1}, V_{2}, V_{3}$. . . are the aljuted valume of the manown-
 are miswig from the desired function, give on the empermenting
 Aljutment of (oberrations pase ?e?
coefficients, $f$, the value zero. Now, referring to the condition equations (56) or (59) for the notation, and representing the original weights of the observations by $w_{1}, w_{2}, w_{3}, \ldots$., we form the terms, $m^{\prime}+1$ in number,

$$
\begin{equation*}
\left[\frac{a f}{w}\right],\left[\frac{b f}{w}\right],\left[\frac{c f}{w}\right], \cdots\left[\frac{f f}{w}\right] \tag{269}
\end{equation*}
$$

Writing these terms in order in an additional column, between the constant and check in the normal equations, or in place of the constant column if the equations have already been solved, the elimination process is carried out for this column and its own new check column, including the last step, for the term [.ff/w]. The final sum for the last term will be the reciprocal of the weight of the function, ${ }^{1}$ and from this and the mean square error of a single observation of unit weight, the mean square error of the function is obtained by (237),

$$
\begin{equation*}
\epsilon_{F}=\frac{\epsilon}{\sqrt{w_{F}}} \tag{270}
\end{equation*}
$$

It will be seen that even though the weights of the original observations were equal, those of the adjusted values may be unequal. But if the original weights of certain of the observations are equal, and also $a, b, c$, . . are the same for all of these observations, then the weights of the corresponding adjusted values will be equal, since the $f$ 's in these cases are unity. This will appear in the following examples.
150. Examples: Differences of Elevation. (a) As an illustration of the methorl, let us apply it to the problem of Art. 77 , Adjustment of Levels, and determine the mean square error of the difference of clevation of the benchmarks 1 and $D$. The function is, therefore,

$$
\begin{equation*}
F=\Gamma_{6}+\Gamma_{s} \tag{271}
\end{equation*}
$$

${ }^{1}$ Expressed in the Caussian form, this is,
and the reciprocals of the weights of the observations are, $1 / w_{6}=2$, and $1 / w_{8}=1$. Then $f_{6}=+1$, and $f_{8}=+1$, the other $f$ 's being zero. Referring to the condition equations (73), we find

$$
\begin{aligned}
a_{6}=-1 & a_{8}=0 \\
b_{6}=-1 & b_{8}=0 \\
c_{6}=0 & c_{8}=-1
\end{aligned}
$$

Thus we obtain the terms,

$$
\begin{equation*}
\left[\frac{a f}{w}\right]=-2, \quad\left[\frac{b f}{w}\right]=-2, \quad\left[\frac{c f}{w}\right]=-1, \quad\left[\frac{f f}{w}\right]=+3 \tag{272}
\end{equation*}
$$

Utilizing the solution of the normal equations already made in Art. 77 , we write the $f$-terms in a new column and form a new check column. To illustrate the second method of obtaining [w $\left.v^{2}\right]$, stated near the middle of page 173 , the constant column will be included, with the addition of the zero for the last term. The solution, then, is as follows:

|  | A | $B$ | C | (i) | Check | Const. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $+12$ | $+6$ | -4 | -2 | +12 | +0.09 |  |
| 2 |  | $+7$ | 0 | -2 | +11 | + . 08 |  |
| 3 |  |  | $+5$ | -1 | 0 | - . 0 O |  |
| 4 |  |  |  | $+3$ | - 2 | 0 |  |
| 2 |  | $+7$ | 0 | -2 | +11 | + . 0 S |  |
| 5) |  | -3 | +2 | $+1$ | $-6$ | - . 01.5 | (I) $\times(-6.12)$ |
| II |  | $+1$ | $+2$ | -1 | + 5 | + 033.5 | $(2)+(5)$ |
| 3 |  |  | $+5$ | -1 | 0 | -.05 |  |
| 6 |  |  | -1.33 | -0. $\mathrm{i}_{4}$ | $+4$ | + 03300 | (I) $\times(+412)$ |
| 7 |  |  | -1 | +0.01) | -2.01) | - 0175 | (11) $\times(-21$ |
| 111 |  |  | +2.67 | -1.17 | $+1.50$ | - 0635 | (3) $+(63+15$ |
| 1 |  |  |  | +3 | -2 | 0 |  |
| - |  |  |  | -0. $3: 3$ | $+\because$ | -. 00007 | $1) \times(+212)$ |
| 9 |  |  |  | -0. 2.0 | +1.25 | - .000: | II) $\times(+1+4)$ |
| 10 |  |  |  | -0. 51 | $+0.66$ | - 00017 | IHIX |
| IV |  |  |  | $\pm 191$ | +191 | -0.002-2 |  |

Therefore,

$$
\begin{equation*}
\frac{1}{w_{r}}=1.91 \tag{273}
\end{equation*}
$$

and

$$
-\left[w v^{2}\right]=-0.0027
$$

From (76), we evaluate (267) and obtain,

$$
\left[w v^{2}\right]=-0.0012+0.0018+0.0021=+0.0027
$$

which agrees with the above and with the value determined directly from the table of corrections, page 69.
Then,

$$
\begin{equation*}
\epsilon^{\prime}=\sqrt{\frac{\left[w v^{2}\right]}{m^{\prime}}}=\sqrt{\frac{0.0027}{3}}=0.03 \tag{274}
\end{equation*}
$$

and from (272) and (273) we have,

$$
\begin{equation*}
\epsilon_{F}=\frac{\epsilon^{\prime}}{\sqrt{w}}=\frac{0.03}{\sqrt{1.91}}=0.02 \tag{275}
\end{equation*}
$$

so that the best value of the difference of elevation from $A$ to $D$, from the given data, is, with its mean square error,

$$
\begin{equation*}
(F)=-6.36 \pm 0.02 \tag{276}
\end{equation*}
$$

(b) As a variation of the above, let us determine the precision of the adjusted difference of elevation, $A-F$. The function is,

$$
\begin{equation*}
F^{\prime}=V_{6} \tag{277}
\end{equation*}
$$

and from the data above,

$$
1 u_{6}=2, f_{6}=+1, a_{6}=-1, b_{6}=-1, \text { and } c_{6}=0 .
$$

so that

$$
\left[\frac{a f}{w}\right]=-2, \quad\left[\frac{b f}{w}\right]=-2, \quad\left[\frac{c f}{w}\right]=0,\left[\frac{f f}{w}\right]=+2 .
$$

The only changes in the solution, therefore, are in the last two of the $f$-iemme. The result is

$$
\begin{equation*}
\frac{1}{u_{k^{\prime}}^{\prime}}=1.41 \tag{278}
\end{equation*}
$$

whence,

$$
\begin{equation*}
\epsilon_{F^{\prime}}=\frac{\epsilon^{\prime}}{\sqrt{1.41}}=\frac{0.03}{1.2}=0.02 \tag{279}
\end{equation*}
$$

In view of the statements at the close of Art. 149 , it is evident
from an inspection of the tabulated condition equations (73) that the weight and mean square error of $V_{2}$ will be the same as those of $V_{6}$, since these two columns in the table are alike.
151. Precision of Computed Quantities. As a result of the adjustment of observations, the adopted values of the unknowns are likely to be used in the computation of other quantities which may be expressed as functions of the unknowns. Having investigated the precision of the unknowns, it may be desired to ascertain the effect which the uncertainties in these values would have upon the quantities computed from them.

For example, suppose the diameter of a cylindrical bar of steel is measured with micrometer calipers at various points, from which the mean diameter and its probable error are obtained; the cross-sectional area computed from this mean diameter would have a resulting uncertainty. Also, if the bar were tested in a tension machine, the breaking stress per square inch would be uncertain to a corresponding degree as a result of the uncertainty in the measured diameter and computed area.

Again, suppose one side and the adjacent angles of a triangle have been measured independently, resulting in an adopted mean and a mean square error for each. If another side be computed from these data, it will have an uncertainty due to the discrepancies among the original measures of the given side and angles, that is, to the uncortainties of the given means.

It must be emphasized that the determination of the best values of the computed quantities is not involved in this question. Having adjusted the observations, the resulting adopted values are the best ones, as far as our knowledge goes, and quantities computed from them are also the best we ean determine from the given duta. We are now eoneremed only with the preeision of the compheded quantities, not with the determination of the quantities themestres.
( )ir problem is to determine the mean statare (or probable) eron of a jumeion of independent, adjusted quantities of wheh the mean equare (or probable errors are qiven. It will be convenient to asimue that eath of these given, adjusted values is the mean of a bare manber of oheremations, and that the corvepometing indices
of precision were determined by the formulas of Art. 141, although, of course, they might result from indirect observations.

The errors in a linear function of independently observed quantities occur in accordance with the same Law of Error as those of the quantities themselves. ${ }^{1}$ Thus, the errors in the mean of a set of observations occur in accordance with the usual Law of Error. Such means, therefore, may be treated as original observations, as far as the occurrence of errors gocs, as long as they do not involve the same original observations, in which case they would no longer be independent. ${ }^{2}$

This subject is usually called the Propagation of Error. We shall consider it as divicled into two parts,- the simple influence of errors of one kind or character, and the compound effects of errors of different kinds or resulting from different causes.
152. Simple Propagation of Error. Before attacking the general case, a few special forms of functions will be considered in order to illustrate the process of reasoning. Let $F$ represent the function of the independent, adjusted quantities, $x, y, \ldots$ whose mean square errors are $\epsilon_{x}, \epsilon_{y}, \ldots$ Let the original observations of $x$ be represented by $M_{1}, M M_{2}, \ldots$, those of $y$ by $M^{\prime}{ }_{1}, M^{\prime}{ }_{2}, \ldots$, etc., and let the true crrors of these observations be represented respectively by $\Delta_{1}, \Delta_{2}, \ldots, \Delta^{\prime}{ }_{1}, \Delta^{\prime}{ }_{2}, \ldots$, etc. We may assume an equal number of observations for each quantity, for simplicity.
(a) Consider first the sum or difference of two quantities. Then,

$$
\begin{equation*}
F=x \pm y \tag{280}
\end{equation*}
$$

Taking the separate observations in pairs, the first of $x$ with the first of $y$, the second of $x$ with the second of $y$, ete., each pair gives a value of $F$, say $F_{1}, F_{2}, \ldots$ Thus,

$$
\begin{align*}
& F_{1}=M_{1} \pm M_{1}^{\prime} \\
& F_{2}=M_{2} \pm M M_{2}^{\prime} \tag{281}
\end{align*}
$$

[^28]Now, if we add to each $M$ its true error, $\Delta$, the resulting value of $F$ must be corrected by its corresponding error, and,

$$
\begin{align*}
& F_{1}+\Delta_{F_{1}}=\left(M_{1}+\Delta_{1}\right) \pm\left(M_{1}^{\prime}+\Delta^{\prime}{ }_{1}\right) \\
& F_{2}+\Delta_{F_{2}}=\left(M_{2}+\Delta_{2}\right) \pm\left(M_{2}^{\prime}+\Delta^{\prime}{ }_{2}\right) \tag{282}
\end{align*}
$$

Subtracting (281) from (282), one by one, we have,

$$
\begin{align*}
& \Delta_{F_{1}}=\Delta_{1} \pm \Delta^{\prime}{ }_{1} \\
& \Delta_{F_{2}}=\Delta_{2} \pm \Delta^{\prime}{ }_{2} \tag{283}
\end{align*}
$$

Squaring each equation, adding, and dividing by their number, $n$,

$$
\begin{equation*}
\frac{\left[\Delta_{F^{2}}{ }^{2}\right]}{n}=\frac{\left[\Delta^{2}\right]}{n} \pm \frac{2\left[\Delta \Delta^{\prime}\right]}{n}+\frac{\left[\Delta^{\prime 2}\right]}{n} \tag{284}
\end{equation*}
$$

But in a large number of observations, the positive and negative errors occur with equal frequency, so that the sum of the products, [ $\lrcorner\lrcorner^{\prime}$ ], would approximate to zero,-certainly so in comparison to $\left[د^{2}\right]+\left[د^{\prime 2}\right]$, so that,

$$
\begin{equation*}
\frac{\left[\Delta_{F^{2}}\right]}{n}=\frac{\left[د^{2}\right]}{n}+\frac{\left[\Delta^{\prime}\right]}{n} \tag{285}
\end{equation*}
$$

or,

$$
\begin{equation*}
\epsilon_{F}{ }^{2}=\epsilon_{t}{ }^{2}+\epsilon_{\epsilon_{l}}{ }^{2} \tag{286}
\end{equation*}
$$

Obviously, the above process would apply likewise to a similar function consisting of any number of quantities connected by phes and minus signs, so that for

$$
F=x \pm y \pm z \pm . . .
$$

we can write,

$$
\begin{equation*}
\epsilon_{F}^{2}=\epsilon_{x_{i}}{ }^{2}+\epsilon_{\epsilon_{y}}{ }^{2}+\epsilon_{z}^{2}+\ldots \tag{287}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{Y}=\sqrt{\epsilon_{x}^{2}+\epsilon_{y}^{2}+\epsilon_{z}^{2}+\cdots} \tag{288}
\end{equation*}
$$

From the constant ratio of the probatbe crror to the mean square error, it follows that

$$
r_{r^{2}}^{2}=r_{x}^{2}+r_{y}^{2}+r_{z}^{2}+
$$

This primeiple is sery important and often used. Note that the wigns in (257) and (2s9) are all powitive. The uncertainty in the sum of $f$ wo or mome quathtities is therefore the same as in their difteremer.
(h) In the mex case, let $F=n \cdot r+b y+$
in which $x$ and $y$ are adjusted values from observations, and $a$ and $b$ are known constants. As in (282), we may write,

$$
\begin{align*}
& F_{1}+\Delta_{F_{1}}=a\left(M_{1}+\Delta_{1}\right) \pm b\left(M_{1}^{\prime}+\Delta^{\prime}{ }_{1}\right)+ \\
& F_{2}+\Delta_{F_{2}}=a\left(M_{2}+\Delta_{2}\right) \pm b\left(M^{\prime}{ }_{2}+\Delta^{\prime}{ }_{2}\right)+ \tag{291}
\end{align*}
$$

whence, as in (283),

$$
\begin{align*}
& \Delta_{F_{1}}=a \Delta_{1} \pm b \Delta^{\prime}{ }_{1}+. . \\
& \Delta_{F_{2}}=a \Delta_{2} \pm b \Delta^{\prime}{ }_{2}+. \tag{292}
\end{align*}
$$

Squaring, adding, dividing by $n$, and omitting the products as before, we have,

$$
\begin{equation*}
\frac{\left[\Delta_{F}{ }^{2}\right]}{n}=a^{2} \frac{\left[\Delta^{2}\right]}{n}+b^{2} \frac{\left[\Delta^{\prime 2}\right]}{n}+\ldots . \tag{293}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\epsilon_{F}{ }^{2}=a^{2} \epsilon_{x}{ }^{2}+b^{2} \epsilon_{y}{ }^{2}+\ldots . \tag{294}
\end{equation*}
$$

or,

$$
\begin{equation*}
\epsilon_{F}=\sqrt{a^{2} \epsilon_{x}^{2}+b^{2} \epsilon_{y}^{2}+\ldots} \tag{295}
\end{equation*}
$$

(c) Now we shall consider the general case in which $F$ is any function of the quantities, $x, y, z$, etc.,

$$
\begin{equation*}
F=f(x, y, z, \ldots) \tag{296}
\end{equation*}
$$

Since $x, y, z, \ldots$ are adjusted values, they may be assumed to be nearly correct, so that their errors are very small; let us represent them by differentials. Then, if $\Delta_{F}$ be the true error of $F$, we have,

$$
\begin{equation*}
F+\lrcorner_{F}=f(x+d x, y+d y, z+d z, \ldots) \tag{297}
\end{equation*}
$$

Expanding this function by Taylor's Theorem, and omitting terms which involve squares, products, and higher powers of the differentials, we obtain,

$$
\begin{equation*}
F+\lrcorner_{Y}=f(x, y, z, \ldots)+\frac{\partial f}{\partial x} d x+\frac{\partial f}{\partial y} d y+\frac{\partial f}{\partial z} d z+. \tag{298}
\end{equation*}
$$

whence, subtracting (296),

$$
\begin{equation*}
د_{F}=\frac{\partial f}{\partial x} d x+\frac{\partial f}{\partial y} d y+\frac{\partial f}{\partial z} d z+\ldots \tag{299}
\end{equation*}
$$

This equation has the same linear form as (292), so that from (294) we have direetly,

$$
\begin{equation*}
\epsilon_{F}{ }^{2}=\left(\frac{\partial f}{\partial x}\right)^{2} \epsilon_{z}^{2}+\left(\frac{\partial f}{\partial y}\right)^{2} \epsilon_{y}{ }^{2}+\left(\frac{\partial f}{\partial z}\right)^{2} \epsilon_{z}^{2} \tag{300}
\end{equation*}
$$

in which the partial derivatives of the function correspond to the constants, $a, b, c$, etc., of (294).

Thus we may state the general Rule: Express the given function in literal form. Differentiate it partially with respect to each quantity for which the mean square error is given. Substitute in these derivatives the given quantities (without reference to their mean square errors, of course). Substitute in (300) and obtain $\epsilon_{F}$.
153. Example: Precision of the Mean. We shall now apply the foregoing principles to determine the mean square error, $\epsilon_{0}$, of the mean of $n$ observations, when the mean square error of a single observation is $\epsilon$.

The expression for the mean is,

$$
\begin{equation*}
F=x_{0}=\frac{M_{1}}{n}+\frac{M I_{2}}{n}+\ldots+\frac{M I_{n}}{n} \tag{301}
\end{equation*}
$$

where $M_{1}, M_{2}$, ete., represent independent direct measures or observations of the unknown quantity. This function has the form of (290) and $a=b=c=\ldots .=1 n$. From (294), therefore, we have

$$
\begin{equation*}
\left.\epsilon_{1}\right)^{2}=\frac{1}{n^{2}} \epsilon^{2}+\frac{1}{n^{2}} \epsilon^{2}+\frac{1}{n^{2}} \epsilon^{2}+. \text { to } n \text { terms } \tag{302}
\end{equation*}
$$

that is.

$$
\begin{equation*}
\left.\epsilon_{0}\right)^{2}=n\left(\frac{\epsilon^{2}}{n^{2}}\right)=\frac{\epsilon^{2}}{n} \tag{303}
\end{equation*}
$$

or,

$$
\epsilon_{1}=\begin{gather*}
\epsilon  \tag{304}\\
\sqrt{n}
\end{gather*}
$$

which states the very important principle that the precision of the mean varies directly as the square root of the number of observations. To double the precision,--that is, to reduce the mean squate error of the mean to one-half its size,-it is necessary to have four times as many observations.
154. Compound Propagation of Error. The uncertainty in a (omputed quantity may result from several sources which are not of the same mature, and it may be impossible to state the quantity as a single function of all these sources of error. For example, the mensurement of a line with a sted tape involves the uncertainty in the length of the tape itself tand also the errers in the procese of measurement. We camnot express the length of the line as a function of the length of the tapee and the "proeser of measurement!"

From (283) to (287), we can state the principle that when the error in the computed quantity is the algebraic sum of independent errors from different sources, the total mean square error of the computed quantity will be the square root of the sum of the squares of the separate mean square errors of that quantity due to the various causes.

In any given case, therefore, we determine the mean square error of the computed quantity or function resulting from each source, separately, by the methods of Art. 152, and then take the square root of the sum of their squares as the total mean square error.

We shall now illustrate this subject by a series of typical examples.
155. Examples: Propagation of Error. (1) The following measures of the diameter of a cylindrical test-picce of metal were made by means of micrometer calipers. The piece was then broken in a testing-machine at a load of $20,000 \mathrm{lbs}$. Find the unit breaking stress and its mean square error clue to the uneretainty in the measured diameter, $D$.

| Inches | $v$ | $r^{2}$ | Inches | ${ }^{\prime \prime}$ | $r^{2}$ | Inches | $r$ | $r^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.6252 | 2 | 4 | 0.6251 | 1 | 1 | 0.6248 | 2 | 4 |
| 46 | 4 | 16 | 52 | 2 | 4 | 45 | 5) | 25 |
| 42 | 8 | 64 | 54 | 4 | 16 | 52 | 2 | 4 |
| 48 | 2 | 4 | 5i) | 5 | 25 | 56 | 6 | 36 |

$$
\begin{aligned}
& \frac{121}{12}=10 ; \text { Mean }=0.6240+0.0010=0.6250=D \\
& {\left[r^{2}\right]=203, \quad \epsilon_{0}^{2}=\frac{20.3}{132}=1.54, \quad \epsilon_{0}=1.24}
\end{aligned}
$$

Diameter $(D)=0.6250 \pm 0.00012$. The function is,

$$
\begin{align*}
& \text { Chit breaking st ress }=\frac{20,000}{\text { Arai of section }} \\
&=\frac{20,000}{\pi I)^{2}} \\
& 4
\end{align*}
$$

Differentiating (305) with respect to $D$,

$$
\begin{aligned}
\frac{\partial f}{\partial D} & =\frac{80,000}{3.14}\left(\frac{-2}{D^{3}}\right)=\frac{-160,000}{3.14 \times 0.625^{3}} \\
& =\frac{-160,000}{0.766}=-208,900
\end{aligned}
$$

From (300),

$$
\epsilon_{F}=208,900 \times 0.00012=25 .
$$

Thus, the unit breaking stress $=65,300 \pm 25 \mathrm{lbs}$. per square inch.
The uncertainty due to the variation among the measures of the diameter is therefore negligible when it is remembered that the breaking load is seldom required within a range of a hundred pounds.
(2) The length of a 50 -meter tape is determined by comparison with a 5 -meter standard bar which is surrounded by chipped ice to control its temperature. The length of the bar, as determined from its standardization, is $B=5.000060 \pm 0.000006$ meters. The following measures are made of the difference between the length of the tape and ten lengths of the bar, the former being the longer. It is required to find the length of the tape and its mean square error due to the uncertainty in the length of the bar and to the errors of measurement. The temperature is assumed constant. The unit is in the sixtl place of decimals, that is, a micron.

| Interval ( $K$ ) | r | $r^{2}$ |
| :---: | :---: | :---: |
| ()!s. |  |  |
| 0. 0022.333 | 16 | 256 |
| ticis | 117 | 13689 |
| 529 | 20 | 400 |
| 44 | 10.) | 1102. |
| 461 | 8 | 7741 |
| 53 | 4 | $1{ }^{\text {i }}$ |
|  | -9 | 7921 |
| 267 | 15 | 324 |
| Mean, 2549 |  | 41:7.5 |

$$
\left.\epsilon_{1}\right)^{2}=\frac{41375}{56}=739 . \quad \text { Interval }(K)=2549 \pm 27
$$

The function is,
Length of tape $(L)=10 B+K$

$$
\begin{align*}
& =50.000600+2549  \tag{306}\\
& =50.003149 \mathrm{~m} .
\end{align*}
$$

This function corresponds to (290), so that, from (294),

$$
\begin{aligned}
\epsilon_{L}{ }^{2}=100 \times 6^{2}+739 & =3600+739=4339 . \\
\epsilon_{L} & =66
\end{aligned}
$$

Therefore, Length of tape $(L)=50.003149 \pm 0.000066 \mathrm{~m}$.
An important principle is illustrated here. The larger source of error in the length of the tape is that due to the error in the length of the bar, amounting to ten times as much as the other. It would be useless, therefore, to increase the above number of observations with the idea of increasing the precision in the length of the tape, since this part of the total error is almost negligible. On the other hand, the above set of observations might be diminished considerably without seriously affecting the result. For example, suppose there were but one-half as many observations, namely, 4. Dividing the number of observations by 2 increases the square of the mean square error twofold. Thus, we should have $\epsilon_{0}{ }^{2}=1478$, and $\epsilon_{L}{ }^{2}=3600+1478=5078$. Then, $\epsilon_{L}=71$, which is very little larger than 66 . It must be remembered however, that the number of observations should be sufficiently large to justify the assumption that errors of observation follow the Law of Error.
(3) ${ }^{1}$ A comparison of the two following cases will be instructive. (a) A line 400 feet long is measured with a 100 -foot tape of which the mean square error is 0.004 foot. The resulting mean square error in the length of the line will be 0.016 foot, since $L=4 T$.
(b) The same line is divided into four 100 -foot sections and each section is measured with a different 100 -foot tape of which the mean square error is 0.004 in each case. The resulting mean

[^29]square error in the length of the line will be $\sqrt{4(0.004)}=0.008$ foot, since the function is, $L=T_{1}+T_{2}+T_{3}+T_{4}$.

In the first case (a), whatever the true error in the tape may be, it is constant and its effect is cumulative. In (b), on the other hand, the actual errors in the different tapes are not the same even though their mean square errors happen to be equal, and in consequence they are likely to be both positive and negative so as to neutralize to some extent. Therefore, the resulting error in the length of the line would be smaller than in the former case. It is important that this principle be well understood.
(4) Let it be required to compute the length and mean square error of the side, $b$, of the triangle, $A-B-C$, from the side, $a$, and the angles, $A$ and $B$, given with their mean square errors as follows:

$$
\begin{aligned}
& a=4268.344 \pm 0.008 \text { meter, } \\
& A=56^{\circ} 37^{\prime} 42.4^{\prime \prime} \pm 0.6^{\prime \prime} \\
& B=70^{\circ} 26^{\prime} 54.3^{\prime \prime} \pm 0.3^{\prime \prime}
\end{aligned}
$$

The function is,

$$
\begin{equation*}
b=\frac{a \sin B}{\sin A} \tag{307}
\end{equation*}
$$

from which we obtain, using the above data,

$$
b=4816.349 \mathrm{~m} .
$$

Differentiating (307) with respect to $a, A$, and $B$, in surcession, and reducing by means of (307),

$$
\begin{aligned}
& \frac{\partial b}{\partial a}=\frac{\sin B}{\sin A}=\frac{b}{a}=1.125 \\
& \partial b=\frac{-a \sin B \cos A}{\sin i^{2} A}=-b \cot A=-3172 \\
& \partial A \\
& \frac{\partial b}{\partial B}=\frac{a \cos B}{\sin A}=b \cot B=1710
\end{aligned}
$$

Subtituting in (300), and noting that it is neresary to multiply $\epsilon_{1}$ and $\epsilon_{B}$ by sin $1^{\prime \prime}(=0.00000 .5)$ in order to reduce them to
abstract quantities so that each term may be expressed in the unit of length, we have,

$$
\begin{aligned}
\epsilon_{b}^{2}= & \left(\frac{b}{a}\right)^{2} \epsilon_{a}^{2}+(b \cot A)^{2}\left(\epsilon_{A} \sin 1^{\prime \prime}\right)^{2}+(b \cot B)^{2}\left(\epsilon_{B} \sin 1^{\prime \prime}\right)^{2} \\
= & (1.128 \times 0.008)^{2}+(3172 \times 0.6 \times 0.000005)^{2} \\
& +(1710 \times 0.3 \times 0.000005)^{2} \\
= & (0.0090)^{2}+(0.0095)^{2}+(0.0026)^{2} \\
= & 0.00017801
\end{aligned}
$$

and

$$
\epsilon_{b}=0.013
$$

whence,
$b=4816.349 \pm 0.013$ meters.
(5) Find the mean square error in a single measurement of an angle, direct and reversed, with a direction theodolite having three microscopes. Each reading consists of the mean of the three microscope readings corresponding to a pointing upon one object, and a measure of the angle is the difference between the readings upon the two objects limiting the angle. This process is repeated in the reversed position of the instrument and the mean is taken. Suppose the mean square error of a pointing of the telescope upon an object to be, $\epsilon_{p}=0.04^{\prime \prime}$; that of a reading of a microscope to be, $\epsilon_{r}=0.06^{\prime \prime}$; and that of a graduation-mark on the circle to be, $\epsilon_{j}=0.03^{\prime \prime}$. The error in each mieroseope reading will be the algebraic sum of the error of setting and reating the microscope itself and that of the gracluation, so that the mean square error due to both catues will be v $\left(\epsilon_{T}^{2}+\epsilon^{2}\right)$. Then the mean square crror of the mean of the readings of the three misroscopes will he

$$
\epsilon_{R}=\frac{1\left(\epsilon_{T}^{2}+\epsilon^{2}\right)}{13}=\frac{\sqrt{(0 .(0)(045)}}{13}=10.0(015)
$$

The error in a reading upon one ohjeet will be made up of the errors duce to all three eatuses, that is, to the above combined errer and the error of a single pointing. or.

$$
\left.\epsilon_{1}\right)=1\left(\epsilon_{R^{2}}{ }^{2}+\epsilon_{2} 2^{\prime}\right)=\backslash(0.001 .5+0.0016)=10.00 ; 1
$$

Finally, the mean equate crem of the difference of the readinge on
the two objects, which is that of the direct measurement of the angle, will be,

$$
\sqrt{\left(\epsilon_{0}^{2}+\epsilon_{0}^{2}\right)}=\sqrt{0.0062}
$$

and that of the mean of the direct and reversed results will be

$$
\epsilon_{A}=\frac{\sqrt{0.0062}}{\sqrt{2}}=\sqrt{0.0031}=0.056^{\prime \prime}
$$

(6) A line 1000 feet long is measured eight times with a 100 foot tape, and the mean square error of the mean of the eight measures is found to be 0.004 foot. If the mean square error of the length of the tape (resulting from its standardization) is 0.001 , what is the mean square error of the line, due both to errors of manipulation and error in the tape length?

The mean square error of the line due to the tape error is $10 \times 0.001=0.010$. Since the total error is the algebraic sum of both kinds, the mean square error due to both causes will be the square root of the sum of the squares of the separate mean square errors, that is,

$$
\epsilon_{L}=\sqrt{\left(0.004^{2}+0.010^{2}\right)}=0.011
$$

## COMBINATION OF COMPUTED QUANTITIES

156. Weights from Mean Square or Probable Errors. In Art. 143, it was demonstrated that weights are inversely as the squares of the corresponding mean square or probable errors. Thus it is posible to combine the results computed from different observations of a certain quantity, using them as weighted observations. when the mean square errors of these results are known so that their relative weight- may be detemined. For example, a certain angle in a triangulation may have been measured several times, with a realting mean and mean square error. Subsequently: in another season, perhaps, another series of measures of the rame angle maty be mate, giving a different result and mean square errer. By giving to each result a weright equal to the reciprocal of the equare of its meath square errer. the weighted ne:an of the two result-may be taken an the best value of the angle from all of the avaitahld data.
157. Limitations. It is obvious that this method assumes that all of the original observations in the various groups are of the same character, so that if they were known their mean could reasonably be taken. The conditions under which they were made should be similar, and especially is it assumed that constant or systematic errors affect all of them in the same way.

On the other hand, it is seldom that these conditions are fulfilled with any great degree of certainty. Frequently, nothing at all is known about the observational methods or circumstances, except what is indicated by the mean square errors as to the consistency of the original observations. Even in such a case, however, it is probable that the weighted mean will be as good as, or better than, any of the component results, so that the method should not be discarded without careful consideration.

Of especial importance in this connection, is the case in which the observations resulting in one of the given values are known to be of much greater precision than those which resulted in the other value, without regard to their respective mean square errors. For example, an angle might be measured with a direction theodolite reading to a single second, and again by means of a transit reading to half-minutes. Here, the judgment of the computer may determine what weight, if any, shall be given to the transit result in comparison with the other, in spite of the mean square errors, provided, of course, the number of observations made, with the theodolite is sufficient to reduce the effect of the accidental errors. Should the two results be close together, however, the weights given by the mean square errors may still, be satisfactory.

When the results being compared are separated by a considerable interval in comparison with the given mean square errors, the presence of systematic error may be indieated and should be investigated. If the difference is not too great to be a reaconable arcidental error of observation, it may be considered safe to acrept the weights given by the mean square errors. But if the difference is too large to be thus considered, and the mean square errors are much smaller, there may be no reason for believing one of the
values to be nearer the truth than the other, so that the arithmetic mean of them may be adopted as the best value. Here, again, the judgment of the computer must determine the method of adjustment. ${ }^{1}$
158. Example: Weighted Mean of Computed Quantities. Three independent series of observations give the following results for the value of an angle; what is the best or most probable value of the angle from these data?

| Means, $\left(x_{0}\right)$ | $\epsilon$ | $\epsilon^{2}$ | $w=1 / \epsilon^{2}$ | $w$ | $w x_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $72^{\circ} 47^{\prime} 43.18^{\prime \prime}$ | $\pm 0.06^{\prime \prime}$ | 36 | 0.028 | 14 | 44.52 |
| 44.01 | .10 | 100 | .010 | 5 | 20.05 |
| 43.74 | .08 | 64 | .016 | 8 | 29.92 |
|  |  |  |  | 27 | $\frac{294.49}{3.50}$ |

Weighted mean, $72^{\circ} 47^{\prime} 43.50^{\prime \prime}$
159. Precision of the Adjusted Value. Although the problem has the nature of the determination of the weighted mean, the precision of the resulting value should not be computed as in the case of the weighted mean owing to the small number of given quantities, in general, and the fact that their individual mean square errors or probable errors are given. On the contrary, the method of propagation of error should be used. The two methods will not nsually give the same result. It is to be expected that the final value will be better then the separate given values, and it should generadly have a smaller mean square error although this will not always be the case.
160. Example: Precision of the Adjusted Value. Applying this proces to the abowe example of Art. 1ss. we have the funetion,

$$
X=\frac{1}{27}\left(1 \cdot 1 \cdot r_{1}+x_{2}+\infty x_{2}\right)
$$

${ }^{1}$ See Johmern: Thenre of Emors (hap. VIl, on this subject.
whence, from (300),

$$
\begin{aligned}
\epsilon_{X^{2}}^{2} & =\frac{1}{27^{2}}\left[(14 \times .06)^{2}+(5 \times .10)^{2}+(8 \times .08)^{2}\right] \\
& =\frac{1.3652}{27^{2}}=\frac{1.17^{2}}{27^{2}} \\
\epsilon_{X} & =\frac{1.17}{27}=0.04
\end{aligned}
$$

so that the adjusted value is, $72^{\circ} 47^{\prime} 43.50^{\prime \prime} \pm 0.04^{\prime \prime}$.

## CHAPTER IX

## CONCLUSION

161. Rejection of Observations. It is generally conceded that an observer has the right to reject any observation, at the time of making it, if he has reason to believe that he made a mistake in his setting or reading, or if the conditions were temporarily so unfavorable as to indicate that the result was quite unreliable. His attention may be drawn to the questionable observation merely by its being discordant among the others of the series; or he may question the observation as he makes it and mentally decide to reject it if it proves to be very discordant. His power is: absolute but he is expected to exereise it with good judgment and strict impartiality.

On the other hand, when the observations have been approved by the observer and are turned over to the computer, or when sufficient time has elapsed that the observer ceases to recall the particular conditions under which each of the observations was made, then the reeord must be regarded as inviolable, and must not be changed without good reason, ${ }^{1}$ and this reason must be evident from the records themselver.

If the observer has noted the unfavorable conditions and has not indicated a resulting smaller weight for the corresponding ohereration, the computer maty feel justified in aswigning such : weight if the obecration is cleally diseordant. Howerer, if this
 and the computer maty wiely reftan from thas interfering with the reeord mulese with the consent of the ohnerver himself. on the promed that this would have been his adion in the field.

It ǐa rigid mble that an original rederd should never be erased or obseured. (hanges shomble be mate as to show elearly that hher ate whones, with
 Generally. the oriqinal will be in pencil, and motes and emputations will be in ink. Red ink mat well be used for ammotations.

The assignment of weights to various observations is closely associated with the question of the rejection of obscrvations, since a weight of zero is equivalent to rejection, and a diminished weight means a partial rejection.
162. Criteria for Rejection of Observations. While the author is of the opinion that weighting and rejection should be based upon judgment rather than mere discrepancies among the observations, many writers and experienced computers have advocated the rejection of all observations which deviate more than a certain amount from the mean of the set. The mathematical basis for determining this maximum deviation is known as a Criterion for the Rejection of Observations. Several of these methods have been devised, ${ }^{1}$ but the following has the merit of simplicity.

It being assumed that the observations conform to the Law of Error, the number of errors, or residuals, greater than a certain size, to be expected in the given set, will be found by using Table III, Appendix F, as stated in Art. 175. The table shows that the probability of an error less than four times the probable error of a single observation is 0.99 ; that is, 99 out of 100 residuals should be less than that amount and only one out of 100 should be greater. Therefore, if a greater residual occurs in a set of, say, 20 to 30 observations, it might be rejected as indicating a mistake. Having computed the probable error, $r$, of a single observation, for the given set, any individual observation whose residual from the mean is greater than or equal to $4 r$, would be rejected, according to this assumption.

Evidently, the adoption of a certain criterion is a matter of estimation and preference. The above value, $4 r$, would be considered conservative by many computers who believe in any kind of a numerical eriterion; $3 r$ is sometimes used. Even the novice will immediately suggest that the unusually large error might happen to oceur in the small series of observations. If but one rery large residual occurs in the set, there may be more reason for rejecting it than if it be accompanied by a correspondingly latge one of the opposite sign, since the pair would neutralize cach other, to some extent, in the me:an.

[^30]163. Methods of Observing. One of the most important uses of the Method of Least Squares lies in the investigation of methods of observing, with the idea of avoiding or eliminating the effects of constant or systematic influences, of segregating the sources of error which produce the greatest effect so that these effects may be diminished, and of reducing the cost of securing the desired degree of precision. ${ }^{1}$

In Art. 154 it was shown how various sources of error combined to affect the result; therefore, in arranging the observations, special attention should be given to decreasing the errors which have the greatest effect, since the final precision is dependent but little upon the small errors. In reducing the errors from a certain souree, the design of the instrument and its support may require study as well as the method of using it. Very important improvements in instruments have resulted from the careful study of the occurrence of the errors of observation. ${ }^{2}$

Constant and systematic errors may be due to the conditions under which the observing is carried on. When such is the case, it is desirable to so arrange the observing progran that these conditions will vary during the observations through a complete eycle of changes, as far as practicable, in order that their effects may neutralize one another, at least partially.

Finally, the mater of cost must be considered. This will depend largely upon the number of the observations and their distribution during the day, after the instrumental equipment has been determined upon.
164. Precision Desired and Number of Observations. In plaming the observing program, having a definite end in view, it is: adrisable to deride upen the degree of predision which is to be songht in the result. This will hememe to some extent upen the instrument. of apparatus availalle, hut, with a given instrument and an indivilual oherever, the methed of oherering and the number of the whervations become of great impertane in deter-
${ }^{1}$ For a more extomed treatmont of this subjed. the reader is reforred to




mining the precision. The observing program will frequently take the form of a number of units, or parts, all of which are alike with the exception of a change in the position of the instrument, as in the case of horizontal angles measured with a direction theodolite.

To attain the desired precision, then, the total number of observations must be considered. As a result of experience or experiment, ${ }^{1}$ the precision (indicated by the mean square error, perhaps) of each elementary observation is ascertained, and from these, the precision of a unit observation. Then the number of observations necessary to obtain the desired precision in the result may be computed from the relation that the precision of the mean varies as the square root of the number of observations (Art. 141, page 163). That is, to double the precision (to divide the mean square or probable error by two) four times as many observations must be made. But how far can this process be continued? Is it possible to reach any degree of precision by simply multiplying the observations?
165. Ultimate Limit of Precision and Accuracy. While in theory the precision of the mean can be increased indefinitely by increasing the number of observations, experience shows that a limit is soon reached, beyond which it is not worth while to continue the observing; the theoretical increase in the precision as indicated by the smaller probable error, for example, would become quite misleading. Furthermore, after passing a certain point, the number of observations would have to be enormousty increased in order to produce a very small decrease in the probable error, so that this process would be very wasteful of time and energy, and it is doubtful if the results would be much better.

After all, aceuracy is desired rather than precision. The observations are not made for the purpose of enjoying the labor, but in order to ascertain the truth as far as practicable. It is a well-known fact that the mean of a small number of wery consistent observations, showng a very small probable error. may be farther
${ }^{1}$ A the eretical diseussion of the limitations of the human eye in making observations, and the inereased power resulting from property dexigned instruments, will be found in Jorlan, Handbuch der Vermesung-kimele, Band II, $\$ 45$.
from the truth than that of a larger number of observations which vary over a considerable range. Cases can be cited in which a value adopted as a result of many observations, by different observers, extending over a long period of time, has been proved to be incorrect by an amount greater than many times the probable error. Of course, the conclusion is that we must not lose sight of the fact that, however consistent the observations may be, large systematic errors may be present and the observing methods may not be such as to eliminate them, so that they directly affect the results.

As to the limiting number of observations, then, we can safely state that this should be large enough and so distributed as to cover varying conditions as completely as practicable. Naturally, it will be different in various kinds of work. However, changes in the instrument and its supports are likely to take place if the observations extend over too much time, so that it is generally advisable to observe as rapidly as is practicable without a sacrifice of precision.
166. Indication of Systematic Errors. In order to discover the presence of systematic errors, a careful study of the residuals is essential. Unless the conditions causing these errors change during the course of the observations, the crrors fall into the class of constant errors and will not be indicated at all by the discrepancies or residuals. In this case, a different method of observing might reveal then when the results of both methods were compared.

By plotting the residuals in chronological order some regularity of law may be noted in their occurrenee. Positive and negative mexhals may ocem in separate groups or a curve drawn through the ploted points may show a periodic character. Again, the mumbere of residuals of the various sizes may be ploted as in Art. 17, to form a ( iure of Errer, and if the reculting curve differs considerably at certain points from the theoretical form. which maty be ploted from Table II or III in Appendix F, the presher of syematic remos may he indiented. Having thas insertigated the ofemerene of the residuats, it rematine to seek changer in the ohserving conditions which comerepond to the
variations in the residuals. The location of such changes should serve to point out conditions responsible for part or all of the systematic errors so detected.
167. Treatment of Discordant Observations. When the discrepancies in a set of direct observations are unusually large, the lack of precision will be indicated by a large probable error or mean square error, and the mean remains as the best value obtainable from the given measures. It sometimes happens, however, that different sets of observations of the same quantity will yield results which are so discordant as to indicate the presence of constant or systematic errors in one or both of the sets. The problem may be further complicated by the fact that the precisions of the results may be considerably different, so that if their weighted mean were taken, as in Art. 156, it would give a decided preference to one of them. The question arises as to whether the results may not be so far apart as to make it advisable to neglect their relative weights altogether and to take their simple mean arbitrarily. This course is sometimes advocated.

Obviously, this is a matter of judgment rather than Least Squares, and such action should be preceded by a careful investigation of all the circumstances. However, it may be reasonably contended that if such discordant results are to be used at all a small difference in the adopted value would be of little moment and the regular Least Squares process may well be followed without considering the case as an exceptional one. Should conditions or checks be found which would be satisfied much more nearly by one of the results than by the other, the problem is thereby altered and becomes one involving the assignment of weights or perhaps the rejection of observations. The judgment of the computer must be the determining factor.
168. Arbitrary Adjustments. The principles outlined in the foregoing chapters, especially in Chapters V and VI, will be found of assistance in some problems where it may be deemed sufficient to approximate to a rigid adjustment by assigning corrections to the ohserved quantities arhitrarily. While such a method ean hardly be defended in the hands of the computer who is convereant with Least squares, still it must be admitied that such a
computer is the only one who could be expected to carry out an arbitrary adjustment consistently and reasonably. The usual difficulty arises in satisfying all of the necessary conditions at the same time without a distribution of the corrections which is clearly unreasonable.

In certain problems, however, a distribution of arbitrary corrections may be of use in preparation for a rigid adjustment. The method consists in applying to the observations such preliminary corrections, resulting from a detailed study of the condition equations, as will reduce the amounts of the final corrections. This advance study requires a clear understanding of the field conditions as well as the methods of adjustment, but when carefully carried out is likely to diminish the labor of the computation and to improve the adjustment by reducing the numerical quantities involved. The method is analogous to the assumption of approximate values for the unknowns in the adjustment of indirect observations, Chapter III.
169. Use and Abuse of Least Squares. In view of the criticisms which are sometimes directed at the use of Least Squares for the adjustment of observations, a few words on the subject may not be out of place here. While it is unquestionably true that the method is sometimes used in an unwarranted manner, the real difficulty probably arises from the placing of erroneous interpretations upon, or the drawing of unreasonable conclusions from, the results of the adjustments.

A great deal of misunderstanding in the minds of persons unfamiliar with the fundamental principles of the method has resulted from the use of the term " probable error," and such persons are too apt to blame the methol for the fruits of their misuse of it. It is unfortumate that this term has come into use, since its meaning in Least squares is a technical one and not what would be expected from the ordinary use of the word "probable." some of this trouble, to say the leasi, would have been avoided by using the " mean square error."

A common eriticism relates to the use of Least Squares in connection with a very small number of observations, even as small atstw. The reply may well be, "Where is a better method?"

The intelligent computer does not place the same reliance upon a very small number of observations as upon a larger one, but having only the small number he uses them as best he can. However, to place great confidence in the precision of the mean of two observations is certainly questionable, although even that precision may be very useful, in spite of its limitations, for purposes of comparison.

While investigations of the precision of observations and results have been thus criticised, little or no objection has ever been raised against the use of Least Squares for determining the best values of the unknown quantities. Its advantages for this purpose are evident even to those who are not familiar with its details. It provides a method of adjustment which is consistent, definite, and adaptable to the various kinds of problems and conditions, and which conforms to the facts as to the occurrence of errors of observation. Generally, also, it is simpler than an arbitrary adjustment ; certainly it is more reliable.
170. Adjustments not Infallible. The beginner must not make the error of assuming that the results of an adjustment are correct. At the risk of repetition, this principle is emphasized, -that the results are but approximations to the true or correct values, the best obtainable from the given observations. Should the observations be affected by constant errors, the results will be likewise affected, without regard to their precision, which is determined from the discrepancies among them.

Also, as has been pointed out, different adjustments of the same observations by slightly different methods, perhaps, may yield results which are not exactly the same, owing to the fact that different sets of numerical quantities are used. If the computations are carried out to one decimal plate more or lese, slight variations in the final values may similarly occur. But it should be kept in mind that any one of these various adjustmentwill probably satisfy the requirements of the problem within the uncertainties among the observations, so that any one of them can safely be adopted.
171. Other Laws of Error. When applying the method of Least siquares to a new class of problems, it beeomes necessary to investigate the occurrence of the errors, particularly when these
are not actual errors of observation. It has been found by experiment that the variations among many natural occurrences follow the same law as the accidental errors of observation. Thus the law is applied in studies of the growth of vegetables, and to the occurrence of various characteristics among animals.

To illustrate errors which do not follow this law, we may consider the errors in a table of logarithms. It is evident that in a seven-place table, for example, the decimals following the seventh place have been rejected when less than 5 in the eighth place, while if the eighth place is greater than 5 , the seventh place is increased by unity. Therefore, instead of the three assumptions upon which Least Squares is based (Art. 18), we have errors occurring only between the limits 0.0 and 0.5 , the unit being in the last place of the logarithm, and in equal numbers without regard to magnitude or sign. The probabilities of the occurrence of the various errors between these limits would be equal, and the curve of error would be a rectangle upon the axis of errors as a base and limited by the ordinates at +0.5 and -0.5 .
172. Review: Outline of Methods of Adjustment. In conchusion, a bricf outline will be given covering the main classes of problems which have been considered and the methods of solution.

## Direct Observations of a Single Quantity.

Adjustment. Take the mean or the weighted mean.
Indirect Observations.
Adjustment. Write the observation equations and from them the normal equations; the solution of the latter gives the unknown quantitios themselves or the corrections to their assumed approsimate values. The number of the observation equations will be the stme as that of the observations; the number of the nomal equations will equal that of the maknown quantities, which must always be lese than that of the observations.
(ONDITIONED ObsbRATIONS.
Adjustment. Write the condition equations in their general form and then in their simple form involving the eorrections. From them form the nomal cquations, the same in number as the
conditions. The solution of the normal equations gives a set of factors, called correlates, one for each condition equation, from which the desired corrections to the observed quantities are determined.

## Simple Propagation of Error.

Solution. Write the literal function whose mean square error is desired. Differentiate it successively with respect to each of the quantities for which mean square errors are given. Substitute these partial derivatives and the given mean square errors in the general equation of propagation of error to obtain the mean square error of the function.

Compound Propagation of Error.
Solution. Find the mean square error of the function as above for each of the different sources of error, and take the square root of the sum of their squares.

## Combination of Computed Quantities.

Adjustment. Give to each value a weight equal to the reciprocal of the square of its mean square error and take the weighted mean as the best value of the quantity.

Empirical Formulas.
Solution. Plot the observations and sketch a smooth curve through them. From this curve select the form of the desired equation. Write an observation equation of the selected form for each of the observations, reducing to the linear form if necessary. Write nomal equations and solve them as in Indirect Observations, for the constants or coefficients of the formula.

## APPENDIX A

## HISTORY AND BIBLIOGRAPHY OF LEAST SQUARES

173. Historical Sketch. ${ }^{1}$ The principle of the arithmetic mean is very old. But when the first indirect observations were made, probably in astronomy, the necessity for adjustment became apparent. Observation equations were written as early as 1748, by Euler. In 1757 Simpson stated the axiom that positive and negative errors occur with equal frequency, and in 1770 Lagrange considered the occurrence of errors from the standpoint of the theory of probability. Laplace, in 1774, in his " Mécanique Céleste," further investigated the subject and laid the foundation for the development of Least Squares.

It was not until the end of the 18 th century, however, that the Method of Least Squares was introduced. The first publication of the principle of least squares was by Legendre, in 1805, in his "Nouvelles méthodes pour la détermination des orbites des comètes," and by him the name was given, " Méthode des moindres quarrés." Although there is no question as to the priority of publication, it seems well established that Gauss had actually developed and used the method itself since 1794, when he was a student at the Cniversity of Göttingen. His first publication on the subject, however, was not until 1809, in his classic work, "Theoria motus corporum codestium." But Gauss deserves more credit than anyone else for the further development of the Method of Least Squares, and as Merriman states," "Few branches of science owe so large a proportion of subject-matter to the labors of one man."

The first publication of a theoretieal derivation of the Law of Error was made by Dr. R. Adrian, of Reading, Pio, in 1s0s, in

Fror more detailed information, the reader is refered to Jorlan, Handhuch der Vermessungekunde. Rand I, Einteitung.
${ }^{2}$ Merriman: Method of Least Squares
the "Analyst or Mathematical Museun," at Philadelphia. Gauss published his in the next year, and various others have followed.
174. Growth of the Literature. The development of the subject is indicated by the rate at which publications devoted to it appeared. In 1877 Professor Merriman published an investigation ${ }^{1}$ of the literature of Least Squares, as a result of which he deduced some interesting statistics. The following data are are based upon his work.

Prior to 1805,22 titles were found. From that time on, averaging by decales, the rate of publication increased steadily from about two per year in 1810 to about ten per year in 1870. Altogether, 408 titles were listed up to 1875 . Of these, 153 were published in Germany, 78 in France, 56 in Great Britain, and 34 in the United States, the remaining ones being scattered over eight countries. The German language was used in 167 instances, French in 110, and English in 90.
175. Bibliography. In addition to the paper by Merriman, referred to above, Gore's Bibliography of Geodesy, in the Report of the U.S. Coast and Geodetic Survey for 1887, will be found very useful in an investigation of the literature of this subject, although many important works have appeared since that time.

From the large number of books and parts of books devoted to Least Squares and the Adjustment of Observations, the following are selected for reference:
Wriemt: Adjustment of Observations. Van Nostrand, New York, 1884. This is the classic work in the English language on this subject. The applications are principally geodetic. It has long been out of print, and was succeeded by
 Less comprehensive than the forconing, but improved in many respects. Mamly georletic.
Jordse:: Handbuch der Vermessungskunde, I. Metzler. Stuttgart, 1910. A wery complete treatise. presented in a direct style which is casily read. Alost valuable for referenere. (iendetie.
Helmert: Ausgleichungserhnung. Teubner, Leipzig, 1907. Comprehensive and scholarly, but somewhat diflicult to read. The motation is unusuat. Geodetie and physical.
${ }^{1}$ Merriman: List of Writings Relating to the Method of Least Eiguares, published in the Transactions of the Comecticut Academy, New Haven, 1 sit.

Kol.L: Methode der kleinsten Quadrate. Berlin, 1893. Extensive and practical with many applications.
Czuber: Theorie der Beobachtungsfehier. Leipzig, 1891. Largely theoretical, with applications to life insurance and statisties.
Merriman: Method of Least Squares. Wiley, New York, 1913. Geodetic applications but general in scope.
Comstock: Method of Least Squares. Ginn, Boston, 189.5. Astronomical and general.
Bartlett: Method of Least Squares. Boston, 1915. Contains an extensive list of examples for solution
Weld: Theory of Errors and Least Squares. Nacmillan, New York, 1916. General and practical with many exercises for solution.
Jomsons: Theory of Errors and Method of Least Squares. Wiley, 1802. (ieneral; strong in illuminating explanations.
Brovt: Combination of Obscrvations. Cambridge University Press, 1917. Theoretical.
Cimalvenet: Practical and Spherical Astronomy. Lippineott, Philadelphia, 1896.

Cravdall: Geodesy and Least Squares. Wiley, New York, 1907.
Adams: Application of Least Squares to the Adjustment of Triangulation. Sperial Publication No. 2s, U. S. C. \& G. Survey, 1915. A verv ü̈portant contribution to this subject.

## APPENDIX B

## PRINCIPLES OF PROBABILITY

176. Definition. If an event can occur in a ways, and can fail to occur in $b$ ways, the probability of its occurrence will be $\frac{a}{a+b}$, and that of its failure to occur will be $\frac{b}{a+b}$, it being assumed that all the ways of occurrence or failure to occur are entirely independent and equally likely. Thus, in one throw of a die, the probability of a certain face lying upward is $1 / 6$, and that of its not being upward, that is, of any other face being upward, is 5,6 . The probability of throwing any face upward will be $6,6=1$, in other words, certainty. Therefore, if the probability of the occurrence of an event be $p$, then that of the failure of the event to occur will be $1-p$, provided it is certain that the event must either occur or fail.

First Principle. The probability of the occurrence of an event is therefore a proper fraction between the limits zero (impossibility) and unity (certainty), and may be defined as the ratio, between the number of ways in which the event may occur and the number of ways in which it may either occur or fail.
177. Two Sources of Probability. The probability of an event may be based upon theory or experience. The above case of throwing a die is an example of the theoretical basis. We know without question how many faces the die has and, therefore the number of ways in which a certain face can lie upwards. The numbers involved are known absolutely. In the second case, on the other hand, the number of ways in which the event can oceur is assumed as a result of experiment or experience. For example. if an event has occurred $a$ times and failed $b$ times out of a larges number $a+b$, of trials, we may say that the probability of itoccurrence, under the same conditions, is $a /(a+b)$, as before. Thus we may also define the probability of an event as the ratio
of the number of times it has occurred to the total number of times it has occuried or failed; but the total number of cases, or attempts, should be sufficiently large to justify their use as a basis for generalization. To illustrate, suppose that statistics show that in the long run the number of male children born is to that of female children born as 21 to 20 ; then the probability that any birth will be that of a male is $21 / 41$.
178. Simple Probability. The above statements, relating to the occurrence of a single event, illustrate simple probability. The principle will be further amplified. Suppose a box to contain $w$, white, $b$, black, and $r$ red balls of the same weight and texture, and that a single ball is drawn from the box at random. Then the probability of drawing a ball of a certain color will be as follows:


Thus we may state the Second Principle. If the ways in which a single event can occur independently can be grouped in different sets or series, and the prohathility of its oecurrenee in each serice be known, the total probahility of itsocemremee in amy comblation of the series will be the sum of the correspomenge -rpatate probabilities. In the above example, a single ball can be drawn from the white ones with a probetbility of

$$
\frac{u}{u+b+r}
$$

or from the black ones with a probability of

$$
\frac{b}{w+b+r}
$$

then the probability of drawing either a white or a black ball will be the sum of the two probabilities, namely, $\frac{w+b}{w+b+r}$.
179. Compound Probability. Independent Events. Suppose we have, in addition to the above box, a second one containing $w^{\prime}$ white, $b^{\prime}$ black, and $r^{\prime}$ red balls, and that we draw a ball from each box. Each of the $w+b+r$ possible draws from the first box may occur in combination with each of the $w^{\prime}+b^{\prime}+r^{\prime}$ balls in the second so that the total number of possible draws of two balls, one from each box, will be $(w+b+r)\left(w^{\prime}+b^{\prime}+r^{\prime}\right)$. Also, each of the white balls in the first box may be drawn with each of the white ones in the second box, giving ww' possible pairs of white balls drawn one from cach box. Therefore the probability of drawing simultaneously, two balls of one color, one from each box, will be,

$$
\begin{aligned}
& \text { Two white balls, } \frac{w w^{\prime}}{(u+b+r)\left(u^{\prime}+b^{\prime}+r^{\prime}\right)} \\
& \text { Two red balls, } \frac{r r^{\prime}}{(u+b+r)\left(u^{\prime}+b^{\prime}+r^{\prime}\right)} \\
& \text { Two back balls, } \frac{b b^{\prime}}{\left(u+b+r^{\prime}\right)\left(u^{\prime}+b^{\prime}+r^{\prime}\right)}
\end{aligned}
$$

As a result of this reasoning, we can state the Third Principle: If two or more independent ewents are to oremr simultanconsly, and the probability of the separate ofecurrence of eath is known, that of the simultaneons oceurrener of all of them will be the product of the separate probabilities.
180. Compound Probability. Dependent Events. The prolability of drawing a black and white pair, one ball from cach of the two boxes, is an example in which the evente are dependent. Fors, if a white ball were drawn from the first bos, a black one would necesarily hate to be drawn from the serome bex in order to nata the pair. and viee versal, so that the probability of the seremed exent would be different in the case of the failure of the first one than in
its occurrence. Then the number of possible black and white pairs, one ball from each box, would be, $w b^{\prime}+w^{\prime} b$, and the probability of drawing such a pair would be,

$$
\frac{w b^{\prime}+w^{\prime} b}{(w+b+r)\left(w^{\prime}+b^{\prime}+r^{\prime}\right)}
$$

Here we have the occurrence of a compounc event in two sets or series, so that the total probability is the sum of the separate (compound) probabilities.

Events are dependent when the probability of the occurrence of one of them depends upon the occurrence, or failure to occur, of another. By a careful analysis of cach problem, it will usually be easy to so arrange or combine the events as to render them independent. In the foregoing example, the case of drawing a black and white pair, one ball from cach box, is clearly one of dependent events, but if we require the probability of drawing a white ball from the first box simultaneously with a black one from the second bos, the erents are independent and, from the preceding article, the probability would be,

$$
\frac{u b^{\prime}}{\left(u^{\prime}+b+r\right)\left(u^{\prime}+b^{\prime}+r^{\prime}\right)}
$$

Also, the probability of drawing a black ball from the first box and a white one from the second, simultaneously, would be

$$
\frac{u^{\prime} b}{(u+b+r)\left(u^{\prime}+b^{\prime}+r^{\prime}\right)}
$$

But catch of these events, while compound, is independent of the other. They are of the same chanateter and may be considered ats a single compound ewent orecturing in two sets or seriow, so that the total probability of its oreurrence in either manner will be, as in Art. 17s, the sum of the two separate probabilitios, that is,

$$
\begin{gathered}
u b^{\prime}+u^{\prime} b \\
\left(w+b+r^{\prime}\right)\left(u^{\prime}+b^{\prime}+r^{\prime}\right)
\end{gathered}
$$

This is evident, also, from the first prineiple, when we mote that the total number of hack and white pairs is at, $+u^{\prime} k$, while the total number of posiblo pairs of all colows is

$$
\left(u+l+r^{\prime}\right)\left(r^{\prime}+l^{\prime}+r^{\prime}\right)
$$

181. Number of Occurrences. It follows from the definition of probability (Art. 176), that the number of times an event occurs may be determined by multiplying the total number of possible occurrences and failures, in other words, trials or attempts, by the probability of the occurrence of the event. In Least Squares, for example, the number of errors less than a certain amount to be expected in a given series of observations will be equal to the probability of an error less than that amount multiplied into the total number of observations in the set.

## APPENDIX C

## DERIVATION OF THE LAW OF ERROR

182. The Law of Error, that is, the equation of the Error Curve, (Art. 19), has been derived in several ways by different writers since the original demonstration by Dr. Adrian in 1808, published at Philadelphia in the "Analyst." The most notable of these, however, are the methods of Gauss (1809) and Hagen (1837). The former of these two will now be explained. ${ }^{1}$
183. Assumptions. The Error Function. Gauss based his derivation upon the assumption of the arithmetic mean as the most probable value of a directly observed quantity when all of the observations are made with the same care. Also, the occurrence of the errors of observation is assumed to be in accordance with the three axioms of Art. 18.

Since small errors are more numerous than large ones, and since the probability of an error of a certain size is directly proportional to the number of times that that error occurs in the given series of observations, it is evident that the probability of an error is a function of the error itself. Representing any error by $\Delta$, the probability of the occurrence of this error by $p_{\Delta}$, and the probability function by $\phi(\Delta)$, we can write,

$$
\begin{equation*}
p_{\Delta}=\phi(\Delta) \tag{308}
\end{equation*}
$$

Strictly speaking, consecutive errors will differ by small finite amounts which are the least readings made with the given instrument or by the method used. For example, the least reading of a vernier on a circle may be $10^{\prime \prime}$, so that all the obervations might be made only to the nearest $10^{\prime \prime}$, and the errors themselves

See Brunt's Combination of Observations, for the methods of Hagen, Thomoon and Tait, and Eddington. Hagen's profi is given in many works on Least ribares. Comstock frankly asumes the Law of Eror to be empirical, which is a reasonable and practical method of attack.
would differ by multiples of $10^{\prime \prime}$. So the ordinates to the error curve, corresponding to the various crrors, and the successive points on the curve, would be separated by these intervals. However, as the precision of the observations increases, these elemental differences decrease and so we may reasonably regard the points as being so close together as to make the curve continuous. Thus we may consider that the errors, $\lrcorner$, vary continuously, and that the function, $\phi(1)$, is a continuous one. The probability of an error, $\Delta$, is therefore equivalent to the probability of an error between the limits, $\Delta$ and $\Delta+d \Delta$.

The probability of the occurrence of an error between two limits is the sum of the separate probabilities of all the possible errors lying between those limits. ${ }^{1}$ If we regard each probability as the ordinate to the error curve, corresponding to its particular error, the sum of these successive ordinates, when the curve is a continuous one, will constitute the area between the limiting ordinates, the curve, and the axis of $\Delta$. Then, the probability of an error between $\Delta$ and $\Delta+d \Delta$ would be represented by the area of the infinitesimal vertical strip of length $\phi(\Delta)$ and of width $d \Delta$, that is, by the area $\phi(\Delta) d \Delta$. Therefore, the probability of the occurrence of an error between the limits $a$ and $b$ would be

$$
\int^{b} \phi(\Delta) d \Delta
$$

If the limits be extended so as to include all possible errors, namely, between $-\infty$ and $+\infty$, the probability of the occurrence of any error bet ween these limits would be unity, that is, certainty, and this can be stated,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \phi(\Delta) d \Delta=1 \tag{.309}
\end{equation*}
$$

or, since the area is sommetrical athout the axis of probability.

$$
\begin{equation*}
\int_{0}^{\infty} \phi(\Delta) d \Delta=\frac{1}{2} \tag{310}
\end{equation*}
$$

1, íe Aplendix 13, Principhes of Probability.
184. Derivation of the Law of Error. We shall consider the general case of indirect observations, since direct observations form but a special case under it. The observed quantity is a function of the unknown quantities. Let there be $n$ observations and $m$ unknowns, $n$ being greater than $m$ (Art. 22). The observation equations may be written,

$$
\begin{align*}
& f_{1}(X, Y, Z, \ldots .)=M_{1} \\
& f_{2}(X, Y, Z, \ldots .)=M_{2} \tag{311}
\end{align*}
$$

$$
f_{n}(X, Y, Z, \ldots .)=I_{n}
$$

Let $\Delta_{1}, \Delta_{2}, \Delta_{3}, \ldots \Delta_{n}$, be the respective errors of $M_{1}, M_{2}, M_{3}$, . . . $M_{n}$, and let the probability of the occurrence of $\Delta_{1}$ be $\phi\left(\Delta_{1}\right)$, that of $\Delta_{2}$ be $\phi\left(\Delta_{2}\right)$, etc. Then the probability of the simultaneous occurrence of this series of errors will be the product of their separate probabilities, or,

$$
\begin{equation*}
P=\phi\left(\Delta_{1}\right) \phi\left(\Delta_{2}\right) \phi\left(\Delta_{3}\right) \ldots \phi\left(\Delta_{n}\right) \tag{312}
\end{equation*}
$$

Taking the logarithon of eath member, this becomes.

$$
\begin{equation*}
\log P=\log \phi\left(\Delta_{1}\right)+\log \phi\left(\Delta_{2}\right)+\ldots+\log \phi\left(\Delta_{n}\right) \tag{31:3}
\end{equation*}
$$

The most probable series of erross will be those for which the above probability is a maximum, which also will be the eave when log $P$ is a maximum. This is the condition for the best or most probable values of the unkowns. Therefore, the first derivative of (313) must cqual zero, and since the unknowns $I, Y$, $Z, \ldots$ in the case of indirect observations are independent, it follow: that the separate partial derivatives of log $P$ with respere to these unknowns must equal zero. Thus we obtain,

$$
\begin{align*}
& \frac{d \phi\left(\lambda_{1}\right)}{\phi\left(\lambda_{1}\right) d \lambda_{1}}+\frac{d \sigma\left(\lambda_{2}\right)}{o\left(\lambda_{2}\right) d_{1}}+ \\
& +\frac{l_{0}(\lambda)}{0(\lambda, 2 \lambda}=0 \\
& \frac{d \phi\left(\lambda_{1}\right)}{\left.\phi\left(\lambda_{1}\right) d\right)^{5}}+\frac{d \phi\left(\lambda_{2}\right)}{\left.\phi\left(\lambda_{2}\right) d\right)^{5}}+\ldots+\frac{d o\left(\lambda_{n}\right)}{\left.\phi\left(\lambda_{n}\right) d\right)}=0 \tag{.31.4}
\end{align*}
$$

Multiplying and dividing each fraction by the corresponding $d \Delta$,

$$
\begin{align*}
& \frac{d \phi\left(\Delta_{1}\right)}{\phi\left(\Delta_{1}\right) d \Delta_{1}} \frac{d \Delta_{1}}{d X}+\frac{d \phi\left(\Delta_{2}\right)}{\phi\left(\Delta_{2}\right) d \Delta_{2}} \frac{d \Delta_{2}}{d X}+\ldots+\frac{d \phi\left(\Delta_{n}\right)}{\phi\left(\Delta_{n}\right) d \Delta_{n}} \frac{d \Delta_{n}}{d X}=0 \\
& \frac{d \phi\left(\Delta_{1}\right)}{\phi\left(\Delta_{1}\right) d \Delta_{1}} \frac{d \Delta_{1}}{d Y}+\frac{d \phi\left(\Delta_{2}\right)}{\phi\left(\Delta_{2}\right) d \Delta_{2}} \frac{d \Delta_{2}}{d Y}+\ldots+\frac{d \phi\left(\Delta_{n}\right)}{\phi\left(\Delta_{n}\right) d \Delta_{n}} \frac{d \Delta_{n}}{d Y}=0 \tag{315}
\end{align*}
$$

Since the function, $\phi(\Delta) d \Delta$, must be applicable to any number of unknowns, we shall make use of the case of one unknown, directly observed, from which to determine the nature of the function. Letting $X$ represent the true value of the unknown, and $\Delta$ the true error of the observation, $M$, we may write,

$$
\begin{align*}
& X-M_{1}=\Delta_{1} \\
& X-M_{2}=\Delta_{2}  \tag{316}\\
& \cdots \cdots \\
& X-M_{n}=\Delta_{n}
\end{align*}
$$

Differentiating,

$$
\begin{equation*}
\frac{d \Delta_{1}}{d X}=\frac{d \Delta_{2}}{d X}=\frac{d \Delta_{3}}{d X}=\ldots=\frac{d \Delta_{n}}{d X}=1 \tag{317}
\end{equation*}
$$

Substituting in (315),

$$
\begin{equation*}
\frac{d \phi\left(\Delta_{1}\right)}{\phi\left(\Delta_{1}\right) d \Delta_{1}}+\frac{d \phi\left(\Delta_{2}\right)}{\phi\left(\Delta_{2}\right) d \Delta_{2}}+\ldots+\frac{d \phi\left(\Delta_{n}\right)}{\phi\left(\Delta_{n}\right) d \Delta_{n}}=0 \tag{318}
\end{equation*}
$$

Multiplying and dividing cach fraction by the corresponding $د$,
$\frac{d \phi\left(\Delta_{1}\right)}{\Delta_{1} \phi\left(\Delta_{1}\right) d \Delta_{1}} \Delta_{1}+\frac{d \phi\left(\Delta_{2}\right)}{\Delta_{2} \phi\left(\Delta_{2}\right) d \Delta_{2}} \Delta_{2}+\ldots+\frac{d \phi\left(\Delta_{n}\right)}{\Delta_{n} \phi\left(\Delta_{n}\right) d \Delta_{n}} \Delta_{n}=0$
But it is assumed in direct observations that the mean is the best or most probable value of the observed quantity, and that, as the number of observations increases indefinitely, the mean approaches the true value as a limit. So we may write,

$$
\begin{equation*}
X=\frac{M_{1}+M_{2}+\cdots+M_{n}}{n} \tag{320}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left(X-M_{1}\right)+\left(X-M_{2}\right)+\ldots+\left(X-M I_{n}\right)=0 \tag{:21}
\end{equation*}
$$

whence, from (316),

$$
\begin{equation*}
\Delta_{1}+\Delta_{2}+\ldots+\Delta_{n}=0 \tag{322}
\end{equation*}
$$

Both (319) and (322) hold good as the number of observations is increased one by one. But in order that this condition may exist, it is necessary that the coefficients of the J's in (319) be equal and constant, so that they may be cancelled from that equation.

Therefore, we may write, in general,

$$
\begin{equation*}
\frac{d \phi(\Delta)}{\Delta \phi(\Delta) d \Delta}=\text { a constant, say } k \tag{323}
\end{equation*}
$$

or,

$$
\begin{equation*}
\frac{d \phi(\Delta)}{\phi(\Delta) d \Delta}=7: \Delta \tag{324}
\end{equation*}
$$

Integrating,

$$
\begin{equation*}
\log \phi(\Delta)=\frac{1}{2} k \Delta^{2}+k^{\prime} \tag{325}
\end{equation*}
$$

whenee, ${ }^{1}$

$$
\begin{equation*}
\phi(\Delta)=e^{1 \frac{1}{2} k \Delta^{2}} e^{k^{\prime}} \tag{326}
\end{equation*}
$$

But one of the original assumptions was that small errors are more numerous and more probable than large ones. Thus, as $\Delta$ decreases, $\phi(\Delta)$ must increase, which requires that $k$ must always be negative. To effect this, we replace $k / 2$ by the new constant, - $h^{2}$. Then, replacing the constant factor, $e^{k^{\prime}}$, by the constant, $C$, we obtain the expression for the probability of an error, $\Delta$,

$$
\begin{equation*}
\phi(\Delta)=\left(e^{-h^{2} \Delta^{2}}\right. \tag{327}
\end{equation*}
$$

185. The Constant, C. It remains to determine the value of the constant, $C$. substituting (327) in (310),

$$
\begin{equation*}
\int_{11}^{\infty}\left(e^{2}-n^{2} د^{2} d\right)=\frac{1}{2} \tag{328}
\end{equation*}
$$

Let $t=h \Delta$; then itt=hd $\Delta$. Ako, when $\Delta=0, t=0$, and when $\Delta=\infty, t=\infty$. Therefore we may write (328) as follows,

$$
\begin{equation*}
\frac{c^{\prime}}{h} \int_{0}^{x} e^{-h^{2} د^{2} h d \Delta=\frac{1}{2}} \tag{329}
\end{equation*}
$$

[^31]\[

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t^{2}} d=\frac{h}{2 C} \tag{330}
\end{equation*}
$$

\]

But, ${ }^{1}$

$$
\begin{equation*}
\int^{\infty} e^{-t^{2}} d t=\frac{\sqrt{\pi}}{2} \tag{331}
\end{equation*}
$$

so that, from (330) and (331),

$$
\frac{h}{2 C}=\frac{\sqrt{\pi}}{2}
$$

whence,

$$
\begin{equation*}
C=\frac{h}{\sqrt{\pi}} \tag{332}
\end{equation*}
$$

Thercfore, we have from (327) the final expression for the Law of Error,

$$
\begin{equation*}
\phi(\Delta)=\frac{h}{\sqrt{\pi}} e^{-h^{2} \Delta^{2}} \tag{333}
\end{equation*}
$$

${ }^{1}$ This definite integral may be evaluated in various ways. The following method is given by Bartlett:

From the assumption, $t=h \Delta$, we have,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t^{2}} d t=\int_{0}^{\infty} e^{-h^{2} \Delta^{2}} h d \Delta \tag{334}
\end{equation*}
$$

But when definite integrals, only, are used,

$$
\begin{equation*}
\int_{0}^{x} e^{-t^{2}} d t=\int_{0}^{x} e^{-h^{2}} d h \tag{335}
\end{equation*}
$$

Multiplying (3:34) and (335),

$$
\begin{align*}
& {\left[\int_{0}^{\infty} e^{-t^{2} h t}\right]^{2}=\int_{0}^{\infty} \int_{0}^{\infty} e^{-h^{2}\left(1+د^{2}\right)} h d \Delta d h}  \tag{336}\\
& =\int_{0}^{x} \frac{-l \lambda}{\left.2+د^{2}\right)} \int_{0}^{x} f^{-h^{2}\left(1+د^{2}\right)}(-2 h)\left(1+د^{2}\right) d h  \tag{3:37}\\
& =\int_{0}^{x}-\lambda^{2}\left(1+\lambda^{2}\right)\left[,-h^{2\left(1+\Delta^{2}\right)}\right]_{0}^{x}  \tag{3アハ}\\
& =\frac{1}{2} \int_{11}^{x} \frac{d \Delta}{1+\Delta^{2}} \\
& =\frac{1}{2}\left[\tan ^{-1} د\right]_{0}^{2}=\frac{\pi}{4} \tag{340}
\end{align*}
$$

Therofore.

$$
\int_{0}^{r} \cdot--t^{2} d t=\frac{\sqrt{\pi}}{2}
$$

186. Expansion of Law of Error in Series. The Law of Error may be expressed in the form of series for convenience in evaluating it for various values of $\Delta .{ }^{1}$

Using the quantity, $t=h \Delta$, as an auxiliary variable, we can state (333) as follows:

$$
\begin{equation*}
\phi(\Delta) d \Delta=\frac{1}{\sqrt{ } \pi} e^{-h^{2} \Delta^{2}} h d \Delta=\frac{1}{\sqrt{\pi}} e^{-t^{2}} d t \tag{3+2}
\end{equation*}
$$

which is the probability of an error between $\Delta$ and $\Delta+d \Delta$. The probability of the occurrence of an error less than $\Delta$ will be that of an error between the limits, $-\Delta$ and $+\Delta$, that is, since $t=h \Delta$,

$$
\begin{align*}
p_{-\Delta}^{+\Delta} & =\int_{-\Delta}^{+\Delta} \phi(\Delta) d \Delta=\frac{1}{\sqrt{\pi}} \int_{-t}^{+t} e^{-t^{2}} d t=\frac{2}{\sqrt{\pi}} \int^{+t} e^{-t^{2}} d t  \tag{343}\\
& =\frac{2}{\sqrt{\pi}}\left(t-\frac{t^{3}}{3 \cdot 1!}+\frac{t^{5}}{5 \cdot 2!}-\frac{t^{-}}{7 \cdot 3!} \cdot \cdot \cdot\right) \tag{3+4}
\end{align*}
$$

$$
\text { for use with small values of } t \text {, }
$$

or,

$$
\begin{equation*}
=1-\frac{e^{t^{2}}}{t \sqrt{\pi}}\left(1-\frac{1}{2 t^{2}}+\frac{1 \cdot 3}{\left(2 t^{2}\right)^{2}}-\frac{1 \cdot 3 \cdot 5}{\left(2 t^{2}\right)^{3}}+\ldots\right) \tag{345}
\end{equation*}
$$

for we with large values of $t$.
187. Tables of the Law of Error. From the above formulas, tables have been computed with the argument $t$, giving the probability of an erron les than $\Delta$, in a given set of observations. Table I, in Appendix F, has been formed in this manner. To use such a table, the mean sumare error of a single observation, $(\epsilon)$, is computed frem the residuals of the mean. Then $t$ is ontained frem the aswmed error, $\perp$. he means of the relation,

$$
t=h د=\begin{gather*}
د  \tag{3+6}\\
\epsilon \backslash 2
\end{gather*}
$$

-ince. from (209).

$$
h=\begin{gathered}
1 \\
\epsilon!
\end{gathered}
$$

Finally, with tas an argment, the tatmaly probahility is ohtained.

[^32]However, it is more convenient in many cases to express the function in terms of $\Delta / \epsilon$ or $\Delta / r$ directly, and this has been done in Tables II and III, respectively, in Appendix F. The table gives the probability of an error less than a certain fraction $(\Delta / \epsilon)$ of the mean square error, or $(\Delta / r)$, of the probable error, of a single observation. Thus, from Table II, the probability of an error less than 0.4 of the mean square error is 0.3108 , and the number of such errors should be approximately 0.3108 times the number of observations, $n$, in the given series. Similarly, the number of errors greater than $0.4 \epsilon$ would theoretically be, $n(1-0.3108)$. By comparing these theoretical numbers of errors with those actually counted in the given set, it is possible to ascertain how closely the observations conform to the theory (Art. 20).

## APPENDIX D

## OUTLINE OF A SHORT COURSE OF INSTRUCTION

188. General Plan. While it is desirable to devote a threehour course for one semester to the study and practice of Least Squares and the Adjustment of Observations, with civil engineering students, the author presents the following outline of a onehour course which he conducted at Cornell University when, owing to the demands of other courses, this was all the time which the student could devote to the subject. He regards such a course as very much worth while and believes that the students obtained a good general knowledge of the methods of adjusting observations together with considerable practice in the solution of problems.

The course was given in 16 lessons, and in addition to the fifty-minute lecture, the student was expected to work two hours at home upon the text and the assigned problem. The problems were handed in at the next lecture, with a penalty for failing to do so. It was considered essential that the problem be solved while the topic was fresh in the student's mind. The problems were carefully examined be comparison with standards and returned for correction, if necessary, or retained until the end of the term. The work was required to be neatly done with the idea that the set of examples would be kept for reference. ${ }^{1}$

The lectures had to be limited to the essential parts of the subject, owing to the limited time, and esperial attention was given to the solution of the problem at hamb. Fometimes two lectures intervened between problems, and in the rase of the donble problem of the adjustment of a cuadrilateral a lecture was onitted in order to give the student more time for the solution. The

The paper known as " Jata sheets" was used. It is $-\times 10 \frac{10}{2}$ inches and ruled with blue lines onc-fourth inch apart patalld of the shorter edge and with perpendicular red lines forming ten equal columes. I blank margin is left at the op and left-hand edges of the weet.
first lectures were devoted to a very careful consideration of the occurrence of errors. Thence the order is indicated by the problems in the following list.
189. List of Problems. It was intended that each of the ordinary problems would be of such length that the average student could solve it in two hours, in connection with the accompanying text. The order here given may be varied, if desired, and Nos. 9 and 10 may be combined. The inclusion of the topic of index of precision and mean square error in the introductory lectures will depend upon the preference of the instructor; it is not necessary to introduce it until the propagation of error is to be studied.

1. Simple and weighted means; precision and mean square error.
2. Indirect observations; observation equations given; direct solution for the unknowns.
3. Indirect observations; observation equations given; solution with approximate values of unknowns to find corrections to those values.
4. Local adjustment of angles at a station.
5. Local adjustment; method of directions.
6. Adjustment of a level net.
7. Adjustment of a quadrilateral; method of angles.
8. Adjustment of a quadrilateral; method of directions. (Problems 7 and 8 may be combined, using same data.)
9. Simple propagation of cror.
10. ('ompound propagation of error.
11. Combination of results; weights from mean square errors.

## APPENDIX E

TYPICAL CURYES FOR REFERENCE


## PLATE I



phittal ty $x$ and $y$
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## PLATE IV
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## PLATE VIII



## APPENDIX $F$

## TABLES

TABLE I
Values of $p=\frac{2}{\sqrt{2}}=\int_{0}^{t} e^{-t} d t$
(Arts. 136 and 187 )

| $t$ | p | $t$ | $p$ |
| :---: | :---: | :---: | :---: |
| 0.00 | 0.0000 | 1.00 | 0.8427 |
| 0.05 | . 0564 | 1.05 | . 8624 |
| 0.10 | . 1125 | 1.10 | . 8802 |
| 0.15 | . 1680 | 1.15 | . 8961 |
| 0.20 | 2227 | 1.20 | . 9103 |
| 0.25 | 0.2763 | 1.25 | 0.9229 |
| 0.30 | . 3286 | 1.30 | . 9340 |
| 0.35 | . 3794 | 1.35 | . 9438 |
| 0.40 | . 4284 | 1.40 | . 9523 |
| 0.45 | . 475. | 1.45 | 9597 |
| 0. 50 | 0.5205 | 1.50 | 0.90661 |
| 0.5.5 | . 5633 | 1.60 | . 9763 |
| 0.60 | . 6039 | 1.70 | . 9838 |
| 0.65 | . 6.420 | 1.80 | . 9 ¢91 |
| 0.70 | 675 | 1.90 | . 9928 |
| 0.75 | 0.7112 | 2.00 | 1). 99.83 |
| (). 80 | $7+21$ | 2.10 | . 9970 |
| 0.85 | 7707 | 2.20 | . $99 \bigcirc 1$ |
| (0.90) | 7969 | 2.30 | 99ヶ9 |
| 0.95 | $\bigcirc 209$ | $\because 40$ | . 9993 |
| 100 | 0 S427 | 2.8 | 0.9996 |

TABLE II
Values of $p=\frac{2 h}{\sqrt{\pi}} \int_{0}^{\Delta} e^{-h^{2} \Delta^{2}} d \Delta$ in terms of $\frac{\Delta}{\epsilon}$
Probability of the occurrence of an error less than $د$.
$\epsilon=\sqrt{\frac{\left[n^{2}\right]}{n-1}}$, that is, the mean square error of a single observation.
(Art. 187, 1, 215)

| $\frac{\lambda}{\epsilon}$ | $p$ | $\frac{\lambda}{\epsilon}$ | $p$ |
| :---: | :---: | :---: | :---: |
| 0.0 | 0.0000 | 2.0 | 0.9545 |
| 0.1 | . 0797 | 2.1 | 9643 |
| 0.2 | . 1585 | 2.2 | . 9722 |
| 0.3 | 2358 | 2.3 | . 9785 |
| 0.4 | . 3108 | 2.4 | . 9836 |
| 0.5 | 0.3829 | 2.5 | 0.9576 |
| 0.6 | . 4515 | 2.6 | . 9907 |
| 0.7 | . 5161 | 2.7 | . 9931 |
| 0.8 | . 5763 | 2.8 | . 9949 |
| 0.9 | . 6319 | 29 | . $996 \%$ |
| 1.0 | 0.6827 | 3.0 | 0.9973 |
| 1.1 | .7297 | 3.1 | 9981 |
| 1.2 | 7699 | 32 | 99ヘ6 |
| 1.3 | . 8064 | 3.3 | . 9990 |
| 1.4 | . -3: 3 | 3.4 | 9993 |
| 1.5 | 0.4664 | 3.5 | 0.999 .5 |
| 1.6 | . 5904 | 3.6 | . 9997 |
| 1.7 | . 9109 | 37 | . 9990 |
| 1.5 | 9201 | 3. | 9099 |
| 1.9 | . 9.426 | 89 | 9499 |
| 2.0 | 0.9545 | 4.0 | 0.9999 |
|  |  | 1 1 | 10000 |

TABLE．III

$$
\text { Values of } p=\frac{2 h}{\sqrt{\pi}} \int_{0}^{\lrcorner} e^{-h^{2} \Delta^{2}} d \Delta \text { in terms of } \frac{\Delta}{r}
$$

Probability of the oceurrence of an error less than 1. $r=0.6745 \sqrt{\frac{\left[r^{2}\right\rfloor}{u-1}}=$ the probable error of a single observation．
（Art．187，p．215）

| $\frac{1}{r}$ | $p$ | $\frac{\lambda}{r}$ | ＇ |
| :---: | :---: | :---: | :---: |
| 0.0 | 0.0000 | 2.5 | 0.9082 |
| 0.1 | ． 0538 | 2.6 | ． 9205 |
| 0.2 | 1073 | 2.7 | ． 9314 |
| 0.3 | 1603 | 2.8 | ． 9410 |
| 0.4 | 2127 | 2.9 | ． 9495 |
| 0.5 | 0． 26441 | 3.0 | 0.9570 |
| 0.6 | ． 3143 | 3.1 | ． 9635 |
| 0.7 | ． 3632 | 3.2 | 9691 |
| 0.8 | ． 4105 | 3.3 | ． 9740 |
| 0.9 | .4592 | 3.4 | ．9782 |
| 1.10 | 0.5000 | 3.5 | 0.9818 |
| 1.1 | ． 5419 | 3.6 | ． 9848 |
| 1．2 | ． $5>17$ | 3.7 | ．9874 |
| $1: 3$ | 6194 | 3.8 | .9896 |
| 14 | （5）50 | 3.9 | ． 9915 |
| 1 i | 0.6 ハー3 | 4.0 | 0.9930 |
| 1 1 | 7195 | 1.1 | ． 9943 |
| 1.7 | 745 | 4.2 | ．99．54 |
| 1. | 7753 | 4.3 | ．9963） |
| 19 | ． NOOO | 4.4 | ．9970 |
| 20 | 0．以゙ごく | 1.5 | 0.9476 |
| $\because 1$ | ． 4303 | 11 | ． $94 \times 1$ |
| $\because:$ | xiou | 17 | ． 9995 |
| 2.3 | －9\％ | 1 | ．9！なく |
| $\because 1$ | （9）4．5 | 19 | ． 99991 |
| $\because:$ | （1） 119 | $\therefore 0$ | （1） 1493 |

## TABLE IV

Factors for Computing Probable Errors from Bessel's Formulas.
(Arts. 140 and 141)

| $n$ | $\frac{0.6745}{\sqrt{n-1}}$ | $\frac{0.6745}{\sqrt{n(n-1)}}$ | $n$ | $\frac{0.6745}{\sqrt{n-1}}$ | $\frac{0.6745}{\sqrt{n(n-1)}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 30 | 0. 1252 | 0.0229 |
|  |  |  | 31 | . 1231 | . 0221 |
| 2 | 0.6745 | 0.4769 | 32 | 1211 | . 0214 |
| 3 | . 4769 | . 2754 | 33 | 1192 | . 0208 |
| 4 | . 3894 | . 1947 | 34 | 1174 | . 0201 |
| 5 | 0.3372 | 0.1508 | 35 | 0.1157 | 0.0196 |
| 6 | . 3016 | . 1231 | 36 | 1140 | . 0190 |
| 7 | . 2754 | . 1041 | 37 | 1124 | 0185 |
| 8 | . 2549 | . 0901 | 38 | 1109 | . 0180 |
| 9 | . 2385 | . 0795 | 39 | 1094 | . 0175 |
| 10 | 0.2248 | 0.0711 | 40 | 0. 1080 | 0.0171 |
| 11 | . 2133 | . 0643 | 41 | 1066 | . 0167 |
| 12 | 2029 | . 0587 | 42 | 1053 | . 0163 |
| 13 | 1947 | 0540 | 43 | 10.41 | . 0159 |
| 14 | 1871 | . 0500 | 44 | 1029 | . 0155 |
| 15 | 0.1803 | 0.0465 | 45 | 0.1017 | 0.0152 |
| 16 | . 1742 | . 0435 | 46 | 1005 | . 0148 |
| 17 | . 1686 | . 0409 | 47 | . 0994 | . 0145 |
| 18 | 1636 | 0386 | 48 | 0984 | . 0142 |
| 19 | . 1590 | 0365 | 49 | 0974 | . 0139 |
| 20 | 0.1547 | 0.0346 | 50 | 0.0964 | 0.0136 |
| 21 | .150s | . 0329 | 51 | . 0954 | . 0134 |
| 22 | 1472 | . 0314 | 52 | . 0944 | 0131 |
| 23 | 1438 | . 0300 | 53 | . 09335 | . 0128 |
| 24 | 1406 | . 0257 | 54 | . 0926 | . 0126 |
| 25 | 0.1377 | 0.0275 | 55 | 0.0918 | 0.0124 |
| 26 | . 1349 | . 026.5 | 50 | . 0909 | 0122 |
| 27 | $1: 323$ | .025\%) | 57 | . 0901 | 0119 |
| 28 | 1295 | . 0245 | 5 | . 0593 | . 0117 |
| 29 | .1275 | . 0233 | . 99 | . 0 Sci | . $011 \%$ |
| 3) | 0. 12.5 | (1).0299 | (i) | 0.0ヶTー | 0.0113 |

## INDEX

## (Numbers refer to pages)

## A

Abridged method of solving normal equations, 41, 47
Abuse of least squares, 197
Aceidental errors, 7, 9, 10
Aceuracy and precision, 151, 194
Adjustment, angles (see triangulation)
arbitrary, 196
base lines, 130
by parts, 54, 97, 130
levels, 55, 64, 74, 174
necessity for, 3
trigonometric leveling, 81, 130
triangułation, 80,127
between base lines or points of control, 119. 127
figure, $九 1,96,107,108$
local, 56, 71, 76
quadrilateral. method of angles. 99
mothod of directions, 111
approximate methed. 11s
Adjustments not infallible, 78.19 s
Aids in computation, 30, 51
Angle equations, A. 4 , xit
Angle metsurement with theodolite. example, 1st
Approximate methed of adjusting quadribateral. 11s
Aproximate ralues of manowns. us* of, 19, 34
Art itmary adjustments. 196
Arithmetio me:m, ! wo Mem

Avims or as*umptions, 11. 209
Azimuth cquation, 128

## B

Base lines, adjustment of, 130
Besset's formulas for mean square and probable errors, 162, 164, 166, 169
Best values of the unknowns, 15
Bibliography of least squares, 202
Blunders, 7

## C

Central-point figure, 83
side equation for, 92
central point unoceupied, 123
Coefficients, equalization of, 35
Comparison of indices of precision, 158
Comparison of observations and theory, 11
Compound propagation of error, 181 ('omputation tables and machines. 30
Computed quantities, combination of, $1>7$
precision of, 177
weighted mean of, 183
('onditioned observations, 53
adjustment by method of independent unknowns. 75
precision of, 1:2
special rase of one rondition only, $7: 3$
('onditions. .83
angle, - (1. - f, 97. 104
arrangenent of. 70
(quations, 57. , tis

latitude. Wongitude, and azimuth, 12

Conditions, length, 121, 128
local, 56, 81, 97
number of, $55,57,65,82,86$
side, $81,97,108$
Constant errors, 5, 193
Control or eheek, arithmetic mean, 20
weighted mean, 24
correlates, 62
formation of normal equations, 29, 62
solution of normal equations, 46 , 62
final values of the unknowns, 50,63
Corrections, 3
computation of, 64
used instead of errors, 3
Correctness unattainable, 2
Correlates, 61
method of, 59, 71, 106
Course of instruction, 217
Criteria for rejection of observations, 192
Curve of error, 10
Curves of empirical formulas, 219

## D

Dependent quantities, 53
Derived equations, 43,46
Direct observations of one unknown, 17
adjustment of, 18
precision of, 160
Directions, 105
list of, 107
method of, 97, 107
Discordant observations, 196
Discrepancies among observations, 1 , 8
indicate errors, 2,8
Doolittle, method of elimination, 40

## E

Elimination, methods of, 40
Empirical formulas. 131
straight lines. 133. 141, 201
paraholas, 133. $143,2.21-225$
hyperbolas. 141, 221. 22.3. 2ent
perionlic functions. 13.4.1א. 22

Empirical formulas, non-linear forms, 135
exponential functions, 135, 145, 227
logarithmic functions, 227
reduction to linear form, 137
test of, 139
use of, 140
Equations, angle, 84, 86
azimuth, latitude, and longitude, 128
base line, 128
condition, 57
derived, 43
length, 121, 128
normal, 28
observation, 27
residual, 27
side, 87
mechanical statement of, 93
simultaneous, general. 38
Error, average, 152, 157, 158, 162, 166
curve of, 10
law of, 12, 209
tables, 229-231
mean square, $152,153,158,161$, 164, 166
probable, 152,155 . 162, 164, 166
propagation of, 174
Errors, accidental, 7
constant, 5, 193
instrumental, 6
occurrente, $4,10,11$
personal, 6
systematic, 5, 193, 195
theoretical. 5
Exeres, wherical, 53. 85
Exponential functions, 135, 145

> F

Factors, Besoml's, for probable crrors, 232
(arrelates, 61
Figure adjustment, s2, 5ti
betwen fixed points of control, 127
methose of angles. W. . If
method of direetions. 107,111
to conform to fixed or adjusted work. 119

Figures, classification of, 83
Fixed, or controlling, data, 119, 127
Formulas, Bessel's, 162, 164, 166, 169
empirical, 131
Lüroth's, 169
Peters', 162, 164, 167, 169
Function, general, 26
linear, 26, 137
observations of a, 26
of the unlnowns, 26
reduction to linear form, 26, 89, 137
(i
Gauss, method of elimination, 40
Geometric mean, 9

## H

History of least squares, 201
Hyperbolas, 141, 221, 223, 226

## I

Independent conditions, 55, 65, 85, 97
Inderendent observations, 54
Independent unknowns, method of, 75, 106
Index of precision, 152
Intirect obervations, 26
motlod of, 75,106
Instruction, short course of, 217
lnstrumental errors, 6
Interpolation formulas. 131

## L.

Latitude, longitude. and azimuth equations, 1:
Law of error, 12. 209
(xpmoin in meries. 21.5
othere than that of heast sepuares. 19 n
tahles of, 13. 1tiz. 215, 229)-231
text of. 12
law of propagation of emor, 17


(latsitication of problenta. 15)
prineph of. 14

now and :lmar of. 194

Length equation, 121. 128
Levels, adjustment of, 55, 64, 74
precision of, 174
Limit of accuracy and precision, 163, 194
Linear function, reduction to, 26, 89, 137
Literature of least squares, 202
Local adjustment, 56
method of correlates, 71
method of independent unknowns, 76
Logarithmic curves, 227
Logarithmic plotting, 146
Lüroth's formulas for mean square and probable errors, 169

## II

Machines for computation, 30, 51
Mean, 18
arithmetic, 9, 19
control, 20
assumed as best value, 9,18
geometrie, 9
weighted, 22
control, 24
Mean square error, 152, 153
compared with probable error. 158
of a single observation, 161
of arithmetic mean, $164,1 \mathrm{~s} 1$
of weighted mean, 166
of :1 function. 177
Merbanical aids in computation, 30, 31
Mechanical statement of side equations. 93
Methods of observing, 5. 193
Micton, s
Mistakes, 7. 12

## N

Non-linear functions and enrves, 185
Nomall equationc. 2-
formation of, 2-, 30, :32
control. 2!
number nf. シー
redundant terms. at
-ahlution of. 10

Normal equations, solution of, abridged method, 41, 47 control, 46
Number of angle equations, S 6
conditions, 55
local conditions, 82
observations, 14, 163, 193
occurrences, determined from probability, 208
side equations, 95

## O

Observation equations, 27
Observations, conditioned, 53
direct, 17
discordant, 196
indirect, 26
number of, 14, 163, 193
precision of, 151
superfluous, 55
weightel, 20
weighting of, 21
Observing, methods of, 5, 193
Occurrence of errors, 4, 10
One condition only, 73
Outline of methods of adjustment, 199

## P

Parabolas, 133, 143, 221-225
Partial adjustments, 54, 97, 130
Periorlic curves, 134, 148, 228
Personal errors, 6
Peters' formulas for mean square and probable errors, 162, $164,167,169$
Pole of the side cruation, 9:3
Polygon fixed, with central point unocerupiod, 12:3
Precision, 151
and accurary, 151, 194
increased by additional olservationc, 3, 193
index of, 152
of direct observations, 160
of a single observation, 161
of arithmetie mean, $16.3,181$
of weighted mean, 165
of indienet observations. 167

Precision of an observation of weight unity, 169
of conditioned observations, 172
of a difference of elevation, 174
of a function, 177
of computed quantities, 177, 189
Principle of least squares, 14, 23
Probability, principles of, 205
simple 205
compound, 206
Probable error, 152, 155
approximate value of, 162
compared with mean square error, 158
of a single observation, 162
of arithmetic mean, 164
of weighted mean, 166
table of Bessel's factork, 232
Problems, classification of, 15
list of, for a short course, 218
Propagation of error, 177
simple, 178
compound, 181
Q
Quadrilateral, 83
adjustment, method of angles, 99
method of directions, 111
approximate method, 118
defined, 83
one triangle fixed, 122
side equation for, 88, 91
two sides and included angle fixed, 121

## R

Readings, 1,17
combination of, 17
Redueed condition equations, 58
Redurtion to linear form, 26, 59,137
Redundant terms in normal equations, 44
Refinement of computations, 50
Rejection of observations, 191
Relation between mean square, probable, and average errors, 158
Residual equations, 27

Residuals, 10, 195
from the mean, 20
not the same as errors, 10
sum of squares is a mitimum, 14 , 23

## S

Side equations, 81, 87
formation of, 88
mechanical formation of, 93
number of, 95
reduction to linear form, 89
Simple propagation of error, 178
Simultaneous equations, solution by means of normal equations, 38
Single observation, precision of, 161
Spherical exeess, 53, 85
Straight lines, 133, 141, 221
Systematic errors, 5, 193, 195

## T

Tables, Bessel's factors, 232
probability of error, 229-231
for computation, 30
Tape comparison, example, 18.3
Tape measurements, examples, 184
Test of empirical formulas, 139

Test of the law of error, 12
Test-piece, example, 182
Time by star transits, example, 36
Triangle errors, example, 185
Triangles, computation of, 118
Triangulation, adjustment of, 80 (see Adjustment)
Trigonometric leveling, S1
True errors, 3

## U

Unknowns, approximate values of, 19. 34
final check of, 50
Use and abuse of least squares, 197
Use of empirical formulas, 140

## W

Weighted mean, 22
of computed quantities, 189
of two quantities, 24
Weighted observations, 20
Weights, 20
basis for, 21, 54, 187
determination of, 21
from mean square or probable errors, 187
of the unknowns. 168
$\qquad$ 5hata


[^0]:    ${ }^{1}$ Adding a zero after the last observed figure, making the reading, in this example, $s 99 \mathrm{~s}(\mathrm{n}$ instead of s 89.8 , is a habit of some begimers which should be studiously avoided.

[^1]:    ${ }^{1}$ It is woll to adopt the rule of subtracting the incorrect or obsersed quatity from the eorect or adjusted one. algebrainally, taking account of the signs. The resulting difference, with it sign, is then the correction to be addeal adgebmacally to the observed quantity to obtain the adgusted one. strietly, the error has the opposite sign to the cormettom, but the latter is more convenient in most cases, and the use of a fixed rule tend to aroid mistakes. In old expression of this rule is, siubtract the false from the true.

[^2]:    This arrangement of a program for observing, so as to climinate systematie errors, is execedingly important. Observers and computers should always be on the lookout for new and unforeseen sourec's of these errors, as the observations may not reveal them, and the resulte apparently good, may be erroneous to a surprising degree. The experience of the observer is invaluable in his study of the conditions under which his ohereving is done, with this end in view. As our knowledge of the someres of error increases, so does our ability to bring the results of observations eloser to the truth. (see Wright and Hayford: Adjustment of Observations, Art. 201.)

[^3]:    ${ }^{1}$ I miveron is one one-thoustandth of a millimeter or one one-millionth of a moter. It is the unit wsed in very precise measurements of length by means of mierometer mieroseopes.

[^4]:    ${ }^{1}$ The word metn, in this work, is malemoud lu rifer to the arithmetic
     the promuct of twe quatitios.

[^5]:    ${ }^{1}$ The we of the equation is facilitated by its tram-formation into series
    
    ${ }^{2}$ ser Ippendix 13.

[^6]:    ${ }^{1}$ See Appendix A.

[^7]:    ' ('hapter Vill.

[^8]:    ${ }^{1}$ A simpler method is to subtract from the reating on the righthand object the mean of the two rearlinge on the left-hand object first and last readings and divide the difference by the momber of repetitions. 'I he result is the same.
    ${ }^{2}$ The equare hrackets. [ ] indicate the sum of all such terme at are inchuded by them. Thus. [req] represente the sum of the spare of all the $\because$, that is, $r_{1}^{2}+r_{2}^{2}+r^{2}-\ldots n^{2}$. The symbol, y, may be uad to indicate summation in the same manner.

[^9]:    ${ }^{1}$ The beginner will do well to learn to add mentally by combinations of two or three fisures at onee particulaty those whose sum is 10 , as 6 and 4 ,
    

[^10]:    ${ }^{1}$ The squares of $a, b, c$, etre, are often writ ten as at, $b b$, er, ete., to illustrate this symmetry as well as to avoid the use of exponents.

[^11]:    : The earth is approximately spheroidal but the figures in triangulation are considered as spherical for convenionce in computation. The observed horizontal angles, then, are these of sphericol triangles, since the plumb-lines at the different stations are eonverent and the homizontal planes of the angles are meither coincident nor parallel. Very small triangles, however, may he emsidered plane, as the spherical excess is but $1^{\prime \prime}$ in a triangle containing 7.5 square miles.

[^12]:    ${ }^{1}$ It will be seen later on that it is often convenient to make two or more small, partial adjustments insteat of a single large one, so that it frequently happens that the given data to be adjusted are the results of a previous adjustment.

[^13]:    ${ }^{1}$ It is seddom that an angle equation hat to be written for a figure greater than a triange, as an opert quadribateral whont a diagonal' is not righd and should be avoided

[^14]:    ${ }^{1}$ It will be convenient, ermeratly, to use seven-phaer logarithms but to take the sixth place unit for (d $\mathrm{l}^{\prime \prime}$ ) and $q$, thus moving the derinal point one phace to the left in these quantities. If the tables show a differene for $10^{\prime \prime}$ to be +51 , therefore, $\left(d 1^{\prime \prime}\right)=+5.1$ in the seventh place, or +0.51 in the sixth place.

[^15]:    see Wright and Hayfords. Ahjustment of ohservations
    ? The hersine of a smatl anghe varies rapidly with chatuge of angle, so that the difference for $1^{\prime \prime}$ is lares.

[^16]:    Trists of Corrections
    $+1.06+1.17+0.8)+1.49-2.68=0.87+1.14+3.60-8.80=-0.05$
    $-1.27+1.47+0.84-1.21+2.81+1.37+1$
    （This discrepancy is 5 in the eighth place，and negligible．）
    $\overline{9.3073829}$

    Test of Side Equation
    896713
    9.9438927
    9.6756735
    9.8181451
    9.8181454

    충ำ
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    アT7
    こここミ
    $9.307: 3828$

    62
    81
    00
    7.0
    二路二
    
    프운

    ーシャにル

[^17]:    ${ }^{1}$ Due to Prof. T. W. Wright.

[^18]:    ${ }^{1}$ For a thorough treatment of the adjustment of harge systems, and for special methods applicable to triangulation in general, see Wright and hayford's Adjnstment of Observations: Special Publication No. 2- of the [". S. Comet and (ieodetic surver, by (). A. Adams: and Jordan: Vimuenungkunde, Band I.
    ${ }^{2}$ A method for the adjustment of triangulation be corretiner the predimmary latitudes and longitudes of the stations is presemted bey . Wr. .dame in
    

[^19]:    'It must be remembered that in the derivation of empirieal formulas, the variables, $r$ and !6 are not the unknowns as thes are in the Aljuthent of Indire ohservations, (hapter III. Here, the variahke we the whersed quantities and the coeffieqente are the mbnowns wheh ate to be determined. As will appear later, the methods of solution are anatogens

[^20]:    ${ }^{1}$ For an interesting appliation of harmonio analysis to this problem, see Brunt's ('mmbination of observations, Chapter XI

[^21]:    ${ }^{1}$ This matter was first brought to the attention of the author several years ago, by Mr. (. E. Van Orstrand.
    ${ }^{2}$ It will be shown in the nest chapter (Irt. 143) that the weights are inversely as the squares of the mean square errors, and that (Art. 152) the mean square error of a function of $y$ is equal to the mean square error of $y$ multiplied bev the derivative of the function with respect to $y$. Thus,

    $$
    \epsilon_{\log y}=\epsilon_{y} \frac{d(\log y)}{d y}=\epsilon_{y} \frac{1}{y}
    $$

    atul

    $$
    \begin{equation*}
    v_{\log y}=r_{y}, y^{2} \tag{147h}
    \end{equation*}
    $$

    the mean equare errors being represented by $\epsilon$.

[^22]:    ${ }^{1}$ For an investigation of the case when $x$ and $y$ are equally subject to error, see Report of C. \& (B. Survey, 1890, page 6ist, or Wright's Adjustment of ohservations, Art. 106.
    ${ }^{2}$ Practical ('urve Tracing by R. H. Duncan.

[^23]:    Whaght: Adjustment of Observations.
    Comstock: Method of Least squares.
    Mermmin: Method of Least squares.
    Wemb: Therry of Errors and Least squares.
    Bantlett: Method of Least Squares.
    Hetmert: Ausghechumgrechnung.
    Dowas: Practical Curve Tracing.
    Braxt: (ombination of ohservations.
    Lapka: Graphical and Mechanical (omputation.

[^24]:    ${ }^{1}$ The mean square ereor is sometimes refered to as the meten error. This introdues an ambiguty with the metege error. or mean of the errors and is an unfortmate bse of the term. (iomman writers call it der mithere Fohler but this involves do ambignty at they designate the average emor as der hurbserhnittliche fleher.

[^25]:    For another solution, so Jomban. Handmuch dee Vermessungskunde, I, oth

[^26]:    shee Appendix ( , pare 215.
    2 see Table I. page 2en.

[^27]:    ${ }^{1}$ Fee Appendix A.
    ${ }^{2}$ 'The symbol for the' sum without regard to signs is [

[^28]:    ${ }^{1}$ For proof of this, see Wright and Hayford, Adjustment of ohservations, Art. 13.

    2ser Chaurenet bar. 23, for treatmont of the casco of a function of flatetions.

[^29]:    ${ }^{1}$ Adapted from Crandall': (iendeos and Least squares.

[^30]:    ${ }^{1}$ sere (hamenef, Practioal and spherieal Aatronmy

[^31]:    ${ }^{1} \ell$ is the hase of Napierian legarithms

[^32]:     bis. 1. Mrt. 11:3.

