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Studies of personality and behavior are turning increasincly to a simultaneous consideration of several traits on characteristics, and a great many in vestigations attempt to cieal with profiles or patteans of scores.

In this paper ve bring together the procedures whin maj ive used for describing relations between such patterns of mitiple scores. a comparison oi these possíble treatments leads to recommendations for improved procedures in future invesuigations of similarity between persons,

The type of research on which our results bear cen be illustincted by reference to several recent studies. One is the eflort by reliy and riske (22) to vaidate centain predic"ions made in the VA study oin clinical psychologists. They compared profiles of essessors' ratings with profiles of criterion ratingse llany siudies concerned with Clessif,ing patients on the basis of :Vechsler-Bellevue profines have stivjed the similarity of patterns of scores, and Sarnette (I) has compared psychoretric profiles oi occupational groups.
*This study was macie in comection with Contract Nonoi.-07135 between the University of Illinois aid the Office of Naval Researci, Ifuman Relations Brancho Tecimical teport f2, 1pril 1952.
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Other investigators have been interested in the possibilities of "inverse factor analysis", as introduced by Burt and develnped by Stephenson. In Stephenson's hands, the so-called Q-technique (3L) has been apinied widely to the study of similarity between persons, and to the identification of types of persons. Fiedler and others (17, 18) have used the method not only to compare one person to another, but also to compare various perceptions by the same person. An example is the experiment in which A deserines himself along mang dimensions, A predicts how B rill descrihe himself, and then $B$ describes himself. Three comparisons are possible, which might be said to indicate the "real similarity" of $A$ and $B$, A's "assumed similarity" to B, and. A's "insight" into B. In addibion to the foregoing sturies of ?le sabitaience of one person's responses to another's, the statistical devices we consider are rele. vant to studies of stimulus equivalence. Osgood and Suci $(26,27)$ for example, is presently employing metinods like those we discuss to study somantic protilems by demonstrating which words elicit similar association patterns under controlled conditions. As another example, we find that sociometric data may be treated so as to indicate the extent to which two group members see the group in the same way, or so as to indicate the extent to which the two persons are perceived in the same way by the group. That is, we can st,udy the persons as social perisejvers and also as perceived objects. The formulas we discuss are relevant to all the foregoing types of investigation.

Despite the rather large number of studies which employ statistical measures of similarity, there has been no coimprehensive analysis of the possible alternative procedures. In the present paper we state a general model which clarifies the problem of determining similarity of two score-sets. Within that model we compare the many formulas employed to date, and advance some proposals of our own. In our examination of procedures, we find that some popular methods, such as the procedure of correlating profiles, have serious limitations. The
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methods of Stephenson and DuMas, in particular, magnify the errors of measurement for some if not most persons, and therefore are likely not to detect some significant relationships.

Techniques to describe similarity between persons are needed for investigating questions such as the following:

1. How similar are Persons 1 and 2?
2. How similar is Person 1 to Group Y?
3. How homogeneous are the members of Group Y?
4. How similar is Group Y to Group Z?
5. How much more homogeneous is Group Y than Group Z? Than combined sample?

Comparable questions may be asked in experimental studies regarding the two or more measures for the same person.

While an index capable of describing the degree of similarity between score sets is necessary for many of the investigations now being pursued, it is often equally or more important to test hypotheses such as, "Group $Y$ and Group $Z$ can be regarded as samples from the same population". The problems of inferential statistics relevant to similarity measures have been thoroughly studied by Fisher, Hotelling, and the Calcutta school. The necessary significance tests and distribution functions are available for normally-distributed variables, and have recently been summarized in a most helpful review by Hodges (20). We shall not discuss the inferential problems, being concerned in our treatment solely with the descriptive formulas for reporting degree of similarity.

## A General Model and Notation

A profile or pattern pertaining to a person consists of a set of scores. We shall use the following notation:
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Considering only two persons, we have the set of $x_{j l}\left(x_{a l}, x_{b l}, \ldots x_{k l}\right)$ for person 1 , and the set of $x_{j 2}$ for person 2. Without placing any restriction upon our data, we may regard the $X_{j 1}$ as the coordinates of a point $P_{1}$ in $k$-dimensional space. The $x_{j 2}$ define a point $P_{2}$. When the variates are independent they are properly represented by orthogonal axes, whereas correlated variables are more appropriately represented by oblique axes. As two profiles become more similar, the points representing them fall closer together. Accordingly, we define the dissimilarity of two score-sets as the linear distance between the corresponding points.

The formulas to be presented in this section apply to score-sets of many types; viz., responses to a series of items, raw scores on a set of tests, profiles of deviation scores, individuals' ratings of a group of stimuli on a subjective scale, or responses to a Stephenson forced-sort procedure. We shall later discuss the fact that in some of the above, and also in the treatment implied by conventional measures of correlation between persons, points are limited to certain subdivisions of the $k$-space. The formulas given here are as appropriate for these restricted score-sets as for the unrestricted case.

If we assume the axes to be orthogonal, the distance $D$ between any two points may be easily obtained from its square by use of the generalized Pythagorean rule,

$$
\begin{equation*}
D_{12}^{2}=\sum_{j=1}^{k}\left(x_{j 1}-x_{j 2}\right)^{2} \tag{1}
\end{equation*}
$$

In subsequent formulas, we shall often use the symbol $\Delta x_{j}$ to refer to the quantity in parentheses. The persons involved in the difference will be obvious from the context. This formula defines the basic measure under consideration in this paper.
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We shall show that all the formulas presently used in psychological research involving similarity may be expressed in terms of formula (l) under certain stated restrictions. This points to the fact that in current practice correlations among the variates are generally ignored. We shall discuss later how formula (1) compares to the true measure of distance when score-sets are correlated. However, it can be noted here that when intercorrelations are uniformiy low, no serious dism tortion in the ordering of similarities among a group of individuals is incurred by the use of the orthogonal measure. On the other hand, when one wishes to take the correlations among the variates into account, the advisable procedure is to transform the variates into an uncorrelated set, in which case (1) is fully appropriate. Formula (I) and its derivatives therefore promise to be suited for most psychological investigations of profile similarity.

With any one set of tests, the two most similar persons will have the smallest separation, $D$, and also the smallest $D^{2}$. If the two persons have identical score-sets, $D^{2}$ equals zero. If scores on any variate can range from $-\infty$ to $\infty$, as would be the case with normally distributed variates, $D$ and $D^{2} c$ an increase without limit. However, the large values have only an infinitesimal probability. $D$ and $D^{2}$ result in identical ordering of individuals with respect to dissimilarity.

A particularly interesting distance in $k$ space is that from the centroid of a population to any particular point $P_{i}$. This distance, which we shall call the eccentricity of an individual ( $E_{i}$ ), is obtained by the formula:

$$
\begin{equation*}
E_{i}=\sqrt{\sum_{j=1}^{k}\left(x_{j i}-\bar{x}_{j \bullet}\right)^{2}} \tag{2}
\end{equation*}
$$

The expected value of $E^{2}$ for the population, that is, the dispersion of all the points about the centroid, is given by

$$
\begin{equation*}
\overline{E_{i}^{2}}=\sum_{j} \sigma_{j}^{2} \tag{3}
\end{equation*}
$$
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where $\sigma_{j}$ is the standard deviation of variable $j$ in the population.
Since $D^{2}$ depends on the nunber of variates in the set and on the size of their units, it is frequently unsuitable for making comparisons from one score-set to another. If measure of distance in standard units is therefore required. The dispersion of the points in a population provides a "yardstick" for this purpose, since the expected value of $D^{2}$ is just trice the dispersion of the population. That is,

$$
\begin{equation*}
\overline{D_{i i \prime}^{2}}=\overline{2 E_{i}^{2}}=2 \sum \sigma_{j}^{2} \tag{4}
\end{equation*}
$$

Tl: standard index, which we call S , is defined by the equation:

$$
\begin{equation*}
S_{12}^{2}=\frac{D_{12}^{2}}{\overline{D_{1 i}^{2}}}=\frac{D_{12}^{2}}{2 \overrightarrow{E_{i}^{2}}} \tag{5}
\end{equation*}
$$

When the measures used in a pattern of scores have been standardized on a large sample, as is true, for example for the Bellevue-Wechsler subtest scores, then the standard deviations of such a reference group may be used to determine $\overline{E^{2}}$. If, however, the only data available are those for a reletively small sample, then the best estimate of $\sigma_{j}{ }^{2}$ for the population is

$$
\begin{equation*}
\text { est } \sigma_{j}^{2}=\frac{N}{i N-I} V_{j} \tag{6}
\end{equation*}
$$

rinere $\mathrm{V}_{\mathrm{j}}$ is the obtained variance in the sample.

$$
\begin{equation*}
\text { est } \overline{E^{2}}=\frac{N}{N-1} \quad \sum_{j} V_{j} \tag{7}
\end{equation*}
$$

This is the value used in obtaining the standard index $S_{12}^{2}$. $S^{2}$, like $D^{2}$, can range from zero, for identical score-sets, to infinity. In the oopulation used for reference; the mean of all $S_{i j}^{2}$ is $I$. The large values of $S^{2}$ are decreasingly frequent, and for most types of distribution the probability
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 orthogonal model, with eace axis pogundicular tr, tiee rest. If comajuion meae
 axes, such that tile angie betweer axes moid be small for himiy correlated veratos. Such on oblique modej ice used in mathonacici statisties, because it tudes into eccount all the aralable insmation. The oblique model unden lies the develomert of the discriminat function, the Hotelling test, ard the generainzed dastance nieasurs of honalanobis (soe Hodges (20), fiac (30). We thorefore exanine hon a dir. vance measure hased on the more comrehensive onlique modej difiere from that oftained through the orthogonal model.

The problem which contronted Malanojes, ard others who have used his teclo. nique, was that, of detominjug the distance between tric grouns mesure has been used partioularly in anthropologicel rosearoh, where the purpose is to study the similerimy of raciai and thibal groups on phyical meanurnents. His formula is usuelly uritten in the following form (using the block to to distinguich this measure fror: our i):

$$
\mathrm{U}^{2}=\Sigma \Sigma \operatorname{Aj}_{\dot{j}} d_{j}
$$

To avoic comussion, we can remite this in a notation consistent with ours:

$$
\begin{equation*}
\mathbb{D}^{2}=\sum_{j} \sum_{j}, \sin ^{\prime \prime} \Delta x_{j} \Delta x_{j} \tag{8}
\end{equation*}
$$

Here $d^{j j^{\prime}}$ is the $j j^{\prime}$ elomert of the inverse of the combined whin-group coveriance matrix $\mathcal{O}_{j}$, is ohaleobis develops the probem, he decils with differences between grom means, but Eomila (3) can also be irterpsetec as rotato to une dif-
 result as woud be ontana tike original variates were standaramed, and then axes
were rotated to any orthogonal set of variates so that formula (1) could be applied. In fact, since the computations required by (8) are impractical for more than a few variates, the usual method of dealing with an oblique space is to make such a transformation and apply (1). Rao (30) sliggests one transformation (out of many possible), which is relatively easy to apply. Suppose we begin with variates a, $b, c, \ldots$ expressed in standard measure, and seek an orthogonal set $a_{0}, b, c, \ldots$ Triese equations may be used:

$$
\begin{aligned}
& a_{0}=a \\
& b_{0}=\frac{b-a r_{a b}}{\sqrt{1-r_{a b}^{2}}} \cdot \\
& c_{0}=\frac{c-a r_{a c}-b_{0} r_{c b_{0}}}{\sqrt{1-r_{a c}^{2}-r_{c}^{2}}}
\end{aligned}
$$

etc.

This transformation derines $b_{0}$ as the portion of $b$ not predicted from $a$, and $c_{0}$ as the residual in $c$ not predicted from $a$ and $b_{0}$. Then $D^{2}$ determined from $a_{0}$, $b_{0}$, ... is identical to $\mathbb{D}^{2}$ determined from $a, b, \ldots$.

We may note several important pronerties of $D^{2}$, or of $D^{2}$ obtained from standardized and transformed variates. This measure has a known distribution and thus forms the basis for testing the significence of the difference between groups. It may also be used to determine whether addi¿ional variables add significantly to. the discrimination between groups. Moreover, $\mathbb{D}^{2}$ is closely related to Fisher's discrininant function, and particularly to the proportion of individuals classified into the wrong group by the nosi efficient possible discriminant function; it is therefore a measure of the efficiency of classification. One of the striking features of $\mathbb{D}^{2}$ is that all orthogonal components in a set of variables
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have equal weight in the measure. The consequences of this if $\mathbb{D}^{2}$ is used as an index of similarity between individuals require discussion.

In any set of variates, some variance is likely to be due to general qualities or factors represented in several variates, some is due to common factors present in only a few variates, and some is due to factors found only in a single variate. This unique variance may be due to real traits specific to a single test, or it may represent error variance. Ordinarily, when we wish to investigate similarity in a domain, we are concerned with general qualities found among a population of variables, rather than with characteristics defined by a single sample of items, We would like the similarity index obtained to be reliable from one sample of items to another, so that the same pairs of people will be reported as similar on both occasions. This problem is of greater importance in psychological work, where the number of variates is unlimited and some correlations between them are low, than in anthropological work, where variates are accurately measured and highly intercorrelated, and the total domain under study is relatively restricted. Stability of the similarity index from one set of variates to another demands more consideration in measuring similarity of individuals than in measuring similarity of groups. Unreliable factors will not discriminate appreciably between groups and therefore will not influence $\mathbb{D}^{2}$ between groups.

Now the Mahalanobis measure, which is designed primarily to capitalize on separation of groups in any reliably measured factor, assigns equal weights to all factors, whether they be general or unique. In a set of physical measurements, it would assign equal weight to such factors as height, breadth with height constant, and so on. If $D^{2}$ were applied to measuring the distance between two individuals on the Wechsler-Bellevue test, one factor might be general ability, and a second factor might be an element common among the verbal tests. If there were ten scores in the profile, however, there would be eight other independent factors extracted



























and assigned equal weight. fíost of these would be specific to particular tests, and many oi thon would be primarily loaded with error of measurement. Hence $D^{2}$ would assign as much weigit to differences in these unimportant anci-perheps meaningless facturs as to the gencral factor. This means that for perticular pairs of persons $D^{2}$ will be unreliable from trizl to trial and from one set of tests to another set chosen from the same general domain.

1. satisiactory solutior whici aso takes into account the correlation anong the original variates is to assign meights to the transformed variates deliberately. Fach $a_{0}, b_{0}, c_{0}, \ldots, c a n$ be assigned a weight according to its apporent importance, ocfore formula (1) is appled. This would be especially feasible il the orthocina vairiates were based on a factor analysis, so that the investiceator lnows which sores represent important general qualities; and which are unimportant residuals. If the investigator knows that tre Wechsler profile contains only four factors he wishes to weight in the similarity inciex, hic can assign zero weight to the unimportant and unrcliablc factors. It is certainiy trouklesome, however, to transform variates, especially if factor scores must be estimated. Cenerolly, a wiser procedure is for the investigator to make his initial moasurements on a set of variates which are neorly uncorrelated, and each of which is important and reliably measured. This requires care in the oricinal planning of an investigation, but once such a set is employed, formua (1) applies directly, and the similarity measures obtained would be generally stable if a second set of instruments measuring the sarce factors were applied to the some people.

We may next examine what happens if $D^{2}$ is appl.ied directly to a set of ajmi. standardized correlated variates, with the correlation not being taken into taccount。 This in effect takes ares which are oblicque to each other and stretches the space to place them perpendicular (Fig. 1). If we express the resulting measure in
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Points 22345

$$
\begin{array}{cccccc}
A & 3 & 3 & 1 & 1 & 3 \\
B & 2 & 0 & 2 & 0 & 3 \\
& \sigma=2 & \sigma_{B}=4
\end{array}
$$

$$
\begin{array}{llllll}
\mathrm{a} & 1.5 & 1.5 & 0.5 & 0.5 & 1.5 \\
\mathrm{~b} & 0.5 & 0.0 & 0.5 & 0.0 & 0.75
\end{array}
$$



Variates standardized Distances shown are proportion? to the $\mathbb{D}$ measure


Variates treated as if orthogonal Distances shown are proportional to the $D$ measure

Figure 1. Effect on separation of persons when data are treated. by formulas for ID or $D$
I.
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$$
\begin{aligned}
& \text { Hita }
\end{aligned}
$$

terms of the variates $a_{0}, b_{0}$, etc. considered above,

$$
\begin{align*}
D^{2} & =\Delta^{2} a+\left(1-r_{a b}^{2}\right) \Delta^{2} b_{o}+r_{a b}^{2} \Delta^{2} a+2 r_{a b} \sqrt{1-r_{a b}^{2}} \Delta a \Delta b_{0} \\
& +\left(1-r_{a c}^{2}-r_{c b_{0}}^{2}\right) \Delta^{2} c_{0}+r_{a c}^{2} \Delta^{2} a+r_{c b_{o}}^{2} \Delta^{2} b_{o}+2 r_{a c}^{r} b_{o} \Delta a \Delta b_{o} \\
& +2 r_{a c} \sqrt{1-r_{a c}^{2}-r_{c b_{0}}^{2}} \Delta a \Delta c_{0}+2 r_{c b_{0}} \sqrt{1-r_{a b}^{2}-r_{c b_{0}}^{2}} \Delta b_{0} \Delta c_{0}+\ldots \tag{10}
\end{align*}
$$

Here it is apparent that some factors are weighted more heavily than others. If we collect terms, we find coefficients as follows:

$$
\begin{array}{ll}
\Delta^{2} \mathrm{a}: 1+\mathrm{r}_{\mathrm{ab}}^{2}+\mathrm{r}_{\mathrm{ac}}^{2}+\ldots & \quad(k \text { terms }) \\
\Delta^{2} \mathrm{~b}_{0}:\left(1-r_{\mathrm{ab}}^{2}\right)+r_{\mathrm{cb}}^{2}+r_{\mathrm{db}}^{2}+\ldots & (k-1 \text { terms }) \\
\Delta^{2} c_{0}:\left(1-r_{a b}^{2}-r_{c_{0}}^{2}\right)+r_{0}^{2}+\ldots & (k-2 \text { terms })
\end{array}
$$

etc.
$\Delta a \Delta b_{0}: 2 r_{a b} \sqrt{1-r_{a b}^{2}}+2 r_{a c}^{r_{c b}}+2 r_{a d} r_{d b_{0}}+\ldots \quad(k-1$ terms $)$

$$
\begin{equation*}
\Delta b_{0} \Delta c_{0}: 2 r_{c b_{0}} \sqrt{1-r_{a c}^{2}-r_{c b_{0}}^{2}}+2 r_{b d} r_{d c_{0}}+\ldots o \quad(k-2 \text { terms }) \tag{11}
\end{equation*}
$$

$\therefore$
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Since by definition $a_{j} b_{0}, c_{0}$, .... are orthogoral, any cross-product terms. summed over all pairs of persons in a sizeable sample approaches; zero. Hence in considering the weights of the various factors, on the average, we may disregard these terms. Then the coefficients of the square terms indicate the weights of the various factors. If the originall variates are left with unequal variance, those. variances also would affect the weights. (For example; the terms in $\Lambda^{2} a$ would be $\sigma_{A}^{2}+\sigma_{B}^{2} r_{a b}^{2}+\dot{\sigma}_{C}^{2} r_{a c}^{2}$ 就。)

It is immediately evident that a factor which appears in several of the ori-ginal variates receives greater weight in $D$ than a factor which appears in just a few variates. In particular, a unique factor receives relatively little weight, and for that reason $D$ will be more stable than $\mathbb{D}$ from one trial to another or from one set of tests to another.

For any particular pair of individuals it is impossible to evaluate the exac $\ddagger$ weight of the various factors resulting from the use of $D$. This is due to the fact that the cross-product terms contribute to the weight of each factor. Since the product of differences may be either positive or negative, the factors make a different contribution to $D$ in each pair of persons. Then a large number of variables are involved, these terms will tend to cancel out so that their sum approaches zero. Even so, it cannot be assumed for any given pair of persons that the cross-product terms are negligible of course, the more nearly the original variates are uncorrelated the less the cross-products influence the resulting.D measure.

Figure 1 sketches the transformations involved in using $\mathbb{D}$ and $D$. as measures of dissimilarity, for two variates with substantial correlation ( $\left.r_{A B}=.70\right)$. It is evident that both procedures alter the distance, between points, unless we begin with standardized variates (in which case $\mathbb{D}$ preseryes the distances uncera altered) or begin with orthogorial variates (in which case D preserves the distances
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unaltered). In the figure we note, for example, that originally 1 and 4 are closer together than 1 and 2; but for both $D$ and $\mathbb{D}$ measures, 1 and 4 are found to be farther apart than 1 and 2 .

The conclusions from our examination of the relationships between $\mathbb{D}$ and $D$ are as follows:

1. While $I D$ is the appropriate statistic to use in testing hypotheses for significance, it is not a desirable descriptive measure of similarity for psyohological work because it. places excessive weight on unimportant residual factors. $\therefore$ is relatively unsatisfactory for exploratory studies seeking to chart similarity nlations in order to formulate hypotheses.
2. D has the advantage over $\mathbb{D}$ that it will tend to be more stable from one Cample of variates to anotiner, but the presence of cross-product terms in $D$ makes ith poychological composition uncertain for any given pair. This same uncertainty of factorial makeup applies to any other distance measure using an orthogonal model when varictes are correlated.
3. If the investigator chooses his variables so that each one is important and so that the set is relatively uncorrelated, then $D$ is quite satisfactory as a descriptive index. D will be stable from one set of reliably-measured variates to another, provided the sets are "parallel" in content, i.e., desirned to measure the same factors. (If variates are largely uncorrelated save for a single general factor, an inder: $D_{\mathrm{w}}$ which we shall introduce later provides for an altered weighting of such a general factor.)

Pearson's CRL. A precursor of the liahalanobis measure was Pearson's coefficient of racial likeness (28), which was likewise intended to measure distances between groups. In its original form, CRL was essentially the same as our $D^{2}$, save that eacii variate was expressed in standard form, and that a multiplier involving the number of cases per group was included. i. modified form of CRI which allcws
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for correlation among variates was also developed, but was not used because of the computational labor required by it. Except for the factor representing number of cases, it is essentially the same as Mahalanobis' measure.

Many of those who tried to use Pearson's index in anthropological researm were dissatisfied with it. The criticisms arising.cut of its sensitirity to $\dot{\text { a }}$ i~ ferences in number of cases from group to group are irrelevant to oir searoh for measures of similarity between individuals. Morand, in discussion of a paper by Rao (30), notes that the form of CRL which ignores correlađions has givell weiver... able results in some anthronological research, notably when the index is detem, an for groups which are intuitively or theoretically quite dissimilar. This mper. from the context, to be a consequence of the high weight CRL (like D) assignis in any general factor having large loading among the variates. High correlatiors are usual among anthropometric measures. \& solution to this difficulty appear. in be an altered weighting for the first component, such as our $D_{W}$ (see below) proridies. Choice of Scale for the measurement of dissimilarity - Although we have de.. fined $D$ and $S$ as measures of dissimilarity, formulas have been presented in terms of $D^{2}$ and $S^{2}$. It is evident that for the purpose of descrixtion either the line $r$ measures or their squares could be used. Both CRL and $D$ ? wee orressosi. int t.arm: of the square of the distance. It should be noted, however, that these measures were developed to test whether groups differ significantly with respect to the line distance between them.
 poses a transformation of $s^{2}$ such that the values will range from 1 to -1 . The usual product-moment correlation between persons may be obtained from $I^{2}$ r,ir a transformation of the form $1-c D^{2}$. The choice of an appropriate scale cieprieds upon both theoretical and practical considerations.

One desired property of a descriptive index is that it convey to the reader a sense of the magnitude of the quality assessed. $D$, which is interpretable as
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linear distance, is particulary suitable in this regard whereas $D^{2}$ has no such ${ }^{-\cdots}$ physical representation. In additior, since distance from a given reference point is measured on an absolute scale, one can choose any particular indivjaual, i, as a reference point and place all other individuals on a scale relevant to himo Then distance has the property.. that an individual 6 units away from is 3 units further or twice as far as one 3 units away Irom i, etc. Such a concept is operationally useful in the investigation of dissimilarity.

A second desirable property is that eriors of measurement should be independent of true score and equal on the average for all pairs of persons. This asslimption is reasonably accurate, ordinarily, for measures of an individual's score on any variate. But when tinis assumption holds for the single measures, the distance measure between the score sets of any two persons does not have this prom perty. Pairs wi.th large $D$ tend to have larger/error than pairs with small $D$; this inequality of errors is considerably greater when dissimilarity is measured in $\overline{D^{\prime}}$ or $S^{2}$. i closely related reason for preferring $D$ to $D^{2}$ is that in determining averages, variances, and the like, the square measure gives far greater weight to dissimilar than to similar pairs.

A third desirable property is ease of computation. In this, we find that $D^{2}$ and $S^{2}$ have considerable advantage. is number of simple formulas are availabie for deternining suci results as the average $D^{2}$ for all pairs in a group, without computing each $D^{2}$. No such simple formulas are available for $D_{\text {. }}$

Defore reacining a conclusion as to the best scale to employ, let us consider Cattell's transformation and indicate why we have not chosen to use it. This index may be expressed in terms of our measures, although Cattell explicitly restricts the fomiula to uncorrelated variates expressed in standard deviation units with equal variance. In his notation

$$
\begin{equation*}
r_{p}=\frac{2 k-\Sigma d^{2}}{2 k+\Sigma d^{2}} \tag{12}
\end{equation*}
$$
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$$
\frac{\because}{3-2}
$$

Here $k$ is not the number of dimensions, as in our notation, but the median chisquare corresponding to the given number of variates. $\Sigma \mathrm{d}^{2}$ is the same as our $\Sigma_{\Delta}{ }^{2} X_{j}$, except for Cattell's restrictions upon his variates. If we let $K$ be written for his $2 k$, we can put $r_{p}$ in a form for comparison with our $s$, using $K$ now for number of variates.

$$
\begin{equation*}
r_{p}=\frac{K-2 k S^{2}}{K+2 k S^{2}} \tag{13}
\end{equation*}
$$

$r_{p}$ ranges from 1 tc -1 when $S$ rances from 0 to $\infty$. With a large number of veriates, p $r p=0$ corresponds to $S=1$. Hence Cattell's inciex is directly related to ours, but he has compressed the large distances into a small range on the $r_{p}$ scale. His inciex is also opposite in direction to ours. Cattell's formulation is dictated by a desire to have a correlation-like index, symmetrically distributed about zero encl ranging from 1.00 to -1.00

A correlation-like index does not appear as advantageous as a distance ieasure. The reasons are as follows:

1. If our data permit people to be located anywhere in a k-space, no matter how far ayart $P_{1}$ is from $P_{2}$ there is no theoretical reason why there cennot be a $P_{3}$ such that $F_{1} P_{3}>P_{2} P_{2}$. We sec no reason why the measure of separation should be forced to converge toward a limit. "Complete dissimilarity of persons" is an indefirable concept, uniess there is some largest and smallest value for each variate. Je do not usually expect such limits for traitso
2. The demand for a symmetric measure seems unnecessary; on the contrary, one might anticipate tlat in a multivariate normal distribution of persons there will be many very sirilor pairs, and relatively few pairs who are far from each other.
3. Tormulas suc'l as we have for mean $D^{2}$, etc., are not possible with $r_{p}$.
4. $r_{p}$ lacks the usual properties and advantages of correlation。

In viev of its operctional properties and its more uniform error for all pairs of persons, we conciude that the linear measure $D$ (or its standard form $S$ ) is the best descriptive index of dissimilerity betreen persons. It will be neted, however, that $D, D^{2}, r_{p}$, and many other transformations give identical results so far as the ordering of dissimilerity is concerned. The investigator who prefers to stop with $D^{2}$ or $s^{2}$ rather than take the square root should use non-Darametric statistical methods to analyze the results. This applies aiso to Q correlations, if those are obtained, and Duilas' $r_{p s}$. IVon-parametric procedures include computation of medians, chi-square, and many significance tests which have recently been revicwed by Moses (2L).

For correlating the dissimilarity measure with a criterion, it is advisable to express the measure in terns of $D$ or $S$ and apply the product-morient formila. It is not wise to use such procedures as computation of means, product-moment correlation, analysis of variance, and the t-test with $D^{2}$ oj $\mathrm{S}^{2}$, if the distribution is skewed appreciably. Skewness will be small and no serious error will be introduced in ail $s^{2}$ are feimly near to 1.00 , but this will ordínarily coclir only icr restricted tupes of data. Thile we shall present shortcuit formulas based on mean $D^{2}$, these formulas should ordinairily be used only in rough comparisons, where the saving of time they afford compensates ior the fact thait they assign large weight to the most distant pairs and emphasize errors of measurerent for such pairs. These formulas also are of some use for checking coinputa*ions.

Reciuctior of Data in Profiles using Derived Scores. If raw scores or
standard scores are entered in the formulas we have been discussing, we examine all the information about individual differences winch the data provide. This procedure has been recorraencied by Cattell and by Duifas (1?), but has rarely been followed in psycinolopical work. Instead, the more common practice is to stidiy similarity of profile "shape", disregording differences in the overall level of scores for the
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person, or to study similarity of shape after equating profiles in terms of both level and variability within the person (as in Q technique). In effect, investigators who choose procedures of this sort are stuciying profjles of scores restricted to spaces of $k-1$ or $k-2$ dimensions, respectiveiy. Such restriction may or may not be wise in a particular investigation. The ensuing section analyzes the various methods by which investigators reduce the data given them, so as to give a clearer picture of the special effects of each method.

Each derived score treatment "projects" the scores into a more restricted space. i. summary of information about the various treatments, which we shall develop gradually, is presented in Table 1. Figure 2 provides a series of sketches to illustrate the discussion.

If we begin with raw scores for each person on $k$ variates, each person $c$ an be representcd by a point in a $k$-dimensional space, as sketched in the first panel of Figure 1. Two specific persons, $P$ and $Q$, are located. The point $O$ is the centroid, whose coordinates are $\overline{x_{\alpha}}, \overline{x_{2}}, \ldots$ The point $C$ is the origin.

We shall now define certain terms necessary to our later explanation.
Elevation is the mean of all scores for a person ( $\overline{x_{\cdot}}$ ).
Eccentricity is the square root of the sum of squares of the individual's deviation scores from the group means $\bar{x}_{j}$. Geometrically, it is the person's distance from the centroid, as show in the figure. If $E_{i}$ represents the eccentricity of person i,

$$
\begin{equation*}
E_{i}=\sqrt{\sum_{j}\left(x_{j i}-x_{j}\right)^{2}} \tag{14}
\end{equation*}
$$

| Score sets restricted to | Table 1. Summary of Systems for Reducing Profiles |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Symbol | Scores used in profile | Relation defining high similarity | Differences which lower similarity | Differences not influencing similarity | Procedure having this character |
| Unrestricted <br> k space | D, S | Raw or standard | Identical score sets | Elevation Scatter or eccentricity Shape | ----------- | ```# 2 (Nahalanobis) D or S; CRL rp``` |
| $\begin{aligned} & \mathrm{k}-1 \\ & \text { hyperplane } \end{aligned}$ | D' | Deviations about the person!s mean | Parallel <br> profiles | Scat.ter <br> Shape | Elevation | Pat.isw! <br> tabulation (9) <br> Analysis of <br> Werhsier prorile (3) <br> Analysis of $Q$ <br> covariance (5) |
| k - I hypersphere, center at absolute origin | $D^{\circ}$ | Extended voctor coordinates | Proportional profiles of raw measures | Elevation <br> Shape | Size | Similarity as measured in Geometry |
| k - 1 hypersphere, center at centroid of $k$ space | $D^{\text {: }}$ | Extended vector coordinates | Proportional profiles of deviations about group means | Elevation Shape | Eccentricミ̇さy |  |
| k - 2 hypersphere, conter at point in k-li plane where al. $j$ equal. | $D^{\prime \prime}$ | Deviations about own mean, standaxdized for cach person | Proportional profiles deviations about own mean | Shape | Elevation Scatter Eccentricity | Correlation <br> (Q, rho, Tau) <br> Ranking of <br> variates <br> Forced dis- <br> tribution <br> (Stephenson) <br> $r_{p s}$ (DuMas) |
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D: Data in $k$ space


D' ${ }^{\prime \prime}$ : Data projected from $k$ - 1 hyperplane to $k-2$ hypersphere

$D^{\text {: }}$ : Data projected from $k$ space to k - l hypersphere

Figure 2. Projections implied by various distance measures
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Scatter is the square root of the sum of squares of the individual's deviation scores abcut his own mean $\bar{x}$. That is, it is $\sqrt{k}$ times the stanciard deviation within the profile. Using Ei to represent scatter, and primes to represent scores expressed in deviate form,

$$
\begin{equation*}
E_{i}^{\prime}=\sqrt{\sum_{j}\left(x_{j i}-x_{i j}\right)^{2}}=\sqrt{\Sigma} x_{j \sum}^{i j} \tag{15}
\end{equation*}
$$

Shape is the residual information in the score-set after equating profiles for both elevation and scatter.

When we change scores to deviations about che person's mean, we develop new scores $x_{j i}^{\prime}$, which are subject to the linear constraint

$$
\sum_{j j i}^{\sum-1}=0 c
$$

This removes from the scores any information about the person's average. Even. though there are $k$ scores still, there are only $k-1$ derrees of freedom. Two people whose scores in eaci $j$ are separated by a constant amount have the same profile of $x_{j}^{\prime}$ - For example, suppose score sets in $k$ space are as follons:

$$
\begin{array}{lllllll}
\text { For person 1: } & 2 & -2 & 0 & 3 & 2 & \text { (Elevation is 1) } \\
\text { For perscn 2: } & 0 & -4 & -2 & 1 & 0 & \text { (Elevation is }-1 \text { ), }
\end{array}
$$

Then the deviation score-set for either person is l-3 -1 21 . For these peopie, $D^{2}$ in $k$ space is 20 , but $D^{\prime 2}$ is zero. We shall use the prime to refer to measures in the $k-1$ hyperplane.

Then a profile is subjected to one linear constraint, we have in effect, projected the points into a space of one less dimension, whish we refer to as a $k-1$ (dimensional) hyperpline. Te place our hyperpiane through the origin, perpendicular to the direction representing the elevation factor. Rech point P prom jects into a ner point ( $\mathrm{p}:$ ) as the figure shows. The distance PP' is the elevation, and $C P$ ' is the scatter.

It should be clear that $k$ and $k-1$ spaces yjeld different information about the similority of persons, although measures of similarity in both spaces may be of value. Comparison of deviation scores is most frequently found in psychology in studies of Techsler-Bellevue profiles, where attempts are made to interpret the slape and variability within a subject's profile。 Burt also deals with such deviation scores when he employs covaijances rather than correlations between persons to obtain a matrix whicin he then factors into types (5).

Before discussing further the measurement of dissimilarity in $k-1$ hyperplane, let us consider how such score-sets may be constrained to lie on a $k-2$ (dimensional) hypersphere. A hoperspinere is the locus in space of points all of which have the same distance from some center. This geometric property is imposed whenever all score-sets are subject to the constraint that the sum of squares for each set is a constant. But it maj easily be seen that this is precisely the type of constraint winich is imposed by standardizing a set of scores; ioe., dividing by their standard deviation. Dividing by the scatter of the profile has a similar effect. If we divide each deviation score for an incividucl by his scatter, this results in a score $\operatorname{set}\left(x_{j j}^{\prime \prime}\right)$ for which

$$
\begin{equation*}
\sum_{j} x_{j i}^{\prime \prime 2}=\sum_{j, \frac{x!^{2}}{\sum_{j} x!}}^{i_{j i}^{2}}=1 \tag{16}
\end{equation*}
$$

Since, whenever scores are constrained as in a set of $x_{j i}^{\prime \prime}$, the sum of squares is a constant, differences in scatter anong persons have been eliminated from consideration, just as differences in elevation are eliminated when scores are expressed as deviations from the person's mean, Conversion of score-sets from deviation scores to sets of $x^{\prime \prime}{ }_{j}$ has projected points from the $k-I$ hyperplane into a $k-2$ hypersphere with unit radius. This is sketched in the third panel of Figure 2. (Because our sketch is based on a set of only three variates, $k-2$ is only one,

#  








 4 bromis.




 $-4 \ln +\frac{1}{2}$
(a)

$$
x=-\frac{10}{101}+\frac{1}{4}
$$

 Bamenul

 1 名


and the sphere in this instance is reduced to a circle.) We define the measure of dissimilarity (D") on the $k-2$ hypersphere as the distance between score-sets having unit-scatter. We might have divided scores by their standard deviations, which would have placed all points on a sphere of radius $\sqrt{k_{0}}$ Distances on this sphere would be a constant mulڭiple of corresponding distances on the unit sphere,

Eliminating differences in scatter from consideration is wiciespread in present statistical studies of profiles in psychology. Sometimes this is done consciously, as when Stephenson asks subjec'us to sori descriptive statements into piles with a fixed nuinber of statements per pile, so that the resulting scores for each person have the scme standard deviation, More commonly, standardization is introduced through a correlation formula. The product-moment formula, jor example, divicies cross-products by the prociuct of the standard deviations, and thus standardizes, Other formulas such as rho, Tail, and $r_{p s}$ have the same effect. Our diagram shows how points $P$ and $Q$, which appeared reasonably near each other in $k$ space because they are quite similar in elevation, are found to be fairly distant from each other then measured in $k$ - 1 hoperplane; and dianetrically placed, i.e., virtually as dissimilar as possible, in $k-2$ hypersphere. Differences of this sort make it imperative for the investigator to decide on a rational basis which type of scoreset is to be his basis for studying the relation between persons.

The $k-1$ hyperspheres, which have not been used in psychological work, have properties of considerable interest. Such a distribution of points is obtained by dividing the original set of scores for each person by the square root of the sum of squares. If the original variates are measured in meanjngful units with an absolute zero, then the square root of the sum of squares, which represents the distance of a point from the origin, might be considered to be a measure of overall "size." Division by this measure extends all points to unit distance from the origin. Two score sets which are in the same proportion, such as $(4,8,2)$ and $(2,4,1)$ lie on the same vector and thus project to the same point on the hypersphere.
$\qquad$
$\qquad$
$\qquad$ $1 \cdot \because \cdot$ En




Thus proportional score sets have zero dissimilarity as measured on this hypersphere, just as geometric figures for which corresponding sides are in proportion are termed "similar". Dissimilarity may be measured in terms of the distance between the points on the unit hypersphere ( $D^{\circ}$ ) or in terms of the cosine of the angle between the vectors.

More appropriate to pychological data is projection onto the hypersphere with the centroid of the population as center. Tbis proiection is achieved by dividing each score by the eccentricity. Thus differences in eccentricity are removed from consideration. All persons who deviate in the sare direction from the group average are projerted jinto the same poist, and thus are considered to be the same "type". The measure of separation on this hypersphere is designated $D^{\circ}$.

Relations between measures of dissimilarity for original and derived scoresets. Formula (1) for $D$, and (5) for $S$, are equally comrect whether data occupy the $k$ space or are confined to a smaller space by one or moro corstraints. It is of value to compare the indices by examining the effect of treating the same set of data successively in the various syaces. We begin with the relation between $D$ and D'.

$$
\begin{equation*}
D_{i 2}^{2}=\sum_{j} \Delta^{2} x_{j}^{\prime}=\sum_{j} \Delta^{2} x_{j}-k \Delta^{2} \bar{x} . \tag{17}
\end{equation*}
$$

The first member on the right-hand side is $D^{2}$ and the second component is proportional to the difference in elevation, $\Delta^{2} \mathrm{x}_{0}$; i.e.,

$$
\begin{equation*}
D_{i 2}^{2}=D_{12}^{2}-k \Delta^{2} \bar{x} . \tag{18}
\end{equation*}
$$

On the average over all pairs,

$$
\begin{equation*}
\overline{D_{i i^{\prime}}^{2}}=2{ }_{j}^{\sum} \sigma_{j}^{2}-2 k \sigma_{\bar{x}}^{2} \tag{19}
\end{equation*}
$$

Here, $\sigma_{\bar{x}}^{2}$. is the variance of elevation scores, over the population of persons.

$$
S^{2}=\frac{D^{2}-k \Delta^{2} \bar{x}}{2\left(\Sigma, \sigma^{2}-k \sigma^{2}\right.}
$$
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These relationships between measures of dissimilarity in $k$ and $k-I$ space suggest the possibility of constructing a new measure of dissimilarity in which elevation is given any desired weight w. Such a measure would allow for weighting the elevation and shape factors to predict a particular criterion, if one is available, It also permits reducing the exces ive weight the elevation factor receives when variates are substantially correlated, as for the investigations where Morand found difficlildies with CRL. Suppose we denote the new measure of distance by $D_{W}$.

$$
\begin{equation*}
D_{w}^{2}=D^{2}+w k \Delta^{2} \bar{x} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{w}^{2}=\frac{D^{2}+w k \stackrel{\varepsilon}{2}^{2} \bar{x}_{\bullet}}{2\left(\sum \sigma_{j}^{2}+w k \sigma_{\bar{x}}^{2}\right)}=\frac{D^{2}-k(I-w) \hat{N}_{\bar{x}}^{2}}{2\left(\Sigma \sigma_{j}^{2}-k(I-w) \sigma_{\bar{x}}^{2}\right)} \tag{22}
\end{equation*}
$$

Then $w$ is zero, $D_{W}$ reflects differences in shape and scatter only; as w approaches I, $\mathrm{D}_{\mathrm{w}}$ approaches D . Because of its flexibility, formula (22) (or its numerator alone) appears to be the most suitable basis for determining similarity of persons. We shall discuss below some reasons for this recommendation.

The relationship of the measure of distance in $k$-space to that on the $k-1$ hypersphere may be derived from the law of cosines. For the hypersphere with center at the centroid and radius equal to unity,

$$
\begin{equation*}
D_{12}^{:^{2}}=\frac{D_{12}^{2}-\left(E_{1}-E_{2}\right)^{2}}{E_{1} E_{2}}=\frac{D_{12}^{2}-\Delta^{2} E}{E_{1} E_{2}}, \tag{23}
\end{equation*}
$$

Where $\Delta E$ is the difference in eccentricity of the two individuals. Since the distence measure is defined for a unit hypersphere, the values of $D^{\text {: }}$ have a possible range of 0 to 2, regardless of the number of variates involved. Thus, when scoresets are divided by their sum of squares the measure of distance is comparable from ore set of variates to another and there is no need of further standardization by a measure such as $S^{:}$.
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The relationship between $D^{\prime}$ (in the $k-1$ hyperplane) and $D^{\prime \prime}$ ( $k-2$ hypersphere) is analogous to that which helds between $D$ and $D^{\text {: }}$.
where $E^{\prime}$ is the measure of seatter.
$D^{\prime \prime}$ may be written in terms of the $D$ measure from $k$-space as

$$
\begin{equation*}
D^{\prime \prime 2}=\frac{D^{2}-k \Delta^{2} \pi_{j}-\Delta^{2} E_{1}^{\prime}}{\substack{E_{1}^{\prime} E^{\prime} \\ 12}} \tag{25}
\end{equation*}
$$

This formula shows clearly what types of differences between individuals, represf, ed in the original data and in $n^{2}$, are discarded whon we employ only $k-2$ space ine formation. One of the subtracteri terms represents differences in elevation; the other represents differerces it scezter.

Here, again, since w? here deined $D^{n}$ as a measurement on the unit sphere, the values range from 0 to ? ( $0 \leq \operatorname{lin}^{n 2} \leq 4$ ). The expectod value of $D^{n 2}$ is

$$
\begin{equation*}
\overline{D_{j j}^{\prime 2}}=2\left(1-k \sigma_{\bar{x}_{j}^{\prime \prime}}^{2}\right) \tag{26}
\end{equation*}
$$

where $\sigma_{\overline{\mathrm{X}}}^{\mathrm{j}} \mathrm{\prime}$. . is the variance, over variates, of the means of the scores after dim vision by the scatter. It may be noted that the arerage velue is 2, if ard o:2y if 2?l variates (in derived score units) have equal feas over ell persons. This is of particular interest, raciuse of the close relationshin of $\mathrm{m}^{\mathrm{m}^{2}}$ to the correlation measure frequently used to show similarity between persons, which we now discuss.

Comparison of measures in $\mathrm{k}-2$ space. Let us specifically consider the relationship betwoen $Q$, the correlction between persons, and $D^{\prime \prime}$, It is easily shown that

$$
\begin{equation*}
D^{\prime \prime}=2(1-Q) \tag{27}
\end{equation*}
$$
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Thus it is evident that our formulation in terms of $\mathrm{D}^{\prime 2}$ encompasses any results obtained by product-moment correlation among profiles, including those from Stephenson's forced-sort method. In particular, any distortions imposed by use of an orthogonal model for correlated variates will affect studies using correlation between persons.

It may be noted that average $Q$ for a population is zero when $\overline{D^{112}}=2$. But we have seen that this is true only when all variates have equal means. Thus, if items of unequal popularity are chosen for the sample of traits, the expected value of $Q$ is greater than 0 . Inclusion of some items on which members of the sample tend to agree will increase the correlation between individuals. Some implications of this will be discussed later.

The three prominent correlational procedures using ranking are rho, Tau (23), and DuMas' $r_{p s}(13)$. Rank-correlations are sometimes used in the belief that assumptions regarding the test score metric are thereby avoided. This is not the case for rho. When each score is assigned a rank, the separation between two adjacent ranks is fixed, over the whole range. The result is that $2 l l$ profiles are forced into the same rectangular distribution, just as Stephenson's forced-choice sorting Iorces all profiles into the same normal distribution. Such forced distributions appear to be fully justified only if the investigator regards a particular distribution as most likely to represent the nature of his profiles. Usually rho and product-moment correlations give about the same results for a particular set of data.

Kendall's Tau gives values substantially lower than rho. It is a rank correlation based on the direction of differences between all possible, pairs of variates. Tau is preferred to rho in some studies because its sampling distribution is known. If $\mathrm{Tau}_{12}>\mathrm{Tau}_{13}$, then $\mathrm{rho}_{12}>\mathrm{rho}_{13}$, in almost all pairs of cases. That is to say, Tau is very nearly a function of rho. Analysis by Tau will therefore yield conclusions very like those from rho, and both of these will be reasonably close to
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results from $D^{\prime \prime}{ }^{2}$ and Q. One difficulty with Tau is that the number of comparisons which must be made increase rapidly with the number of variates.

The third coefficient, proposed by Dullas*, is simple to compute. Kelly and Fiske drew our attention to the fact that $r_{p s}$ is an approximation of sorts to Tau. Thereas Tau calls for considering all possible pairs of variates, $r_{\text {ps }}$ uses only the adjacent variates. I.e., if a profile is written in a certain order (Computational, Scientific, Mechanical, ....), $r_{p s}$ would consider the direction of difference between Computational and Scientific, and Scientific and Mechanical, but would not use the difference of Computational and Mechanical. Rearranging the profile in different order would change the correlation, for different pairs would now be used. If the arrangement of variates is a random selection out of all possible orders, or if the variates are uncorrelated, $r_{p s}$ is an estimate of Tau. If there is any rationale underlying the arrangement, $r_{p s}$ is peculiariy biased. Consider a Wechsler profile of five verbal and five performance scores. These will conventionally be listed in that order. For this profile, Tau would be based on 45 pairs of scores: 10 verbal with verbal, 10 performance with performance, and 25 verbal with performance. $r_{p s}$ would use only nine pairs: $4 \mathrm{VV}, 4 \mathrm{P} P, I \mathrm{~V}$. In this example, $r_{p s}$ is determined almost wholly by the smallest differences in scores, which are least reliable. $r_{p s}$ would therefore be lower than Tau for Wechsler profiles, and possibly by a large amount. Because it uses relatively little information (here, 9 pairs out of 45 ), $r_{p s}$ is expected to be inexact even when it is unbiased.
*Incidentally, DuMas (13) suggests chi-square as the preferred method of estimating similarity where a more precise approach is required. This suggestion is unsound, since profile entries are scores rather than frequencies and chisquare cannot be used with such data.
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## Basic Decisions in Profile Comparison

The comparison of two profiles will give different results, depending upon the investigator's choices at several points in the planning of the investigation. During the development of techniques of Q correlation, there has been some confusion and dispute regarding these matters, but at this point, Burt and Stephenson, at least, seem to be in agreement on the principles underlying the method. Many of the issues have been discussed with excepticnal soundness by Burt, in The Factors of the Mind, Chapters VI and XI $(30)$. Any one who proposes to study relations between persons by $Q$ correlation or other measures should examine Chapter VI with care. Although Burt discusses specifically the use of $Q$ correlation in factor analysis, the same questions regarciing metric and domain apply to any descriptive studies of relation between persons.

The investigator must define a trait-domain within which similarity is to be investigated. There is a certain amount of loose thinking regarding the concept of similarity of persons which occasionally leads investigators to regard their studies as an attempt to determine which persons are generally similar. Such views are encouraged by occasional references to Q-technique as a method for studying "the Whole personality". Actually, the investigator, either by plan or by the necessary Iimitations of any instrument can study only a relatively limited segment c.? the person, and it will be noted that Stephenson himself now places great emphasis on the proper definition of the segment of personality to be investigated.

The investigator defines the domain where he is seeking to investigate similarity by four choices:

1. He chooses the set of variates.
2. He chooses a metric for each variate.
3. He assigns equal or differential weights to each variate.
4. He decides to study similarity in $k$ space or in some restricted portion of the $k$ space.
$:-$
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The investigator can make each of these decisions quite arbitrarily, but he is more likely to arrive at useful and scientifically meaningful results if he has a carefully-considered reason for each decision. Different decisions will be arrived at in different problems. In the use of objectively measured variates, such as are used in anthropometric studies, the appropriate decision may be different from the decision reached in designing a study of subjective estimates of personality. This is a departure from Stephenson's view, . since he always employs variates restricted to $k-2$ space.

Choice of variates. Similerity is always similarity in some respects. If we know that two people are quite similar in ten different characteristics, we cannot infer that, on some other set of characteristics uncorrelated with the first ones, they will be any more similar than randomly selected people. Since the number of characteristics which might be the object of study is essentially unlimited, it is reasonable to expect that people who are similar in one respect will be quite dissimilar in some other domains of behavior. The domain to be studied will have to be selected with care.* One group of quelities especially promising for investirations of similarity are pervasive and general variables which affect performance in many situations; examples are general mental ability, cultural background, and srne of the comnonly identified personality traits. Another type of variate which $m: r:$ be profitably used is the more specific qualities which seem likely to be as--i. F'or example, in study of performance of a military group, it might be appropriate
*This comment also applies to measures of "empathy" or "diagnostic accuracy." There is little evidence that the person who is able to judge one quality is also a superior judge of other qualities. (8)

























to determine the sinilarity of members' attitudes toward being in military service, or attitudes toward military discipline. Having defined a domain of traits in which he is interested, the investigator might, in theory, draw a random sample or traits to be measured. He obtains much greater control over his investiga+icn if he uses a planed or stratified sample in which deliberately chosen charactexistics are measured as reliably as possible. Such a procedure is exemplified in Stspherfor's recent use of a "factorial iusign" for selecting variates (34).

In general, the more frequently a quality is represented in the set of variates, the more weight it has in the simjlarity measure. If items are piopjocd into uncorrelated subtests, each of which has known variance, the variance of tree subtest indicates its relative weight in the total, It, js ingrefore rinuoniove to include a greater number of items dealing with qualities wiot form Previaty irn portant for the investigation.

Choices regarding metric. All psychometric stidiea nust nako swe assymoion regarding the metric or scalc units in which the variates are mosonracir Froptin very limited problems, psychologists and edueators hare lackes soむ'es hith ecua? urits, or scales in which a unit on one scale is exactly connazalr ton 2 anit ore the other scale, representing equal amounts of the properties beinj risssurede in $f=c t$, it is doubtful whether comparability between scales can ever be esteñ? inhed sare לy arbitrary assumption. Yet, any study of similarity oi fersuns nerardr arewmotins of comparable units along a.s.cale and between sca?ess

The investigator must choose for each variate a scaie sut that for jeraris ond unit as representing the same arount of the property at ifl poirts oit the scale, T? the investigator does not regard this assumption as valid for. sconp rorle, ho sichild transform the units to a scale he regards as more nexily linefr wisth abopent, ton the property measured. In most psychological studjes, so much error is present, to coscure relationships that failure to obtain a scale of equal intenyals will have little effect upon the conclusions. When studies turn to more precisaly measured vaniables
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variables than present psychological tests afford, this question becomes more crucial.

The second assumption is peculiar to profile analysis: the investigator must assume that one unit represents the same degree of similarity on all variates. Comparability of metrics is unlikely to be testable in most problems. The assumption enters research on similarity because a two-point difference in Block Design, for instance, has the same effect on the index of profile similarity as does a two-point difference in Arithmetic. The use of standard scores is only a device to improve on manifestly non-comparable raw score units; the new units may also lack perfect comparabjlituy, and to that degree studies of profile similarity contain error. The investigator may modify the units to make thom more comodrable to one another, in whatever respect concerns him. If he regards cne measure as more important then another in an overall estimate of similainty, he may deliberately assign larger units to that variate.

When an investi.gab,ior deals with objectively measured veriates, such as prysical measures or test scores, the metric is altered by standardizing, weighting, and other transformations. We can illustrate choice of a metrin hy referring to the Porschach if score, When an investigator uses raw score units, he is counting the difference from feern $M$ to $3 M$ as coual to a difference from $20 M$ to 23 If he normalizes the score, he will weight the former difference more heavily because the raw-score distribution is skewed, Normalizing would be advisable if, on psychological grounds, tine investigater regards the difierence frnin o to 3 as more impoitent than the second difference. No general recomrancation can be made as to whether a variate distribution should be normalized or not.

The variance of each charanteristic over persons, und therefore its influance on the $D$ measure, frill be delerriared by the choice of minu ris variates are expressed in standard units, each variate is assigned equal weight. Now sometimes this is quite appropriate; it is common in identifying physical types to express length of
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nose and length of limb in standard units so that they nake equal contributions. Conceivably, in a study of resemb? ance in appearsnce, such equal variation would be inappropriate. Does a nerson tho daperts from the average by one standard loviation in length of eye-brow seem as distinctive as ore who depants by one so $d$, in length of nose? The selection of weights is ordinarily arbitiary, and equal :reights íine., standardization of variates) is ofton the test, arhitram moncen if a outherinn is available, optimel predictive weiphts mer be reilecied. mhe eisoriminzt furrtion is a device for weighting variates to maximine separation betmeen criterion grojns,

When the measurements are subiertive, the choics of motric pjeserts funthror difficulties. Subjectire ratings a:e nserl in etidios of osjretic ureneraners, in self-ratings, or in ratings of other efersors. Die may standardize the ratings assigned on each variate, but this assumes that the stimuli judged are equally variable on each quality. Perinaps it is more reascrable to suppose, for expmis, that pupils vary much more in soci abilit.j than in ohedjence. qatings of different quaities can sometimes be made more comparabie iyr defining the roints fleng the rating scale explicitly. Sometimes the ratings by a person can be evpressed in terms of nis jornd. Sorretimes one can accept the rating scale as a scale of equal-apnearing interrals. After comparakle subjective judererts on the seremal verjates ara shitained, differential weights according to suposed impojtance may be assigrao if dosireda.

Inclusion of elevation in the difference measure. The dmain is fur:ther defined by the decision to irse $k, k-1$, or $k-2$ sireo. Elevation is defined by the average of a person's sccres. It has an obvious meming in the Jechs?er test, there elevation is essentially an overall measure of ability, In a Poischach score--cet, elevation represents responsiveness, being highly correlated with total $R$, Holzinger (2I) has demonstrated that the average of scores is heavily loaded with the first principal component of the scores, i.e., with the general factor or other frequently represented factor. Thus if scores are correlated, elevation represents the common thread among them. On the other hand, if scores have low correlations; the elevation
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score represents a minture of factors and has no interpretable significance. $f$ ratio based on the sum of interitem covariances has teen suggested (11,19) as an index which generaliy reflects the extent to which elevation represents common factora. If this ratio is large, one can regard elevation as saturated with some psychological quality. If this ratio is small, however, elevation lacks psychological meaning. In fact; the elevation component may be purely aroitrary if scores are uncorrclated. For instance, many personality profiles could be scored as logically if the direction of some variables were reversed, subnission being counted instead of dominance, for example. This would lower the elevation (average on all traits) for very dominant persons, and raise it for submissive ones. Such reversals do not alter $D$ in $k$ space, but they do affect $D^{\prime}$ and $D^{\prime \prime}$. Stephenson attempts to avoid this problem when he obtains self-descriptions from a set of variates which includes a statement and another neariy opposite in sense. He might have one submissive statement, and an opposite cominant one. For such a balanced set of variates, the elevation should be near zero for each person, and any non-zero elevation score could be safely disregarded as due to inconsistency of response. Elevation can be considered a meaningful score rather than an arbitrary composite only when variates are generally correlated, so that the "positive" direction of each can be determined operationally. When the elevation score is interpretable, one can decide whether differences in elevation should affect $D$. Sometimes it js wise to include elevation in the difference measure and sometimes it is unwanted. Of ten the elevation score represents a response set (10) such as tendency to say Like to interest items in general, or to say Yes in checking descriptions of symptoms. Investigators differ in their judgnent as to whether such variables are due to transient verbal sets or are important aspects of behavior, and, indeed, response sets seem to involve both qualities. If the investigator wishes to include elevation, whatever it ine asures, in determining differences between persons, he should use the full k-space data. He inay be well advised, however, to use a special
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weight for elevation, following our equation (21), since without this precaution the general factor tends, to have a disproportionate influence. The investigator may instead decide to extract the common factor and study similarity in elevation separately from similarity in profile shape. If he decides to discard elevation or to study it separately, he will then go on to compute distances in $k-1$ space (or, for reasons to be discussed, in $k-2$ space).

Cattell and DuMas have argued that elimination of elevation is always questionable. For many studjes, it is surely valueless to say that two people are similar in profile shape but not in elevation. For example, "Vocabulary higher than Digit Span" means something qualitatively different for a college graduate with IQ 120 from what it means for a ten-year old of IQ 100 or an adult of IQ 80.

The elimination of elevation, moreover, eliminates what is of ten the more reliable information in the score sets, and differences from test to test within a profile of deviate scores may be extremely unreliable and therefore a poor basis for investigations. This difficulty is especially to be expected when variates are highly correlated.

Our own conclusion is that:

1. Elevation should be included in the distance measure with a deliberately chosen weight if to do so makes similarity a more interpretable property.
2. Elevation should be eliminated from the distance measure only when the investigator decides that the average is saturated with a quality he desires to exclude from the domain in which similarity is measured.

It is of interest to note that Ebel (II), working on the related problem of rellability of ratings (which deals with similarity of score-sets) arrives at a similar recommendation. In his problem, the mean level of ratings assigned by each rater is comparable to our "elevation", and he lists practical considerations which make it wise at some times, and unwise at others, to consider differences in level in assessing agreement between sets of ratings.





























Transformation to $k-1$ sphere. The projection which eliminates differences in eccentricity from consideration and places all points on ak-l hypersphere may or may not have practical value. In studies where configurations having geo. metric similarity are thought of as representing similar types, $D^{\bullet}$ appears to deserve consideration. Such a problem is likely to be encountered in work with bodytypes or other physical measurement, where concern is literally with shape rather than with size.

Measurement of shape by projecting onto a sphere with the population centroid as center to obtain $D^{\text {: }}$ likewise has possible interest. Unlike measurement of shape by $D^{\prime}$ in the $k-1$ plane, $D^{\text {: }}$ is invariant no matter which end of a dimension is taken as the positive direction. We may think of a person as having a factor specification equation, just as a test can be specified in terms of reference factors. The specification for the person tells what factors account for his deviation from the mean. Since $D^{\text {: }}$ treats as identical people who have the same factorial specification, no matter how far they deviate, it may be the approprinte measure for some type-theories. The limitations upon interpretation of $D$, however, include the serious difficulties which we discuss below in connection with $k-2$ space.

Considerations in using $k-2$ sphere. The treatments in $k-2$ space will be discussed at length, because such procedures are especially common. Projection onto the $k-2$ sphere treats as identical those profiles which are proportional when expressed as deviations from the person's elevation. For example, D" would be 0, and $Q$ would be 1 , for this pair of score-sets:

$$
\begin{array}{lllll}
3 & 1 & 4 & \text { (Elevation }=2 \text {; deviation profile is } 1-1-2 & 2 \text { ) } \\
1 & -3 & -5 & 3 & \text { (Elevation }=-1 \text {; deviation profile is } 2-2
\end{array}-44 \text { ) }
$$

Those profiles having small scatter are magnified in projection onto the sphere, (or we might say that those having large scatter are diminished proportionately). Figure 3 draws attention to some consequences.
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We note that differences between persons near the center of the sphere are much magnified. The small $D^{\prime}{ }_{12}$ becomes a large $D^{\prime \prime}{ }_{12}$, but $D_{34}^{\prime \prime}$ is little greater than $\mathrm{D}^{\prime} 34^{\circ}$ Points 1 and 2 represent persons with flat profiles. People who would be judged quite similar in $k$ or $k-1$ plane are sometimes reported as markedly dissimilar in the $k-2$ measure.


Figure 3. Magnification of distances in projection onto sphere

Figure 4 indicates the effect of the projection when error of measurement is involved. Each sketch shows a set of obtained measurements such as might be obtiained

Low scatter, low error Low scatter, moderate error High scatter, moderate error
Figure 4. Bffect of error and scatter on the projection onto a sphere











on repeated testing of one person, assuming that his error variance over trials is equal for all variates, and that errors are independent in $k$ space. We show three cases; low scatter low error, low scatter moderate error, and high scatter moderate error. The second circle makes it clear that if a profile has small scatter, even a small amount of error may cause a drastic variation in the person's position in k-2 space. A person for whom the variates are truly equal would $f$ all at $C$ in the $k-1$ plane. On different trials he would have an equal probability of falling anywhere on the sphere, and might at different times take diametrically opposite poo sitions. The implication is that the position of some persons in $k-2$ space will be far more variable than others, and that such methods as D", Q, rho, and Tau will give unreliable similarity measures for persons with rather flat profiles. This is an expression, in other terms, of the sometimesmeglected principle that differences between two variates within a profile cannot be interpaeted with confidence unless the original variates are reliable and not saturated with a common factor (2.5). If the conventional assumption that error of measurement is enul for all persons is approximately true for the original variates, and if flat profiles in $k$ space can be expected, the assumption of equal error is not even approximately true for measures of people's positions in $k-2$ space.

Stanley (33) has provided some data which confirm our analysis. He admirjsitared the Allport-Vernon Study of Values twice, and correlated the two profiles. mis correlation is a measure of distance between the two profiles in $k-2$ space. For each person, he had a correlation and also a measure of scatter within the profile; these two correlated . 38 over all persons, the greater scatter being associated with the greater reliability.

The question must now be raised whether the study of profiles in $k-2$ space, or more specifically, whether correlation between profiles in the usual manner, is a justifiable line of investigation. If the removal of the first factor and the magnification of error variance when scatter is equated are both disadvantageous, is a
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procedure which involves both of these worth further consideration? Knowing, however, that Stephenson and others using his techniques have obtained significant results, we cannot dismiss the method until we determine why the faults we suspect have not interfered too drastically with their investigations. The explanation seems to be that there are conditions where $k-2$ space data give useful and not-unduly inaccurate results.

Consider first the question of removal of the first principal component, as is done when deviate scores are obtained. This projects a distribution of points in $k$ space into a $k$ - 1 space, and in so doing removes the variance due to elevation. The same elimination of elevation is accomplished by the forced-sort technique. An essential condition for the resulting data to be useful is that the position in $\mathrm{k}-1$ space must be determined with substantial reliability. Under what circumstances can we expect reliability after the first component is removed? If the variates are nearly uncorrelated, each variate contributes to the total dispersion of persons approximately in proportion to $V_{j}$, and the elevation score removed constitutes one kth of the total variance. The component removed from $D^{2}$ will on the average be only one kth of the total, and $D^{\prime 2}$ will be quite similar to $D^{2}$. Now this is what happens in the type of Q-sort Stephenson originally proposed, where variates were sampledfrom a heterogeneous collection. If a set of variates involves about fifty factors, all more or less equally weighted, removal of one factor is not expected to alter distances between persons enough to cloud results. As more correlated variates are used, extracting the elevation factor does discard more of the possibly-important variance, and the residual information will be more unreliable as a result.

The second question relates to the effect on reliability of projection from $\mathrm{k}-1$ hyperplane to $\mathrm{k}-2$ hypersphere. This projection leads to substantial magnification of error if a profile is flat. Recalling that $C$ represents the center of the sphere, and is the point corresponding to a flat k-1 profile, and that $O$ is the centroid in k - 1 space, we can expect few flat profiles if the dispersion of persons $\overline{0^{\prime} \mathrm{p}^{2}}$ is much smaller than $\mathrm{col}^{2}$. This demands that $O^{\prime}$ be some distance from $r$ or
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in other words, that the means for the $k$ variates not be equal. ( $C^{1}{ }^{2}$ is the sum of squares of these means). The more persens fall close to $C$, the more will magnification of errors for them obscure results obtained with $k-2$ measures. When many variates are used in the profile, as in Stephenson's forced-sort method, there is a good chance that some of the means will be unequal, and flat profiles then are less common. It is to be noted that when original scores are expressed as deviations around the group mean there will be many flat profiles; such scores are badly suited to $k-2$ space procedures. In general, the essential condition is that flat profiles in $k-1$ space be rare or absent.

While use of variates with unequal means will reduce the number of flat profiles, this has the disadvantage that correlations then tend to become larger and more uniform, so that one obtains less information about differences between persons. In the extreme, if items differ widely in popularity, most persons will rank them in the same order and almost all Q correlations will be 1.00 .

Similarity between individuals or within a group can apperently be given no psychological interpretation unless it is measured in a domain in which at leasi some pairs of people are dissimilar. The similarity index obtained for any set of items depends to a major degree on the discriminating power of the items. This means that the absolute magnitude of the $Q$ correlations cannot be directly interpreted and may have no practical significance to investigations of similarity. Only wher $\therefore$ is demonstrated that a difference between groups or between pairs of individu:als j: exists
magnitude of correlation $\stackrel{\text { exists }}{\text { is }}$ it possible to offer an interpretation. Fiedler (16), for example, asked therapists of several schools to rate statements describing a therapeutic relationship in order to determine if they differ along school lines in their concept of an ideal therapeutic relationship. The correlations between ratings were positive and large (median .64). One would be tempted to interpret such correlations as indicating a high degree of similarity among the therapists regardless of school. But it is also possible that the statements used represented such markedly desirable and undesirable qualities that high agreement could be found in almost any
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sample of persons acquainted with therapy. Undoubtedly statements about more debatable qualities in the therapeutic relationship could be found which would result in much lower correlations among therapists of different schools. However, Fiedler goes on to extract the valuable information that the expert therapists correlate higher with one another, regardless of school, than they do with non-expert therapists of the same school. This difference supports his major conclusion, since it indicates that the choice of items had not completely pre-determined the correlations It is disturbing to realize, however, that choice of more obviously desirable and. undesirable statements might have resulted in higher correlations in both groups, so that the differences he found would have been obscured. This demonstrates that while $Q$ correlations $c$ an be used to show the reJative similarity of tro pairs of persons, or persons in two groups, little meaning can be attached to the size of a Q correlation per se.

It is not surprising that most profile studies today utilize comparisons in k-2 space, since the problems have been conceived in terms of correlation as used to study relationships between tests. However, it is questionable whether that model is a particularly good one. For the determination of similarity between two tests, it is reasonable to eliminate the mean and variance from consideration. As Thomson (35) and Burt have pointed out, the test mean represents its general level of difficulty for the population, while the variance is a function of the units used. Both of these values are usually quite arbitrary, depending on the choice and number of items, and since we are mainly interested in the underlying relationshin between tests, these values are equated. However, in dealing with similarity of individuals, it is necessary to consider rather carefully what is involved when individuals are equated for level and scatter.

To illustrate the interpretation that can be made for measures in $k$ or $k-1$ space, which measures in $k-2$ space do not allow, we refer to a study by Bendig (2). He asked professors of psychology to rank 15 professional journals in terms of their importance for study by graduate students. These ranks were correlated and factor
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analyzed, leading to the conclusion that there were three bi-polar types of persons, described in terms of (a) interest in experimental approach to psychopathology, (b) interest in statistical and psychometric theory, (c) interest in theory construction in clinical area. Suppose Bendig had asked the judges to rate the journals on some objectively-defined scale ranging, for example, from "Knowledge of most contents of this journal should be required on comprehensive examinations" to "Reading this journal will not be worthwhile for any student". Then the elevation factor (tendency to give many journals high ratings) would reveal something about the judge's view of graduate training. A judge who wants students to read many journals differs from a judge who rates only a few high, even though he gives the same rank order to the journals. Moreover, the variability of the ratings by a judge would indicate his tendency to differentiate within the field of psychology, regarding some areas as worthwhile and some as trivial. A judge with a flat profile would be reporting that he is equally sympathetic to a wide range of psychological interest. A judge with a wide variation of ratings indicates a stronger differentiation. Two judges who ranked the journals in the same order, but who differed in the scatter of their ratings, would be expected to allow quite different latitude for students in training. At one point, Bendig characterizes his subjects as arranged from a "theoreti-cal-experimental-statistical" pole to a "practical-nonexperimental-intuitive" value orientation. Possibly, rather than this typology, a $k-1$ or $k$ space measure would reveal that the judges could be better grouped in terms of specialized versus catholic values.

Combining our two conditions, it appears that measures in $k-2$ space can give useful information only if the dispersion of persons in $k-1$ space and also the scatter for nearly all persons are large relative to the error dispersion. Data in $k$ - l space are required to determine whether these conditions are met. Then one can determine whether profiles in $k-1$ space are reliable (15), and whether there are many flat profiles. Moreover, one can if he wishes eliminate the people with flat nrofiles from the study. The forced-sort does not collect $k-1$ data and one has



























no basis for testing whether profiles are reliably located. It seems quite important for those studying similarity to investigate reliability directly by obtaining two estimates for each profile. Reliability of $k-2$ space measures has ordinarily not been examined in past investigations of similarity.

While we have discussed the conditions under which measures which force equal
scatter on all persons can be node maximally usejul, je do not recommend such procedures. Our consjreration oin E2ssibilities luads in to surgast that the method. most generally advisable to the messure of epretion $\{2$ ) where $k-1$ plane data are combined with the measure of elevation using a deliberately chosen weight (which may be zero) for elevation. (When the weight is unity, this measure is the same as in k space). Excepting treatment of physiological and anthropometric measures, we know of no psychological or educational problem where "correcting" profiles for scatter is adventageous.

In those studies where $k-2$ space measures have been used in the past, properly interpreted positive results need not be discounted. The faults to which we have drawn attention operate to obscure true relations and to make the measurement technique insensitive. This would make non-significant resuits, or low Q-correlations, likely in some instances where a better technique would find more relationship. We know of no biassing factor or systematic error in these procedures, however, which would have introduced signifi̇cant apparent relations where none should be found.

The specialized problem of comparing a person's profile with his estimated profile introduces an interesting minor question. Several such studies are listed in a recent paper by Brown (4). The usual method is to administer (say) the Kuder Preference Record, and then to require the person to rank his interest in the categories. The profile from the test is rank-correlated with the estimated profile. But this is not precisely the question that should be asked. If one were to predict the interests of the averagc man, they would not all be equal; on the cointrary, some categories are generally more popular. The estimated profile, obtained by the usual directions, is a k - 2 space profile based on the estimated strength of interests
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relative to each other. The test profile is a $k$ (or $k-l$ ) profile based on the estimated size of the deviadions of the person's jnterests fron the interests of the norm group. These two profiles should not normally be highly correlated, because the average popularity of the categories has beer equalized in the test profile. To determine if peonle $c \in n$ estimato uheir own test profiles, the experiment can be redesigned to make the estimatc mere like the test in Ingical structure. Perhaps the easiest technique wolld be to ask the person to guess his percentile standing on each category. A D neasure ( $O=D_{T}$ ) based on this profile would take into account elevation and scatter, and would correctly compare profiles expressed in terms of derived scores.

Short-Cut Formulas Based on Mean $D^{2}$
One use of measures of similarity is to compare any two persons. In research, however, the questions more often relate to the similarity of two groups, or the homogeneity of some particular group. If questions could be answered without computing the measure of similarity for each pair of persons involved, it would be possible to obtain the ansvers much more rapidly. We have discovered several formulas based on $D^{2}$ which relate to such inquiries. Unfortunately, however, they are based on the averace of $D$ squared for a set of pairs, and there seem to be no similarly helpful approaches for obtaining the average of D directly. We have indicated earlier the $\dot{\text { dificulties which make }} D^{2}$ inappropriate as an interval scale to measure distance. The following formulas are presented for three purposes. They may be employed as a first rapid way of answering questions about groups, provided the investigator recognizes that different resul.ts might be obtained if mean $D$ or median $D$ had been determiner instead of mean $D^{2}$. A second value of the formulas is that they provide insight into the nature of distance measures. Factors which increase mean $D^{2}$ will also, in general, increase mern $D$ and median $D$, even though not in the same amount. The third use is for checiring computations.
$-2 x^{2}$
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Average similarity within group. It was previovsly noted that in any group,

$$
\begin{equation*}
\overline{D_{i j 1}^{2}}=2 \frac{N}{i N-I} \sum_{j} V_{j}, \tag{28}
\end{equation*}
$$

where i and i' vary over all persons in the samle. This index expresses the average similarity of a group, i.e., its homogensity, except inat it gives greater wəight to large distances tin r. would a linear mcasure of distance. This formula might be used to compare the honcgencity of cne group with that of another, as in an inspection of a grouping of persons irto postulated "types".

If $O_{Y}$ is the centroid of the sample in the space under analysis (whether it is the certer of the reference class or not), and i varies over the sample,

$$
\begin{equation*}
\overline{E_{i}^{2}} \text { or } \overline{O_{Y} P_{i}^{2}}=\frac{1}{2} \overline{D_{i i \cdot 1}^{2}} \tag{29}
\end{equation*}
$$

This is the mean second moment of persons about the centroid, and is analogous to a variance for the distribution. It is not mathematicaliy a verience, however, since the mean $E$ is greater than zero. We have referred to $\overline{E^{2}}$ as a measure of dispersion. It will be noted that if points are distributed on a hypersphere, $O_{Y}$ lies within the hypersphere, and no one can $f$ nill at the centroid of the sample.

Formulas comparable to the above can easily be written for $\overline{s^{2}}$, and for measures in which weights are assigned to the variates.

Similarity of person to group. Fqr a single person, it may be interesting to kno:I his average distance from ail other members in a group. If $i$ is a member of Group Y,

$$
\overline{D_{i i 1}^{2}}=\frac{N}{N-1}\left(O_{Y} P_{i}^{2}+\Sigma V_{j}\right)=\frac{N}{N-I} O_{Y} P_{i}^{2}+\frac{1}{2} \overline{D_{Y}^{2}}
$$

$$
\begin{equation*}
\left(i=1, i^{\prime}=2,3, \ldots N\right) \tag{30}
\end{equation*}
$$

Here $O_{Y} P_{i}{ }^{2}$ is $\sum_{j}\left(x_{j i}-\bar{x}_{j \bullet(Y)}\right)^{2}$.
$\overline{D_{Y}^{2}}$ is the average similarity within Group Y.
If $i$ is not a member of Group $Y$,

$$
\begin{equation*}
\overline{D_{i i^{\prime}}^{2}}=O_{Y} P_{i}^{2}+\frac{1}{2} \overline{D_{Y}^{2}} \quad\left(i \text { not in } Y ; i^{\prime}=1,2, \ldots N\right) \tag{31}
\end{equation*}
$$

The difference between (30) and (31) is due to the inclusion of $i$ in $Y$ in the first case. As $N$ increases, (30) approaches (31). As before, one must bear in mind that we have averaged the squared distances.

Distance hetween groups The measure of similarity between two groups might be found in $\mathrm{O}_{Y} \mathrm{O}_{Z}$, the separation of their centroids. This is the measure most used in comparison of groups to test the null hypothesis, but we sometimes desire to determine instead the average $D^{2}$ between members of the two groups. It permits us to ask whether a group resembles another group as closely as members within the group resemble each other. For this we have

$$
\begin{equation*}
\overline{D_{i i}^{2}}=\overline{O_{Y} P_{i}^{2}}+\overline{O_{Z} Y_{i}^{2}}+o_{Y Z} O_{Z}^{2} \quad\left(i=1,2, \ldots N_{Y} ; i 1=1,2, \ldots N_{Z}\right) \tag{}
\end{equation*}
$$

Here we see the average cross-similarity as made up of three components: squared distance between group means, dispersion within the first group, and dispersion within the second group.

The formula can be rewritten as follows, if $\sigma_{j(Y)}^{2}$ is the variance of $j$ for the population $Y$ represents, etc.:

$$
\begin{equation*}
\overline{D_{i i 1}^{2}}=\sum_{j}\left(\sigma_{j(Y)}^{2}+\sigma_{j(Z)}^{2}+\left(\bar{x}_{j \bullet(Y)}-\bar{x}_{j \cdot(Z)}\right)^{2}\right) \tag{33}
\end{equation*}
$$

There is one term for the variance within each group, and one which is twice the variance between groups.

## Summary and Recommendations

Studies attempting to determine the similarity of persons have used a variety of statistical procedures. Some of these procedures are more advantageous than others, and we have attempted to analyze each procedure so that investigators can choose the method most likely to reveal the effects they seek to measure.
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Each procedure for determining the similarity of two score-sets in effect determines the distance between two points in a space defined by the variates. The decisions facing the investigator, which determine what results he will obtain, are: choice of variates, choice of metric for each variate, assignment of weights to variates, and choice of index of similarity. The choices made define the domain within which similarity is to be determined.

For profile comparison it is necessary to express each variate in a scale of equal units, such that units on the several scales are comparable. Unless the investigator is satisfied to assume that his units do possess these qualities, he should transform his variates or assign differential weights to them in order to get units he regards as comparable.

An index may be based on either an orthogonal or an oblique model, the latter taking into account the correlation among variates. All indices of similarity in general use in psychological studies are based on the orthogonal model. We propose an index $D$ of this type, and a standardized index $S$ which has similar properties. An oblique model treated by Mahalanobis leads to the index $\mathbb{D}$, which is especially suited to classification problems where groups are defined a priori. It is closely related to the Hotelling $T$ and the discriminant function. Our comparison shows that D gives more weight to common factors among the variates than $D$. As a consequence, D is more reliable from trial to trial, and more stable from one sample of variates to another. If variates have little correlations, $D$ approaches $D$. In general, for descriptive purposes, the index $D$ based on the orthogonal model seems superior to ID because of its greater stability. $D$, however, when applied to correlated variates, has certain distorting properties which cause factors to have greater weight in some pairs of persons than in others, and its interpretation is unclear.

If it is desirable to take correlation into account, the practical procedure is to transform the correlated variates to an uncorrelated set, and apply the orthogonal model. If possible, it is wise to begin with a set of nearly uncorrelated variates, each reliably measured, or with a set of variates having only one general





























## ("elevation") factor.

The various orthogonal indices may be classified as follows:
$k \quad$ space measures, which reflect differences in profile shape, elevation, and scatter. These include the measure D or $S$ which we describe, Cattell's $r_{p}$, and one form of Pearson's CRI.
k-1 hyperplane measures, which remove differences in elevation from the data before comparison of profiles, The index $D^{\prime}$ is used for such dava. 」 special index $D_{W}$ is suggested which permits the investigator to reintroduce the elevation factor with any desired weight。
$k-1$ hypersphere measures, which remove differences in eccentricity of profiles. Measures in this group are chiefly of theoretical intenest.
$k-2$ hypersphere measures, which remove differences in elevation and scatter from the profile. These include productmoment correlation, rho, $T a u, r_{p s}$, and correlation based on Stephenson's forced-sort procedure.

The investigator should eliminate elevation and scatter from his distance measure only if there is a psychological reason for regarding differences in these as unimportant. For most purposes, we regard the index $D_{W}$ as best suited to similarity studies. When $W$ is one, this becomes $D_{0}$ If $D$ or $D_{W}$ is used, the investigator treats as alike those people who have the same profile, but considers that profiles having different elevation or different scatter are as truly different as profiles having different high or low points. In contrast, measures in $k-1$ space (based on deviations around the person's mean) and measures in $k-2$ space (with scores standardized in each profile), discard some of the most reliable information in the score set. Profiles in k-l space are less reliably determined than $k$-space profiles. In going to $k-2$ space, error is greatly magnified for persons with small scatter. Such magnified errors are likely to ooscure true relationships,

Most investigations have been based on $k-2$ space measures. The do not believe that such indices are generally the best for research on similarity. It is true that some studies have successfully discovered relationships with these measures. Measures in $k-2$ space $c a n$ be dependable when variates are reliably
measured, and where there are few f?at proriles. Even in studies where $k-2$ measures have been useful, a more roverul technque would bo expected to produce the results with rreater clarity: In studies which yielded o signiticant relations involving $k-\hat{i}$ similarity measuies, ail inder such as $D_{\text {iN }}$ might have found relationships of importance.

In choosing betreon $D, D^{\prime}$, and $D_{N^{\prime}}$, the investigator must decice whether tine is an interpretable elevation factor; and whether this factor shouid be allowed to influence his distance measure. If the varistee do not inve substantial positive intercorielation, we recomend that $D$, computed on the original measures in $k$ space, be used to determine dissinilurity. If the veriates do generally measure a common factor, the investigator should consider the meaning of this factor and decide whether it is one he wishes to court. If he wishes to eliminate it from consideration becauce he reçaris it as irrelevant to his problem, re will use $\mathrm{D}^{\prime}$ as his index. If ho wishos to include the factor, he may choose ar appropriate weight for it and use $D_{W}$. The adventage of $D_{w}$ ovex is that with substantially intercorrelated variates the elevation factor may receive greater weight in fl than it should, relative to the weight given to the shape of the profile.

The distance incer may be expressed in terms of $D, D^{2}$, or some trensformation to another scrie. It appears unvise to force Dinto a correlation-like index ranging from +1 to -1 as Cattell suggests. There is probably no limit on how dissimilar two people can be, save as one is irmosed by the method of gathering data. Hence in $k$ space or $k-1$ hyperplane $D$ can range froin 0 (periect similarity) to $\infty$. If similarity is reported $a s D^{2}$, we have usefur formilas for rean $D^{2}$ unde: various situations. $D^{2}$, however, secms to be less meaningful. than $D$ as a neasure of distance, expecially as $D$ is iiteraily the distance between points in our geometric model. It is also more likely to have statistical properties whin make it possible to utilize means, variances, and procluct-moment correlations. Thus we advise that $D^{2}$ be used only in preliminery stucies where its simplicity is of value and where ordering of

similarity is the major question. The use of $Q$ as a measure should also be limited to these conditions.

This paper has given little attention to problems of reliability, but it is clear that measures of distance between points cannot be determined dependably if the locations of the points are undependable. Therefore, any steps the investigator takes to make his profiles more reliable are well worth while.

Profile research is necessarily faced with severe difficulties. The results of any investigation are influenced by numerous choices which must be made in part arbitrarily. Even when these decisions are made wisely, the difficulty of making reliable measurements on many variates at once is a severe one. We hope that ir spite of these problems, the adoption of techniques of analysis which include as much information as the data permit, and which do not introduce additional errors of their own, will permit studies of similarity to advance psychological knowledge.
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