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ABSTRACT

Stock market data for bank holding companies are used to evaluate the

ettects of temporal aggregation on coefficient estimates obtained from single-

and multi-factor market models. Using multiplicative returns from January

1978 through June 1984, we find that the coefficient estimates of several

versions of the market model are generally not Independent of the unit of time

aggregation. In addition, 1t 1s found that temporal aggregation has Important

effects on both the specification of the market model and the stability of the

estimated coefficient. While the three-factor model tends to support most of

the notion about the Impact of unanticipated changes 1n Interest rates on bank

stock returns, 1t does so with differing quantitative Implications and degrees

of success as the data 1s aggregated.





In recent years, stock market data have been used both to evaluate the

financial performance of commercial banks, more precisely bank holding

romn^nles, and other depository Institutions and to provide Information about

their performance. The primary method of analysis has been based on versions

of the single-factor capital asset pricing model specifying the market return

on a portfolio of all assets. Studies have used the returns on "bank" stock

to gauge the market's risk evaluation of the corresponding bank and changes 1n

the risk evaluation over time. Including the likelihood of failure, and to

Identify the response of banks to changes 1n particular or general changes 1n

regulation and to nonbank acquisitions. In addition, the basic model has been

expanded to Include additional factors. In general, either dally, weekly, or

monthly rates of return are used to estimate the model coefficients. However,

the Impacts of temporal aggregation on the model coefficient estimates have

not been carefully analyzed.

Based upon Zellner and Montmarquette' s (1971) time aggregation technique,

Lee and Morlmune (1978) have shown that estimates of systematic risk 1n the

single-factor market model are generally not Independent of the periodicity of

the data used 1n the empirical analysis. Chen (1980) has shown that ex-ante

systematic risk 1s not Invariant under time aggregation when the rates of

return are multiplicative. It 1s shown that the systematic risk regression

coefficients will have a mathematical bias which 1s a function of the unit of

time for which empirical data are collected.

The main purpose of this paper 1s to empirically analyze possible effects

of temporal aggregation on the specification of single- and mult1-1ndex market

models. Return data for the common shares of 71 domestically owned bank

holding companies (BHCs) from January 1, 1978 to June 27, 1984 are used to do

the related analyses. In the next section of the paper, the model used to

Investigate the effect of temporal aggregation on the magnitude of the



estimated parameters of the single-factor market model Is specified. It 1s

ihowTi that the magnitude of the estimated parameters are generally not

necessarily Independent of the length of temporal aggregation used. The data

and methodology utilized are discussed 1n section 3. Section 4 presents the

results of estimating the single-factor model. The effects of temporal

aggregation on the estimation of two- and three-factor market models are

evaluated In section 5. The results of this paper are concluded 1n section 6.

2. Time Aggregation and Systematic Risk

The standard market model (Sharpe (1963)) for the one-period rate of

return on security j , r , can be written as
J 9 ' t *
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where r Is the one-period rate of return on the market portfolio 1n
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t

period t, c
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. , . 1s a random error term with mean zero and E(c. . .) = a. for

all t, and B 1s the systematic risk calculated from one-period data. It 1s
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an Identical Independent distribution. The regression coefficient of the rate

of return on security J, r. , with respect to the rate of return on the

market portfolio, r^ -\ ^, 1s given by

°1 " Cov (
r J,l,t/M.l,t)/Var(rM>1(t ) (2)

Following Zellner and Montmarguette (1971) and Lee and Morlmue (1978), the

market model 1n terms of n-per1od rates of return can be defined as



R, = a + B Ru + e. (3)

where
j.n.t

*M,n,t

:

J.n,t

- (rJ,V r
J,n>

= error term associated with the n-period rates of

return on security J 1n period t, with mean zero

2
variance equal to a

J

The n-period data regression slope coefficient from equation (3) is given

by
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Levhari and Levy (1977) has shown that the n-period systematic risk

associated with multiplicative returns can generally be written as 1
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Levharl and Levy (1977) has shown that the estimated systematic risk

obtained from n-per1od data (B ) 1n equation (5) will not be equal to the

estimated systematic risk obtained from one-period data (B,) 1n equation (2)

unless B = 1. Therefore, the magnitude of the estimated slope coefficient

1n the single-factor market model 1s generally not necessarily Independent of

the length of the temporal aggregation used.

3. Data and Methodology

Dally returns for common stock shares of 71 domestically owned bank

holding companies, for the period January 1, 1978 through June 27, 1984, were

used to examine the potential biases caused by temporal aggregation. The

market portfolio employed 1n this study was the value-weighted market Index

(NYSE and Amex) obtained from the Center for Research In Security Prices

(CRSP) data base. For each bank holding company the beta coefficient was

2
estimated with dally, weekly, and monthly data. If r, , r. ,

J »
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...,r are the dally rates of return on security j, one can calculate the
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Similarly, the monthly rates of returns can be calculated as
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(7)

Table 1 shows the properties of dally, weekly and monthly rates of

return. Mandelbrot (1963) and Fama (1963, 1965) have put forth theoretical

arguments and empirical evidence which strongly suggest that security returns

conform more closely to stable non-normal distributions. Stable distributions

are by definition stable or invariant under addition. This means that if the

daily returns on a stock are drawings from a stable distribution, then weekly

and monthly returns, which are just sums of the daily returns, have stable

distributions of the same "type" as the daily returns. Operationally, if the

distributions of daily returns are stable and non-normal, distributions of

returns for intervals longer than a day have about the same degree of

non-normality as the distributions of daily returns. From table 1, it appears

that daily excess rates of return are highly non-normal. The mean studentized

range of the daily excess rates of return is 15.1096, compared to a value of

7.80 for the 0.99 fractile of the studentized range of samples drawn from a

normal population of size 1000. Mean values of skewness and kurtosis

coefficients for daily excess rates of return exceed the value of the 0.99

fractile of the respective distribution under normality. Table 1 indicates

that the departures from normality are less pronounced as the unit of time

aggregation increases. For example, with weekly data, the skewness and



kurtosis coefficients are less than the values of the 0.99 fractile of the

respective distribution under normality. However, while the values of

skewness and kurtosls are consistent with normality, the studentlzed range

coefficient 1s still higher than would be expected under normality. For

monthly data, the mean excess rates of return seems close to normal. The

values of the studentlzed range, skewness and kurtosls coefficients are

consistent with normality. The Implication 1s that the monthly excess rates

of return are close enough to normal for the normal model to be a good working

approximation. Nevertheless, these differing results for different units of

time aggregation raise the possibility that the degree of mlsspedf 1cat1on in

bank stock study methodologies 1s sensitive to temporal aggregation. This

finding is consistent with the evidence presented by Fama (1976, ch. 1) that

daily rates of return data depart more from normality than do monthly rates of

return .

4. Single-Factor Market Model Results

Dally, weekly, and monthly data were used to estimate a single-factor

version of the market model. The results are shown in Appendix A with the

approximate t-rat1os given in parentheses. An analysis of the estimated

coefficients shows that for 59 out of 71 bank holding companies, the magnitude

of the beta coefficients increases as the time unit of aggregation increases.

For two bank holding companies (Citicorp and BankAmerica Corporation), the

beta coefficients tend to decrease with the time unit of aggregation. The

pattern for the last ten cases is not as consistent as that for the previous

fifty-nine. There are six cases (Bankers Trust New York Corporation, Land-

Mark Banking Corporation of Florida, Manufacturers Hanover Corporation, J. P.

Morgan and Company Incorporated, Wachovia Corporation, and Wells Fargo and



Company) showing that the beta coefficients first rising and then falling as

the data is aggregated, and four cases (Marine Midland Banks Inc., Old

National Bancorporation, Chase Manhattan Corporation, and First Chicago

Corporation) showing the reverse. In addition, while all of the coefficients

are significantly different from zero at the 5 percent significance level, the

t-values consistently decrease for 54 of the bank holding companies as the

unit of aggregation increases. Summary statistics for the estimates of beta

are given below. Note that while the estimates of beta tend to increase, the

interquartile range tends to first increase and then decrease with the level

of aggregation. Beta coefficients can generally be used to determine whether

a stock is a defensive, neutral or aggressive stock. Our results indicate

that bank holding company socks are generally either defensive (B < 1) or

neutral (B = 1)

.

Summary Statistics for the Single-Factor Market Model Estimates
of Beta

Aggregation

Daily
Weekly
Monthly

Arithmetic
Mean

0.4501
0.6159
0.8244

Median

0.3810
0.6124
0.7977

Interquartile
Range

0.2844
0.2942
0.2827

The table in Appendix A also shows the Durbln-Watson statistics for the

single-factor market model regressions. On average, the values of the

Durbln-Watson statistics are quite close to 2.00 over all levels of

aggregation. The arithmetic mean values of the statistics are 1.867, 1.943,

and 2.140 for dally, weekly, and monthly models.

There is a tendency for the average values of the Durbln-Watson

statistics to Increase with the level of aggregation. It 1s of perhaps more
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interest to observe that on the basis of the lower and upper bounds of the 5

percent points for two parameters and a large sample size of 100 observations

(d = 1.57, d = 1.65), the test statistics Indicate the possibility of

negative autocorrelation with greater frequency as the data are aggregated.

These results are consistent with those found by Cartwrlght and Lee

(1986) for lightly traded firms. Because the estimated systematic risk from

aggregated data 1s proportional to the estimated systematic risk from

disaggregated data, 1t has been shown (see Zellner and Montmarquette (1971);

Rowe (1976); Lee and Morlmune (1978); Chen (1980); and Cartwrlght and Lee

(1986)) that the estimated systematic risk from aggregated data can be larger,

equal to, or smaller than that from the disaggregated data. The magnitude of

2
R associated with the disaggregated data and the magnitude and sign of the

autocorrelations associated with the dependent and Independent variables are

critical 1n determining the magnitude of the proportionality factor relating

the estimated systematic risk from aggregated data to that from disaggregated

data. The estimated systematic risk from aggregated data tends to be greater

2
than that from disaggregated data the lower the R from the disaggregated

data, the higher the autocorrelation 1n the dependent variable and the lower

the autocorrelation 1n the Independent variable as the unit of aggregation

Increases .

_2
Most of the R 's Increase as the time aggregation Increases and most of

t-rat1os decrease as the time aggregation Increases as shown by Zellner and

Montmarquette (1971), Rowe (1976), Lee and Morlmune (1978), and Cartwrlght and

Lee (1986)

.

5. A Multi-Factor Market Model

Clearly, omission of explanatory variables that are correlated with the

market portfolio can bias the estimated beta parameter. Furthermore, 1f the



omitted variables are autocorrelated , they can account for autocorrelation in

the residuals. Whether systematic risk is affected more as the unit of

aggregation increases depends on what happens to the variability of the

omitted variables, to their correlation with the market index and the

correlation between the omitted variables as the unit of aggregation

increases. To assess the effects of model misspecif ication on the estimated

systematic risk coefficient as the data is aggregated, we expanded the basic

model to include additional factors.

Several empirical studies suggest that movements in an extramarket factor

may increase substantially the explanatory power of the single-factor market

model. King (1966) found a significant extramarket source of covariation

which was attributable to product-industry class as did Campanella (1972).

Farrell (1974) tested for non-industry-related extramarket factors in security

returns and found that significant groupings could be defined in terms of

growth, cyclical, stable, and oil stocks. Farrell was able to minimize the

industry effects found by King by sampling from a broad array of industrial

classifications. He concluded that the appropriate model for describing

security returns might well include four factors: (1) a market factor, (2) an

industry factor, (3) a group factor, and (4) a firm-unique factor. In a

subsequent study, Martin and Klemkosky (1976) found significant extramarket

covariation in common stock returns related to the stock's membership in a

growth, cyclical, stable, or oil group. These group effects accounted for as

much as 35 percent of the risk in portfolios containing ten oil stocks and as

little as 8 percent in a 10-stock portfolio of cyclical stocks. In a more

recent study, Fogler, John and Tipton (1981) estimate a three-factor model for

nonfinancial firms and find that common stock returns from groups such as

Farrell's stable-cyclical-and-growth were related to interest rates in the
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government bond market and to corporate bonds with default risk. Schwert

(1981) found that returns on different securities 1n the same Industry are

mgniy correlated. Davidson (1984) and Glascock and Davidson (1985) used an

Industry factor along with a market factor to describe security returns.

The extramarket factor we considered 1s an Industry stock Index. Thus the

return generating equation used as a base to detect the effects of temporal

aggregation on systematic risk takes the form

rj.n,t = a + B] r 1#n>t B 2 r 2>n>t cj.n.t (8)

where r, represents the n-per1od rate of return on the market Index and
l.n.t,

r represents the n-per1od rate of return on a bank stock Index. B_
c t n t u c

can be Interpreted to represent the relative riskiness of a particular bank

stock 1n comparison with the banking Industry as a whole.

Automatic Data Processing (ADP) data tape, for the period January 1978

through June 1984, was used to construct a bank Industry stock market Index.

A total of 71 bank holding companies was Included 1n the sample: a 11st of

them 1s provided 1n Appendix D to this paper. For each bank holding company,

the aggregate market value of the stock was computed each day by multiplying

the share prices by the number of common stock shares outstanding. On days

dividends were paid, the price 1s adjusted up by the amount of the dividend

for computing the market value that day but not adjusted for computing the

3
market value for the next day. The bank Industry stock Index 1s computed

by summing the Individual bank holding company market values and then dividing

by the value of that sum 1n a given base year, taken to be 1981.

A number of empirical studies have compared returns on bank stocks to

Interest rate changes (Booth and Officer (1985); Flannery and James (1984);

and Lynge and Zumwalt (1980)). Lynge and Zumwalt (1980), using several
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expanded versions of the market model, found that a large portion of

commercial bank equity returns 1s explained by Interest rate Indices on

4
corporate debt. Flannery and James (1984), employing a version of the

market model used by Lynge and Zumwalt, found a statistically significant

relationship between bank and S&L common stock returns and unanticipated

changes 1n long-term Interest rates. Booth and Officer (1985) extends the

previous two research studies by considering the effects of Investors'

expectations of Interest rate changes by using a Me1selman-type (1962)

error-learning model of movements In the term structure of Interest rates. An

error learning approach suggests that Interest rate expectations are a

function of past and present Interest rate forecasting experience. As new

information is received about errors made 1n forecasting the current interest

rate, interest rate expectations are adjusted in keeping with the learning

process. Booth and Officer results indicate that bank holding company returns

are sensitive to unanticipated changes 1n short-term interest rates and this

sensitivity is, in turn, related to the holding company's bank balance sheet

composition.

As Interest rates have become more volatile and have moved to

historically unprecedentedly high levels, the degree 1n which the Interest

sensitivity of BHCs assets differ from that of their I1b1lit1es caused

concern. This gap 1s related to the exposure of bank equity values to

unanticipated changes 1n market interest rates.

If the duration of the assets exceeds the duration of the liabilities,

the bank has a negative gap and is exposed to rising interest rates. If

the duration of the assets is less than that of the liabilities, the bank has

a positive gap and is exposed to falling Interest rates. Controlling the size

of the gap 1s an important function of bank funds management in responding to
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anticipated interest rate movements. In this regard, a bank that expects

Interest rates to rise will attempt to shorten the duration of Its assets and

lengthen the duration of Its liabilities. In this way, when the expected

Interest rate change 1s realized, the bank will be able to reprice Its assets

at the higher Interest rate without experiencing a higher cost on Its sources

of funds. Thus, a bank with a positive gap should benefit when Interest rates

rise, while a bank with a negative gap (duration of Its assets greater than

the duration of Its liabilities) will experience a decline 1n profits.

The precise effect of an unanticipated change in Interest rates on the

value of a bank's stock depends both on the magnitude and the direction of the

Interest rate change and on the magnitude and the direction of the difference

or gap between the duration of the bank's assets and that of Its liabilities.

If the duration of a bank's assets exceeds that of Its liabilities, the bank's

net worth and stock value will be affected unfavorably by an increase in

interest rates that reduces the market value of the assets by more than that

of the liabilities, and favorably by a decrease in Interest rates.

Conversely, if the duration of the bank's assets falls below that of Its

liabilities, the bank's net worth and stock value will be affected favorably

by an increase in interest rates that reduces the market value of the assets

by less than that of the liabilities, and unfavorably by a decrease in

interest rates. Because different banks are likely to have duration gaps that

differ not only 1n magnitude but also in direction, there need not be a unique

relationship between Interest rate changes and the return on the stocks of

each and every bank. Moreover, because banks can and do change the direction

of their gaps through time, the relationship will not even be unique for a

particular bank through time. In contrast, Booth and Officer (1985)

hypothesized that bank equity values may decrease because of higher than
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anticipated interest rates regardless of the bank gap position. In addition,

Llicj used aggregate Instead of Individual bank holding company stock rates of

return. Moreover, Booth and Officer (1985) did not directly consider the

Impact of both temporal and cross-sectional aggregation on their empirical

results .

To evaluate the effects of temporal and cross-sectional aggregation 1n a

model that explicitly relates unanticipated changes 1n short-term Interest

rates to bank stock returns, we ran regressions of the form

r, , = a + B, r . + B_ r , + B r . + c, . (9)
j,n,t 1 l,n,t 2 2,n,t 3 3,n,t j.n.t

where r , 1s a measure of unanticipated changes 1n Interest rates 1n the
i , n , x

n-per1od. B„ measures the effect of unanticipated changes 1n Interest rates

on bank stock return given Its relation to both the market and banking Indices,

In order to ensure that the estimation of the relation between bank stock

returns and unanticipated changes 1n Interest rates 1s free from

"contamination" resulting from changes in default premia, only interest rates

on U.S. Treasury obligations are used. In addition, 3-month Treasury bills

are used as the representative debt instrument because they are also pure

discount instruments (that is, they bear no coupons). Unanticipated changes

in interest rates were measured, as in Booth and Officer (1985) and Mishkln

(1982), by the difference between the actual 3-month Treasury bill rate in

time t and the forward 3-month Treasury bill rate embedded in the yield curve

a
at time t-1 , (

t
R
3

-
t
F . .). R 1s the actual yield in time

t on a 3-month Treasury bill and ,F 1s the forward 3-month Treasury

g
bill rate calculated in time t-1. The forward rate Incorporates

expectations and, in equilibrium, this rate 1s the market forecast of the
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expected rate for period t. If the market forecast error, r , , 1s
o , n , t

neaatlve 1n time period t, ( R - F <0) , bank equity values may

Increase or decrease, depending on whether the bank has a positive or negative

duration gap.

Tests were conducted to see whether the bank Industry and Interest rate

factors were correlated with the market return factor. Table 2 presents

simple correlation coefficients among all three factors. In general these

factors are correlated with one another. This presents the problem of

mult1coll1near1ty 1n the models to be estimated. Mult1coll1near1ty Increases

the standard errors of the estimated coefficients (lowering the t-values) and

may cause some coefficient values to appear to be not significantly different

from zero. This makes difficult the Identification of Individual factors

which offset bank stock returns. Because of this, several studies (see Lloyd

and Shlck (1977); Lynge and Zumwalt (1980); Flannery and James (1984); and

Booth and Officer (1985)) have used orthogonall zing procedures to remove the

mult1coll1near1ty . The procedures used were equivalent to using only the

residuals from a regression of the return on the second factor against the

other explanatory variable or variables. Such orthogonallzatlon procedures

are equivalent to a transformation which extracts away the common dependence

between the variables, assigning such dependence to the explanatory variables

1n each orthogonall zing regression equation. This procedure will change the

OLS estimators and their standard errors on the variables which are

orthogonallzed, but 1t does not add any additional explanatory power. For

example, 1f the true equation 1s
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r
jt = *

+ Vl,t + B
2
r
2,t

+ c
j.t

r
j,t = *

+ Vl.t f VJ.t + C
j.t

1s estimated. Where

P
2,t " r

2.t - [C0V(r
i,t'

r
2,t

)/Var(r
i,t )] r

i.t

It can be shown that B. /b but B = b . It also can be shown that

the standard errors will change for all but the second factor, r (see

61l1berto (1985)). Unless there 1s an economic rationale behind the choice of

which variables are orthogonallzed, subsequent Interpretation of the results

1s difficult (see Fogler and Ganapathy (1981)). Thus, adjustments were not

made to orthogonallze the three factor variables.

Estimates of B
1

and B„ from the two-factor model of equation (8) for

dally, weekly, and monthly data are shown 1n Appendix B. The results Indicate

that 1n general the banking Industry factor 1s Important 1n explaining bank

stock returns. Changes 1n the stock market Index explain, on average, 8, 14,

and 23 percent of the variation 1n bank holding company returns for dally,

weekly, and monthly data (see Table 3). The Industry stock Index contributes

another 5, 5, and 15 percent for dally, weekly, and monthly data. The

Industry stock Index tends to dominate the stock market Index as the unit of

time aggregation Increases, suggesting that the Industry stock Index reflects

the market Index and perhaps some other unidentified risk factors specific to

banking organizations. The table below shows that the pattern of behavior of

B_, the extra market sensitivity, over alternative levels of aggregation 1s

quite different from that of the beta estimates 1n the single-factor market

model. Specifically, the magnitude of the estimates tends to first decrease

and then Increase as the data are aggregated. The pattern of the

Interquartile range 1s similar to that of B . In comparison, the estimated
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coefficients on the market portfolio first increase and then decrease, while

the interquartile range tends to Increase with the level of aggregation.

Summary Statistics for the Two-Factor Market Model
Estimates of B

2

Arithmetic Interquartile
Aggregation Mean Median Range

Dally 0.5302 0.4450 0.3373
Weekly 0.3561 0.3178 0.2411

Monthly 0.6573 0.6006 0.3729

An analysis of the residuals from the two-factor models suggests that the

possibility of negative autocorrelation Increases with the level of

aggregation. The frequency of relatively large Durbln-Watson statistics (40)

1s more pronounced than 1n the single-factor model (19).

Summary Statistics for the Two-Factor Market Model
Estimates of

Arithmetic Interquartile
Aggregation Mean Median Range

Daily 0.0589 0.0475 0.1079
Weekly 0.3920 0.4020 0.2134
Monthly 0.2810 0.2849 0.3438

While these results provide some evidence to Indicate the presence of a

second factor, the evidence shows that the disturbances are frequently

autocorrelated the more aggregated the data.

Equation (9) 1s estimated for all 71 bank holding companies over the

sample periods using dally, weekly, and monthly data. The results are shown

in Appendix C. The estimated coefficients on the market Index, and those

for the Industry Index, Bj, are not significantly different
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Number of Occurrences of Estimates of 0„ Significantly

Different from Zero at the 5 Percent Significance Level
for Equation (9)

Dally Weekly Monthly
28 13 9

from those reported 1n Appendix B for the two-factor model. Changes 1n the

stock market Index and the bank Industry Index explain, on average, 13, 19,

and 38 percent of the variation 1n bank holding company returns for daily,

weekly, and monthly data (see Table 3). The evidence reported in Table 3

indicates that the adjusted R-squared coefficients for the three-factor models

are at least marginally greater than those for the two-factor models. The

estimated values of B_, the coefficient on the Interest rate forecast error,

are significantly different from zero for 28 of the bank holding companies

using the 5 percent significance level for the daily model. The coefficient

estimates indicate the Importance of interest rate forecast in thirteen cases

for the weekly model and nine cases for the monthly model. These results

imply that time aggregation will generally reduce the chance of detecting the

impact of unanticipated changes in Interest rates on stock rates of return.

In addition, the coefficient associated with the banking industry index rate

of return increases with the unit of aggregation. In sum, the relative

magnitude of the coefficients associated with r , r and r are not

Independent of the degree of time aggregation.

The Durbln-Watson statistics indicate that 1n general the monthly model

is not well specified. The test statistic Indicates the presence of

first-order autocorrelation in 26 cases. For the dally and weekly models, the

problem of autocorrelation appears to be less severe. The null hypothesis is

rejected at the 5 percent level one time for both dally and weekly models.
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The estimates of the coefficients 1n equation (9) were also obtained by

nonilng the time series observation for the 71 bank holding companies over

ccilii unit of time aggregation. The total t1me-ser1es/cross-sect1on sample was

116,582, 23,927 and 5,538 for dally, weekly and monthly data, respectively.

The model assumes that the coefficients are the same for all bank holding

companies. Estimation of equation (9) with pooled cross-sectional t1me-ser1es

data and ordinary least-squares (OLS) 1s potentially Inefficient due to the

possibility of firm specific differences 1n unsystematic risk and time varying

unsystematic risk for all firms 1n the Industry. To allow for the

possibilities of heteroscedastldty , contemporaneous correlation between the

cross-section and serial correlation 1n unsystematic risk, a version of

generalized least-squares (GLS) developed by Fuller and Battese (1974) was

used to estimate the cross-sectional t1me-ser1es model. The results of

estimating the three-factor model using the Fuller-Battese method are

presented 1n Appendix C.

An examination of the estimates for the pooled cross-sectional

t1me-ser1es data Indicates that the coefficient of r_ 1s significantly
3,n,t

different from zero at the .05 level of significance for all levels of

aggregation. In addition, the size of the coefficient Increases with the

level of time aggregation. The results reported for monthly data are

consistent with Booth and Officer (1985) findings that bank holding company

stocks exhibit an extramarket sensitivity to unanticipated changes in

12
short-term Interest rates. The results presented 1n the current paper are

significant because they Imply that unanticipated changes 1n Interest rates

are still Important 1n explaining bank security returns even after accounting

for economywlde and Industrywide risk sensitivities. While Individual bank

data suggest that the chance of detecting the Impact of unanticipated changes

1n market Interest rates on bank stock rates of return diminishes with the
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level of time aggregation, cross-sectional time-series results indicate that

^o opposite is true, reflecting the impact of cross-sectional aggregation on

the results. Estimation of the cross-section time-series equation implicitly

assumes that the impact of unanticipated changes in market interest rates on

equity values of banks with positive gaps is indistinguishable from that of

banks with negative gaps. The individual bank results provide a direct test

of the quantitative importance of unanticipated changes in market interest

rates on bank equity values, and allow us, at some future date, to relate this

to Individual bank balance sheet composition.

7. Conclusions

In this study, return data on 71 bank holding companies are used to

Investigate the effects of temporal aggregation on the particular

characteristics of the stock return data and the estimated slope coefficients

in single- and multi-factor versions of the market model. The results

indicate that the departures from normality are less pronounced as the unit of

time aggregation increases. The monthly excess rates of return are close

enough to normal for the normal model to be a good working approximation,

autocorrelation and variation in dally rates of return of each of the factors

have a significant impact on the magnitude of the estimated coefficients 1n

the various models. Specifically, the estimated slope coefficients from

aggregated data tends to be greater than that from disaggregated data the

2
lower the R from the disaggregated data, the higher the autocorrelation 1n

the dependent variable and the lower the autocorrelation 1n the independent

variable as the unit of aggregation Increase. The problems associated with

the estimation of market models to evaluate the financial performance of bank
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holding companies and to Identify the response of these firms to changes 1n

part'icu'iur cr general changes 1n regulation and to nonbank acquisitions will

not be free from the effects of temporal aggregation. For example, the

results Imply that time aggregation will generally reduce the chance of

detecting the effect of unanticipated changes 1n Interest rates on Individual

bank stock rates of return. In addition, the coefficient associated with the

bank Industry Index rate of return Increases with the unit of aggregation.

The results suggest that the relative magnitude of the coefficients associated

with the stock market Index rate of return, bank Industry Index rate of

return, and the Interest rate factor are not Independent of the degree of time

aggregation. The conclusion 1s that a researcher cannot choose arbitrarily

the time units for which rates of return are calculated because the assumed

unit of time aggregation has a crucial affect on estimates of the slope

coefficients 1n the single- and multi-factor market models.
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Footnotes

Hhis assumes that the market rates of return are independently
distributed. If the market rates of return are Identically, but not
Independently distributed, then Chen (1980) has shown that the n-per1od
systematic risk coefflcent can be written as

n-1

6 =1=0
n

a, B^d*.) 1 + b
n

n-1

I
1=0
* 3

1

+ C
n

where b n and C n represent the effects of autocorrelation 1n the market rates

of return on Cov(rj

j

t
. .

.

,rj
t
„, r lf1 r 1>n ) and Var(r lfl n,n).

respectively.

^The equations were estimated using excess returns. The rates of return
on the rlskless asset used for these calculations were taken to be the rates

of return on three-month Treasury bills.

3Th1s procedure 1n similar to that used to construct the CRSP Value
weighted market Index. Dividends are Included 1n the CRSP Value-weighted
market Index.

^Inclusion of Interest rates as a separate factor can be justified by

specifying an Intertemporal capital asset pricing model, where the Investment
opportunity set 1s permitted to vary and the level of Interest rate describes
changes 1n the opportunity set (See Merton (1973)).

^For discussion of gap management, see Brewer (1985).

^Duration 1s a measure of the present-value-weighted effective maturity
of a security. In Its simplest form, duration is computed by (1) multiplying
the length of time to each scheduled payment of a default-and option-free
security by the present value of that payment, (2) summing over all payments,
and (3) dividing by the total present value (or price) of the security. For a

discussion of duration see Bierwag and Kaufman (1985), Kaufman (1984) and

Blerwag, Kaufman and Toevs (1983).

^The term structure may contain a liquidity premium. Toevs (1983) has

noted that if such a liquidity premium exists and is positive, one would wish

to be somewhat shorter in the times to liability repricing than otherwise
would be the case. Nevertheless, conditional on the current value of the

liquidity premium, the banks' assets and liability position is still one that
depends on the bank's Interest rate forecast.
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Footnotes (Cont'd)

8a number of researchers have measur
rates by the change 1n the 3-month Treas
period, ( t

R
3

-
t-1 R

3 ) . Booth and Office

experiments using this measure of unantl
to marginally worse fits for their regre
sensitivity estimates and no appreciable
significance of any of the other coefflc
reasons, (^3 - ^3 t_i ) is used as a me

1n Interest rates rather than (tR3 - t-1
reestlmated using changes 1n the 3-month
unanticipated changes 1n Interest rates

t F 3 , t-1 ) , and no significant differences

ed unanticipated changes 1n Interest
ury bill rate from the previous
r (1985) have shown that

dpated changes 1n Interest rates led
sslon equations, smaller Interest rate
differences as to the statistical
1ents 1n the equations. For these
asure of unanticipated changes
R3) . Equation (9) was
Treasury bill rate as a measure of

rather than (.^3 -

1n bank stock pricing were revealed.

9 The forward 3-month Treasury bill rate embedded 1n the current term
structure of Interest rates can be calculated as follows:

t+V3,t
t 1

;
tV

(1
t
R
3

)

where t+1^3 t ^ s the forward 3-month Treasury bill rate embedded 1n the

yield curve'at time t; t R 6 ^ s * ne current yield on a 6-month Treasury bill
In time t; and t R 3 ^s the current yield 1n time t on a 3-month Treasury
bin.

l0 See Hicks (1946) for a discussion of this point, pp. 135-140; pp.
146-147. Fama (1976), 1n a more recent article, also makes this point.

^Equation (9) was reestlmated without the bank Industry stock Index,
and the coefficients of r 3 n ^ were essentially unchanged from those found

1n the three-factor model.



23

References

Bierwag, Gerald 0. and George G. Kaufman, "Duration Gap for Financial
Institutions," Financial Analysts Journal . 41 (March/April 1985), 68-76.

Bierwag, Gerald 0., George G. Kaufman and Alden Toevs, "Duration: -Its
Development and Use in Bond Portfolio Management," Financial Analysts
Journal . 39 (July/August 1983), 15-35.

Booth, James R. and Dennis T. Officer, "Expectations, Interest Rates, and

Commercial Bank Stocks," Journal of Financial Research . 8 (Spring 1985),
51-58.

Brewer, Elijah, "Bank Gap Management and the Use of Financial Futures,"
Economic Perspectives . Federal Reserve Bank of Chicago, 9 (March/April

1985), 12-22.

Campanella, Frank, The Measurement and Use of Portfolio Systematic Risk .

Lexington, Mass: D.C. Heath and Company, 1972.

Cartwright, Phillip A. and Cheng F. Lee, "Time Aggregation and the Estimation
of Beta Coefficients: Empirical Evidence," Journal of Business and

Economics Statistics . (1986), forthcoming.

Chen, Son-Nan, "Time Aggregation, Autocorrelation, and Systematic Risk
Estimates--Additive Versus Multiplicative Assumptions," Journal of

Financial and Quantitative Analysis . 15 (March 1980), 151-174.

Davidson, Wallace N., "The Effect of Rate Cases on Public Utility Stock
Returns," Journal of Financial Research . 7 (Spring 1984), 81-93.

Fama, Eugene F., "Forward Rates as Predictors of Future Spot Rates," Journal
of Financial Economics . 3 (September 1976), 361-377.

Fama, Eugene F., Foundations of Finance . New York: Basics Book, 1976.

Fama, Eugene F., "The Behavior of Stock Prices," Journal of Business , 38

(January 1965), 34-105.

Fama, Eugene F., "Mandelbrot and the Stable Paretian Hypothesis," Journal of

Business . 36 (October 1963), 420-429.

Farrell , James L., Jr., "Analyzing Covariation of Return to Determine
Homogeneous Stock Groupings," Journal of Business . 47 (April 1974),
186-207.

Flannery, Mark J. and Christopher James, "The Effects of Interest Rate Changes
on the Common Stock Returns of Financial Institutions," Journal of

Finance . 39 (September 1984), 1141-1153.



24

References (Cont'd)

Fogler, H. Russell and S. Ganapathy, Financial Econometrics: Introduction for

Researchers 1n Finance and Accounting , Englewood CUffs, New Jersey:
Prent1ce-Hall, Inc. , 1981 .

Fogler, H. Russell, Kose John and James Upton, "Three factors, Interest Rate
Differentials and Stock Groups," Journal of Finance . 36 (May 1981),
323-335.

Fuller, Wayne A. and George E. Battese, "Estimation of Linear Models with
Crossed-Error Structure," Journal of Econometrics , 2 (May 1974), 67-78.

Glascock, John L. and Wallace N. Davidson, "The Effect of Bond Derating on Bank
Stock Returns," Journal of Bank Research . 16 (Autumn 1985), 120-127.

Glllberto, Michael, "Interest Rate Sensitivity 1n the Common Stocks of

Financial Intermediaries: A Methodological Note," Journal of Financial
and Quantitative Analysis . 20 (March 1985), 123-126.

Hicks, John R., Value and Capital , 2nd Edition, London: Oxford Press, 1946.

Kaufman, George G., "Measuring and Managing Interest Rate Risk: A Primer,"
Economic Perspectives . Federal Reserve Bank of Chicago, 8

(January/February), 16-29.

King, Benjamin F., "Market and Industry Factors 1n Stock Price Behavior,"
Journal of Business . 39 (January 1966), 139-189.

Lee, Cheng F. and K1m1o Morlmune, "Time Aggregation, Coefficient of

Determination and Systematic Risk of the Market Model," Financial Review .

(Spring 1978), 36-47.

Levharl, David and Halm Levy, "The Capital Asset Pricing Model and the

Investment Horizon," The Review of Economics and Statistics . 59 (February
1977) , 92-104.

Lloyd, William P. and Richard A. Shlck, "A Test of Stones Two- Index Model of

Returns," Journal of Financial and Quantitative Analysis , 12 (September
1977), 363-373.

Lynge, Morgan J. and J. Kenton Zumwalt, "An Empirical Study of the Interest
Rate Sensitivity of Commercial Bank Returns: A Market Index Approach,"
Journal of Financial and Quantitative Analysis . 15 (September 1980),
731-742.

Mandelbrot, Benolt, "The Variation of Certain Speculative Prices," Journal of

Business . 36 (October 1963), 394-419.



25

References (Cont'd)

Martin, John D. and Robert C. Klemkosky, "The Effect of Homogeneous Stock
Groupings on Portfolio Risk," Journal of Business . 49 (July 1976), 339-349

Meiselman, David, The Term Structure of Interest Rate . Englewood Cliffs, New
Jersey: Prentice-Hall, Inc., 1962.

Merton, Robert C, "An Intertemporal Capital Asset Pricing Model,"
Econometrica . 41 (September 1973), 867-887.

Mishkin, Frederic S., "Monetary Policy and Short-Term Interest Rates: An
Efficient Markets-Rational Expectations Approach," Journal of Finance . 37

(March 1982), 63-72.

Rowe, Robert, "The Effects of Aggregation Over Time on T-Ratios and R 2 's,"

International Economic Review . 17 (October 1976), 751-757.

Schwert, G. William, "Using Financial Data to Measure the Effect of

Regulation," Journal of Law and Economics . 24 (April 1981), 121-158.

Sharpe, William F., "A Simplified Model for Portfolio Analysis," Management
Science . 9 (January 1963), 277-293.

Tarhan, Vefa, "The Response of Bank Stock Returns to Money Supply
Announcement," Bank Structure and Competion . Proceedings of a Conference
at the Federal Reserve Bank of Chicago, April 1984, 402-423.

Toevs, Alden L., "Gap Management: Managing Interest Rate Risk in Banks and

Thrifts," Economic Review , Federal Reserve Bank of San Francisco, (Spring

1983), 20-35.

Zellner, Arnold and Claude Montmarquette, "A Study of Some Aspects of Temporal
Aggregation Problems in Econometric Analyses," The Review of Economics and

Statistics . 53 (November 1971), 335-342.



26

Table 1

Summary of

Time Series Properties of Bank Stock Rates of Return Data

Each number reported 1n the table 1s based on the average of

the 71 estimates

Standard Studentlzed
Mean

0.0002

Deviation

0.0150

Skewness

0.8464

Kurtosls

26.4740

Ranqes

Dally 15.1096

Weekly 0.0009 0.0352 0.4837 3.6964 8.2459

Monthly 0.0041 0.0774 0.2992 1 .4646 5.4810

Upper Percentage Points: Various Samples
Drawn from a Normal Population

0.95 0.99
Variable 100 200 1400

Skewness 0.152 0.078 0.012

Kurtosls 3.77 3.57 3.22

Studentl zed range 5.90 6.38 7.33
(HU100.200
and 1000)

100 200 1400

0.321 0.162 0.023

4.39 3.98 3.34

6.36 6.85 7.80
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Table 2

Simple Correlation Coefficients
(January 1978 through June 1984)

Dally

n

r 2

r 3

1.0 0.74*

1.0

-0.10*

-0.08*

1.0

Weekly

r
l

r 2

r 3

1.0 0.55*

1.0

-0.16*

-0.13*

1.0

Monthly

r
l

r 2

r 3

1.0 0.67*

1.0

-0.30*

-0.20***

1.0

One star Indicates that the simple correlation
coefficient 1s significantly different from zero at

the 1 percent level. Three stars Indicate significance
at the 10 percent level.
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Two-Factor
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Table 3

Adjusted R-Squared Coefficients
(All Bank Holding Companies)

Pally

Arithmetic
Mean Minimum

0.0775 0.0037

0.1317 0.0065

0.1334 0.0073

Weekly

Arithmetic
Mean Minimum

0.1412 0.0194

0.1871 0.0279

0.1894 0.0350

Arithmetic
Mean Minimum

0.2305 0.0813

0.3767 0.0962

0.3824 0.1187

Maximum

0. 3121

0. 6412

0. 6410

Maximum

0. 2907

0. 4534

0. 4627

Market Model

One-Factor

Two-Factor

Three-Factor

Monthly

Market Model Mean Minimum Maximum

One-Factor 0.2305 0.0813 0.4181

Two-Factor 0.3767 0.0962 0.7253

Three-Factor 0.3824 0.1187 0.7224
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